
 1 

 
Abstract—Condition monitoring of power transformers, which 

are key components of electrical power systems, is essential to 

identify incipient faults and avoid catastrophic failures. In this pa-

per machine learning algorithms, i.e. nonlinear autoregressive 

neural networks and support vector machines, are proposed to 

model the transformer thermal behavior for the purpose of moni-

toring. The thermal models are developed based on the historical 

measurements from nine transformers comprised of two 180-

MVA units, four 240-MVA units and three 1000-MVA units. The 

data consist of load profile, tap position, winding indicator tem-

perature (WTI) measurement, ambient temperature, wind speed 

and solar radiation. The results are validated against field meas-

urements, and it is clearly demonstrated that the alternative algo-

rithms surpass the IEEE Annex G thermal model. An incipient 

thermal fault identification algorithm is then proposed and suc-

cessfully used to identify an issue using measurements taken in the 

field. This algorithm could be used to alert the operator and plan 

intervention accordingly.   

 
Index Terms— Condition monitoring, power transformer, 

transformer thermal model, winding temperature indicator. 

I.  INTRODUCTION 

he cost of replacing power transformers is high compared 

with other substation assets and has justified research fo-

cused on maximizing life expectancy while maintaining relia-

bility and stability, in part through condition monitoring [1], 

[2]. Transformer hot-spot temperature is one of the most crucial 

parameters for monitoring as it captures the cooling perfor-

mance of the transformer and is linked to the degradation rate 

of the paper insulation [3].  

To achieve on-line thermal condition monitoring, an accurate 

dynamic transformer thermal model needs to be developed to 

predict the transformer temperature under different loading 

conditions. Divergence between the measurement and predic-

tion could be then interpreted as changes in thermal behavior.  

There are international transformer thermal models widely 

used for oil-immersed transformer as loading guides, i.e. IEEE 

Std C57.91 (2011) Annex G [4] and IEEE 60076-7 [5]. A limi-

tation is that the thermal models require specific thermal param-

eters for each transformer. There are a set of recommended val-

ues for those transformers that do not have their own parame-

ters, but they may not be consistent with actual thermal perfor-

mance. Refinements to these models have been proposed in the 

literature. Thermal influence of changes in winding losses and 

oil viscosity with temperature was discussed in [6]. The thermal 

impact of solar radiation and wind speed has been considered 

in [7], [8]. Alternatively, the transformer temperature distribu-

tion is modelled using thermal-hydraulic network model and 

computational fluid dynamics [9]. As the data associated with 

the transformer temperature are increasingly available, it is fea-

sible to develop a transformer thermal model using machine 

learning techniques regardless of the thermal parameters.  
Earlier work using machine learning for dynamic thermal 

modeling of power transformers showed promising results [10]. 

A power transformer thermal model that was developed using 

artificial neural network (ANN) was also more accurate com-

pared with the traditional approach [11]. In addition, the ANN 

was used to forecast the hot-spot temperature for an instrument 

transformer [12]. Performance of the prediction made by binary 

regression tree, generalized linear model, gaussian process re-

gression and support vector machine over three units lightly 

loaded was investigated [13]. However, long-term performance 

of the algorithms, especially ANN, over the course of the year, 

and across different units, was not considered due to lack of 

availability of field measurements. Furthermore, the thermal in-

fluence of environmental factors, i.e. wind speed and solar ra-

diation were not considered. 

The aim of this paper is to develop a tool for estimating hot-

spot temperature by means of machine learning to aid thermal 

condition monitoring, for example in identifying: restricted oil 

and air flow, or faulty cooling pumps and fans [14]. The inputs 

comprise load, tap position, ambient temperature, solar radia-

tion and wind speed. The model performance of different learn-

ing algorithms over testing datasets spanning 7 years for 9 

transformers are provided. An incipient thermal fault identifi-

cation algorithm is proposed based on the thermal model and 

used to identify a fault based on measurements taken in the 

field. The contribution of this work is the assessment of long-

term performance of machine learning algorithms, especially 

ANN, across nine transformers. In addition, the impact of two 

weather factors, wind speed and solar radiation, is considered. 

Finally, a thermal anomaly identification algorithm has been 
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developed and used to detect a period of raised transformer tem-

peratures using field measurements.  

II.  TIME SERIES FORECASTING  

Transformer hot-spot temperature is dependent on many fac-

tors, most importantly: load profile, tap position, ambient tem-

perature, wind speed and solar radiation. These factors all vary 

with time and are treated as time series hereafter. Traditionally, 

transformer thermal models calculate the hot-spot temperature 

through two governing equations: a top-oil thermal model and 

a hot-spot temperature rise above top-oil thermal model [4]. 

The top-oil thermal model has a relatively large time constant, 

often in the order of hours, and is dependent on environmental 

conditions and load. The hot-spot temperature has a much lower 

time constant, typically in the order of minutes, and the hot-spot 

temperature rise above top-oil is only dependent on load. In this 

work, WTI measurements, which are indicative of hot-spot 

temperature, are used with load and environmental data (ambi-

ent temperature, solar radiation and wind speed) directly to train 

a machine learning algorithm which removes the need for an 

independent top-oil thermal model. The machine learning algo-

rithms introduced in this section are trained using these factors 

to estimate hot-spot temperature. The data are initially normal-

ized to prevent factors with larger numeric values dominating. 

A.  Artificial Neural Networks (ANNs) 

Artificial neural networks (ANNs) have been previously 

used in applications associated with electrical power systems, 

[10] and [15]. The idea of artificial neural networks (ANNs) is 

inspired by human learning processes [16]. In ANN architec-

ture, there are three main layers: an input layer, one or more 

hidden layers and an output layer as illustrated in Fig. 1 [16]. 

The input layer is the first layer of the neural networks contain-

ing original inputs before passing to neurons. The hidden layers 

contain a series of artificial neurons. The artificial neurons are 

activation functions that map the sum of the weighted inputs 

plus bias into new values. The output layer then sums all the 

final information from the last hidden layer with bias. The acti-

vation function used in this work is a hyperbolic tangent. 

 

 

Fig. 1 Artificial neural network architecture. The figure is adapted from [16]. 𝑥 

are inputs, 𝑤 are weights, 𝑏 are biases, 𝑎 are the output from the activation 

function and �̃� are predicted outputs. 

The following is the processes of a feedforward ANN. First 

each input is multiplied by its own weight and then they are 

added together with bias as a single input (𝑛) as follows: 

𝑛𝑘+1(𝑖) =  

{
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where 𝑥 is an input vector, 𝑎 is the output of the activation func-

tion, 𝑤 is weight, 𝑏 is bias, 𝑘 is the index of the layer itself, 𝑖 is 

the index of the neurons, 𝑗 is the index of the input features to 

the activation function and 𝑁 is the total number of the input 

features for each layer. The outputs of each layer are passed to 

the next layer as inputs until the output layer. The sum of 

squared errors between the prediction and measurement (𝑉) is 

defined as follows: 

𝑉 =∑(𝑦𝑞 −  �̃�𝑞)
2 = ∑𝐸𝑞

2

𝑄

𝑞=1

𝑄

𝑞=1

                          (2) 

where 𝑦𝑞 are the measured outputs,  �̃�𝑞 are the predicted out-

puts, 𝐸𝑞
2 are the squared error between the measured and pre-

dicted outputs, 𝑞 is the index of the points within dataset and 𝑄 

is the total number of datapoints. 

The weights and bias are adjusted to minimize the sum of 

square errors between the measurement and prediction of the 

training dataset. The Marquardt-Levenberg method is selected 

to solve the least square curve fitting because it requires a short 

time for training a model that has a few hundred weights or 

lower while still producing a reasonably accurate model [17].  

A nonlinear autoregressive neural network with multiple in-

puts is used. The non-linearity between inputs and outputs 

comes from the activation function that is the hyperbolic tan-

gent function, autoregressive means that the output at the previ-

ous time step is used as the input for prediction at the present 

time step. 

The numbers of hidden layers and neurons are usually in-

creased with a complexity of the system. Increasing the number 

of the hidden layers and neurons too much will result in the 

model overfitting [18]. The key idea is to optimize the number 

of hidden layers and neurons to produce a model with the high-

est accuracy when compared with the testing dataset. 

B.  Support Vector Machine for Regression (SVM) 

The concept of support vector machine (SVM) is to create a 

linear function between inputs and outputs that minimizes er-

rors below a given margin (𝜀) [19]. However, most systems 

have a non-linear relationship between inputs and outputs 

within the original space. To create linear relationships between 

predictors and response, the data are first mapped into a higher 

dimensional space using a kernel function. The kernel function 

is a technique for measuring similarity between two sets of vec-

tors [20]. The kernel method is selected for SVM as it has a fast 

computational time. The algorithm is referred to as “support 

vector machine” because some input vectors in the training da-

taset are used as reference, or support, vectors in the kernel 



 3 

function to calculate the output prediction. The architecture of 

SVM regression is shown in Fig. 2. The predicted output based 

on SVM for regression is given as follows: 

�̃� =  ∑ 𝜆𝑚𝑘(𝒙, 𝒙𝑚) + 𝑏

𝑆

𝑚=1

                             (3) 

where 𝒙𝑚 are the support vectors which are subsets of the input 

data in the training dataset, 𝑚 is the index of the support vec-

tors, S is the total number of the support vectors that are deter-

mined automatically,  𝜆𝑚 are weights for each support vec-

tor and 𝑘(𝒙, 𝒙𝑚) is a kernel function. Similarities between an 

input vector (𝒙) and support vectors 𝒙𝑚 are computed using a 

kernel function and then weighted and added with bias to form 

the predicted output. 

There are many popular kernel functions such as linear, pol-

ynomial, Gaussian and hyperbolic tangent functions [19]. The 

Gaussian function is used in this work as it has been shown to 

outperform the others in various applications [21]. Explicitly 

the kernel function is: 

𝑘(𝒙, 𝒙𝑚) = exp (
−‖𝒙 − 𝒙𝑚‖

2

𝛾
)                       (4) 

where 𝛾 is the kernel scale and ‖ ‖ is Euclidean distance. The 

output of the kernel function is equal to one if an input vector is 

in the same position as the support vectors or decreases toward 

zero if an input vector is far away from the support vectors. 

The algorithm determines a set of support vectors from the 

training dataset, weight (𝜆(𝑚)) and bias (𝑏) by minimizing the 

following nonlinear least square problem: 

        minimise          
𝑉

2
+ 𝐶∑𝐸𝜀

𝑄

𝑞=1

(𝑦𝑞 −  �̃�𝑞)  

subject to 𝐸𝜀(𝑧) =  {
|𝑧| − 𝜀      𝑖𝑓 |𝑧| ≥ 𝜀 
  0               otherwise

.                    (5) 

where 𝐶 is the penalty factor and 𝜀 is the error margin. 

 

Fig. 2 Architecture of SVM regression. The figure is adapted from [21]. 𝑥 are 

inputs, 𝜆 are weights, 𝑏 are biases, 𝑘(𝒙, �̃�𝑚) is a kernel function and �̃� are pre-

dicted outputs. 

The kernel scale (𝛾), penalty factor and the error margin (𝜀) 
are all parameters that need to be specified by the user to opti-

mize the accuracy of the model. Higher values of the penalty 

factor can cause overfitting problems because it emphasizes the 

model error of the training dataset and vice versa. Larger values 

of the kernel scale reduce ability to distinguish between 2 sets 

of data and this could therefore reduce the number of support 

vectors required to form a model and complexity of the model 

[22]. Larger values of the error margin reduce the contribution 

of the model errors to the least squares problem, and a lower 

number of support vectors are likely to be required to form a 

model which could lead to underfitting of the data [22].  

 

C.  Hyperparameter Optimization 

Hyperparameter optimization is a method used to tune learn-

ing parameters to optimize the error over a cross-validation da-

taset rather than the training dataset [23]. A grid search tech-

nique is used to determine the optimized number of the neurons 

and hidden layers because the number of the choices is small. 

The Bayesian optimization method is used to solve the hyperpa-

rameter optimization of the SVM algorithm because of the large 

number of the hyperparameter choices [24]. The Bayesian 

method is usually used to determine global optimization for 

black-box functions and functions that require high computa-

tional time to be evaluated. It is based on two processes; a 

Gaussian process model which is a probabilistic regression 

model formed by a combination of stochastic variables that 

have a joint normal distribution and an acquisition function 

which is a probability function used for selecting a next optimal 

combination [25]. Initially, several sets of the hyperparameters 

are evaluated to model the cost function using the Gaussian pro-

cess model. Following this, the next candidate set of the hy-

perparameters is selected according to the acquisition function.  

Training datasets, which in this work are half of the total da-

taset, are divided equally into five sections in this work. A 

model is trained with four sections which means 80% of the 

training dataset is used for training, or equivalently 40% of the 

total dataset. The remaining section of the training dataset is 

referred to as a cross-validation dataset, which is used for the 

purpose of the hyperparameter optimization. Each section of the 

training dataset is considered in turn. This means that there will 

be 5 trained models in total that use the same set of the hyperpa-

rameters. A set of optimized learning parameters, that provides 

a minimum of the sum square errors against the cross-validation 

data for each trained model, is finally selected. Table I provides 

restrictions of each hyperparameter of the two algorithms. 

D.  Regression Order 

The regression order represents how many hours the inputs 

extended are away from the output at the present time step; all 

data are in an hourly format. Instead of only using the input data 

from the previous time stamp to predict the hot-spot tempera-

ture at the present time step, the number of the inputs is ex-

tended to also include the input data beyond the previous time 

step. For example, regression order is equal to five means that 

the inputs for predicting hot-spot temperature at the present 

time step include the data from the last five hours. It should be 
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noted that a measured input of previous hot-spot temperature is 

not used to predict hot-spot temperature with regards to the test-

ing data, i.e. the hot-spot temperature output from the algo-

rithms is used as an input for the next time step. 

III.  OPERATIONAL MEASUREMENTS 

There are nine transformers considered in this analysis. They 

are comprised of two 180-MVA units (A and B), four 240-

MVA (C, D, E and F) units and three 1000-MVA (G, H, and I) 

units. Their specifications are shown in the Appendix in Ta-

ble VI. The inputs for the alternative thermal models are com-

prised of load profiles, tap position, winding temperature indi-

cator (WTI) measurement, ambient temperature, wind speed 

and solar radiation, and the output is WTI temperature, see Fig. 

3 for a snapshot of the measurements. It should be noted that 

the WTIs are calibrated to mimic the hot-spot temperature. 

Over the periods considered the cooling state of the transform-

ers under consideration did not change, i.e. cooling systems 

were either continuously oil-forced-air-forced (OFAF) or oil-

natural-air-natural (ONAN). That means the models in this 

work are trained to estimate the transformer temperature in ei-

ther ONAN or OFAF mode only. When a sufficient amount of 

data is available for both ONAN and OFAF mode, two separate 

models should be created for each mode. As the data considered 

in this work do not contain periods of cooling transition be-

tween ONAN and OFAF modes and vice versa, the analysis 

was not included. It should be noted that the temperature 

changes rapidly in such periods and a higher sampling rate 

would be required to capture those changes. 

The weather information is obtained from the closest UK 

Meteorological Office weather station [26]. The periods of the 

investigation are 2013 and 2019 inclusive. The data are in 

hourly format. Missing and unreliable values are deleted from 

the datasets. Half of the dataset is used to train the models and 

the other half is used to evaluate the models’ accuracy. The 

cross-validation dataset discussed previously is a subset of the 

training dataset. 

IV.  TRANSFORMER THERMAL MODEL PERFORMANCE   

The goal is to predict the WTI temperature profile for a given 

loading condition as accurately as possible. The ANN and SVM 

algorithms are used to learn the thermal behavior of the WTI 

temperature from the historical measurements. The optimized 

hyperparameters are provided in Table II. The variation in the 

hyperparameters of the SVM model is large even in the same 

transformer family. The accuracy is not compromised with the 

variation. It is unlikely that there is a universal combination of 

the hyperparameters that is suitable for all transformers, and the 

hyperparameters should therefore be optimized for each trans-

former. It was found that the optimal hyperparameter combina-

tions can be used for other transformers within the same family 

and still yield reasonable accuracy, typically errors increase by 

less than 0.1°C. Furthermore, the trained models of the ANN 

and SVM algorithms for Transformer G, H and I, which are in 

the same family, are used to predict the temperature for the 

other transformer in the same family, see Section VI for a fur-

ther investigation. As the optimization algorithm usually pro-

vide local optimums, it is likely there might be different optimal 

combinations that provide similar performance.  

The computational time of the models, on an ordinary desk-

top computer, was approximately 10 minutes for the ANN al-

gorithm and approximately an hour for the SVM algorithm. It 

should be noted that the computational time is also dependent 

on size of training dataset, which is approximately 30,000 data-

points, equivalent to 3.5 years, in this work. 

 

TABLE I 

HYPERPARAMETER RANGES 

Algorithm Parameter Lower Upper 

ANN 

The number of neurons 1  10 

The number of hidden layers 1  3 

SVM 

Epsilon (𝜀) 10-3 𝜎(𝑦𝑞) 103 𝜎(𝑦𝑞) 

Kernel scale (𝛾) 10-3  103 

Box constraint (𝐶) 10-3  103 

𝜎(𝑦𝑞) = Standard deviation of 𝑦𝑞 

 

(a) Load, WTI and ambient temperature measurements 

 

(b) Solar radiation and wind speed 

Fig. 3 Snapshots of load, WTI, ambient temperature, solar radiation and wind 

speed measurements. 
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The accuracy of the estimations made by the ANN and SVM 

algorithms is evaluated using the testing datasets. It should be 

noted that a measured input of previous WTI temperature is not 

provided to predict WTI temperature with regards to the testing 

data, i.e. the WTI temperature output from the algorithms is 

used as an input for the next time step. The accuracy of the pre-

diction made by the IEEE Annex G algorithm is also investi-

gated for the sake of comparison. It should be note that the top-

oil temperature rise at rated load and oil time constant, which 

are key parameters in the IEEE Annex G model, are tuned to 

the operational measurement to increase the accuracy of the 

prediction. Adjusting the other parameters does not improve the 

accuracy significantly. A snapshot of the measurement and pre-

dictions made by the algorithms is provided in Fig. 4. 

The root mean squared errors (RMSEs) and mean absolute 

errors (MAE) between the measurement and predictions made 

by the IEEE, ANN and SVM algorithms over the testing da-

tasets are provided in Table III. Both machine learning algo-

rithms surpass the traditional algorithm for predicting the ther-

mal profiles by having the overall RMSEs of 1.5°C and 1.6°C 

for the ANN and SVM algorithms, respectively. Whereas the 

overall RMSE of the IEEE algorithm is 2.6°C. In addition, the 

error duration curves of the three algorithms for all the trans-

formers are shown in Fig. 5. Clearly, the ANN algorithm sur-

passes the other algorithms and the highest absolute error is 

within 5°C while the maximum error produced by the tradi-

tional algorithm could go up to 8.5°C. 

 

 

Fig. 4 Snapshot of the WTI measurement and predictions made by the three 

algorithms for Transformer A. 

 
Fig. 5 Error duration curves of the IEEE, ANN and SVM algorithms for all the 

transformers. 

TABLE II 

OPTIMIZED HYPERPARAMETERS 

Transformer 
ANN SVM 

Neurons 𝐶 𝛾 𝜀 

A 8 207.5 17.18 0.8008 

B 8 339.6 5.722 0.1264 

C 10 16.9 1.599 0.0087 

D 7 717.9 84.415 0.1182 

E 8 26.5 0.731 0.1218 

F 10 966.4 185.203 0.0159 

G 8 891.3 1.91 0.0167 

H 7 138.5 1.063 0.13 

I 7 324.6 4.673 0.0237 

The number of the hidden layers is equal to 1 for all the models. 

 

TABLE III  

STATISTICAL QUANTITIES OF THE ERRORS. 

Transformer  
IEEE ANN SVM 

RMSE MAE RMSE MAE RMSE MAE 

A 2.2 1.7 1.5 1.1 1.6 1.2 

B 2.1 1.7 1.2 0.9 1.2 0.9 

C 2.8 2.1 1.7 1.3 1.9 1.5 

D 3.5 2.6 2.2 1.5 2.5 1.7 

E 2.3 1.8 1.5 1.2 1.5 1.1 

F 2.4 1.8 1.4 1.1 1.4 1.1 

G 2.5 1.9 1.3 1 1.4 1 

H 2.2 1.7 1.2 0.8 1.2 0.9 

I 2.8 2.2 1.4 1 1.5 1.1 

All Transformers 2.6 2.0 1.5 1.1 1.6 1.2 

 

The benefit of the proposed model over a traditional ap-

proach is that it can easily include weather factors: wind speed 

and solar radiation. Furthermore, transformer thermal parame-

ters which are derived from a heat run test such as the top-oil 

and hot-spot temperature rise at rated load are not required. 

Based on the authors’ experience, the computational time for 

training the ANN models, which are trained with the data size 

of about 30,000 datapoints, was approximately 10 minutes for 

each model using an ordinary desktop computer. Many standard 

programming languages have built in machine learning 

toolboxes, which removes the need for a user who has expertise 

in machine learning.  

It is of interest to know to what extent the present WTI tem-

perature is related to the past information. The regression order 

is varied from one to ten to investigate whether they could im-

prove the model accuracy. As the ANN algorithm outperforms 
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the SVM algorithm, the following investigation is undertaken 

using the ANN algorithm. A plot of the overall RMSE against 

the regression order is shown in Fig. 6. The accuracy decreases 

with increasing the regression order. This means that the infor-

mation of the last one hour before the present time is sufficient 

to predict the temperature. It is noteworthy that increasing the 

regression order decreased model accuracy due to overfitting 

issues. 

Further investigations are made regarding the impacts of 

weather factors on the accuracy of the prediction. Models using 

the ANN algorithm are trained with different sets of input fea-

tures: 1) load, ambient temperature and WTI), 2) load, ambient 

temperature, WTI and wind speed, 3) load, ambient tempera-

ture, WTI and solar radiation and 4) load, ambient temperature, 

WTI, wind speed and solar radiation. The RMSEs for all nine 

transformers based on the input features are provided in Ta-

ble IV. It is found that considering the load, ambient tempera-

ture and WTI temperature plus wind speed could improve the 

accuracy by decreasing the error by 0.5°C in general while tak-

ing into account solar radiation improves the accuracy in some 

units only. In fact, in some units considering the solar radiation 

makes the prediction less accurate. This is probably because of 

the overfitting issue where the algorithm tries to fit the output 

that do not actually relate to that input features. The accuracy 

of the alternative models that do not consider wind speed and 

solar radiation is slightly improved compared to the IEEE 

model, however, the main advantage of the alternative algo-

rithm is that the wind speed and solar radiation could be easily 

considered, unlike a traditional model where a new governing 

equation would have to be introduced.  

The impact of increasing the number of hidden layers and 

neurons on model performance was also investigated. ANN 

models with five hidden layers containing 50 neurons for each 

layer have been trained and tested. No significant difference 

was observed compared against a single hidden layer that has 

the number of neurons between seven and ten. 

V.  INCIPIENT THERMAL FAULT IDENTIFICATION 

An algorithm for identifying incipient thermal faults, such as 

restricted oil flow, is proposed using the thermal model, see  

Fig. 7. for a flow chart of the algorithm. Firstly, a transformer 

thermal model is developed using historical operational meas-

urements. It is strongly recommended that the model should be 

trained with at least 1-year data so that the model can be ex-

posed to yearly load and weather cycles. Secondly, a fault iden-

tification threshold (FIT) is calculated based on the training 

data as follows: 

FIT = |𝐸|̅̅ ̅̅ + 4𝜎(|𝐸|)                                     (6) 

 

With regards to the error probabilities of the nine transform-

ers, typically 99.7% of the error lies within the threshold FIT. 

Following that, the load profile, ambient temperature, solar ra-

diation, wind speed and the hot-spot temperature at the previous 

time step and the hot-spot temperature at the present time step 

are inputted and then the thermal model predicts the present hot-

spot temperature which is compared with the measured hot-spot 

temperature. Subsequently, the difference between the meas-

urement and prediction in the testing dataset (Et) is compared 

to the FIT to identify whether there is an incipient fault. There 

are 5 scenarios: 1) the difference between the measurement and 

prediction is less than FIT (No indication of an incipient fault), 

2) the difference is greater than FIT but less than FIT + STD 

(Level 1), 3) the difference is greater than FIT + STD but less 

than FIT + 2STD (Level 2), 4) the difference is greater than 

FIT + 2STD but less than FIT + 3STD (Level 3) and 5) the dif-

ference is greater than FIT + 3STD (Level 4). The higher level 

means it is more likely that there is an incipient thermal fault. 

To ensure that the reliability of the algorithm, a counting 

technique is introduced. A warning will be raised only if the 

errors have exceeded the thresholds for a certain period contin-

uously. The periods of the exceeding time vary with the magni-

tude of the divergence. The higher difference between the 

measurement and prediction is, the shorter period for that the 

excessive errors must have persisted is. For Level 1, to Level 4, 

the periods of time that the excessive errors must have persisted 

to raise a warning are 2 days (48 datapoints), 1 day (24 data-

points), 12 hours (12 datapoints) and 6 hours (6 datapoints), re-

spectively. To reset all the counters, the errors must have been 

less than FIT for 1 day (24 datapoints) consecutively. 

 

TABLE IV 

RMSES USING DIFFERENT SET OF INPUTS  

Inputs  RMSE (°C) 

Load, WTI temperature, tap position (if available)  

and ambient temperature 
2.2 

Load, WTI temperature, tap position (if available)  

ambient temperature and wind speed 
1.6 

Load, WTI temperature, tap position (if available)  
ambient temperature and solar radiation 

2.1 

Load, WTI temperature, tap position (if available) 

ambient temperature, wind speed and solar radiation 
1.6 

 

 
Fig. 6 Overall RMSE against the regression orders for all the transformers. 

This algorithm has been applied to identify incipient faults 

from the measured data. It is found that there was one trans-

former where an incipient fault was detected by the algorithm, 

which is Transformer E. The predictions and the errors between 

the measurement and predictions between 1st January 2013 and 

31st December 2019 were then calculated by the algorithm us-

ing the load, thermal and weather measurements, see Fig. 8 and 

Fig. 9. 
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 Fig. 7 Flow chart of the algorithm of the incipient thermal fault identification. 

There had not been a significant difference between the 

measurement and prediction until 3rd January 2018. A warn-

ing level 4 was raised because there were continuous excessive  

divergences between the measurement and prediction greater 

than the level 4 threshold. The divergence had persisted until 

mid April 2019 and the measurement has approached to the pre-

diction again since then. Although the WTI temperature is not 

significantly higher than the WTI temperature in the adjacent 

year, the average load in the suspicious periods, 0.3 p.u., is rel-

atively smaller than the average load in the adjacent year which 

is 0.4 p.u. A list of maintenance activities for this transformer 

was reviewed but there were not any activities, which were un-

dertaken regarding this incident. It is believed that there may 

have been a partial blockage of oil sludge in an oil pipe. The 

blockage in the oil pipe results in a reduction in the oil flow, 

which carries the heat away from a transformer tank to the en-

vironment via a cooler bank, causing a lower heat transfer rate. 

 

 
Fig. 8 Time series of WTI measurement and prediction over thermal anomaly 

and normal periods for Transformer E. 

 

 
Fig. 9 Time series of the absolute errors between the measurement and predic-

tion from Fig. 8 showing periods that thermal anomaly was detected. 

Although the anomalous thermal fault was remedied without 

intervention, it took approximately 1 year before the problem 

disappeared. Using the algorithm, the issue could have been 

identified within one day and subsequently a proper mainte-

nance could be planned to fix the fault.  

It should be noted that the proposed approach will detect 

anomalous performance provided that the transformer is behav-

ing “normally” in the training data. It would therefore be rec-

ommended that these algorithms are trained by the data from 

the commencement of service. 

VI.  RELATIVE THERMAL PERFORMANCE 

Using the proposed thermal model, relative thermal perfor-

mance amongst a transformer family could also be identified. 

The thermal model, which is developed using the measurements 

of a unit in the fleet, should generally be able to be used for 

predicting the temperature of the other transformers in the same 

family without significant errors if those transformers are ex-

posed to similar installation. Building on this hypothesis, a ther-

mally underperforming transformer could be distinguished 

from the family by creating an error matrix. The error matrix is 
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a matrix of mean errors between the measurement and predic-

tions made by the thermal model that is developed using its own 

historical data and the data of the other transformers in the same 

family. Typically, the mean errors between the measurement 

and prediction made by the thermal model using its own data 

should be approximately zero, however, the mean errors that 

are produced by the thermal model of the other transformer 

might be positive or negative, if the thermal behavior between 

them is significantly different. If the mean error (�̅�) is positive, 

it means the transformer whose measurement data are used for 

testing is operating at a hotter temperature than the transformer 

used to train the model.  

In the datasets considered, there are three transformers that 

are in the same family (G, H and I). An error matrix is provided 

in Table V where Transformer ID in the first column indicates 

the thermal model used for prediction and Transformer ID in 

the row headers indicates the measured data compared with the 

model prediction. It can be seen that the diagonal elements are 

approximately zero because the measurement and thermal 

model are derived from the same transformer while the ele-

ments outside the diagonal could be zero, positive or negative 

depending on the differences between their thermal behavior. 

In the transformer family under consideration, Transformer I 

has a higher operating temperature, indicating poorer cooling 

performance compared to the other units in its family, see Fig. 

10 and Table V.  

 

 

Fig. 10 Snapshot of measurement and prediction made by Transformer H’s 

model for Transformer G, H and I. 

VII.  CONCLUSION 

The machine learning algorithms, i.e. ANN and SVM algo-

rithms are used to predict the WTI temperature under various 

loading conditions. The thermal models consider load profile, 

tap position, ambient temperature, wind speed and solar radia-

tion. Both alternative algorithms generally surpass the tradi-

tional algorithms exhibiting closer agreement with the meas-

ured data. Increasing the regression order results in overfitting 

issues, which decreases the model accuracy. Considering wind 

speed and solar radiation improved model accuracy for some 

units. A method for incipient thermal fault identification is in-

troduced using the thermal model. The algorithm notifies the 

operator if the differences between measurement and prediction 

have been significantly greater than a specified threshold over 

a given period. The greater the divergence between the meas-

urement and prediction, the shorter time duration that the diver-

gence must have persisted to display a warning. The proposed 

method identified thermally anomalous behavior in field meas-

urements. Relative thermal performance among a transformer 

family is also investigated using machine learning thermal 

models.  

 

TABLE V  

ERROR MATRIX 

 

 Measurement 

Model G H I 

G -0.05°C -3.67°C 3.95°C 

H 3.66°C -0.01°C 7.91°C 

I -3.28°C -7.2°C 0.37°C 

 

VIII.  APPENDIX 

TABLE VI 

TRANSFORMER SPECIFICATIONS 

Quantities 
Transformers 

A B C D E F G to I 

Voltages(kV) 275/66 400/132 400/275 

Nameplate  

Capacity 

(MVA) 

180 180 240 1000 

Typical  

cooling mode 
ONAN OFAF ONAN ONAN ONAN ONAN ONAN 

Load losses 

(kW) 
960 992 748 596 792 848 1772 

No-load losses 

(kW) 
128 129 55 68 51 63 75 

∆𝜃OR (K)  40.6 39.4 38.5 46.3 33.8 34.2 45.0 

𝐻𝑔R (K) 7.3 22.0 8.7 5.7 14.5 5.2 15.4 
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