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Pilot decision-making during a dual engine failure on take-off: 
Insights from three different decision-making models 

Abstract 
Commercial airline pilots are required to make efficient, justifiable and safety-critical decisions when 

faced with adverse events such as engine failures. Although these are rare events, the consequences 

are severe, and the pilot response is critical. This paper reviews pilot decision-making when faced 

with a dual engine failure on take-off using three different decision models; the Recognition Primed 

Decision Model, Decision Ladders and the Perceptual Cycle Model. In-depth interviews with eight 

experienced airline pilots were conducted to capture their decision-making processes in response to 

a dual engine failure on take-off event.  The analysis of these interviews using the three different 

decision models provide recommendations for a proposed decision assistant. The different decision 

models are discussed in relation to the insight they can bring to developing a future decision 

assistant tool within the flight deck of commercial aircraft.  

 

KEYWORDS: Decision making, Recognition Primed Decision Model, Perceptual Cycle Model, 
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1. Introduction  

Commercial airline pilots have a responsibility for the safety of all their passengers. Many of the 

safety related decisions that airline pilots make are routine in nature, however, occasionally they 

may be faced with safety critical events that require difficult decisions to be made under high-

workload and time critical conditions. The pilots of US Airways Flight 1549, were faced with such a 

decision. The aircraft was climbing out of its departure airport of New York when, at approximately 

2800ft and just 2 minutes after take-off, a flock of birds hit both the aircrafts’ engines. This instantly 

caused significant damage to the engines and near total loss of thrust. This was a very serious and 

rare event which could have resulted in total loss of the aircraft and associated fatalities. Thankfully, 

the crew’s decisions were a key contributing factor in the survivability of all 150 passengers and 5 

crew members on board (NTSB, 2010). The pilots successfully ditched the aircraft into the Hudson 

River, approximately 4 minutes after the birds hit the engines and just 8.5miles from the departure 

airport.  

The United States National Transport Safety Board (NTSB, 2010) carried out a full investigation 

which highlighted the importance of the pilot’s decision making in the survivability of the flight. Yet, 

barriers were also identified that affected their ability to fully diagnose the situation and select 

appropriate checklists. The analysis of the pilots’ decision-making in the report states that the pilots 

quickly called for the Quick Reference Handbook (QRH) ‘Engine Dual Failure Checklist’. This checklist 

is intended for a total lack of thrust from the engines above 20,000ft, as this is the most likely 

altitude for a dual engine failure. However, in the Hudson River event neither of these criteria were 

met as a small amount of thrust was available and the aircraft was at 2,800ft. This meant that time 

available for running the checklist was severely limited. The pilots were only able to complete one 

third of the checklist in the time available.  

Furthermore, the checklist also stated that the pilots should try to re-light the engines. The NTSB 

investigation identified that due to the damage to the engines they could not be re-lit. The pilots, 

however, did not have the information available to properly diagnose the extent of the engine 

damage and conclude that a re-light was not possible. The NTSB (2010) report states that 30-40 

seconds were lost trying to re-light the engines. Had the pilots received more information on the 

operational state of the engines, they could have determined that a restart was not possible, and 

they may have progressed further down the ‘Engine Dual Failure Checklist’.  

The NTSB report highlights that many modern aircraft engines do have sensors that can be 

programmed to provide information on engine status, yet they are not currently used to this end. 

The first listed recommendation of the NTSB (2010) report was therefore “to complete the 

development of a technology capable of informing pilots about the continuing operational status of 
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an engine” (p124; NTSB 2010). The development of such a system requires the pilot to be able to 

understand and interpret the information easily, especially in critical, high-workload situations. 

Human Factors insight is essential in the design process of new aviation technologies such as this, to 

ensure they are usable and safe while conveying complex information in a succinct manner (Harris 

and Stanton, 2010; Salas et al, 2010; Parnell et al, 2019 Stanton et al, 2019; CIEHF, 2020).  

An aerospace manufacture is currently working with Human Factors researchers to design and 

develop an engine condition monitoring system, similar to that detailed in the NTSB (2010) report, 

to aid pilot’s decisions when faced with engine failure events. Before implementing a decision 

assistant, it is essential that the scope of the system is reviewed to understand its integration with 

current decision-making procedures (Mosier & Skitka, 1997; Dorneich et al, 2017; Mosier & Manzey, 

2019; Parnell et al, 2019; Banks et al, 2020a). The pilot’s decision making within such a scenario also 

needs to be fully understood in order to design aids that can best inform them. Decision-making 

models can be applied to capture current decision-making process (Parnell et al, 2019; Banks et al, 

2020a) and identify areas where additional assistance or guidance may improve the decision 

outcome (Simpson, 2001). When reviewing pilot decision-making in response to a dual engine failure 

event, we require a decision model that can capture critical decision-making, as well as inform 

recommendations for a decision aid. As there are multiple and diverging models, this work sought to 

apply three different decision models to identify multiple perspectives on the decision process and 

possible recommendations for a decision aid. These models were the Recognition Primed Decision 

Model (RPDM; Klein, 1989), Decision Ladders (Rasmussen, 1983) and the Perceptual Cycle Model 

(PCM; Neisser, 1976). These three models were chosen as they can account for decision-making 

under critical real world conditions and have been previously applied to the aviation domain (Hu et 

al, 2018; Stanton et al, 2010; Asmayawati & Nixon, 2020; Vidulich et al, 2010; Banks et al, 2020a; 

Plant & Stanton, 2012;2015). 

The aim of this paper is to apply these decision models to interview data collected from airline 

pilots to understand how the models can comparatively inform the design of a decision aid that can 

assist the response to a dual-engine failure on take-off. These decision-making models will be 

introduced in turn in the next section. We then apply the qualitative interview data from commercial 

airline pilots to each of the decision models to understand how they capture decision making during 

a dual-engine failure on take-off. The models are then discussed in terms of how they can inform a 

decision aid. We compare and discuss the contributions of each of the decision models and 

summarise key design recommendations in response to the NTSB proposed requirement for a 

system that can update the pilot on the operational status of the engine.  
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2. Decision-Making Models 

Human decision-making is a complex and well-established area of study, with multiple 

theoretical approaches. Of particular interest to this work is Naturalistic Decision Making (NDM); the 

study of decision-making in association with the environment that the decision occurs and the 

decision maker themselves (Klein, 2008; Gore et al, 2018). The field of NDM diverged from previous 

decision-making research at the time of its conception, which had assessed controlled, structured 

environments where the decision-maker was passive to the outcome (Klein, 2008). The inception of 

the field of NDM began with reviewing decision-making ‘in the field’ to understand the strategies 

behind natural decisions (Klein, 2008). Multiple different theories of NDM have since come to 

fruition (Lipshitz, 1993) and there is still much debate in the field over the best ways to 

conceptualise decision-making under naturalistic conditions (Lipshitz, 1993; Lipshitz et al, 2001; 

Neikar, 2010; Lintern, 2010). The RPDM, Decision Ladders and the PCM are now introduced in turn. 

2.1 Recognition Primed Decision Model 

The RPDM is a prominent decision model developed by Klein (1989). It has remained relevant 

over time and is still popular in its applications to decision-making in a variety of domains today 

(Neville et al, 2017; Hu et al, 2018; Yang et al, 2020). The RPDM proposes that decisions are made 

through the recognition of critical information and prior knowledge (Klein, 1989; Klein et al. 1993). If 

a situation can be matched to a previous event, prior experience will guide an individuals’ 

interaction and any necessary decision-making. The RPDM (presented in Figure 1) states that 

decision-making is comprised of four key stages (Klein, 1989); Recognition, Situational Assessment, 

Mental Simulation, and Evaluation. 

 

[Figure 1 Here] 

Figure 1. The Recognition-Primed Decision Model (adapted from Klein et al, 1993) 

Figure 1 shows that if the initial situation is not familiar, the decision maker should seek more 

information to identify familiar elements that may assist them. Once recognised, a situational 

understanding is generated from four central interacting factors; cues in the environment, 

expectations about the outcome, goals of the decision making and typical actions in response to the 

situation. Before the decision is actuated, it is mentally simulated to evaluate its suitability. If it is 

thought not to work at this stage, the process must begin again. The consideration of alternatives 

ends when the first satisfactory option is identified. This does not mean it is always the most suitable 

option, a process known as satisficing (Simon, 1955). The RPDM states that only one option can be 
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considered at any one time, focusing on a “moment of choice” (p144, Klein, 1993) rather than 

deliberation between different options. 

2.2 Decision Ladder 

The Decision Ladder was developed from Rasmussen’s (1983) model of cognitive control which 

categorises behaviour into three levels of control. Skill-based behaviour is automatic and directly 

interacting with the environment. Rule-based behaviour involves the stored rules and intentions 

that are activated by cues within the environment. Knowledge-based behaviour involves mental 

models and analytical problem solving using available information. Decision Ladders present the 

information, activities and decisions that are involved in making a decision across these three levels 

of behaviour. An example Decision Ladder is presented in Figure 2, the two ‘streams’ of the ladder 

flow in and out of the top section. The left side is concerned with situation analysis and the right side 

captures the planning, scheduling, and execution of action. At the top, the options and goals 

generated from situation analysis are evaluated and then selected which determines the proceeding 

actions that are required to be completed. The boxes within the ladder contain ‘information 

processing activities’ whereas the circles contain ‘states of knowledge’ resulting from the outputs of 

the information processing activities.  

Decision Ladders map the decision as experienced by the whole system, not just the cognitive 

processing of the individual decision maker (Banks et al, 2020b; Stanton et al, 2017). This can allow 

them to be used to understand where aspects in a system can assist in improving decision-making 

through design (Rasmussen, 1974; Jenkins et al, 2010; Banks et al, 2020b).  

 

[Figure 2 Here] 

Figure 2. Decision Ladder framework template (adapted from Jenkins et al, 2010) 

 

The level of behaviour used to execute a task is thought to reflect the level of expertise an 

individual has with the behaviour (Rasmussen, 1983). Experts are highly familiar with the situation 

and are therefore able to act using only skill-based behaviour without proceeding to access further 

knowledge. This is facilitated through ‘short-cuts’ across the ladder (Rasmussen, 1974; Banks et al, 

2020b). Novices cannot take short-cuts as they require application of knowledge-based behaviour at 

the top of the ladder to understand events that are unfamiliar to them. This can also be true in 

situations where experts are faced with unfamiliar tasks (Vincente & Rasmussen, 1992). Figure 2 

shows the two short-cut types; shunts and leaps (Stanton et al, 2017). Shortcuts from the left to the 

right illustrate where familiarity and expertise trigger action whereas those from right to left 
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illustrate where desired actions require further information from the environment (McIlroy & 

Stanton, 2015). The direction of the shortcut is distinguished in Figure 2 with a dashed or solid line.  

2.3 Perceptual Cycle Model 

The PCM (Neisser, 1976) draws on Schema Theory (Bartlett, 1932) to demonstrate how the 

environment and context surrounding the decision interact with the cognitive structures and actions 

of the decision maker. Schemata are mental templates of knowledge clusters that are structured 

upon experiences similar in nature. They capture the commonalities that represent an experience. 

They provide mental templates that can inform future behaviours, as well as being fluid to updating 

upon exposure to new experiences. The PCM has three key components ‘Schema’, ‘Action’, ‘World’ 

which interact in a cyclic manner (see Figure 3). Schemata are active in exploring the world, 

interpreting it such that the knowledge structures comprising the schemata are updated to guide 

the exploration and interpretation of future information in the world. The individual’s interaction 

with the world and their internal thought processes are reciprocal and influence each other (Stanton 

& Walker, 2011). The PCM represents both top-down and bottom-up processes. Top-down 

processes are directed by schemata, whereby a mental schema directions perceptual exploration 

and action in the world (such as anticipation of a weather event might lead a pilot to request a 

diversion of their route to air traffic control). Bottom-up processes are directed by events in the 

world, such as an alarm on the master warning panel that triggers search the pilot to determine the 

possible cause (if it is not a familiar warning) or enact intervention behaviour (if the warning is 

familiar). 

[Figure 3 Here] 

Figure 3. Representation of the PCM adapted from Neisser (1976) 

3. Method 

To populate the decision models, interviews were conducted with eight commercial airline pilots 

with a range of experiences. The interview reports were then used as the data source for the 

application of the three decision-making models. 

3.1 Participants 

Eight commercial airline pilots were recruited to take part in this study (3 female, 5 male), aged 

29-65 (M = 39.42, SD = 14.01). All participants were qualified fixed wing ATPL or CPL pilots with an 

average 7085 hours flight experience (SD = 10231.72) having held their licences for an average of 
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13.60 years (SD = 14.28). The pilots had employment experience with thirteen different airlines and 

currently piloted a range of different aircraft including Airbus (n=3), Embraer (n=3) and Boeing (n=2). 

The study was ethically approved, and participants were reimbursed for their time. Participants 

were recruited until a point of saturation in the data was achieved, in which no new information was 

obtained for the sampling of additional pilots (Saunders et al, 2017). 

3.2 Equipment 

The interviews were conducted virtually using the video conferencing platform Microsoft Teams. 

Due to social distancing restrictions, face-to-face interviews were not an option. The participants 

were able to see the researchers while a PowerPoint presentation displayed the questions via the 

‘shared screen’ tool. Microsoft Teams also allowed the interviews to be recorded in full for later 

analysis, subject to permission by the participant at the start of the interview. 

3.3 Procedure 

Semi-structured interviews were conducted by two members of the research team with one pilot at 

a time. They lasted approximately one hour. During each interview participants were first introduced 

to the outline of the interview and the wider project within which the research was being 

conducted. They were then presented with the engine failure scenario. This scenario features the 

same engine damage and altitude as the Hudson River incident (NTSB, 2010).  

Engine failure scenario: 

You are flying a twin-engine aircraft during its initial climb (~ 2800 feet). A flock of birds strike 

both engines. You must: 

• Determine the criticality of the situation (e.g., state of each engine) 

• Take appropriate action 

 

The approach followed a similar method to the Critical Decision Method (CDM; Klein et al, 1989), 

which was developed to elicit knowledge in relation to situation awareness and decisions made 

within non-routine incidents (Klein et al, 1989). As detailed in the CDM procedure (Klein et al, 1989), 

participants were first asked to detail their initial thoughts and give an overview of the scenario in an 

open manner, with the option to ask for further clarifications and questions to the researchers. The 

researchers then went through a set of semi-structured interview probes relating to key aspects of 

the scenario of interest (see Appendix A). They were asked if they had any previous experience of 

either of the scenarios. They were also asked to detail the key actions that they would conduct, the 
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communications they may make, their situation assessments, what aspects of the system they 

would be monitoring and any navigating they may be doing. The prompts aimed to capture a full 

account of the response to the scenario to allow the three decision-making models to be applied.  

3.4 Data Analysis 

The recorded interviews were transcribed using the automated transcription generated from the 

Microsoft Teams software. The primary researcher listened to the interviews while reading the auto-

generated transcripts and amended where needed.  The researcher then read through all transcripts 

again to fully familiarise themselves with each of the interviews.  

As the pilots gave relatively similar responses due to the training they receive, and because the 

interviews were conducted until the point of data saturation, the interviews could be aggregated in 

their application to the three different models. Application of the data to the three different models 

was done in accordance with the guidance in the literature for each method (Klein et al, 1989; 

Jenkins et al, 2010; Plant & Stanton, 2016). For the purposes of the analysis presented in this paper, 

we are assuming competently trained pilots who are familiar with the aircraft and systems, although 

not necessarily familiar with a bird strike on both engines shortly after take-off.  

 3.4.1 Validity assessment 

Once each of the three decision models were developed from the interview data, they were 

reviewed for their validity by an experienced Human Factors researcher and an experienced airline 

pilot. The Human Factors researcher reviewed the raw interview transcriptions and applied them 

independently to the three decision-making models. They were then reviewed by the airline pilot, 

with over 10 years of experience. The pilot was first introduced to the theories surrounding each of 

the models and how they capture decision making. The pilot then reviewed the models for their 

accuracy on pilot behaviour and thought processes. On the whole, the pilot found the models to be 

accurate in capturing pilot decision-making. Suggestions were made to the specific tasks and 

procedures in the Decision Ladders, with ‘Aviate, Navigate, Communicate’ tasks thought to 

encompass all high-level tasks and then the procedures relevant to each task being broken down in 

the following segment of the ladder. Furthermore, the pilot refined the situation shift that is noted 

in the situation assessment record within the RPDM, although no significant changes were required. 

4. Results  
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This section will present the previous experience of the pilots that may influence their decision 

making, before presenting the three decision models generated from the interview data. It should 

be noted that the scenario presented to the pilots in the interviews was intended to be hypothetical 

and therefore the responses of the pilots could also only be hypothetical, based on their training, 

knowledge and experience. The processes presented are those stated to occur in the majority of 

cases. 

4.1 Previous experience 

None of the pilots interviewed had previously experienced a dual engine bird-strike or a dual 

engine failure while flying in the real-world. Two pilots had experienced a dual engine failure during 

simulator training. One pilot said that this would assist them if they were to face this event in the 

real-world as it would have significantly reduced the surprise and startle effect and therefore their 

response would be quicker. The other pilot had experienced a dual engine failure during cruise at 

20,000ft in a training exercise. They stated that this would not assist them in the scenario under 

review as failure after take-off would involve more critical decision-making than the event they had 

experienced. Therefore, it is concluded that the pilots were largely inexperienced in the scenario 

under review. 

All pilots did, however, state that they receive training for a single engine failure event on take-

off as a part of their regular, standardised, training. During the training the cause of the engine 

failure is not noted as important as it focuses on how to manage the failure, regardless of it’s cause. 

Therefore, whilst bird-strikes are not commonly found within training, pilots did state that a single 

engine failure event on take-off would assist them in responding to a possible single engine bird-

strike event. While three pilots stated they had experienced a bird-strike to one engine in the real-

world, none of these events were severe enough to damage the engine or affect the flight.  

4.2 RPDM 

The Situation Assessment Record (SAR; Klein et al, 1989) was applied to model the decision 

making from the RPDM perspective. The SAR identifies specific decision points along the event and 

the critical cues and goals that surround these points. An example is presented in Appendix B. The 

interview transcripts were reviewed to identify the different stages in the pilot’s situational 

assessment. The SAR is shown in Table 1 and the application of the scenario to the RPDM is shown in 

Figure 4.  

 

Table 1. Situational Assessment Record (SAR) of the bird-strike event 
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[Insert Table 1 here] 

 

The application of recognition strategies was limited due to the pilot’s inexperience of dual 

engine failures. Instead, they relied on experience of single engine failures on take-off and their 

knowledge of the QRH and checklists which outline the procedures for critical events. This 

assessment is shown in the first loop of the RPDM in Figure 4. Once they have established some 

recognition of a similar event, they move through to the process of assessing the situation. See Table 

1 for details.  

The pilot must determine how severe the engine damage is and if an engine shut down in 

required. Decision point 3 in the SAR in Table 1 states the pilot decides that at least one engine 

needs to be shut down. However, the flight-deck display does not give the pilot any information on 

the prioritisation or comparative damage to the engines. This has to be determined by the pilot’s 

assessment of the engine parameters. 

Phase 3 of the SAR in Table 1 states that the pilot would shut down one damaged engine and re-

evaluate the safe flight of the aircraft. With two damaged engines, the pilot would then be aware 

that the remaining engine is still significantly damaged and has minimal thrust available. This is 

highlighted as a ‘shift’ in the situational assessment. At this point the pilot is faced with the highly 

unfamiliar and critical event of two failed engines at a low altitude shortly after take-off.  

Due to the serial nature of the engine shut down procedure and the limited information on the 

comparative damage across the two engines, the pilots stated that they could be in a situation 

where they shut down an engine first that may have been able to provide more assistance than the 

second remaining engine. For example, one pilot stated “what would be a bit of a travesty is if 

actually that engine was fine, but because of the limited amount of information, or the slightly 

ambiguous information that we have, if we decided not to re-light it then that's kind of a bit of a 

shame” (P2). With two failed engines the pilots would need to consider all options for landing the 

aircraft as soon as possible, which would include non-airport locations, such as in the Hudson River 

incident. Pilots stated they would refer to the relevant QRH and ditching checklist.  

Once the situation assessment is made, the RPDM in Figure 4 shows that mental simulation of 

the intended actions is generated by the pilot and then this is evaluated. Mental simulation involves 

determining if the intended landing site is feasible, given the perceived engine damage and 

environmental conditions. The RPDM states a serial process of considering options, however, there 

would be limited time for serial evaluation as the aircraft would lose altitude and begin to glide 

without thrust and power from an engine. There would be consideration of the available time, and if 
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it is suitable to execute the emergency turn procedure, as identified in a pre-flight briefing. If not, 

additional serial evaluations would need to occur to identify a suitable alternative landing site. 

 

[Figure 4 Here] 

Figure 4. Recognition-Primed Decision model for dual engine bird-strike event. 

4.3 Decision Ladder 

The process outlined in Jenkins et al (2010) was followed, (see Appendix D). The complete 

Decision Ladder is shown in Figure 5.  

The primary goal of the scenario was identified: ‘to land the aircraft safely as soon as possible 

with two damaged engines’. Physical environmental cues are the alert to the event. The 

ECAM/EICAS are also listed as possible alerts, as they have an alerting system when engine 

parameters are abnormal. The pilots’ response to an alert is a skill-based behaviour (Rasmussen, 

1983), meaning that it is immediate and automatic – the pilots know they must respond. The 

observation of this alert is then noted in the Decision Ladder as a data processing activity. As 

Decision Ladders aim to capture the functioning of the system, and not just the individual, this can 

include the pilot’s processing of the alerting information but also the flight-deck technologies that 

are processing the information from the engine sensors to measure the impact of the bird-strike e.g. 

engine temperature and vibration. This then provides a ‘resultant state of knowledge’ within the 

Decision Ladder. The processing of the information and diagnosis is considered rule-based 

behaviour, with pilots using their stored rules to respond to alerts in the cockpit and try and identify 

what the situation is. The information presented is largely that on the flight deck itself and the 

engine parameters that the pilots must question to assist their diagnosis. The information shared 

between the two pilots is also used to inform the diagnosis which is the next data processing 

activity. Through this activity the system must determine the damage to both of the engines in order 

to select the best possible options. This requires interaction between the engine sensors, the engine 

parameter displays and the pilots expectations and knowledge of the situation.  

At this stage, the environmental conditions are also considered to determine possible landing 

locations. This information is used to predict the consequences of possible scenarios and knowledge-

based behaviour applies constraints and considers alternatives. As in the RPDM, the expectations of 

possible outcomes are simulated, except in the Decision Ladder they are not run in serial but 

concurrently. The different options are shown in Figure 5. The high-level system goal guides the 

option selection.  
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Two shunt shortcuts in Figure 5 capture how pilots stay up to date with the constantly updating 

situation by referring to information on the left-hand side of the ladder to inform their intended 

tasks and actions on the right side of the ladder. These tasks cover the ‘Aviate, Navigate, 

Communicate’ mantra that pilots are trained in. 

Within this scenario no shortcuts were identified that allow decision-making to go from situation 

analysis to action taking (left to right). This was because this is a highly unfamiliar situation which 

occurs very infrequently in the real-world and is largely not covered in mandatory training. 

Therefore, while pilots may be experts in the domain, this scenario is largely outside of their 

expertise and they need to apply knowledge-based behaviour to fully understand the extent of the 

damage, all possible options available to them and their predicted consequences.  

 

[Figure 5 Here] 

Figure 5. Decision Ladder of the dual engine bird-strike scenario 

 

4.4 PCM 

Following the approach used by Plant and Stanton (2016), the transcripts were coded to the 

‘Schema Action World’ taxonomy (Plant & Stanton, 2016) to generate an aggregated PCM. The 

taxonomy includes 11 World classifications, 6 Schema classifications and 11 Action classifications, 

deemed to be fully encompassing of all areas of the PCM (Plant & Stanton 2016). The full SAW 

taxonomy is listed in Appendix C. Each of the processes in the PCM were then coded to the different 

phases of the incident; Pre-incident, Onset of the problem, Immediate actions, Decision-making, 

Subsequent actions, Incident containment (Plant & Stanton, 2012; 2014). 

 

[Figure 6 Here] 

Figure 6. Perceptual Cycle Model representing the dual engine bird-strike event 

 

Figure 6 shows the onset of the incident in the ‘world’, from the physical cues of the bird-strike 

itself (Step 1 in Figure 6). This would be subject to a startle and/or surprise effect, reflecting an 

insufficient schema (2) as pilots do not initially know what is happening due to unanticipated and 

unusual nature of the event. The pilot’s initial priority to fly the aircraft (3) is captured as the first 

‘action’ in the PCM and it is still considered to be within the initial onset of the incident as the pilot is 

not initially making any decisions.  
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Pilots reported that the pilot flying would deliver max thrust to both engines to determine how 

much thrust they had available, as this is key to remaining airborne. If the autopilot is active, then 

the pilot would keep it active to reduce workload. On some occasions the autopilot may deactivate 

and require the pilot to regain manual control of the aircraft. The pilots would then monitor the 

engine displays (4) to assess what has happened and this marks the next phase of the incident, 

‘immediate response’. The PCM represents the engine displays as information within the world (5) 

that present the damage sustained from the bird-strike. This information is then processed by the 

pilots’ schema (6). This was coded as an analogical schema as pilots use their prior knowledge for 

the dial reading to interpret the state of the engine. From this they can generate expectations about 

what has happened and what further actions may be required. The situation would be assessed as 

highly critical, therefore the captain would take over flying the aircraft (7) and they would then 

initiate the emergency turn procedure (8). As stated previously, this is a key aspect of the emergency 

response that pilots are trained to perform. Immediately after initiating the turn, pilots would make 

a Mayday call to ATC to inform them of the emergency situation (9). Following this, pilots would 

then need to further determine the severity of the situation and what actions they would need to 

take to maintain safe flight (10), this is where the ‘decision-making’ phase begins.  

The engine parameters are presented on the flight deck within the ‘world’ component (11). The 

following schema element requires assessing the individual engine parameter displays to 

understand the extent of the damage to both engines (12). Pilots stated that information on the 

engine temperature and vibrations would inform them if they need to shut an engine down. This 

uses declarative schema, their knowledge of what the parameters are indicating. This is informed by 

their training (13). The pilots had limited experience of a dual engine failure on take-off event and 

reported that they would rely on the QRH and checklists to inform their knowledge on what actions 

to take. The ‘subsequent actions’ phase is therefore started as the checklists guide the following 

required actions. The process of running through the checklist is shown in the ‘Action’ component 

(14a) and the information on the checklist itself is evident in the ’world’ (14b). The guidance in these 

checklists will lead pilots to land the aircraft as soon as possible in the best possible location. This 

requires their declarative schema and knowledge of the local environment to determine where the 

best possible location may be (15). If the pilots have taken off from a familiar airport, they may have 

knowledge of the area or they may be relying on navigation displays or simply looking out the 

window. Pilots stated that they would action their company specific decision tool (e.g. T-DODAR), 

which would help structure what their next actions are (16). This leads to the ‘incident containment’ 

phase as the decision tool aims to assist pilots in managing and containing events. The scenario 
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finishes with the landing of the aircraft which requires the pilot to fly the aircraft (17) and monitor 

the environment surrounding them in the world (18).  

5. Discussion 
 
The purpose of modelling decision-making is to understand where it can be improved or guided 

using decision aids (Simpson, 2001; Mosier & Skitka, 1997; Dorneich et al, 2017; Mosier & Manzey, 

2019; Parnell et al, 2019; Banks et al, 2020a). Three different decision models have been applied to 

pilots’ responses to a dual engine failure of take-off event. The different decision models provide 

some complimentary and some varying insights into how pilot decision-making can be supported in 

the event of a dual engine failure on take-off. A summary of the differences are shown in Table 2. 

The implications that this has for the development of a decision aid are discussed. 

 
 Table 2. Summary of key differences across the decision models 

[Insert Table 2 here] 
 

The RPDM highlights the importance of recognition in the alerts that pilots are given to quickly 

diagnose the situation. As recognition is the initial step in the RPDM process, recognition for the 

exact nature of the problem needs to come at the start of the decision-making process. The serial 

nature of option generation and selection further highlights the need to recognise the severity of the 

event from the time of the alert. Figure 7 shows how a decision aid could be applied within the 

RPDM as a cue within the situational assessment. A decision aid that could provide the cue that both 

engines were damaged and clearly show the extent of the damage would enable the pilot to have 

accurate expectations at an early stage in the decision-making process. This would limit multiple, 

serial cycles of the model, which is key in a time critical event. Furthermore, a display that utilises 

principals that are familiar and recognisable as an engine failure are recommended. 

 

[Insert Figure 7 Here] 

Figure 7. RPDM showing where the decision aid could assist pilots in a dual engine failure on take-

off event. 

  The RPDM only requires ‘good enough’ (Simon, 1955) decisions to be made, rather than 

optimal ones (Klein & Calderwood, 1996). Yet, the aviation domain upholds stringent decision-

making practices to ensure that its pilots act in a justifiable manner, in-keeping with standards 

(Kaempf & Klein, 1994). For example, in the case of the Hudson incident the FAA undertook a large-
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scale investigation into the actions of the pilots who then had to defend themselves in a court of 

judgement. Participants also commented that they were aware that all their decisions had to be 

justified. Participant 6 stated “If you can turn around and say you followed the SOPs…and you're 

allowed to deviate from the standard operating procedures only for reasons of safety…But[only] if 

you can stand up and justify your actions in court”. Application of the RPDM must therefore consider 

the importance of the decision and its implications. In emergency situations, such as the one studied 

here, safety is the priority and other factors are often easily traded off. For example, the pilots said 

that the companies preferred choice of landing sites, or costs to the company would not factor into 

their decision making due to the critical nature of this error. The RPDM therefore captures how the 

assessment and goals of the pilots prioritise the passenger’s safety. If further detail in the decision 

making is required, then the RPDM may be of little use as it cannot provide more guidance on fine 

tuning systems to optimise outcomes. 

In comparison to the RPDM the PCM and Decision Ladder dictate analogical reasoning with 

multiple options considered in parallel. Therefore, they require information to be accurate and up-

to-date for options to be compared against one another. The RPDM is more concerned with 

contrasting the experienced event with previous experience to inform action and is less adaptive to 

the situation in hand. Therefore, when designing systems that require decisions in dynamic 

environment that are subject to variable pressures the PCM and Decision Ladder are better options.  

The decision models can also be compared on how they capture the decision maker. The RPDM 

is primarily focused on the cognitive processing of the individual decision maker; their familiarity 

with the situation, generation of expectations and mental simulation of possible actions. Decision 

Ladders focus on understanding the characteristics of the work domain and the actions that are 

conducted within it rather than the individuals themselves (Naikar, 2010). They make no distinction 

between automated or human operated tasks (Jenkins et al, 2010). A decision aid can therefore be 

viewed as an automated actor within the system to replace human operator tasks. A decision aid 

could act as the expert within this scenario and could assist the pilot in using rule-based behaviour 

to short-cut the decision-making process, making it more efficient (Banks et al, 2020b). Figure 8 

shows how a decision aid could be included within the Decision Ladder to provide a shortcut, from 

knowledge of the system state to the tasks required to manage the issue. It does so by providing 

information on the target state. This leap across the system represents the replacement of 

knowledge-based behaviour with an automated system, as the decision aid can understand what the 

options are by assessing the state of the system (e.g., both engines are severely damaged and the 

aircraft needs to be landed as soon as possible). 
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[Insert Figure 8 Here] 

Figure 8. Decision Ladder showing where the decision aid could assist in managing a dual engine 

failure on take-off 

 

Not only is the decision ladder able to provide insight into autonomous agents within the 

decision process, it can also suggest how these autonomous agents should function. The questions 

and responses detailed in the knowledge-based behaviour category on the ladder act as 

requirements for the information that the decision aid should provide. The pilot is removed from the 

process of generating different options, predicting consequences, and determining the target state. 

Furthermore, it could override the need to reference a traditional QRH. The current QRH and 

checklists were found to be inappropriate for events such as a dual engine failure by the NTSB (2010) 

report of the Hudson River incident. Instead, a system that could monitor the continual state of the 

engine, would be able to inform the pilot of the state of damage to both engines. The decision aid 

could then inform pilots of the tasks required and time frames for them to be completed in e.g. to 

relight the engines or shut them down, and maintain the safety of the flight, action emergency turn 

procedure etc. The Decision Ladder is useful here in identifying the role that a decision aid could 

have within the wider system, as the basis of Decision Ladders is to identify the work required by all 

actors in a system (Jenkins et al, 2010). 

The PCM also considers the broader system in which decisions occur, but it considers this in 

relation to the schemata of the individual and how the world, and actions within it, influence the 

cognitive processing of the individual. Schemata are anticipatory and foresee information in the 

environment to direct appropriate action. Knowledge structures comprising the schemata can also 

be updated to guide the exploration and interpretation of future information. The RPDM focuses on 

the individual’s perspective, but it does not account for the interactional nature of the environment 

and the impact it has on shaping behaviour (Lipshitz & Shail, 1997; Plant & Stanton, 2014). There are 

no feedback or feed-forward loops to capture how an individual communicates with their 

environment (Plant & Stanton, 2014). This is also evident in the starting point of the decision-

making. Both the PCM and Decision Ladder start with the initial event in the external environment 

and how it first presents itself to the decision maker, e.g. a physical cue (bang/vibration/smell) 

and/or the engine instruments on the flight deck. Conversely, the RPDM starts from the point at 

which the event is experienced by the decision-maker and proceeds to assess their cognitive 

processing of this experience.  

The interactional nature of the individual with the environment within the PCM means that it 

requires information to be accurate and up to date. Real-time information on the state of the engine 
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would assist in reducing the ambiguity in the decision-making process. The introduction of a decision 

assistant that could provide such information is shown in Figure 9 as assisting at both the immediate 

response stage and the decision-making stage. An aid that could provide real time information on 

the state of damage to the engine itself would inform the pilots initial expectations of the event 

(steps 5 to 6 on Figure 9) and guide the captains’ response.  

As option generation occurs in parallel, referring back to the information on the engine state 

throughout the decision-making process in the link between step 11 and 12, would provide a more 

accurate representation of the event in the pilots’ schema and therefore an improved chance of an 

accurate diagnosis in the following stages of decision making and the subsequent action. This varies 

from the RPDM which suggests the importance of an aid to help recognise the situation at the very 

beginning of the process due its serial decision-making process. Furthermore, an awareness of the 

changing situation with updated information would also allow for more optimal decisions, rather 

than satisfactory ones. Applying the PCM can therefore assist in understanding how a decision aid 

will interact with the cognitive processing of the pilot and the wider environment, as this changes 

across the decision event. 

 

[Insert Figure 9 Here] 

Figure 9. PCM of the dual engine failure scenario showing where the decision aid could provide 

assistance to the pilot on the flight deck.   

 

As depicted in Table 2, the RPDM and Decision Ladders are divergent in their approaches, yet 

the PCM falls somewhere in the middle of the two, as it can account for the cognitive processing of 

the individual and the interaction of the wider systemic elements. The ability to account for the 

wider context has enabled the PCM and Decision Ladders to be utilised for exploring decision making 

with autonomous agents (Roth et al, 2019; Banks et al, 2018; Revell et al, 2021). To enable 

successful human-autonomous interactions, models that incorporate autonomous agents and their 

interactions with the environment will be necessary. The RPDM may be somewhat outdated in this 

respect, it relies on the recognition for events based on past experiences, yet many of the 

experiences that autonomous agent will bring will be novel and there will be a steep learning curve 

to understand how their decision-making processes relate to our own, if they do at all.  

The findings from this research suggest that models that can account for the role of the 

environment will be able to provide more detailed information on the systems dynamic 

requirements. They can help to provide updates and real-time feedback. The Decision Ladder 
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approach is particularly useful in scoping out the information that a decision assistant needs to 

provide in order to replace human knowledge. Therefore, this method is advocated for those 

considering the design of an automated decision aid. The PCM is, however, particularly useful at 

presenting how a decision aid will be integrated within a certain scenario and how it will shape the 

experience of the individual, as well and their interactions with the environment. Therefore, this 

method is advocated in the review of a decision aid after its initial design to understand how it may 

interact within a system. This could allow any unforeseen and unintentional interactions to be 

reviewed early on in the design process.  

 Conversely, the RPDM shows value in the initial alerting of the need for the decision and the 

interpretation of the situation but not how this can relate back to the environment. Its use may 

therefore be more limited to the design of alerts once systems have failed, in order to inform 

individuals of the situation and guide their response.  

Table 3 summarises the different insights into future measures from the different models in 

relation to the dual-engine failure scenario. 

 

Table 3. Summary of the decision model recommendations  
[Insert Table 3 Here] 

5.1 Limitations and future work  

Utilising the CDM approach to obtain verbal reports and develop decision models has led to the 

development of three different decision-making approaches. However, when applying verbal reports 

caution must be applied as they rely on memory and hypothetical reasoning that may mean that the 

models don't capture all aspects of real-world decision-making (Klein & Armstrong, 2005). Context 

plays a large role in decision making and this was not able to be fully captured within the interviews 

we conducted. Factors such as time-pressure, startle and surprise can have a significant impact on 

pilot decision making within critical situations (Landman et al, 2017). Future work seeks to validate 

the decision-making processes captured here within a flight simulator environment to understand 

how accurate the pilots reports were. The simulator will also be designed to incorporate decision 

aids that will be designed with input from the decision models presented here. 

6. Conclusion  

Applying three different naturalistic decision models to the scenario of a dual engine failure on 

take-off has obtained insight into pilot decision-making and how this could be better supported with 
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a future decision aid. It has shown the similarities and differences across the decision-making 

models. The RPDM focuses predominantly on the decision as experienced by the decision-maker. 

Decision Ladders focus on the processes irrespective of the actor. The PCM incorporates the 

cognitive processes of the decision maker and the other information in the world that influences 

decision-making. Applying these three different models has enhanced the understanding of the 

scenario with regard to these different perspectives. Some of the limitations of solely applying the 

RPDM were revealed with limited information on the interaction of other elements in the situation 

outside of the pilots’ head and their experience of the event. The application of all three of the 

models was able to demonstrate where a decision aid could provide information on the state of the 

engine, to support better decision-making. This assumption needs to be tested empirically, which is 

an important goal for future research. 
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Tables 
 
Table 1. Situational Assessment Record (SAR) of the bird-strike event 

SA – 1  
Cues/knowledge Hear, feel, see or smell birds hit the engine. 

Engine instrumentation, N1/N2, high vibration indication and/or high temperature 
Expectations Potential dual engine damage, one engine may give some thrust, Risk to flight 

safety, plane cannot maintain altitude with reduced thrust 
Goals Maintain the flight of the aircraft (manual or with autopilot) to assess available 

thrust 
Decision point 1: Activate autopilot (if not already engaged) 
Decision point 2: Cross confirm flight and engine metrics with co-pilot 

SA – 2 (Elaboration)  
Cues/knowledge Engine indicators show engine parameters, ECAM message, available thrust, 

confirmation from co-pilot on engine damage, QRH/checklists for engine shut down 
Expectations At least one engine is severely damaged, engine may be on fire, engine(s) may need 

to be shut down and isolated 
Goals Determine if the damaged engine(s) need to be shut down, maintain enough 

altitude to reach a suitable landing position 
Decision point 3: Determine that engine damage is severe and at least one engine 
needs to be shut down and isolated 

SA – 3 (Elaboration) 
Cues/knowledge ECAM message, engine indicators show engine parameters, QRH/checklist for 

engine shut-down 
Expectations Shut-down engine to isolate it and prevent further damage.  

Shut-down the most damaged engine 
Goals Maintain enough thrust to return and land at departure airport 

Decision point 4: Return to departure airport 
SA – 4 (Shift) 

Cues/knowledge Second engine may need to be shut down – ECAM and engine indicators  

Expectations Both engines are severely damaged and cannot generate thrust from the remaining 
engine 

Goals Shut down both engines; action emergency turn procedure; identify best available 
landing position  
Decision point 5 – Land the aircraft in best possible location with two damaged 
engines 

SA – 5 (Elaboration)  

Cues/knowledge Pre-flight briefing identified the emergency turn procedure, Navigation display and 
view outside identify available landing positions, QRH checklist for aircraft ditching 

Expectations Need to perform an emergency turn, may need to ‘ditch’ the aircraft 

Goals Perform emergency turn procedure; land aircraft safely 
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Table 2. Summary of key differences across the decision models 

Aspect of decision-making RPDM PCM Decision Ladder 

Decision must be justifiable 
No  

Non-optimum 
decision making 

Yes Yes 

Options are generated in parallel and 
compared 

No 
Options considered 

in serial 
Yes Yes 

Focuses on the cognitive processing of an 
individual decision maker Yes Yes 

No 
Focuses on tasks in 

the system 

Accounts for previous experience of the 
decision-maker Yes Yes 

No 
Focuses on tasks in 

the system 

Accounts for the interaction of other actors in 
the decision-making process 

No 
Focuses on the 

individual 
Yes Yes 

Starts with initial event in the environment 

No 
Starts with the 

experience of the 
event by the 

individual 

Yes Yes 

 
Table 3. Summary of the decision model recommendations  

Decision Model Recommendation 
RPDM  
 

• Allow early recognition of the full severity of the event i.e. cues to the 
damage on both engines at the same time to give accurate expectations of 
future actions 

• Present information in a familiar format so that they can recognise it as a 
dual-engine engine failure 

PCM  
 

• Reduce ambiguity in the state of damage to the engine to update the pilots 
schema  

• Provide real-time, accurate data that can be referred to throughout the 
decision-making process 

Decision Ladder  
 

• Provide information in current system state and target system state by 
processing the options available and presenting the best course of action for 
pilots to action 

• Short-cut the decision-making and limit the need for knowledge-based 
behaviour from the pilot 
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Figure legends  
 

Figure 1. The Recognition-Primed Decision Model (adapted from Klein et al, 1993) 

Figure 2. Decision Ladder framework template (adapted from Jenkins et al, 2010) 

Figure 3. Representation of the PCM adapted from Neisser (1976) 

Figure 4. Recognition-Primed Decision model for dual engine bird-strike event. 

Figure 5. Decision Ladder of the dual engine bird-strike scenario 

Figure 6. Perceptual Cycle Model representing the dual engine bird-strike event 

Figure 7. RPDM showing where the decision aid could provide assistance to the process of managing 

a dual engine failure on take-off. 

Figure 8. Decision Ladder showing where the decision aid could provide assistance to the process of 

managing a dual engine failure on take-off 

Figure 9. PCM of the dual engine failure scenario showing where the decision aid could provide 

assistance to the pilot on the flight deck 
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Appendices 

Appendix A - Interview prompts  

Part 1 – Scenario  
 Please read through the following scenario: 
 You are on a twin-engine aircraft during its initial climb (~ 2800 feet). A flock of birds strike both 
engines. You must… 

– Determine the criticality of the situation (e.g., state of each engine) 
– Take appropriate action 

 
Please state your initial thoughts on this scenario.  
 

Part 2 – Semi-structured Interview Probes 
Cues 

• What aspect of the flight deck would you be monitoring? 
– What information would you require? 

• Would this information influence you? 
– If so how? 

Goals/Actions 
• What physical actions would you take? 
• What navigational actions would you take? 
• What inputs/actions would you make that would have a direct effect on the technological 

systems in the flight deck? 
• Would your actions be standard/typical for the situation? If yes/no why? 
• Would you follow a checklist of procedures (memorised or physical)? 

– If so, what? 
Knowledge 

• What information would you use to inform physical actions? 
• Would you alter your physical actions based on new information becoming available?  

– If so how? 
– Would there be actions that you may want to perform but wouldn’t? 

• What information would you use to inform any navigation decisions? 
• Would you require any information about your location? 

– If so what? 
• Would you require any information about your natural environment? 

– If so what and why? 
– Where would you get this information? 
– Would you be monitoring anything in the natural environment? 

• If so how would this effect your actions? 
Analogues 
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• Has the situation(s) happened to you before?  
– If not have you heard about this scenario happening before? 

Experience 
• Have you had any training that would influence your response to the scenario(s)? 

– If so, how would it influence you and/or your expectations? 
• Would any anticipated consequences influence your decisions? 
• Would you feel comfortable managing this scenario(s)? 
• What is the key factual information you would rely on in this situation(s)? 

Situation Assessment  
• How would you assess the situation? 
• How would you evaluate and interpret the information available to you? 
• What could you conclude based on your situation awareness? 
• Would any psychical cues be available to you? (e.g. vibration/smell) 
• How severe is this problem? 
• What information would you uses to assess the severity? 
• How does the severity influence your response? 
• Would you take any action to specifically reduce the severity of the situation?  

– If yes, what? 
– Would you be concerned of the status of the aircraft? 

Communicate 
• Would you communicate with anyone? 

– If so who and what about? 
• Would you require information from others? 

– How would you acquire it and from who? 
• Would you share information any other way? 
• Would any communications influence you? 

– If so how? 
Hypotheticals 

• Would you be concerned about the reliability/relevance of the information available to you?  
– What inputs would you make into the technological system in the flight deck? 

Context 
• How would the operational context influence you? 
• Would you take any operational actions? 

Crew 
• What would your crew members be doing? 
• How would your crew members influence your behaviour/decision-making? 
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Appendix B –Situation Assessment Record (SAR) Analysis 
SAR adapted from Klein et al, (1989) describing how decision making is analysed when applying 

the RPDM approach to develop the SAR. 
 

SA – 1                                 Initial assessment of the situation 
Cues/knowledge Information and knowledge that the decision maker uses to inform their situational 

assessment 
Expectations The decision makers expectations about the situation based on the information and 

knowledge they have 
Goals The resulting goal to manage the situation based on their expectations 

Decision Point: Key decision that needs to be made in review of expectations and 
desired goals 

SA – 2 (Elaboration)       Update of their situational awareness based on new information and cues 
Cues/knowledge New information and knowledge that updates the situational awareness 

Expectations Updated expectations based on this new information 

Goals Updated goals in accordance with any new expectations about the situation 
Decision Point: Updated or new key decision that needs to be made in review of 
new expectations and desired goals 

SA – 4 (Shift).                  Possible shift in the situational assessment based on additional information/events 

Cues/knowledge New knowledge and information that changes the situational assessment 

Expectations Renewed expectations based on the change in situation assessment 

Goals Renewed goals based on the new expectations about the situation.  
Decision Point: A shift in the decisions based on the shift in the situational 
assessment and resulting change in goal. 
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Appendix C – SAW Taxonomy  
Schema Action World Taxonomy as defined in Plant and Stanton (2017) 
 

Taxonomy subtype Description  
Schema Subtypes 

Vicarious past experience Statements relating to experiencing something in the imagination through 
the description by another person (e.g. hearing a colleague recall an incident 
they were involved with) or documentation (e.g. reading about a certain 
event in an industry magazine or incident/accident report) 

Direct past experience  Statements relating to direct personal experience of similar events or 
situations in the past. This covers events experienced in live, operational 
contexts as opposed to those experienced through training. 

Trained past experience  Statements relating to knowledge developed by direct personal experience 
of a specific task, event or situation, experienced within the confines of a 
training scenario (e.g. ground school training, simulator training or training 
sorties) Statements relating to a schema that manifests as a descriptive 
knowledge of facts, usually as a product of the world information available 

Declarative schema Statements relating to a schema that manifests as a descriptive knowledge 
of facts, usually as a product of the world information available 

Analogical schema Statements relating to comparisons between things for the purpose of 
explanation and clarification. Typically these analogies will be structural 
analogies of physical objects or states of affairs in the world (akin to mental 
map or mental model) 

Insufficient schema Statements relating to inadequate or lacking knowledge, i.e. a schema is not 
developed for a certain situation  

Action Subtypes 
Aviate  Statements relating to direct manipulation (handling) of flight controls in 

order that the aircraft can be flown and safety is maintained 
Navigate  Statements relating to the process of accurately ascertaining position and 

planning and following a route or desired course  
Communicate  Statements relating to the sharing or exchange of information 
System management Statements relating to the processes of making an input into technological 

systems in order that the interaction or manipulation has an explicit output  
System monitoring  Statements relating to looking at (observing, checking) displays to gain an 

understanding of the situation  
Environment monitoring  Statements relating to observing or checking the internal or external 

physical environment in order to establish the current state-of-affairs  
Concurrent diagnostic 
action  

Statements relating to the process of determining, or attempting to 
determine, the cause or nature of a problem by examining the available 
information at the time the incident is occurring 

Decision action  Statements relating to a conclusion or resolution that is reached after 
considering the available information  

Situation assessment   Statements relating to actions that relate to the evaluation and 
interpretation of available information 

Non-action  Statements relating to actions that were not performed, either because the 
situation didn’t warrant a particular action or because equipment faults did 
not allow a particular action to be performed or because the pilot made an 
error or omission. 

Standard Operating 
Procedure 

Statements relating to following the prescribed procedure that ought to be 
routinely followed in a given situation  
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World Subtypes 
Natural environmental 
conditions  

Statements about natural environmental conditions (e.g. weather, light, 
temperature, noise)  

Technological conditions  Statements relating to the state of technological artefacts (e.g. with regards 
to appearance and working order)  

Communicated information  Statements relating to information available to the pilot from other people 
(e.g. other crew members, ATC, coastguard etc.)  

Location  Statements relating to particular places or positions  
Artefacts Statements discussing physical objects, including written information, 

symbols, diagrams or equipment 
Display indications   Statements relating to the information elicited from the physical artefacts  
Operational context  Statements relating to the routine functions or activities of the organisation 

(e.g. Search and Rescue, Police search, military training etc.). This can 
include statements about the importance of being serviceable for the 
operational context or crew familiarity with the aircraft and how this effects 
decision making.  

Aircraft status  Statements relating to the current status of the aircraft’s integrity or 
performance (e.g. how good or bad it is flying, the current configuration of 
the aircraft, autopilot activation etc.) 

Severity of problem Statements relating to how bad (or otherwise) the critical incident is  
Physical cues  Statements relating to external cues that provide information of conditions  
Absent information Statements relating to information that was missing, not present or lacking.  
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Appendix D - Decision Ladder Data Analysis  
 
Table of the stages in developing Decision Ladders, adapted by Jenkins et al (2010). 

Stage Description  
Stage 1- Determine the goal Determine the structure of the goal of the system to frame the decision ladder. The goal 

was placed in the format “to (insert goal) (insert constraints) as stated in the Jenkins et al 
(2010) method. 

Stage 2- Alert The participants chronological reporting of the event detailed how they would first be 
alerted to the event. This is the aspect of the event that draws the user’s attention to 
possible incident. In this scenario it is the events immediately following the bird-strike, 
including the physical cues, visuals and actual alerts on the flight deck. 

Stage 3- Information This is information that the pilots use to identify what the issue was they were facing. This 
included the displays and indicators of engine damage that they could access on the flight 
deck. 

Stage 4- System State This is the perceived understanding of the system based upon the information available 
and its interpretation. It is the combined information from different available sources 
which are fused together. This refers to the assessment pilots make on the information 
they receive from the flight deck and other sources. 

Stage 5- Options The options present the different opportunities to change the system state to attain the 
higher-level goal. The system state determines the number and possibilities of the 
options. 

Stage 6- Chosen Goal The chosen goal is deemed by Jenkins et al (2010) to be determined by selecting the 
constraints with the highest priority. It is the one that will lead to the largest safety 
benefits. 

Stage 7- Target State  The target states match the options available. Once an option has been selected it then 
becomes a target state to be attained. The target states are rephrased from the options 
as proposed in Jenkins et al, 2010. 

Stage 8- Task  
 

The tasks are the actions that are required to achieve the target state and maintain the 
overall goal. 

Stage 9- Procedure  The procedures are the actions that comprise the tasks listed above. 
Stage 10- Shortcuts  This is an additional stage not included within Jenkins et al (2010) initial methodology but 

are a key feature of the model (Banks et al, 2020). Shortcuts identify the advanced 
processing that occurs in familiar situations and with experienced actors that allows links 
to make across the two sides of the ladder. 

 


