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Abstract

Building on earlier results for regular maps and for orientably regular

chiral maps, we classify the non-abelian finite simple groups arising

as automorphism groups of maps in each of the 14 Graver–Watkins

classes of edge-transitive maps.
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1 Introduction

The principal result of this paper, Theorem 1.5, classifies the non-abelian
finite simple groups which can arise as the automorphism group of an edge-
transitive map in each of the 14 Graver–Watkins classes of such maps. Before
stating the theorem precisely, we will discuss the background to this result
in both finite group theory and topological graph theory.

In 1980 Mazurov asked in the Kourovka Notebook [14, Problem 7.30]
which finite simple groups have a generating set of three involutions, two of
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which commute (now often called a Mazurov triple). Since the classification
of finite simple groups was announced around this time, his problem could be
solved by case-by-case analysis of the alternating groups, the simple groups of
Lie type, and the 26 sporadic simple groups. Nuzhin dealt with the alternat-
ing groups and those of Lie type in [21, 22, 23, 24]. In [20] Mazurov gave an
elegant, unified and largely computer-free discussion of which sporadic simple
groups have this property, together with a summary of how mathematicians
such as Ershov and Nevmerzhitskaya, Nuzhin and Timofeenko, Abasheev,
and Norton earlier dealt with various individual sporadic groups, mainly by
using computers. The announced solution was that every non-abelian finite
simple group has a Mazurov triple, with a small list of exceptions (including
several infinite families of low Lie rank).

During the 1980s an algebraic approach to the theory of maps on surfaces
was being developed, much of it inspired by Chapter 8 of the book [4] by
Coxeter and Moser and by Tutte’s paper [30]. The most symmetric maps are
the regular maps, those for which the automorphism group acts transitively
on vertex-edge-face flags. A group arises as the automorphism group of such
a map if and only if it has a Mazurov triple, so the solution of the Kourovka
Notebook problem appeared also to give a classification of the finite simple
automorphism groups of regular maps, and indeed the resulting classification
was published in several papers: see Širáň’s excellent survey [28], for example.

If it is known or suspected that a particular group G can be realised
as the automorphism group of a regular map, then it is natural to try to
determine the number n(G) of such maps, up to isomorphism. These maps
correspond bijectively to the orbits of AutG on Mazurov triples; this action
is semiregular, so

n(G) = m(G)/|AutG|

where m(G) is the number of Mazurov triples in G. The latter can be found,
if G is not too large, by hand or by a computer search, giving n(G).

In 2016 Martin Mačaj [17] used GAP to apply this method to a number
of finite simple groups G, and found that n(G) = 0 for G = U4(3) and U5(2),
even though these groups did not appear in the published lists of exceptions.
His result was verified by Marston Conder and Matan Ziv-Av, using Magma
and GAP. The earlier work on Mazurov triples in unitary groups was re-
examined, and it became clear that a minor error, subsequently corrected
in [25], had led to the omission of these two groups. In consequence, we now
have the following amended theorem (using ATLAS notation [3]):
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Theorem 1.1 A non-abelian finite simple group is generated by a Mazurov

triple if and only if it is not isomorphic to a group in the following set M,

where q is any prime power and e ≥ 1:

{L3(q), U3(q), L 4(2
e), U4(2

e), U4(3), U5(2), A6, A7, M11, M22, M23, McL}.

Note that the exceptions include the groups L2(7) ∼= L3(2), L2(9) ∼= A6,
A8

∼= L4(2), the symplectic group S4(3) ∼= U4(2) and the orthogonal group
O−

6 (3)
∼= U4(3). This theorem immediately implies the following:

Corollary 1.2 A non-abelian finite simple group is isomorphic to the auto-

morphism group of a regular map if and only if it not isomorphic to a group

in the set M.

By definition, a map M is edge-transitive if AutM acts transitively on
its edges. In 1997 Graver and Watkins [6] partitioned edge-transitive maps
M into 14 classes, distinguished by the isomorphism class of the quotient
map M/AutM (see the first column of Table 1 for a list of the classes,
and §3 for an explanation of the classification); in that year, Wilson gave a
similar classification in [33]. These classes T correspond bijectively to the
14 isomorphism classes of maps N (T ) ∼= M/AutM with one edge; they
include class 1, consisting of the regular maps, and class 2P ex, consisting of
the orientably regular chiral maps (those non-regular orientable maps with
an arc-transitive orientation-preserving automorphism group), together with
others such as class 3, consisting of the just-edge-transitive maps (those for
which AutM is transitive on edges but not on vertices or faces).

The groups realised as automorphism groups in class 1 are those with
Mazurov triples, or equivalently those arising as quotients of the free product
Γ = V4 ∗ C2. Similarly, one can show that those realised in the other edge-
transitive classes T are the quotients of certain finitely presented ‘parent
groups’ N(T ), with the additional requirement that they should not possess
any ‘forbidden automorphisms’, which would make the corresponding maps
too symmetric to be members of T . This gives, for each of the 14 classes T ,
necessary and sufficient conditions for a group to be a member of the set

G(T ) := {G | G ∼= AutM for some map M ∈ T}

of groups realised in T . As a simple example, for the class T = 2P ex of
orientably regular chiral maps we have

N(T ) = 〈X, Y | Y 2 = 1〉 ∼= C∞ ∗ C2,
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so G(2P ex) consists of those groups G generated by elements x (rotation
around a vertex) and y (rotation around the midpoint of an incident edge)
with y2 = 1; the forbidden automorphism in this case is the one inverting
x and fixing y (equivalently, inverting both), since the presence of this au-
tomorphism (corresponding to reflection in the incident edge) would make a
map regular, in class 1 rather than 2P ex.

One can therefore examine various classes of groups, such as the finite
simple groups, to see which of them are realised as automorphism groups
in each of the classes T . Here useful results on generators of non-abelian
finite simple groups have been provided by Malle, Saxl and Weigel in [19];
for instance, they show that every such group except U3(3) is generated by
three involutions, a result relevant to class T = 2, with N(T ) ∼= C2 ∗C2 ∗C2.
This task is eased by the presence of a group Ω ∼= S3 of operations on maps,
introduced by Wilson in [32], which permutes the 14 classes, preserving the
sets G(T ); it has six orbits on the classes (corresponding to the rows of Table 1
and of Figure 3), four of length 3 and two of length 1 (the classes 1 and 3),
so it is sufficient to determine G(T ) for just six classes, representatives of the
six orbits of Ω.

A further simplification arises from the fact that certain epimorphisms
N(T ) → N(T ′) for T ′ = 1 and 2P ex show that groups in G(T ′) are also in
G(T ) for various other classes T . This increases the importance of these two
classes T ′, adding to their intrinsic and historical importance in the theory
of maps. We have already discussed G(1), the set of groups with Mazurov
triples. There has also been significant interest in G(2P ex), and in 2016
Leemans and Liebeck announced (at SODO 2016, Queenstown, NZ, in the
more general context of abstract polytopes) a classification of the non-abelian
finite simple groups in this set:

Theorem 1.3 A non-abelian finite simple group is generated by an element

x and an involution y, with no automorphism inverting x and fixing y, if and
only if it is not isomorphic to a group in the following set L, where q is any

prime power:

{L2(q), L3(q), U3(q), A7}.

As in the case of Theorem 1.1, there is an immediate corollary:

Corollary 1.4 A non-abelian finite simple group is isomorphic to the au-

tomorphism group of an orientably regular chiral map if and only if it not

isomorphic to a group in the set L.
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In [16] Leemans and Liebeck proved these results in one direction, show-
ing that all non-abelian finite simple groups except those in L have such a
generating pair x, y, and are therefore automorphism groups of orientably
regular chiral maps, that is, members of G(2P ex). For the converse, it is
easy to show that L2(q) and A7 have no such generating pairs, and in [2]
d’Azevedo Breda and Catalano proved this for the groups L3(q) and U3(q),
thus completing the proof of Theorem 1.3.

In dealing with the classes T 6= 1, 2P ex it is thus sufficient to restrict
attention to T = 2, 3, 4 and 5 and to the groups in the following set L ∪M:

{L2(q), L3(q), U3(q), L 4(2
e), U4(2

e), U4(3), U5(2),

A6, A7, M11, M22, M23, McL}.

This is because the results for T = 1 and 2P ex, together with the simplifica-
tions mentioned above, imply that all other non-abelian finite simple groups
are in G(T ) for all classes T . The potential exceptions in L∪M can be treated
individually, leading to the main result of this paper:

Theorem 1.5 A non-abelian finite simple group is isomorphic to the auto-

morphism group of a map in an edge-transitive class T if and only if it is not

isomorphic to one of the groups listed in the corresponding row of Table 1.

Class T Non-abelian finite simple groups G 6∈ G(T )

1 L3(q), U3(q), L4(2
e), U4(2

e), U4(3), U5(2),
A6, A7,M11,M22,M23,McL

2, 2∗, 2P U3(3)
2 ex, 2∗ex, 2P ex L2(q), L3(q), U3(q), A7

3 –
4, 4∗, 4P –
5, 5∗, 5P L2(q)

Table 1: Non-abelian finite simple groups not in sets G(T ).

In order to avoid misunderstandings, we repeat here that the members of
L∪M appearing as exceptions in various rows of Table 1 include the groups
L2(7) ∼= L3(2), L2(9) ∼= A6, A8

∼= L4(2), the symplectic group S4(3) ∼= U4(2)
and the orthogonal group O−

6 (3)
∼= U4(3).
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After some preliminary results and techniques concerning maps are de-
scribed in the next section, the strategy for proving Theorem 1.5 is to con-
sider the various groups in L ∪M, starting with the alternating groups, and
to determine those sets G(T ) to which they belong.

Acknowledgements The author is grateful to David Craven, Kay Maga-
ard and Chris Parker for many useful hints about finite simple groups, to
Dimitri Leemans for sharing details of his work with Martin Liebeck on au-
tomorphism groups of chiral polyhedra, to Marston Conder, Martin Mačaj
and Matan Ziv-Av for their computations, and to Jan Saxl for fifty years of
friendship and for his many valuable contributions to algebra.

2 Algebraic map theory

This section outlines the algebraic theory of maps described in more detail
elsewhere, such as in [11]; see [28] for regular maps, and [7] for further back-
ground in topological graph theory. Any map M (possibly non-orientable or
with non-empty boundary) determines a permutation representation of the
group

Γ = 〈R0, R1, R2 | R
2
i = (R0R2)

2 = 1〉 ∼= V4 ∗ C2

on the set Φ of incident vertex-edge-face flags φ = (v, e, f) of M. For any
φ ∈ Φ and i = 0, 1 or 2, there is at most one flag φ′ 6= φ with the same
j-dimensional components as φ for j 6= i (there may be none if φ is on the
boundary of M). Let ri be the permutation of Φ transposing each φ with
φ′ if the latter exists, and fixing φ otherwise, in which case we will call the
incident edge a free edge or semi-edge. Figures 1 and 2 illustrate these two
cases, with the broken line in Figure 2 representing part of the boundary.
Clearly r2i = (r0r2)

2 = 1, so there is a permutation representation

θ : Γ → SymΦ

of Γ on Φ given by Ri 7→ ri. The permutation groupB := 〈r0, r1, r2〉 ≤ SymΦ
generated by r0, r1 and r2 is called the monodromy group MonM of M.

Conversely, any permutation representation of Γ on a set Φ determines
a map M: the vertices, edges and faces are identified with the orbits on Φ
of the subgroups 〈R1, R2〉 ∼= D∞, 〈R0, R2〉 ∼= V4 and 〈R0, R1〉 ∼= D∞, with
incidence given by non-empty intersection.
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φ φr0
φr1

φr2 φr0r2

Figure 1: Action of generators ri of B on a flag φ = (v, e, f).

φr0 = φ

φr1 = φ φr2 = φ

Figure 2: Flags fixed by generators r0, r1 and r2.

A map M is connected if and only if Γ is transitive on Φ, as we will
always assume. The stabilisers in Γ of flags φ ∈ Φ then form a conjugacy
class of subgroups M ≤ Γ, called map subgroups.

A map M is finite if and only if M has finite index in Γ, and it has non-
empty boundary if and only if some ri has a fixed point in Φ, or equivalently
some Ri is contained in a conjugate of M . In particular, M is orientable and
without boundary if and only if M is contained in the even subgroup Γ+ of
index 2 in Γ, consisting of the words of even length in the generators Ri.

The automorphism group A = AutM ofM is the centraliser in SymΦ of
the monodromy group B. It is isomorphic to N/M where N := NΓ(M) is the
normaliser of M in Γ (see [9, Theorem 1] or [26, Theorem 3.2], for example).
A map M is regular if A is transitive on Φ, which is equivalent to B being
a regular permutation group, and to M being normal in Γ; in this case
A ∼= B ∼= Γ/M , and Φ can be identified with B so that the automorphism
and monodromy groups are the left and right regular representations of this
group. A map M is edge-transitive if A is transitive on its edges; this is
equivalent to Γ = NE where E := 〈R0, R2〉 ∼= V4.

The (classical) dual D(M) of a map M, with vertices and faces trans-
posed, corresponds to the image of M under the automorphism of Γ fixing R1

and transposing R0 and R2. The Petrie dual P (M) embeds the same graph
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as M, but its faces are transposed with Petrie polygons, closed zig-zag paths
turning alternately first right and first left at the vertices of M; this corre-
sponds to the automorphism of Γ fixing R1 and R2 and transposing R0 with
R0R2. Both D and P preserve automorphism groups and regularity, but D
may change the embedded graph, and P may change the underlying surface;
in particular, if M is orientable, then P (M) is orientable if and only if the
embedded graph is bipartite. The group Ω = 〈D,P 〉 ∼= S3 of map operations,
introduced by Wilson in [32], permutes vertices, faces and Petrie polygons;
it corresponds to the outer automorphism group OutΓ ∼= AutE ∼= S3 of Γ
acting on maps by permuting conjugacy classes of map subgroups [11].

3 The edge-transitive classes

For any map M, the quotient map M/AutM can be found by taking a
fundamental region F for AutM and identifying equivalent boundary points.
When M is edge-transitive, M/AutM must be isomorphic to one of the 14
basic maps N (T ) with a single edge, enabling one to determine the class T
to which M belongs. These basic maps are shown in Figure 3, each labelled
with the Graver–Watkins symbol for the class T .

A map M is edge-transitive if and only if NΓ(M) acts transitively on
the cosets of E = 〈R0, R2〉 in Γ; this is equivalent to Γ = NΓ(M)E, that is,
E acting transitively on the cosets of NΓ(M) in Γ. This condition implies
that |Γ : NΓ(M)| ≤ |E| = 4. A simple analysis of involutions in S4 shows
that there are, up to equivalence, 14 permutation representations of Γ in
which E acts transitively. Constructing the maps N corresponding to these
representations, we have the following:

Theorem 3.1 There are 14 classes T of edge-transitive maps, corresponding

to the 14 conjugacy classes of subgroups N of Γ satisfying Γ = NE. These

are the map subgroups for the maps N (T ) shown in Figure 3. �

The dualities D and P leave the classes T = 1 and 3 invariant, whereas
in each of the other four rows of Figure 3, D transposes the first and second
classes while fixing the third, while P transposes the second and third while
fixing the first. Thus each of the six rows is an orbit of Ω. We will write 2σ

to denote an arbitrary class in the orbit containing 2, where σ denotes ∅ (the
empty symbol), ∗ or P , and similarly for the orbits containing the classes
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1

2 2∗ 2P

2 ex 2∗ex 2P ex

3

4 4∗ 4P

5 5∗ 5P

Figure 3: The basic maps N (T ) for the 14 edge-transitive classes T

2 ex, 4 and 5. Let

G(T ) := {G ∼= AutM | M ∈ T}

denote the set of groups realised as automorphism groups of maps in T .
Since Ω permutes these sets in the same way as it permutes the classes T ,
in determining the groups in the various sets G(T ) it is sufficient to consider
one representative T of each orbit of Ω, such as T = 1, 2, 2 ex, 3, 4 and 5.

The Reidemeister–Schreier process gives the following presentations for
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representatives of the orbits of Ω on the 14 parent groups N(T ):

Proposition 3.2 N(1) = Γ = 〈R0, R1, R2 | R2
i = (R0R2)

2 = 1〉,

N(2) = 〈S1 = R1, S2 = RR0

1 , S3 = R2 | S
2

1 = S2

2 = S2

3 = 1〉,

N(2 ex) = 〈S1 = R2, S = R0R1 | S
2

1 = 1〉,

N(3) = 〈S0 = R1, S1 = RR0

1 , S2 = RR2

1 , S3 = RR0R2

1 | S2

i = 1〉,

N(4) = 〈S1 = R1, S2 = RR2

1 , S = (R1R2)
R0 | S2

1 = S2

2 = 1〉,

N(5) = 〈S = R1R2, S
′ = SR0 | −〉.

Applying elements of Ω, permuting R0, R2 and R0R2, gives presentations
for the other parent groups. It is often more convenient to take

N(2P ex) = Γ+ = 〈X = R1R2, Y = R0R2 | Y
2 = 1〉 (1)

to represent the third orbit, since there is considerable information in the
literature on orientably regular maps, the members of classes 1 and 2∗ex.

If T = 1 the quotients G of N(T ) = Γ are the groups generated by
elements r0, r1 and r2 of order dividing 2 (images of R0, R1 and R2), with r0
and r2 commuting.

If T = 2P ex then N(T ) = 〈X, Y | Y 2 = 1〉, and the quotients are the
groups G generated by elements x and y with y2 = 1. The corresponding
map M is in class T = 2P ex (rather than class 1) if and only if M is not
normalised by the element R2 ∈ Γ\N(2P ex). Since R2, acting by conjugation,
inverts X and fixes Y , this is equivalent to G not having an automorphism
inverting x and fixing y. A similar restriction applies when T = 2 ex or 2∗ex.

The arguments in the other cases are similar. To summarise the results
(see also [29, Condition 3.2]), the 14 classes T are listed in Table 2, with the
second column giving the isomorphism type of each parent group N(T ), and
the third column indicating any forbidden automorphisms; these are given
in terms of their effect on generators si, s, s

′ of quotients G, the images of
generators Si, S, S

′ of cyclic free factors of N(T ) defined in Proposition 3.2.
The following lemma will prove useful later in realising various groups

in certain classes, by showing that in many cases it is sufficient to consider
just two classes, namely T = 1 and 2P ex.
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Class T N(T ) forbidden automorphisms

1 V4 ∗ C2 none
2σ C2 ∗ C2 ∗ C2 s1 and s2 transposed, s3 fixed
2σex C2 ∗ C∞ s1 (or y) fixed, s (or x) inverted
3 C2 ∗ C2 ∗ C2 ∗ C2 double transpositions of generators si
4σ C2 ∗ C2 ∗ C∞ s1 and s2 transposed, s inverted
5σ C∞ ∗ C∞ = F2 s and s′ inverted, transposed or both

Table 2: Parent groups and forbidden automorphisms

Lemma 3.3 (a) If G is a non-abelian group in G(1), then G ∈ G(T ) for

each class T = 2σ, 3 or 4σ.

(b) If G is any group in G(2P ex), then G ∈ G(T ) for each class T = 2σex,
4σ or 5σ.

Proof. (a) By the hypothesis, G has generators r0, r1 and r2 satisfying r2i =
(r0r2)

2 = 1. Since G is non-abelian, applying duality if necessary we may
assume that r1r2 has order n > 2. It is sufficient to prove the result for
T = 2, 3 and 4.

First let T = 2. The presentations of Γ and N(2) show that there is an
epimorphism N(2) → Γ given by Si 7→ Ri−1 for i = 1, 2, 3. Composing this
with the epimorphism Γ → G,Ri 7→ ri gives an epimorphism θ : N(2) → G
with Si 7→ si := ri−1 for i = 1, 2, 3. Any automorphism of G transposing s1
and s2, and fixing s3, would send s1s3 = r0r2, which has order dividing 2, to
s2s3 = r1r2, which has order n > 2. This is impossible, so G ∈ G(2).

A similar argument applies if T = 4, with Si 7→ ri−1 as before for i = 1, 2,
and S 7→ s := r2. If T = 3 take Si 7→ si := r1, r2, r0, r2 for i = 0, . . . , 3. Any
automorphism of G inducing a double transposition on s0, . . . , s3 would imply
that (r0r1)

2 = 1, so G ∈ G(3).
(b) We use the same method as in (a), except that we now have an

epimorphism N(2P ex) = Γ+ → G, X 7→ x, Y 7→ y, where G has no automor-
phism inverting x and fixing y (so x has order n > 2). Composing this with
the epimorphism N(5) → N(2P ex), S 7→ X,S ′ 7→ Y gives an epimorphism
θ : N(5) → A, S 7→ x, S ′ 7→ y. An automorphism of G cannot invert x and
y, or transpose y with x±1, so G ∈ G(5). A similar argument applies when
T = 4, with S 7→ x and S1, S2 7→ y. �

Part (c) of the following lemma shows that class 2 can also play a similar
role to that played by classes 1 and 2P ex in Lemma 3.3. An element x of a
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groupG is strongly real if xa = x−1 for some involution a ∈ G, or equivalently,
if x is a product of at most two involutions in G.

Lemma 3.4 (a) If a group G is generated by involutions a, b and c, where
ab, ac and bc do not all have the same order, then G ∈ G(2).

(b) If a group G is generated by elements a, b and c satisfying abc = 1,
where a is an involution, b is a product of two involutions, and no automor-

phism of G inverts c, then G ∈ G(2).

(c) If G ∈ G(2) then G ∈ G(T ) for each class T = 2σ, 3 or 4σ.

Proof. (a) Without loss of generality we may assume that ac and bc have
different orders. There is an epimorphism N(2) → G given by Si 7→ si := a, b
or c for i = 1, 2 or 3. Then no automorphism of G can transpose s1 and s2
while fixing s3, so G ∈ G(2).

(b) We can write b = s1s2 for involutions s1, s2 ∈ G, and define s3 = a,
giving involutions s1, s2, s3 generating G. If an automorphism transposes s1
and s2 while fixing s3, it inverts a and b, so composing it with conjugation
by a gives an automorphism inverting c. However, no such automorphism
exists, so G ∈ G(2).

(c) It is sufficient to prove (c) for T = 3 and 4. The group N(4) can
be obtained from N(2) by taking S = S3 and omitting the relation S2

3 = 1,
giving an epimorphism N(4) → N(2). Thus any quotient G = 〈s1, s2, s3〉 of
N(2) is also a quotient of N(4), with s := s3; the forbidden automorphisms
are the same in each case, since s has order dividing 2, so G(2) ⊆ G(4). For
T = 3 one can extend an epimorphism N(2) → G to N(3) → G by mapping
S0 to s3; again, this introduces no further forbidden automorphisms. �

Lemma 3.5 Suppose that a group G is generated by involutions s0, s1, s2, s3,
and that for at least two of the three partitions ij | kl of {0, 1, 2, 3} the

products sisj and sksl have different orders. Then G ∈ G(3). �

Lemma 3.6 Let G = 〈x, y | y2 = 1, . . .〉 ∈ G(2P ex), where the image x of X
is strongly real. Then G ∈ G(T ) for each edge-transitive class T 6= 1.

Proof. An involution a ∈ G inverts x, so G = 〈s1, s2, s3〉 where s1 = a,
s2 = ax and s3 = y all satisfy s2i = 1, and hence G is a quotient of N(2).
If an automorphism of G transposes s1 and s2 and fixes s3, it inverts x
and fixes y, contradicting chirality of the corresponding map. Thus no such
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automorphism exists, so G ∈ G(2). Then G ∈ G(T ) for each T = 2α, 3 or 4α

by Lemma 3.4(c), and also for T = 2αex or 5α by Lemma 3.3(b), so G ∈ G(T )
for each T 6= 1. �

As noted by Singerman in [27], the next result follows from work of
Macbeath [18]:

Lemma 3.7 (Macbeath, Singerman) If two elements generate L2(q) then
some automorphism of that group inverts them both.

To deal with some groups we will use information and notation concern-
ing their conjugacy classes, characters, maximal subgroups, automorphisms,
etc found in the ATLAS [3], together with the following formula, due to
Frobenius [5]:

Proposition 3.8 Let A, B and C be conjugacy classes in a finite group G.

Then the number of solutions of the equation abc = 1 in G, with a ∈ A,

b ∈ B and c ∈ C, is

|A| · |B| · |C|

|G|

∑

χ

χ(a)χ(b)χ(c)

χ(1)
(2)

where χ ranges over the irreducible complex characters of G. �

For arguments involving Singer cycles and their eigenvalues, we will need
the following result:

Lemma 3.9 Let λ be a primitive root in a finite field F. If λ is conjugate to

λ−1 under GalF then |F| ≤ 4.

Proof. Let |F| = pe where p is prime, so that GalF is generated by the
Frobenius automorphism t 7→ tp, which has order e. If λ is conjugate to its
inverse, then λpf = λ−1 and hence pf + 1 is divisible by the multiplicative
order pe − 1 of λ, for some f = 0, 1, . . . , e − 1. Hence pe − 1 ≤ pe−1 + 1, so
pe−1(p− 1) ≤ 2, and the result follows immediately. �

4 Alternating groups

Here we will use a classic theorem of Jordan, stated as Theorem 13.9 in [31].
It is not stated explicitly by Jordan, but it follows immediately from his
results in [12, 13] (see [10] for historical details and a generalisation, removing
the primality condition).
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Lemma 4.1 If G is a primitive subgroup of Sn, containing a cycle of prime

length with at least three fixed points, then G ≥ An.

Theorem 4.2 Let n ≥ 5 and let T be an edge-transitive class of maps. Then

An ∈ G(T ) if and only if one of the following holds:

• T = 1, and n = 5 or n ≥ 9;

• T = 2σ, 3 or 4σ for some σ;

• T = 2σex for some σ, and n ≥ 8;

• T = 5σ for some σ, and n ≥ 7.

Proof. Recall that, in order to determine which sets G(T ) contain a specific
group G, it is sufficient to consider the classes T = 1, 2∗ex, 2, 3, 4 and 5.
The only alternating groups in the set L∪M are A5 (∼= L2(5)), A6 (∼= L2(9)),
A7 and A8 (∼= L4(2)), so An ∈ G(T ) for all T if n > 8. We now consider the
values n = 5, . . . , 8.

Since A5 ∈ G(1) (as the automorphism group of the regular embedding
of K6 in the projective plane, for example), it follows from Lemma 3.3(a)
that A5 ∈ G(T ) for all T = 2σ, 3 and 4σ. On the other hand, Lemma 3.7
shows that A5 6∈ G(T ) if T = 2σex or 5σ, and the same applies to A6.

We now consider the values n = 6, 7 and 8 for the various classes.
Firstly, An 6∈ G(1) for such n by Corollary 1.2.

If T = 2 then N(T ) = 〈S1, S2, S3 | S2
i = 1〉 ∼= C2 ∗ C2 ∗ C2. In A6 take

s1 = (1, 2)(3, 4), s2 = (2, 6)(4, 5) and s3 = (2, 3)(4, 5), so that

s1s2 = (1, 6, 2)(3, 5, 4), s1s3 = (1, 3, 5, 4, 2) and s2s3 = (2, 6, 3).

In A7, take s1 = (1, 2)(3, 4), s2 = (2, 6)(5, 7) and s3 = (2, 3)(4, 5), so that

s1s2 = (1, 6, 2)(3, 4)(5, 7), s1s3 = (1, 3, 5, 4, 2) and s2s3 = (2, 6, 3)(4, 5, 7).

In A8 take s1 = (1, 2)(3, 4)(5, 6)(7, 8), s2 = (1, 3)(4, 6) and s3 = (3, 4)(6, 7),
so that

s1s2 = (1, 2, 3, 6, 5, 4)(7, 8), s1s3 = (1, 2)(5, 7, 8, 6) and s2s3 = (1, 4, 7, 6, 3).

In each case, G := 〈s1, s2, s3〉 is a primitive subgroup of An: if n = 7 then
G is transitive of prime degree, and if n = 6 or 8 it is doubly transitive, in
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the latter case because 〈(s1s2)2, s3〉 fixes 8 and is transitive on the remaining
points. Jordan’s Theorem (Lemma 4.1), applied to a suitable 3- or 5-cycle,
then gives G = An. In each case s1s3 and s2s3 have different orders, so G has
no automorphism transposing s1 and s2 and inverting (equivalently fixing)
s3. Thus A6, A7, A8 ∈ G(2), and the same follows for T = 2σ, 3 and 4σ by
Lemma 3.4(c).

If T = 2σex and 5σ then A6 6∈ G(T ) by Lemma 3.7 and the isomorphism
with L2(9). Corollary 1.4 gives A7 6∈ G(2σex), whereas A7 ∈ G(5σ) since
the pair (1, 2, 3, 4, 5) and (1, 6, 7)(2, 4, 5) generate A7 and are not inverted
in AutA7 = S7. Corollary 1.4 also gives A8 ∈ G(2∗ex), so A8 ∈ G(T ) for
T = 2σex and 5σ by Lemma 3.3(b) �

In fact, one can extend this argument to show that for each class T the
perfect double cover 2.An of An is in G(T ) for all sufficiently large n (n ≥ 9
is enough when T 6= 1); see [8, §10] for details. Similar arguments in [8, §7]
show that Sn ∈ G(T ) for all T provided n ≥ 6.

5 Sporadic simple groups

Here we deal with the sporadic simple groups in L ∪M:

Theorem 5.1 The Mathieu groupsM11, M22, M23 and the McLaughlin group

McL are in G(T ) for all edge-transitive classes T 6= 1, but they are not in

G(1).

Proof. Corollary 1.2 shows that these groups are not in G(1). Corollary 1.4
shows that they are in G(2P ex), so by Lemma 3.3(b) they are in G(T ) for all
classes T = 2σex, 4σ and 5σ.

For T = 2σ or 3 we use Lemma 3.4(b) and (c). The group G = M11 has
unique conjugacy classes 2A and 4A of elements of order 2 and 4, and two
mutually inverse classes 11A and 11B of elements of order 11. Proposition 3.8
and the character table of G in [3] show that there are elements a, b, c ∈ G,
in classes 2A, 4A and 11A, such that abc = 1. The maximal subgroups of G
are listed in [3], and none contains elements of orders 4 and 11, so 〈a, b〉 =
G. A second application of Proposition 3.8, or equivalently the existence of
subgroups isomorphic to D4, shows that there are involutions s1, s2 ∈ G with
s1s2 = b. Since G has no outer automorphisms, no automorphism can invert
c, so Lemma 3.4 shows that G ∈ G(T ) for all classes T = 2σ and 3.
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Essentially the same argument gives the result for M23, but now with
a, b and c in classes 2A, 8A and 23A, and also for McL, using classes 2A,
12A and 11A. (Even though McL has outer automorphisms, they do not
transpose the mutually inverse classes 11A and 11B.)

A similar argument can be applied to G = M22, but in this case the
details are less straightforward. This group has one class 2A of involutions,
one class 6A of elements of order 6, and two mutually inverse classes 7A and
7B of elements of order 7; the latter are not transposed in AutG, which
contains G with index 2. Proposition 3.8 shows that G contains 12|G| triples
(a, b, c) of elements of orders 2, 6 and 7 with abc = 1. By inspection of the
list of maximal subgroups of G, each of these triples can generate one of the
2|G : H| subgroups H ∼= A7, or one of the |G : H| subgroups H ∼= AGL3(2),
or G itself. The uniqueness of the corresponding permutation diagram for
a and b shows that A7 is generated by |S7| = 2|A7| such triples, giving
a total of 4|G| triples (a, b, c) generating subgroups H ∼= A7. The affine
group AGL3(2) is a semidirect product V8 ⋊ GL3(2), and triples (a, b, c)
generating this group map onto triples (a, b, c) of type (2, 3, 7) generating
GL3(2) = L3(2). There are 2|L3(2)| such triples, each lifting to 16 triples
(a, b, c), giving a total of |G : H|.16.2|L3(2)| = 4|G| triples (a, b, c) generating
subgroups H ∼= AGL3(2). This leaves 4|G| triples (a, b, c) generating G (and
corresponding to a unique chiral pair of orientably regular maps of type
{6, 7} with automorphism group G). The element b ∈ 6A in such a triple is
strongly real (since A7, and hence G, contains subgroups isomorphic to D6),
and the outer automorphisms of G do not transposes the classes 7A and 7B
containing c and c−1, so Lemma 3.4 applies as before. �

6 L2(q)

Theorem 6.1 A simple group L2(q) is a member of G(T ) if and only if

either T = 1 and q 6= 7, 9, or T = 2σ, 3 or 4σ for some σ = ∅, ∗ or P .

Proof. Nuzhin [21, 24] has shown that a simple group L2(q) is in G(1) if and
only if q 6= 7, 9 (these are the exceptions L3(2) and A6 in Corollary 1.2 and
Table 1). It follows from Lemma 3.3(a) that if T = 2σ, 3 or 4σ then L2(q)
is in G(T ) for all q 6= 7, 9. We have already shown that A6 ∈ G(T ) for these
classes, so it is sufficient to consider L2(7).

16



First let T = 2. In L2(7) (= SL2(7)/{±I}) define the involutions

s1 = ±

(

0 1
−1 0

)

, s2 = ±

(

0 2
3 0

)

and s′ = ±

(

1 3
−3 −1

)

.

Then s1s2 and s1s
′ have trace ±1 and hence have order 3, while s2s

′ has
trace ±3 and hence has order 4. These involutions generate L2(7), since no
maximal subgroup contains two elements of order 3 with a product of order 4.
Lemma 3.4(c) now gives L2(7) ∈ G(T ) for all T = 2σ, 3 or 4σ.

If T = 2σex or 5σ then Lemma 3.7 shows that L2(q) 6∈ G(T ) for all q. �

7 L3(q) and U3(q)

Recall that L3(q) is simple for all prime powers q, and U3(q) is simple for
all prime powers q > 2. Although U3(3) is simple, it has special properties
which require separate treatment, given later.

Theorem 7.1 Suppose that G = L3(q), or G = U3(q) with q > 3. Then

G ∈ G(T ) if and only if either T = 2σ, 3 or 4σ, or T = 5σ and G 6= L3(2).

Proof. By Corollaries 1.2 and 1.4, the simple groups L3(q) and U3(q) are not
in G(T ) for T = 1 or 2σex.

Now let T = 2, withN(2) ∼= C2∗C2∗C2. Malle, Saxl andWeigel [19] have
shown that every non-abelian finite simple group G 6∼= U3(3) is generated by
a strongly real element x (one such that xa = x−1 for some involution a ∈ G)
and an involution y. Thus G is generated by three involutions a, b := ax and
y. If an automorphism of G fixes the involution y and transposes a and b,
then it inverts x. However, by Theorem 1.3 the groups G = L3(q) and U3(q)
have no generating pairs x, y with this property, so by taking s1 = a, s2 = b
and s3 = y we see that G ∈ G(T ) for T = 2, and hence for T = 2σ, 3 and 4σ

by Lemma 3.4(c).
This leaves the case T = 5σ. We will show that if q > 2 then L3(q), U3(q) ∈

G(5σ) for all σ. For arguments involving Singer cycles and their eigenvalues,
we will need Lemma 3.9, that in a finite field of order at least 5, no primitive
element is conjugate to its inverse under an automorphism.

First, let G = L3(q). Then AutG is a semidirect product of PΓL3(q)
by a group of order 2 generated by the graph automorphism (or polarity) γ
induced by the matrix operation A 7→ (A−1)T . Let s be a Singer cycle in G,
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an element of order (q2+ q+1)/d where d = (3, q− 1); its centraliser in G is
〈s〉, while its centraliser in AutG is a cyclic group C of order q2 + q+1; this
is generated by a Singer cycle in PGL3(q), which contains G with index d. It
follows by applying results of Bereczky [1] to SL3(q) that the only maximal
subgroup of G containing s is M := NG(〈s〉), a semidirect product of 〈s〉 by
C3.

Simple numerical estimates show that if q > 2 there exist elements s′ ∈ G
such that s′ 6∈ M (so 〈s, s′〉 = G), s′ is not a Singer cycle (so no automorphism
can transpose it with s±1) and none of the q2+q+1 automorphisms inverting s
also inverts s′. (It follows from Lemma 3.9 that the automorphisms inverting
s are all conjugate in AutG to γ; the elements of G inverted by γ are those
corresponding to symmetric or skew-symmetric matrices.) Thus G ∈ G(5σ)
for all σ. However, L3(2) ∼= L2(7) 6∈ G(5σ) by Lemma 3.7.

A similar argument can be applied to U3(q). In this case AutG =
PΓU3(q), an extension of PGU3(q), which contains G with index d = (3, q+
1), by GalFq2. The analogue in G of a Singer cycle in L3(q) is an element
s of order (q2 − q + 1)/d; its centraliser in G is 〈s〉, while its centraliser in
AutG has order q2 − q + 1. In each case s is contained in a unique maximal
subgroup M of G: if q 6= 3 or 5 then M = NG(〈s〉), a semidirect product
of 〈s〉 by C3, whereas if q = 3 or 5 then M ∼= L2(7) or A7. There is a
unique conjugacy class A of involutions α ∈ AutG inverting such elements
s, namely the class (denoted by 2B for the groups in [3]) containing the
automorphism γ induced by the automorphism t 7→ tq of Fq2 . Each s is
inverted by q2− q+1 automorphisms α ∈ A. Each α ∈ A inverts an element
s′ ∈ G if and only if s′α ∈ A, so the number of elements s′ inverted by α is
|A| = q2(q − 1)(q2 − q + 1). As before, it follows that there exist such pairs
s, s′ which generate G with no forbidden automorphisms, so G ∈ G(5σ). �

8 L4(2
e), U4(2

e), U4(3) and U5(2)

Here we deal with the higher-dimensional linear and unitary groups in L∪M.

Theorem 8.1 Let G = L4(2
e), U4(2

e), U4(3) or U5(2). Then G ∈ G(T ) if

and only if T 6= 1.

Proof. By Corollaries 1.2 and 1.4 these groups are not in G(1), but they are
in G(2∗ex) and hence, by Lemma 3.3(b), in G(T ) for all T = 2σex, 4σ and
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5σ. The classes T = 2σ and 3 remain, and by Lemma 3.4(c) it is sufficient to
show that these groups are in G(2).

Let G = L4(q) where q = 2e. We may assume that e > 1, since the
group L4(2) ∼= A8 has been dealt with in Theorem 4.2. In [19, Theorem 2.1],
Malle, Saxl and Weigel showed that there are conjugacy classes C1, C2 ⊂ G,
containing elements of orders q2 + 1 and q3 − 1 respectively, such that the
elements of C1 are strongly real, and for each non-identity conjugacy class
C3 ⊂ G there are elements gi ∈ Ci (i = 1, 2, 3) generating G and satisfying
g1g2g3 = 1. We can write g1 = s2s3 for involutions s2, s3 ∈ G. There are
two conjugacy classes of involutions in G, of different sizes, depending on the
dimensions of the subspaces of the natural module F4

q fixed by their elements.
The involutions inverting g1, such as s2 and s3, all lie in one of these two
classes, so taking C3 to be the other class of involutions, and putting s1 = g3,
we obtain three involutions s1, s2, s3 generating G, with no automorphism
transposing s1 and s2. Thus G ∈ G(2), as required.

The same argument can be applied to U4(2
e), using [19, Theorem 2.2],

the only difference being that the elements g2 ∈ C2 now have order q3 + 1
rather than q3 − 1.

For U5(2), classes C1 and C2 in [19, Theorem 2.2] contain elements of
orders (q5+1)/d(q+1) = 11 and q4/2+(−1)4/2 = 5 (where d = (5, q+1) = 1),
the latter strongly real. There are two conjugacy classes of involutions, and
if we choose C3 to be the class 2A of involutions not inverting elements of
order 5, the proof proceeds as above.

The group U4(3), with only one class of involutions and a comparatively
large outer automorphism group, resists this line of argument; however, a
computer search by Matan Ziv-Av [34], using GAP, has shown that it satisfies
the conditions of Lemma 3.4(a), for example with ab, ac and bc having orders
4, 5 and 6, so Lemma 3.4(c) also applies here. �

The last paragraph is the only place where the proof of Theorem 1.5 relies
on computers. It would be interesting to have a computer-free argument to
deal with U4(3).

9 U3(3)

The group U3(3) was excluded from Theorem 7.1, so we treat it here as
a special case. One could simply carry out a computer search for suitable
generating sets, as was done in the preceding section for U4(3) and T = 2, but
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an argument by hand, using properties of this group given in the ATLAS [3],
is more satisfying and more instructive.

Theorem 9.1 The group U3(3) is in G(T ) if and only if T = 3, 4σ or 5σ.

Proof. Let G = U3(3). Taking q = 3 in the proof of Theorem 7.1 shows that
G 6∈ G(T ) for T = 1 or 2σex.

We will show that G ∈ G(3) by using Lemma 3.5, which requires a
particular generating set of four involutions. There is a single conjugacy
class of maximal subgroups H ∼= L2(7) in G. Let s1, s2 and s3 be involutions
in such a subgroup H corresponding to the elements

±

(

−1 1
−2 1

)

, ±

(

0 1
−1 0

)

and ±

(

0 3
2 0

)

of L2(7), so that s1s2, s1s3 and s2s3 have orders 4, 4 and 3 respectively. Since
s := s1s2s3 has order 7, and no proper subgroup of L2(7) has order divisible
by 14, these involutions generate H .

Now G acts as a primitive group of degree 36 and rank 4 on the cosets
of H , with subdegrees 1, 7, 7 and 21. The subgroup 〈s1, s2〉 ∼= D4 of H thus
fixes more than one point, so it lies in a second subgroup H ′ ∼= L2(7) of
G. The subgroups of L2(7) isomorphic to D4 are all conjugate (they are
Sylow 2-subgroups), so as above there is an involution s0 ∈ H ′ such that
〈s1, s2, s0〉 = H ′ where s1s2, s1s0 and s2s0 have orders 4, 4 and 3. Then
〈s0, s1, s2, s3〉 = 〈H,H ′〉 = G and the partitions 02 | 13 and 01 | 23 satisfy
the condition in Lemma 3.5, so G ∈ G(3).

Next, let T = 4. The involution s1 and the element s of order 7 defined
above generate the maximal subgroup H of G. We need to show that there
is another involution s′2 ∈ G \H such that no automorphism of G inverts s
and transposes s1 and s′2. There are seven automorphisms inverting s, all of
them outer automorphisms in the conjugacy class 2B ⊂ AutG = PGU3(3),
forming a coset of CG(s) = 〈s〉. Now there are 63 involutions in G, of which
21 are in H . We can therefore choose one of the 42 involutions s′2 ∈ G \H ,
avoiding the seven images of s1 under the automorphisms inverting s. Thus
G ∈ G(4σ) for all σ.

Finally let T = 5. There are no maximal subgroups of G containing
elements s and s′ of orders 7 and 6, so any such pair generates G. Since they
have different orders, it is sufficient to show that there exists such a pair
which are not simultaneously inverted by any automorphism. Any element
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s of order 7 is inverted by seven automorphisms, all outer, in class 2B. Each
such automorphism inverts 24 elements s′ ∈ G of order 6, so there are at
most 168 such elements s′ inverted by automorphisms also inverting s. Since
G has 504 elements of order 6, a suitable pair s, s′ exists, so G ∈ G(5σ) for
all σ. �

This complete the proof of Theorem 1.5.
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