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Effect of electric fields in low-dimensional materials: Nanofrictional response as a case study
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A proper control of nanoscale friction is mandatory for the fabrication and operation of optimal nanoengi-
neered devices. In this respect, the use of electric fields looks to be promising, since they are able to alter the
frictional response without imprinting permanent deformations into the structure. To this aim, we perform ab

initio simulations to study the microscopic mechanisms governing friction in low-dimensional materials in the
presence of electrostatic fields. We consider MX, transition metal dichalcogenides as a case study. By applying
an electric field along an axis orthogonal to the atom layers, we induce a transfer of charge along the same axis;
this transfer modifies the interatomic forces, leading, in general, to easier relative layer motion. The reported

outcomes constitute a starting point to study the effect of the field direction on the intrinsic friction in future
investigations. Finally, the present results can be used to predict the preferential electronic redistribution in
nanostructured devices where metal-to-insulator transitions may occur in working conditions.

DOI: 10.1103/PhysRevB.102.155433

I. INTRODUCTION

Low-dimensional materials have found vast use in na-
noengineered devices thanks to their properties with wide
applicability such as in photovoltaics, lithium ion batter-
ies, hydrogen evolution catalysis, transistors, photodetectors,
DNA detection, memory devices, and tribology [1-5]. Fab-
rication of such devices requires micromanipulation of free
standing atomic layers, and a thorough knowledge and con-
trol of the frictional properties at the nanoscale is then
mandatory [6,7]. Moreover, their frictional properties are of
particular interest in micro- and nanoelectromechanical de-
vices [8,9] (MEMS, NEMS) or in energy harversters, where
nanoscale layers are in relative motion [9,10]. Previous stud-
ies already pointed out that load can be used as an external
knob to control the nanoscale friction [11-13], although it
may induce unwanted permanent changes to the atomic ge-
ometry [14—17]. On the other hand, electrical fields induce
charge movements which may alter the frictional properties
temporarily, while allowing them to revert to the original
structure once the external field is suppressed [18-20]. Some
theoretical studies have already dealt with the effect of electric
fields on the coupling between the electronic and dynamic
(i.e., phonon) features in low-dimensional materials [21,22];
interestingly, such coupling has been found to be effective
in altering the lateral frictional force in MoS, and graphene
bilayer systems [23,24]. Recent experimental studies showed
how to manipulate free-standing atomic layers by in-plane
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potential gradients with an atomic force microscopy tip [6,25],
while the friction between the tip and the layer decreases with
the field [20].

Motivated by this findings, in the present work we study
the microscopic mechanisms governing the intrinsic friction
at the nanoscale in the presence of electrostatic fields. As
a case study, we consider van der Waals transition metal
dichalcogenides (TMDs), which are of great interest in diverse
fields where nanoengineering is the fundamental used tech-
nique [2]. We use quantum mechanical simulations to uncover
the electronic response to an external field; we then show
how this determines the atomic participation to the relative
motion of few TMD layers and hence the intrinsic friction.
The outcomes constitute a theoretical tool for future studies on
the effect of the field direction on the layer motions. Among
other applications, we finally discuss how the present results
can be exploited in machine learning engines aimed to design
nanotribological materials with targeted frictional response.

II. METHODS
A. Computational details

The bulk structure of MX, transition metal dichalco-
genides consists of hexagonally-ordered planes of M cations,
inserted between two planes of X anions arranged in a similar
fashion. This layered motif produces X-M-X “sandwiches”
held together by van der Waals forces and yielding a lamellar
structure. Such forces are weak enough to allow easy relative
sliding of neighboring layers, manifesting as macroscopic
lubricating effect. Among the possible polymorphs [1], we
consider the 2H phase with space group symmetry P63 /mmc,
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FIG. 1. Model geometry of the hexagonal P6;/mmc 2H poly-
morph of prototypical TMD compounds; the unit cell is indicated
by a fine-line box. The a, b, ¢ vectors forming the reference frame at
the bottom left of each subfigure represent the crystallographic axes
in our settings and the orientation of the unit cell with respect to the
reader’s view. Adjacent MX, layers are bound together by weak van
der Waals forces which allow relative gliding.

in which the anions are aligned with the cations along a
direction orthogonal to the layer surface (Fig. 1). We select
M = Mo, W and X = S, Se, Te; in our settings, the layers are
able to slide in parallel with the a, b plane.

We perform density functional theory calculations by
means of the ABINIT software [26-32]. The plane-wave energy
cutoff is set to a minimum of 18.4 Ha and the Brillouin zone is
sampled with a minimum of 7 x 7 x 5 k-mesh divisions; the
convergence of the electronic distribution is considered to be
achieved when the difference of the total energy calculated be-
tween two subsequent self-consistent field cycles occurs twice
in a row to be less than 107! Ha. Structural relaxations are
initiated from diffraction data [33-38]; the lattice parameters
and atomic positions are considered to be optimized when the
maximum component of the total force acting on each atom is
less than 10~7 Ha/Bohr.

After a preliminary benchmark, [39] we select the PBE
functional [40] together with the vdw-DFT-D3(BJ) correc-
tion [41] to account for the van der Waals interactions.
Following the formulation of Nunes and Gonze [42,43], we
apply an external electrostatic field E along a direction paral-
lel to the c¢ lattice vector (perpendicular to the sliding plane),
the magnitude of which varies in the range [0, 2.5] x 1073
a.u. Apart from the largest values of 2.0 and 2.5 x 1073
a.u. which we consider as extreme cases, the remaining val-
ues are representative of the electric fields typically used in
MEMS/NEMS devices [44—48]. We observe the presence of
structural instabilities beyond certain field values depending
on the atomic types forming the structure; for this reason, the
maximum field value is chosen differently for each system in
order to minimize the number of unstable displacements. We
finally calculate eigendisplacements and eigenfrequencies of
the dynamical matrix of the structures by using the PHONOPY
software [49].

B. Sliding and breathing modes

Microscopic friction is defined as the friction appearing
due to the relative motion of adjacent atom layers in the
presence of structural irregularities (e.g., dislocations, layer
truncations, wrinkles). If such irregularities are absent, fric-
tion is still occurring due to the interatomic forces arising
from the electronic (type of atom) and structural arrangement

(geometry); in this case, we call it intrinsic friction as it is an
intrinsic characteristic of the system [50]. In the present work,
we focus on the latter by considering pristine compounds
lacking in irregularities or defects. We already observed that
relative atomic motions can be geometrically described by lin-
ear combination of phonon eigendisplacements [51,52]; those
with the largest coefficients in the combination are named
sliding modes and keep active the layer sliding as long as
they own enough energy [53,54]. The sliding modes can be
classically seen as restoring forces which prevent the layer
to displace from the equilibrium position, such forces being
proportional to the square of the mode frequency. Therefore,
at a constant system energy, the lower the frequency of the
sliding modes, the larger the amplitude of the corresponding
atomic displacements, this corresponding to facilitated slid-
ing. If the frequency of a sliding mode becomes negative
[55] due to external stimuli, the geometry becomes unstable
against the distortion represented by the eigendisplacement of
such a mode, and the atomic configuration does not realize a
minimum of the energy anymore. This means that a very small
perturbation of the geometry is enough to activate the sliding
motion along the direction of the mode eigenvector; as a con-
sequence, a new minimum of the energy is realized. The latter
corresponds to a new geometric configuration with new slid-
ing mode frequencies which, in principle, can be larger than
the initial ones. To obtain easy sliding over long distances, it
is then necessary to lower the frequencies of the sliding modes
at each local minimum of the energy landscape; indeed, it
has been found that layered compounds display several en-
ergy minima with different curvatures [56-60]. Nevertheless,
the present discussion is general and does not depend on the
specific atomic topology. For this reason, we here focus on the
structural configurations corresponding to one of the possible
energy local minima of the considered compounds; the same
analysis can then be repeated on the geometries corresponding
to any other local energy minimum. If an approximate evalu-
ation of the frequencies is required, it is possible to reduce
the computational load by exploiting the normal-modes tran-
sition approximation [52]: Starting from the knowledge of the
phonon modes of one of the stable structures, the approxima-
tion allows us to estimate the eigenfrequencies of neighboring
energy minima, thus avoiding the time-consuming diagonal-
ization of the corresponding dynamical matrices.

In tribological conditions, external intervention produces
displacements of a layer with respect to the adjacent ones;
such displacements generate an excessive overlap of the
electronic densities of the facing anions, and a consequent
repulsive force arising from both Coulombic interactions and
Pauli’s exclusion principle. Since the external forces drag the
layers along directions parallel to the a, b plane, the effect
of the repulsive forces is to push the layers away from each
other along the ¢ direction orthogonal to the layer plane. In
the extreme case in which the orthogonal movement is not
allowed, the repulsive force would act only laterally pushing
the layer back, then increasing the sliding energy barrier. It is
then apparent that if the forces binding the layers together are
weak, the layer separation is facilitated and hence the sliding.
The latter forces mainly arise from the van der Waals inter-
actions and are represented by the breathing phonon modes.
The breathing modes are associated to a restoring force which
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regulates the interlayer distance: A small force corresponds to
a large allowed variation (compression/dilation) of the layer
separation and facilitates the lateral shift. Both sliding and
breathing motions then occur at the same time whenever two
layers are displaced, no matter if the displacement is done
slowly and in a reversible way (case of static friction) or
rapidly (case of dynamic friction); in terms of the phonon
description, this corresponds to the phonon coupling between
both kind of modes, leading to dissipative processes which are
active until the relative layer displacement occurs [53,54]. By
tuning the phonon frequency we can then control the intrinsic
frictional response; to this aim, in what follows, we will focus
on both the sliding and the breathing modes. A schematic
representation of the displacements associated to such modes
is reported, for example, in the freely available Supplemental
Material of Ref. [50] and in Ref. [19].

We want to avoid the fragmentation of information into
several parameters; instead, we use global quantities in order
to obtain a unified description of the physics of the system.
To this aim, we consider the mean frequency w which is
calculated as

1 N
wzﬁ;a)j, (1)

where N is the number of the considered sliding and breathing
modes and w; is the frequency of the jth mode. It is worth
noting here that @ can assume positive values despite the
fact that some of the w; can be negative, that is, also in the
presence of unstable modes. In this respect, a positive value of
w indicates that the amount of instabilities, that is the number
of unstable modes and the magnitude of the relative frequen-
cies, is null of negligible; in the latter case, the structure can
be considered “globally” stable. The phonons relevant to our
discussion are mainly located at the I" and A points of the
irreducible Brillouin zone; we will then focus on this portion
of the reciprocal space in our phonon analysis.

III. RESULTS AND DISCUSSION

We start our investigation from the effect of the electric
field on the geometry. At non-null fields, we observe the
largest volume variation in the MoSe,, MoTe;, and WSe,
systems, mainly due to the change in the length of the ¢ lattice
vector (Fig. 2); this is expected, since such a crystallographic
axis is parallel to the direction of the applied field E. As we
discuss later on, some structure becomes unstable for field
values beyond a certain threshold which depends on the ma-
terial; for those values, the lattice parameters correspond to a
transient configuration which belongs to a geometric path con-
necting two stable states. Such transient configuration can be
detected by time-resolved crystallography techniques, capable
to monitor structural changes occurring in very short time
scales [61-63]. Concerning the phonon structure, we observe
that an increase of the field produces a general hardening of
the ' — A modes together with a softening of some sliding
branches, which may become unstable beyond some critical
E (E = |E]) value specific of the system. This is apparent
when we consider the average frequency w as a function of
E (Fig. 3): The MoS,, WS,, and WTe, systems appear to
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FIG. 2. Effect of the electric field on the lattice parameters of the
model systems: (a) lattice constants a and b, (b) lattice constant c,
(c) cell volume. Values relative to MoS, and WS, systems are close.
Lines are a guide for the eye.

be the most stable against large field perturbations while, in
the remaining compounds, some of the sliding modes become
unstable already at E = 0.5 x 1073 a.u. (the dependency of
each sliding and breathing mode frequency as a function of
the field is reported in the Supplemental Material [39]). This
suggests that the sliding can already be facilitated in MoSe,,
MoTe;, and WSe; pristine TMDs by means of the application
of small electric fields; however, the critical electric fields to
obtain easy sliding are the lowest required to realize negative
average frequencies and depend on the chemical composition.
To estimate the effect of the field on the nanoscale friction,
we recall that we are here describing friction as a harmonic
restoring force

f = —kx = mo’x, 2)

o (THz)

-4.0- -

0.0 0.5 1.0 15 2.0 25
E(10° a.u.)

FIG. 3. Average frequency as a function of the applied electric
field. Instabilities arise when the field magnitude is above a critical
value depending on the chemical composition. Lines are a guide for
the eye.
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where x is the relative layer displacement, m is the mass of the
system, and k (w) is an effective force constant (frequency)
resulting from the sliding and breathing modes. From Eq. (2)
we can infer that, if the effect of the electric field is to halve the
frequency, the resulting frictional force is four times smaller
than the initial one. We are aware that this is an approxima-
tion because phonon coupling should be taken into account
explicitly [52-54,64]. A rigorous derivation of the frictional
force in terms of phonon contributions requires the explicit
expression of the energy in terms of single phonons and the
relative coupling, also including the effect of the temperature;
however, this falls out of the scope of the present discussion
and we plan to investigate it in a future work. By inspecting
Fig. 3, it is apparent that there is no clear relation between the
magnitude of the field, the phonon frequency, and the atomic
types. This relation is the result of the coupling between the
electronic structure and the dynamical response of the system;
understanding and controlling such coupling is indeed the
goal of the present work. To this aim, we proceed with the
analysis of the subtle features of the electronic density. To
quantify how the electronic charge redistributes across the
structure under the effect of the field we make use of the
orbital polarization [65] defined as

ng — np

Pa,b =

Hg +ny’ )
where n; is the occupation of a given i orbital; in this way,
we measure the excess of population of the a with respect
to the b orbital. Since the atomic orbitals provide a partition
of the electronic density into regions with specific spatial
orientations, by comparing different kind of polarizations we
can determine the preferential distribution of the electrons at
specific field magnitudes. We consider the p,, py, and p, or-
bitals centered at the anion sites, and the #,, and the e, orbitals
centered at the cation sites, in order to calculate the follow-
ing polarizations: Py, p., Pp..p.s Ppy.p.> Pigegs P p.d.- We
notice that the presence of the field does not induce any
significant change in the relative occupation of the p, with
respect to the p, orbital [Fig. 4(a)]; the fluctuation around zero
of P, p, indicates that the electrons are equally distributed
between the two orbitals. This is an expected behavior thanks
to the symmetries present in the a, b plane; for the same
reason, both P, , and P, , orbital polarizations show the
same trend [Figs. 4(b) and 4(c)]. The negative values of P,
and P, , indicate an excess of electrons along an axis or-
thogonal to the layers at the anion site, such excess remaining
nearly constant irrespective of the applied field. Concerning
the relative occupation of the 5, and ¢, orbitals, in the MoSe,,
MoTe,, and WSe, systems we notice that an increase of the
field induces a transfer of electrons towards the e, orbitals
[Fig. 4(d)] and, correspondingly, an electron flow from the
d,>_,» to the d,» orbital [Fig. 4(e)]. This points at a charge
transfer along an axis orthogonal to the a, b plane and passing
through the cation sites. Differently, in the MoS,;, WS,, and
WTe, systems the variation of the field leaves almost unal-
tered both the P, ., and Py, , .4, polarizations. This analysis
then suggests that the applied field induces an accumulation
of charge along the ¢ direction in the MoSe,, MoTe,, and
WSe, systems, which accounts for a significant variation of
the ¢ lattice constant (Fig. 2) and the consequent instability
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FIG. 4. Orbital polarization of the MX, systems as a function of
the electric field. An increase of the field magnitude induces a charge
transfer along the direction orthogonal to the lattice planes. Legend
is common to all the subplots; lines are a guide for the eye.

of the sliding modes (Fig. 3). For a convenient visualization
of this effect, we report the projections of selected charge
density differences in the Supplemental Material [39]. The
charge redistribution may affect the M-X bond covalency, as
it has already been observed in TMD-based systems [54]. In
order to quantify this effect, we calculate the bond covalency
Cyvix in terms of atomic participation to the electronic density
of states [66]; we then consider the relation among Cy;x and
the polarizations involving the d orbitals (Fig. 5). In MoS,,
MoSe,, and MoTe, systems, the bond covalency is nearly
constant despite the large variation of the orbital polariza-
tions; on the contrary, the covalent character of the bond is
more sensitive to the charge rearrangement in WS, and WSe,
systems. In the case of the WTe, compound, the variation
of the orbital polarization is too small to induce significant
changes in the bond covalency. Correspondingly, no clear
trend is observed for w as a function of Cy; x (not shown). This
shows that the relation among the atomic motions (i.e., mode
eigendisplacements and their frequency), the covalency, the
orbital polarizations, and the atomic types forming the struc-
ture is not trivial. Indeed, the atomic types and the electronic
environment in which they are embedded rule the interatomic
forces which, in turn, dictate the dynamic response. In fact,
the interatomic force constant tensor enters in the definition
of the dynamical matrix and determines the values of the
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FIG. 5. M-X bond covalency as a function of the (a) P,Zg,eg and
(b) ,dez,\‘zyd,z orbital polarizations. Depending on the system, the
charge rearrangement does not affect the covalent character of the
bond. Legend is common to both subplots; lines are a guide for
the eye.

mode frequencies of the system [67,68]. This leads us to
consider the cophonicity [51] metric as a general descriptor
able to parametrize the effect of the atomic type on such
entangled electrodynamical coupling, as already observed for
other physical phenomena [69-73]. The cophonicity metric
C,n(M-X) is a measure of the relative atomic contributions to
a specific range of phonon eigenfrequencies, whereas the con-
tribution of a single atom is quantified by the atom-projected
phonon density of states. To calculate C,;,(M-X) for each
compound, we select the frequency range corresponding to the
sliding and breathing modes [39]. According to the definition,
positive Cp;(M-X) values indicate that the M and X ions con-
tribute more to higher- and lower-frequency displacements,
respectively; in this case, M cations displace faster than X
anions when forming the global layer sliding motion. The
opposite holds for negative values. A cophonicity value close
to zero (perfect cophonicity) corresponds to atomic displace-
ments in which both M and X atoms move on average at
the same velocity. We observe that the cophonicity is nearly
constant for low values of the electric field (Fig. 6); in this
respect, it can be regarded as an intrinsic characteristic of
the stable system. For each system, there is a critical electric
field beyond which the cophonicity deviates significatively
from the value at zero field. Correspondingly, the structure
becomes highly unstable against the sliding and breathing
distortions, that is, the relative layer motion is promoted in
a more significant amount than what is observed for the cases
at low field. Interestingly, in general, the sliding and breathing
displacements are stable when perfect cophoniciy is realized
(Cpr(M-X) ~0), while they become prevalently unstable when
C,n(M-X) significantly deviates from zero; how far from zero
it must be to have unstable modes depends on the system.
This means that if the overall layer displacement is formed
by atomic motions in which the M and X atoms move on
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FIG. 6. (a) Cophonicity of the M-X pair as a function of the
electric field. (b) Average frequency as a function of the cophonicity.
Legend is common to both subplots; lines are a guide for the eye.

average at the same velocity, the sliding is favored at low
electric field values; on the contrary, larger field values require
that cations and anions move at a very different velocity in
order to produce easy gliding of the layers. In passing, we
notice that the cophonicity values here reported are similar
to those realized in finite n-layered TMDs, where the orbital
polarization and the consequent interlayer charge distribution
play a relevant role in the determination of the sliding-related
frequencies [50].

The presented case study can be extended by considering
geometric configurations corresponding to local energy min-
ima other than those considered in the present work; in this
way, it is possible to obtain a more complete overview of
the set of electric field values suitable for the selected atomic
types. Moreover, atomic species and geometries other than
those pertaining to the here examined TMD prototypes can
be the subject of future studies. To this aim, it is possible to
use the cophonicity to parametrize the nanoscale frictional re-
sponse to external electric fields in large databases of chemical
moieties and atomic topologies. Such parametrization can be
used in machine learning engines [9] for automated research
of proper combination of atomic species and geometries, to
ultimately design novel tribological materials with targeted
frictional response under electric field stimuli. Finally, the ob-
served relation between the charge flow and the electric field
may guide the probe and control of metal-to-insulator transi-
tion in nanomechanical motions [74,75], since the transition
is generally determined by subtle anisotropic rearrangements
of the electronic density [65,76,77].

IV. CONCLUSIONS

We studied the effect of an electrostatic field on the
nanoscale frictional properties of lamellar materials, by con-
sidering prototypical layered transition metal dichalcogenides
as a case study. By applying an electric field along an axis
orthogonal to the atom layers, we induce a transfer of charge
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along the same axis; this transfer does not affect significantly
the covalent character of the bond, while it modifies the
interatomic forces. Such modification determines the soften-
ing of the sliding modes until they become unstable above
a certain critical field specific of the system. This effect is
quantified by the cophonicity metric: The larger the module
of the cophonicity, the more different the cation and anion
velocity when forming the overall sliding motion, leading
to strongly unstable phonon modes and lower friction. The
present outcomes are therefore a theoretical tool for future in-
vestigations aimed to parametrize the triboresponse to electric
fields against the atomic types forming the compound. The re-
ported results also represent a starting point for further studies
where different directions of the field other than that orthog-
onal to atomic layers are considered, in order to elucidate the
effect of the field orientation on the intrinsic friction. Finally,
the present study can help to predict the preferential electronic

redistribution in nanomechanical devices, where local metal-
to-insulator transitions may occur in working conditions.
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