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Abstract

Continental European law on hate speech may be read - against the historically strict hierarchical societies - as forms of *levelling up* of ‘dignity’ which was traditionally reserved to the upper classes. This democratisation of dignity which underlies European understanding of citizenry, recognises public insult and humiliation as tools for disempowerment and exclusion, and as inconsistent with legal and political equality. Yet, this construction of empowered citizenship enabled by the State *inter alia* through hate speech laws is at odds with the American view of empowered citizenry. There free speech jurisprudence is based on ‘liberty’ and deeply inscribed with settler mentality, one of self-reliance and self-rule and distrust of government, whether the old-world governments left behind, or the colonial administrations belatedly encountered in the new world. This paper argues that this binary opposition in the divergent treatment of hate speech hides non-binary preoccupations that reflect different *primary* fears which do not fall along the same ‘scale’. European liberal democracies fear the consequences of hate speech being left uncensored in the public domain (a WHAT concern), whilst America fears the consequences of content interventions by government (a WHO concern). Flowing from this, this paper proposes that the German Network Enforcement Law (NetzDG) of 2017 which requires major platforms to moderate content in response to user takedown notices based on German legally imposed speech standards delivers a compromise solution, a bridge, between American and European speech traditions. The mechanism which NetzDG adopts, namely *public standards embedded in private processes,* is arguably uniquely adept at simultaneously assuaging the *primary* European fear about the absence of effective speech controls in the public domain and the *primary* American fear about the presence of governmental censorship.
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# Introduction

Hate speech is not harmless.[[1]](#footnote-1) Group libel - or the expressions of national, racial or religious contempt to incite hatred – is liable to result in discrimination, hostility and even violence,[[2]](#footnote-2) and so has real-life consequences for members of vulnerable minorities and for society at large.[[3]](#footnote-3) On a more diffuse but perhaps even more important register, hate speech presents ‘a calculated affront to the dignity of vulnerable members of society and a calculated assault on the public good of inclusiveness.’[[4]](#footnote-4) The harm potentials of hate speech are - with variations in the detail - widely accepted, and are not even principally disputed in the US where it is constitutionally protected speech.[[5]](#footnote-5) In the words Frederic Schauer: ‘we must appreciate that freedom of expression protects the expression of information and ideas not because such expression is typically inconsequential or harmless, but *despite* the harm and consequences that expression may produce.’[[6]](#footnote-6) First Amendment protection neither denies the harm of hate speech nor seeks to sanction or promote the ideas behind such speech; rather it seeks to guard the sanctity of the expressive act itself from governmental interference:[[7]](#footnote-7) ‘In the competition for influence, government remains on the sidelines, a neutral observer.’[[8]](#footnote-8) The expressiveact is sacred given its constitutive role for the individual - autonomy, self-disclosure and self-realisation - and for society, in particular for democratic self-government.[[9]](#footnote-9) Other liberal democracies, most prominently European societies, agree that a commitment to freedom of expression is not about protecting niceties or - or as the European Court of Human Rights [ECtHR] put it – communications that are ‘favourably received or regarded as inoffensive or as a matter of indifference’ but rather about those ‘that offend, shock or disturb the State or any sector of the population.’[[10]](#footnote-10) Yet, for these liberal democracies the self-realisation of the individual and democratic self-government would be undermined if hate speech in the public domain were to be left uncensored. So although America and other liberal democracies agree on the importance of freedom of expression and even broadly on the harmful consequences of hate speech, they sharply disagree on whether it is beneficial for the State to intervene.[[11]](#footnote-11) One might characterise this difference as one about *process* - what is the best avenue for neutralising hate speech - as opposed to one about *substance*, that is the nature of hate speech, its harmful consequences or the values protected by free speech more generally.

A reminder of the shared understandings, and of the nature of the disagreement, between American and European speech traditions provides a useful springboard for this paper which examines the clash of these speech cultures in the online world - and will do so through a ‘process’ lens. The Internet has changed speech concerns in two significant ways. *First,* it has led to an increase in the amount, visibility and permanence of unfiltered public speech, including hate speech, and thereby confronted European hate speech prohibitions with a problem of a different order of magnitude – one that demands a paradigmatic regulatory rethink. *Second,* the Internet has also ‘globalised’ speech and made the territorial silos within which divergent speech cultures could previously be enacted with relative coherence not impossible, but much harder to realise.[[12]](#footnote-12) This paper proposes that the pressure towards a new regulatory paradigm, on the one hand, and towards some reconciliation between the speech traditions, on the other hand, is unexpectedly bearing fruit. The German *Law to Improve Law Enforcement on Social Networks* (2017)[[13]](#footnote-13) [hereafter NetzDG] is the first of a number of similar European initiatives,[[14]](#footnote-14) that requires major platforms to moderate content in response to user takedown notices, and thereby delivers, it is argued, a compromise between American and European speech traditions. As all compromises, NetzDG has left both sides - US platforms and First Amendment advocates, on one side, and European advocates of speech restrictions to protect the rights of others, on the other side[[15]](#footnote-15) – feeling compromised and not illegitimately so. Nevertheless, the argument here is that the mechanism which NetzDG adopts, namely a *public standard setting enforced via private processes*, is uniquely adept at simultaneously assuaging the *primary* European fear about the absence of effective speech controls in the public domain and the *primary* American fear about the presence of governmental censorship. Both fears are grounded in their respective conceptions of citizenry, which are *prima facie* as legitimate in their own right as they are different from each other.

Two preliminary points are in order. *First*, it may be queried why European regulatory initiatives aimed at removing hate speech from *national* online spaces, should at all be cognizant of American speech sensibilities. After all, customary international law on jurisdiction permits each State to apply its laws to activities that affect its territory even where they originate from the outside and this has long been extended to online activities.[[16]](#footnote-16) By implications, online hosts generally, and the large, predominately American platforms that target European users in particular, can legitimately be expected to comply with European obligations to moderate online content in respect of their localised services.[[17]](#footnote-17) This is jurisdictionally uncontroversial. Still, a subject’s hostility to the substance of a law cannot but translate into reluctant, even recalcitrant compliance. This is problematic for the effectiveness of any law especially where the law is squarely grounded in private-public cooperation, as NetzDG and like laws are, and so requires more than the normal acceptance that render laws imposing obligations more effective. Taking a social scientist’s lens to the importance of legitimacy for obedience, David Beetham observed in *The Legitimation of Power*: [[18]](#footnote-18)

‘when legitimacy is eroded or absent… power does not necessarily collapse, or obedience cease, since it can continue to be kept in place by incentives and sanctions. However, coercion has to be much more extensive and omnipresent, and that is costly to maintain… Less dramatic, but equally important, is the effect a lack of legitimacy has on the *degree* of cooperation, and the *quality* of performance, that can be secured from them, and therefore on the ability of the powerful to achieve goals other than simply the maintenance of their position.’[[19]](#footnote-19)

Thus beyond any academic interest in the constitutional compatibilities of NetzDG’s regime, legitimacy matters practically as it affects how American platforms *and* European users engage with the content moderation frameworks within which they are active participants. As a *second* and relatedpoint, the discussion does not suggest, nor depend upon the suggestion, that accommodating American speech sensibilities was a conscious design behind NetzDG, even if feasibility concerns may have brought issues about its acceptability within the field of vision of the law makers.[[20]](#footnote-20) Rather the paper seeks to reposition the trend towards a *public standard setting enforced through private processes* as a restructuring of legal processes in response to a more complex, more heterogeneous and more global speech-scape, which incidentally embeds the conflicting constitutional demands.

With this in mind, the paper locates the legitimacy of *each* speech perspective in their historically grounded construction of citizenry and the attendant primary fear to which each speech regime speaks. It then proposes that although NetzDG appears to feed both fears for different reasons, on closer inspection its central mechanism of *public (content and procedural fairness) standards embedded in private processes* creates a bridge of sorts between these historically grounded speech traditions and addresses their structural differences that go to the heart of their legitimacy concerns. Finally, it is argued that whilst this bridge is imperfect, it is *good enough* to meet the core concerns and objections from either side.

# Divergent conceptions of citizenry and their primary fears

The American and European divergence on the legitimacy of hate speech regulation goes hand in hand with their particular conceptions of empowered citizenry,[[21]](#footnote-21) with each being ‘founded on deeply felt socio-political ideals, whose histories reach back to the revolutionary era of the later eighteenth century.’[[22]](#footnote-22) In *The Two Western Cultures of Privacy: Dignity versus Liberty* (2004)[[23]](#footnote-23) James Whitman historically traced *liberty* and *dignity* as the respective animating forces behind the divergent American and Continental European privacy sensibilities and conceptions. The same underlying values patterns also underlie, and help to explain, their different attitudes to hate speech.[[24]](#footnote-24)

For Europeans, hate speech regulation is a matter of recognising the dignity of all members of society and thereby upholding their citizenry - not understood in the strict legal sense, but rather denoting an entitlement to being treated with basic respect based on one’s humanity.[[25]](#footnote-25) The uncensored presence of hate speech in the public domain is seen as a continuous attack on ‘a shared sense of the basic elements of each person’s status, dignity, and reputation as a citizen or member of the society in good standing.’[[26]](#footnote-26) Hate speech prohibitions must thus be understood not so much about protecting finer sensitivities, or cushioning the minority or the majority from offence, but rather about stating and reinstating, on a continual basis, the community’s commitment to inclusivity, diversity and equality as basic tenets of society. Historically, Whitman traced the Continental European preoccupation with dignity to the strictly hierarchical societies within which dignity and honour were the prerogative of the aristocracy and upper middle classes and embodied in numerous privileges.[[27]](#footnote-27) By the same token, public insult and humiliation were (and remain) tools for disempowerment and exclusion. The pressure toward a ‘*levelling up* of dignity’ occurred and found expression in the emerging European idea of citizenship in the late 18th and early 19th century.[[28]](#footnote-28) The historian Ute Frevert observedin *The Politics of Humiliation: A Modern History* (2020)[[29]](#footnote-29) that ‘lower-class people increasingly objected to disrespectful treatment… [and] used the language of honour and concepts of personal and social self-worth – previously monopolised by the nobility and upper-middle classes – to demand that they not be verbally and physically insulted by employers and overseers.’ [[30]](#footnote-30) This in turn went hand in hand with ‘a new type of honour that followed the invention of ‘citizens’ (rather than subjects) in democratising societies. Citizens who carried political rights and duties were also seen as possessing civic honour…. [in contrast, traditional] social honour had been stratified according to status and rank.’[[31]](#footnote-31) Unlike shaming effected within a social group, ‘humiliation works by distinguishing radically between those who are in and those who are out: we are us, you are different and count for less.’[[32]](#footnote-32)

Hate speech is designed to undermine the common humanity of a vulnerable minority, and thereby to silence and exclude its members. From a European perspective, it is the function of the State to protect minority groups and assure them of their standing as equal members of society.[[33]](#footnote-33) This in turn requires removing affronts to their equal good standing, from the public domain, or, in Waldron’s words, from the ‘permanent visible fabric of society.’[[34]](#footnote-34) This rationale points both to the core task hate speech prohibitions set themselves and the areas beyond their concern. Invariably, they focus either on *public* expressions[[35]](#footnote-35) or on expression and other acts designed to disturb the *public* peace;[[36]](#footnote-36) they are not concerned with what individuals think, or even say privately. What matters is what is ‘broadcast’ and would become etched into the public speech-scape. The visibility and permanence of online speech was stressed by the ECtHR in *Delfi AS v Estonia* (2015)[[37]](#footnote-37) concerning an online intermediary’s secondary liability for defamation, by observing that ‘clearly unlawful speech, including hate speech and speech inciting violence, can be disseminated like never before, worldwide, in a matter of seconds, and sometimes remain *persistently* available online.’[[38]](#footnote-38) Meanwhile, the ECtHR stressed the protective responsibility of the State in *Nix v Germany* (2018)[[39]](#footnote-39) where it ruled on the compatibility of a criminal conviction for a blog containing hate symbols with Art 10. Reflecting on the danger of normalising hate speech in the absence of censorship, the ECtHR observed that ‘States which have experienced the Nazi horrors may be regarded as having a special moral responsibility to distance themselves from the mass atrocities perpetrated by the Nazis’ and banning hate symbols ‘from all means of communication’ is ‘meant to pre-empt anyone becoming used [them]…’‘[[40]](#footnote-40) Whitman and other have shown that the European preoccupation with equalised dignity which lies at the heart of its construction of citizenry goes back much further than World War II, but Nazi atrocities certainly gave those ideas a renewed intensity and urgency.[[41]](#footnote-41)

Speaking in the context of privacy, Whitman observes that the primary enemy... according to this continental conception, is the media, which always threatens to broadcast unsavoury information about us in ways that endanger our public dignity. But… [a]ny other agent that gathers and disseminates information can also pose such dangers.’ [[42]](#footnote-42) Indeed, one can go further and say that from a European perspective, the identity of the ‘primary enemy’ is relatively unimportant; what matters is the presence or absence of the dignity-undermining speech in public. For sure, traditionally media companies could throw the widest broadcasting net and thereby create the greatest harm potential, but that was a factual rather than a normative reason for targeting them with dignity-driven laws. Whitman’s search for a ‘primary enemy’ betrays a peculiarly American constitutional outlook, where the involvement of government irrevocably taints an act that would otherwise be considered uncontroversial or indeed worthy. If a social media company removes hate speech of its own volition, as many of the major ones have done for some times, e.g. under the *EU Code of Conduct on countering illegal hate speech online* (2016),[[43]](#footnote-43) this is entirely within its rights and in terms of public policy often desirable. Twitter was applauded when it permanently suspended Donald Trump’s account in early 2021, following various other platforms that limited his activities.[[44]](#footnote-44) If, however, that removal had been demanded by government, it would have been considered an intolerable threat to the freedom of citizens and be struck down as unconstitutional.

The American preoccupation with the State as the primary threat to free speech is legally anchored in the First Amendment which shields speech from governmental interventions in absolutist terms, that is without exceptions[[45]](#footnote-45) - underwritten by the value of liberty, or freedom *from* the State. Although the First Amendment (1791) only emerged in its present absolutist interpretation in the second half of the 20th century with cases like *Brandenburg v Ohio* (1969)[[46]](#footnote-46) and *New York Times v Sullivan* (1964),[[47]](#footnote-47) it is American settler history and the national mythology surrounding it that these cases reflect, celebrate and reinforce. First Amendment jurisprudence is deeply inscribed with settler mentality, or the ideal of hardiness, self-sufficiency and self-reliance and, by implication, of self-rule and distrust of government, as encountered by the settlers in the old world left behind, and then belatedly in the new world through the colonial administrations. Justice Brandeis in *Whitney v California* (1927)[[48]](#footnote-48) – although upholding a conviction for communist speech advocating the overthrow of the government – famously laid the foundation for the absolutist interpretation of the First Amendment, by grounding it in the self-reliant settler who does not need or want government to protect him from bad speech; quite the reverse, protection from government is what is needed:

‘Those who won our independence by revolution were not cowards. They did not fear political change. They did not exalt order at the cost of liberty. To courageous, self-reliant men, with confidence in the power of free and fearless reasoning applied through the processes of popular government, no danger flowing from speech can be deemed clear and present unless the incidence of the evil apprehended is so imminent that it may befall before there is opportunity for full discussion. If there be time to expose through discussion the falsehood and fallacies, to avert the evil by the processes of education, the remedy to be applied is more speech, not enforced silence. Only an emergency can justify repression. Such must be the rule if authority is to be reconciled with freedom.’[[49]](#footnote-49)

Within this settler construction of speech entitlements, the European preoccupation with *levelling up* of dignity is not particularly meaningful. For settlers, the universal immigration status and common hardship in a hostile environment acted as a powerful equaliser that would have made any demand for formal equal respect at best irrelevant and at worse misplaced. Given America’s view of itself as egalitarian in its very roots and inception, it has in fact nurtured a culture of disrespect which Whitman describes as America’s *levelling down*: ‘The American refusal to show respect to anybody is not just, as it were, a social refusal; it belongs to our sense of the political constitution of our form of egalitarian society…’[[50]](#footnote-50) He continues: ‘our free speech, to adopt a term from ancient cynic philosophy, tends to express itself as "parrhesia" - as speech that is not just about the sober expression of opinions, but also about the free and aggressive display of disrespect.’[[51]](#footnote-51)

Yet, much as the First Amendment creates no room for prohibiting ‘aggressive displays of disrespect’ such as hate speech, it does not protect such disrespectful speech from being removed by *private* actors. The right of private gatekeepers to edit as they please is protected by the First Amendment, and editorial oversight is often implicitly encouraged by the law.[[52]](#footnote-52) In other words, the American speech regime is not concerned with the presence or absence of particular kinds of speech in the public domain; it simply takes the State out of the equation in dealing with speech based on a ‘skepticism about the ability of any governmental institution reliably to distinguish the good from the bad, the true form the false, and the sound from the unsound...’[[53]](#footnote-53) So its primary concern lies in guarding against government interventions, particularly where it would involve government taking sides on what is good or bad speech:[[54]](#footnote-54) ‘The leitmotif of contemporary American free speech doctrine is its intensive hostility to the content-based regulation of public discourse.’[[55]](#footnote-55) The least tolerated content regulation, in turn, is one that engages in viewpoint discrimination, that is a speech prohibition not just based on the content of the message, but on its ideological perspective: ‘the American understanding is that principles of freedom of speech do not permit government to distinguish protected from unprotected speech on the basis of the point of view espoused.’[[56]](#footnote-56) The government must, by and large,[[57]](#footnote-57) stay on the sidelines of public discourse, which entails forbearance even where it considers the speech bad. In the words of Justice Scalia in *RAV v City of St Paul* (1992):[[58]](#footnote-58) ‘Let there be no mistake about our belief that burning a cross in someone’s front yard is reprehensible. But St. Paul has sufficient means at its disposal to prevent such behaviour without adding the First Amendment to the fire.’[[59]](#footnote-59) The State had other avenues for dealing with the behaviour, e.g. arson or trespass, without the need for passing judgment on its communicative content. Justice Harlan in Cohen v California (1971)[[60]](#footnote-60) rested the positive case for the First Amendment absolutism, on the one hand, on it being a ‘powerful medicine in a society as diverse and populous as ours’[[61]](#footnote-61) and, on the other hand, on the ideals of capable citizenry and individual dignity:

‘[Free speech] is designed and intended to remove governmental restraints from the arena of public discussion, *putting the decision as to what views shall be voiced largely into the hands of each of us, in the hope that use of such freedom will ultimately produce a more capable citizenry* and more perfect polity and in the belief that no other approach would comport with the premise of *individual dignity and choice* upon which our political system rest.’[[62]](#footnote-62)

So European and American speech jurisprudence equally appeal to diversity and multiculturalism, and citizenry and human dignity as driving forces behind their divergent approaches to speech regulation. The difference in their approaches, however, results in the endorsement or rejection of hate speech regulation and thereby suggests a binary opposition. Yet, this binary hides non-binary preoccupations that reflect qualitatively different *primary* fears – fears that do not fall along the same scale. European liberal democracies fear the consequences of hate speech being left in the public domain (a WHAT concern), whilst America fears the consequences of content interventions by the government (a WHO concern). For sure, these fears lead to a direct confrontation when *government* is treated as the only entity equipped to deal with hate speech. Yet, this confrontation cannot detract from the fact that their essential preoccupations are not of the same kind and may be accommodated under one roof. This then brings the discussion to the legal framework requiring platform to remove hate speech in response to user takedown notices, as illustrated by NetzDG, the first law that formalises the *process* for platform takedown obligations.

# A Compromise Solution? Public Standards and Private Processes

## Germany’s NetzDG

Germany’s NetzDG came into force in 2017[[63]](#footnote-63) and requires social media platforms with more than two million German users[[64]](#footnote-64) to remove hate speech and other illegal content in response to user complaints. The time span for doing so is 24 hours for ‘manifestly illegal’ material, and seven days for all other illegal material, with the possibility of further extensions.[[65]](#footnote-65) The illegality or legality is reviewed by the platforms in light of *existing* content prohibitions in the German Criminal Code, including s.130 on hate speech.[[66]](#footnote-66) NetzDG shifts censorship (here not used in a technical legal meaning, but broadly as the imposition of restrictions on speech by private or public actors[[67]](#footnote-67)) arguably traditionally adjudicated by the State to the large social platforms. The platforms already occupy active gatekeeper roles and thereby shape the public sphere, albeit according to their own ‘community standards’ based on their profit driven interests.[[68]](#footnote-68) In this sense, NetzDG may be read as adding public matters to the private list of unacceptable activities, conducts and expressions subject to takedown. In effect, it supplements US-centric global platform community standards imposed by the technology corporations, with democratically legitimated community standards of the German polity.[[69]](#footnote-69)

Platforms can be fined of up to €50m[[70]](#footnote-70) for non-compliance with their obligations under ss.2-5, as strengthened by amendments in 2021.[[71]](#footnote-71) These obligations are: to publish transparency reports; to put in place adequate processes for allowing and dealing with user notices, for the appeal of content decisions and for arbitrating disputes between users making complaints and those whose content is to be taken down; obligations to keep these processes under review and remedy organisational shortcomings; an obligation to train and supervisor content reviewers; and finally to designate a contact person in Germany who must respond to information requests.[[72]](#footnote-72) What is noteworthy about these obligations is, *first*, that they are reactive to user engagement, i.e. user takedown notices or complaints about unjustified takedown notices, and do not expect the platform itself to activate any actual case or monitor its site, as would be contrary to Art 15 of the E-Commerce Directive.[[73]](#footnote-73) *Second*, the obligations are all process-focused: the fines do not attach to individual ‘wrong’ content decisions made by platforms but rather to *systemic* deficiencies in the processes.[[74]](#footnote-74) This makes sense considering that more close-up oversight of individual decisions would largely defeat the purpose of the law of delegating the responsibility of making the content decisions. The law creates a public framework for private censorship, regulated self-regulation,[[75]](#footnote-75) in order to address systemic risks. This constitutes a shift from earlier regimes such as the (conditional) intermediary immunity framework under Art 14 of the Electronic Commerce Directive[[76]](#footnote-76) premised on the potential platform’s secondary liability for illegal publications and thus inevitably entails the threat of a penalty for wrong review decisions (i.e. the lack of immunity). In effect, NetzDG metamorphoses platforms from *regulatees* subject to conditional liability for illegal content to *regulators* through their obligations to put processes in place to assess and suppress illegal content with (all) the due process trappings of a regulator. Thus hate speech in the public domain is taken down through private processes.

Yet, NetzDG has attracted strong criticisms from both sides of the transatlantic speech divide, that is from proponents and opponents of hate speech restrictions.[[77]](#footnote-77) From a European perspective the law creates undue privatised censorship, whilst from an American perspective it presents undue public or governmental censorship. Both perspectives are legitimate against each peculiar speech tradition, but in their contradiction also lies their weakness. Precisely in so far as the European concern is that NetzDG privatises censorship that ought to be in the hands of the judiciary, it weakens the American claim of undue governmental censorship; equally in so far as through an American lens NetzDG imposes undue public censorship, the European claim of privatisation of censorship does not fully hold water. In fact, NetzDG hovers in between private and public censorship: it puts in place a private process (‘who’) to uphold publicly defined speech standards (‘what’), and thereby goes towards appeasing the primary fears of European and American speech traditions, as now discussed in more detail.

## Undue Private Censorship: ‘privatised processes’

The main objections against NetzDG from a European perspective are, *first,* that is privatises law enforcement, notably the judicial function, and so the State abdicates its responsibility, and, *second,* that the private actors burdened with the law enforcement are liable to overblock to avoid liability and thereby unduly interfere with freedom of expression.[[78]](#footnote-78) The latter objection tends to be treated as a practical instantiation of the former: unaccountable private actors cannot be trusted to apply the law neutrally and objectively in disregard of their own interest. The overblocking objection is a familiar one from earlier notice-and-takedown regimes and based on the idea that a law with review obligations on private actors backed with penalties creates incentive structures for private actors to err on the side of caution in taking down content in order to avoid liability or fines, and especially so when under time pressure.[[79]](#footnote-79) Such law is bound to lead to the suppression of legally permissible communications.[[80]](#footnote-80) Thus the effort to protect the dignity of vulnerable members of society has the effect of violating the speech rights of others. The concern is in principle legitimate but appears not to have materialised in respect of other notice-and-takedown regimes as intermediaries have strong countervailing interests in allowing user content.[[81]](#footnote-81) It is even less likely to materialise under NetzDG given that fines do not attach to individual decisions, but to failures in the processes.[[82]](#footnote-82) Thus individual wrong decisions are not caught by NetzDG, only *systemic* underblocking would raise questions about the adequacy of the platform’s processes.[[83]](#footnote-83) Systemic overblocking is in any event not caught by NetzDG as it does not prevent the platform’s own content moderation policies to limit speech over and above the legal requirements, see below.

Still, the first objection that private platforms ought not to be the final arbiters of compliance with legal standards remains intact quite regardless of whether or not NetzDG incentivises overblocking, given that this objection is only partly anchored in the untrustworthiness of private actors as legal arbiters as an empirical matter. Mainly, the objection against privatised censorship strikes a constitutional chord: the rule of law, or equality before the law, is constituted by laws being adjudicated by the judiciary; it is the function of independent and transparent courts to be the final and authoritative adjudicator on whether a law has been broken and whether sanctions should be applied.[[84]](#footnote-84) Through NetzDG the State appears to abdicate that responsibility. Yet, *formally* this is not the case given that the judiciary retains the right to make *final* assessments on content decisions by platforms. Through the continuing application of existing substantive legal regimes outside of NetzDG, including the possibility of accessory liability of platforms, takedown decisions by platforms can be challenged before courts as has occurred on occasions.[[85]](#footnote-85) NetzDG itself also provides in s.4(5) that if the oversight administrative authority wants to challenge a platform decision not to remove content, as part and parcel of making a case of systemic deficiencies, it needs a preliminary ruling by a court to confirm the unlawfulness of the content. So *formally* the State through its judiciary remains the final arbiter of content review decisions, and thus provides an assurance of ultimate oversight.[[86]](#footnote-86)

Still despite the final formal authority of the State, the *raison d'etre* of NetzDG *is* indeed to heighten the legitimacy of the private review processes which platforms have had in place for some time, and thereby their relative self-sufficiency, and thus to minimise the expected *substantive* role of the State to deal with problematic online content. Given the sheer quantity of online content, discharging that substantive role would otherwise require the State’s heavy investment in ‘its own infrastructure... to improve the enforcement of its laws – by strengthening law enforcement authority, prosecutors and court…’[[87]](#footnote-87) Content assessment and takedown is thus ‘transferred’ to platforms as active in situ gatekeepers to act as a kind of first instance tribunals - albeit on the assumption that their processes will be conclusive in most cases, given the cost of litigation vis-à-vis the relatively low-value of most complaints.[[88]](#footnote-88) The term ‘transfer’ misrepresents the situation in so far as the State had not previously discharged a comparable takedown role, other than in the isolated cases brought before courts. In any event, such ‘transfer’ of responsibility is neither in itself novel[[89]](#footnote-89) nor constitutionally problematic under German or EU law.[[90]](#footnote-90) Still, by imposing minimum transparency and procedural fairness standards on the review process, NetzDG fundamentally breaks with existing intermediary takedown regimes,[[91]](#footnote-91) which had simply outsourced decisions on the legality of communications without paying attention how those decisions would be made. NetzDG shifts the focus *from* the validity of the decisions *to* the propriety of the decision-making process: ‘the existing liability regime was only interested in the output – what mattered was that illegal content was removed, how providers managed to do so, was their business… [NetzDG] introduces new organizational obligations for intermediaries....’[[92]](#footnote-92) It requires platforms to ‘supply users with an easily recognisable, directly accessible and permanently available procedure for submitting complaints about unlawful content’ and ‘maintain an effective and transparent procedure for handling [these] complaints.’[[93]](#footnote-93) For actual content decisions, platforms may give ‘the user an opportunity to respond [on factual matters] to the complaint before the decision is rendered’ and can delegate difficult decisions to ‘a recognised self-regulatory institution.’[[94]](#footnote-94) Once a decision is made, the provider must ‘immediately notify the person submitting the complaint and the user about any decision, while also providing them with reasons for its decision.’[[95]](#footnote-95) In 2021 NetzDG was amended to strengthened the ‘access to justice’ rights of complainants and, even more so, of the users threatened with removal of their content. Now both parties can initiate a review of the platform decision to remove or not to remove the material,[[96]](#footnote-96) or settle their dispute through arbitration.[[97]](#footnote-97) These procedural rights are designed to guarantee a fair process for adjudicating between the private interests in the relevant content *and* between the public interest in freedom of expression and competing rights. They do so by requiring an adversarial design of the decision-making process and through the (relative) transparency of decisions and their bases.[[98]](#footnote-98) Throughout this private adjudication and takedown process, public authority remains a background presence by having to approve the self-regulatory institution to which a platform *may* defer difficult cases,[[99]](#footnote-99) the arbitration body to which disputes may be submitted,[[100]](#footnote-100) and by supplying the supervisory authority to which the local platform representative is answerable.[[101]](#footnote-101) In short, the State delivers a basic framework to ensure, and be seen to ensure, the integrity of the private review processes.[[102]](#footnote-102) This expectation of due process rights also, at least partially, extends to content moderation under a platform’s *own* Community Standards, as confirmed by the German Federal Court of Justice in 2021 when it held that Facebook acted illegally when it took down racist posts without informing the user retrospectively, and when it failed to inform the user of its intention to block his or her account without giving reasons and without giving the user an opportunity to respond to those reasons.[[103]](#footnote-103) Of course, in as much as the State becomes the guardian of the process, it also removes itself from the actual substantive adjudication; it moves to the sidelines.

In light of the above, it may be argued that far from privatising censorship, NetzDG injects significant public dimensions into what would otherwise be entirely unaccountable private content moderation by platforms: first, it spells out the public content standards to be observed by platforms (more on this below); and second, it imposes minimum due process and transparency requirements for the adjudication of complaints based on these standards. Public authority does not thereby abdicate its final formal authority, nor does it substantively surrender a function it previously discharged (the amount of low-value speech in the public domain now is unprecedented).[[104]](#footnote-104) Equally, whilst the German Criminal Code supplies a legal bar by which content complaints to platforms must now be assessed, the role performed by platforms under NetzDG neither displaces criminal prosecutions nor civil actions;[[105]](#footnote-105) it is simply designed to effect the removal of hateful and other illegal material from the ‘permanent visible fabric of society.’[[106]](#footnote-106) From a European hate speech perspective, such removal lies at the very heart of protecting the inherent dignity of individuals, particularly from minorities, and their equal standing in the community.

## Undue Public Censorship: ‘*official* speech standards’

NetzDG would have been struck down as unconstitutional under the First Amendment if passed in the US.[[107]](#footnote-107) Through an American constitutional lens, it is almost indistinguishable from the law under scrutiny in *RAV v City of St Paul* (1992)[[108]](#footnote-108) which was St Paul’s Bias-Motivated Crime Ordinance that prohibited the display of symbols or objects ‘which one knows or has reasonable grounds to know arouses anger, alarm or resentment in others on the basis of race, color, creed, religion or gender…’ Even assuming, as the Supreme Court did, that the Ordinance should be construed to only reach ‘fighting words’ (i.e. those that tend to incite *immediate* breaches of the peace[[109]](#footnote-109)) which fall outside First Amendment protection, the Ordinance still fell foul of the First Amendment. On its face it discriminated on the basis of the content of the fighting words by only penalising fighting words based on race, colour etc. and not others. This furthermore amounted to viewpoint-based discrimination given that the prohibition sought to supress particular selected ideas. So the distaste American constitutional law displays towards content-based and, even more so, viewpoint-based discrimination by government is so strong that it reaches statutes prohibiting speech which is not even considered worthy of protection. To pass the constitutional hurdle, there must be ‘no realistic possibility that *official* suppression of ideas is afoot.’[[110]](#footnote-110) In this respect First Amendment jurisprudence extends the strict scrutiny analysis applicable to political speech even to low-valued, unprotected categories of speech, such as fighting words.[[111]](#footnote-111) Against this background s.130(1) of the German Criminal Code on hate speech clearly and purposefully seeks to supress certain disfavoured ideas, much like St Paul’s Bias-Motivated Crime Ordinance:

Whoever, in a manner which is suitable for causing a disturbance of the public peace, 1. incites hatred against a national, racial, religious group or a group defined by their ethnic origin, against sections of the population or individuals on account of their belonging to one of the aforementioned groups or sections of the population, or calls for violent or arbitrary measures against them… incurs a penalty of imprisonment for a term of between three months and five years.

Accepting NetzDG’s incompatibility with the First Amendment,[[112]](#footnote-112) the argument here is that its enforcement regime, whereby *official* speech standards are enforced by private platforms through their largely autonomous private processes, has a significant privatising ‘laundering’ effect. Through this private processing, the public speech standards are absorbed, transformed, and remodelled in line with the view of the platform and thereby substantially distanced from government. This privatisation effect operates on two levels.

*First,* on an operational level, platforms subject to NetzDG have structured their review processes such that complaints are assessed, first, under their terms of service and private community standards and only content *not* offending those standards is then assessed against the requirements of NetzDG. Analysing the first two biannual reports from various platforms, Tworek et al comment:

‘Google, Facebook, and Twitter all prioritize compliance checks with their community guidelines; with each complaint, they first consider whether it violates their community standards. Any content that fails this check is removed… Accordingly, as Google’s transparency report shows, a majority of removal decisions are based on the platform’s private standards, and not on German speech laws. Facebook and Twitter do not specify this data in their reports, but they do review complaints in the same order, prioritizing community guidelines.’[[113]](#footnote-113)

In other words, the platforms largely absorb the public content standards within their generally more restrictive private house rules and so ‘privatise’ significant chunks of the German speech laws, which likely also already occurred at earlier stages when the house rules were formulated.[[114]](#footnote-114)

This review hierarchy is not accidental but facilitated and sanctioned by the status of platforms as *private* actors who are at liberty to decide on their own content standards. Under NetzDG illegal content must be taken down, but content legal under German law need not be kept up. This issue of whether platforms should be permitted to take down legal content was highly contested in the lead-up to NetzDG with some commentators advocating that dominant platforms should not just be under a positive duty to take down illegal content, but– much like state actors - under a negative one *not* to censor *legal* content, which in turn would have removed the possibility of private community standards.[[115]](#footnote-115) Yet, making platforms *directly* boundby fundamental rights comparable to state actors, based on their dominant role in the communication sphere, was rejected as ‘it had no firm ground in German constitutional law.’[[116]](#footnote-116) However, that private parties can be *indirect* human rights bearers – through, for example, interpreting a platform’s Terms and Conditions in line with fundamental rights – is well established in German law.[[117]](#footnote-117) Furthermore, this indirect horizontal effect of fundamental rights may at times not be very different from the direct responsibility of state actors, particularly when - as in the words of the German Constitutional Court in *Beer-Cans-Flashmob for Freedom* (2015)[[118]](#footnote-118) - ‘private enterprise provides the infrastructure for public communications and so discharges a function that previously belonged *solely* to the State.’[[119]](#footnote-119) Thus in that case the private owner of a town square, otherwise freely used by the public, had to allow a public assembly on the square as freedom of speech and assembly trumped his proprietary rights. By implication, there is a legal avenue for the imposition of negative ‘keep-up’ duties of legal content on private platforms under German law. However, NetzDG has not gone down that the route of creating keep-up duties, and the decision by the German Federal Court of Justice in *Hate Speech Posts Deletion and Account Closure* (2021) requiring respect for users’ due process rights was premised on the *prima facie* right of platforms to impose their own communication standards on users and sanction breaches through the takedown of posts and the closure of accounts, *even if* the posts were legal.[[120]](#footnote-120)

A similar debate has ensued in the US - one that has relied on the Supreme Court’s decision in *Marsh v Alabama* (1946)[[121]](#footnote-121) according to which a private entity that owned and operated a town performed municipal functions and thus must abide by the First Amendment. This was later restricted to private companies which ‘perform the full spectrum of municipal powers’[[122]](#footnote-122) and put on a more generalised basis as part of the ‘state action’ doctrine. Yet, in *Prager University v Google LLC* (2020)[[123]](#footnote-123) the Court of Appeals for the Ninth Circuit rejected the argument that the state action doctrine should extend to YouTube as, according to the Court, despite its ubiquity and its public-facing nature, it remained a private forum: ‘merely hosting speech by others is not a traditional, exclusive public function and does not alone transform private entities into state actors subject to First Amendment constraints.’[[124]](#footnote-124) As a result, YouTube’s content moderation in line with its Terms of Service and Community Guidelines would not be subject to constitutional scrutiny.

So although under both German and US law privately owned *physical* spaces freely accessible to the public have attracted constitutional protection of speech, religion and assembly,[[125]](#footnote-125) these privileges (and attendant burden on the proprietors) have not been extended to comparable online space – although, as noted above, under German law there is room for negative ‘keep-up obligations in particular cases.[[126]](#footnote-126) Doctrinally this has been justified (in the US), on the basis that platforms do not perform a function that was ‘traditionally the *exclusive* prerogative of the State.’[[127]](#footnote-127) Regardless of the merits of that reasoning,[[128]](#footnote-128) the effect is that the online domain is constructed as a quintessentially private one in which proprietary and contractual rights create the overarching legal framework for activities. Practically it means that platforms enjoy editorial discretion and can moderate content (largely in the German context) as they please, which they could not if they were ‘state actors’ under US law or indirectly *fully* bound by free speech obligations under German law. Taking it one step further, through the construction of platforms as solely private actors, the State *de facto* delegates content moderation to platforms - as something that it could not do itself (US) or would not be willing to do itself (Germany). This ‘delegation’ operates on a wholesale level, as opposed to the moderation based on specified offences, discussed above. Whilst NetzDG - in conjunction with German criminal law - makes some public inroads into the privately owned and governed online space, it does not shake its essentially private governance framework and the default supremacy of ‘Terms and Conditions’ and ‘Community Guidelines’.[[129]](#footnote-129) The private super-structure explains why user complaints, no matter their basis, are first and foremost tested against house rules, and only residually subjected to the ‘official’ demands made under NetzDG. This has been criticised for sidestepping NetzDG[[130]](#footnote-130) and reducing its effect to ‘swifter and more consistent removal within Germany under the companies’ community guidelines’[[131]](#footnote-131) - a criticism that has validity especially if platform thereby also bypass the due process obligations.[[132]](#footnote-132) Still, the review hierarchy is consistent with the legally sanctioned private governance framework of cyberspace.

*Second,* even for the minority of user complaints not captured by a platform’s community guidelines and which have thus to be evaluated against the standards of German criminal law, the privatising effect of those official standards occurs through the combination of broad legal concepts and a lack of transparency of individual decisions. In fact, the broadness of the concepts that platforms have to apply has been a target for the detractors of NetzDG. David Kaye, UN Special Rapporteur on Freedom of Expression, criticised NetzDG’s reliance on ‘prohibitions… based on vague and ambiguous criteria… [and] highly dependent on context, context which platforms are in no position to assess’[[133]](#footnote-133) a sentiment echoed by the OSCE and Reporters Without Borders,[[134]](#footnote-134) and invariably premised on the concern that legal content may be taken down. As argued above, this is in any event a liberty which platforms enjoy as a necessary incident of their legal construction as private actors. Platforms also already apply many of these ‘vague’ and ‘ambiguous’ criteria as part of their own community standards whenever these mirror the public ones. For example, Facebook’s own prohibition of hate speech is very similar to s.130 of the German Criminal Code, albeit more restrictive:

‘It [hate speech] creates an environment of intimidation and exclusion, and in some cases may promote offline violence. We define hate speech as a direct attack against people – rather than concepts or institutions – on the basis of what we call protected characteristics: race, ethnicity, national origin, disability, religious affiliation, caste, sexual orientation, sex, gender identity and serious disease.’[[135]](#footnote-135)

Whilst the broad criminal law concepts are invariably supplemented by sophisticated legal edifices that draw on subtle distinctions as, for example, between strongly expressed political views and denigrating personal attacks on a politician,[[136]](#footnote-136) the broadness of the concepts creates a wide spectrum for legitimate variations in the final assessments. Indeed, in relation to the State, the ECtHR cautioned that ‘where the State’s discretion to prosecute for such offences becomes too broad … [it is] potentially subject to abuse through selective enforcement’[[137]](#footnote-137) – a concern fully aligned with American fear of public abuse of power. Under NetzDG, however, it is private platforms that move into the discretionary space and import their perspectives and ideologies into the interpretation of ‘hate’ and like concepts. This importation of private values is partially counteracted by NetzDG’s requirement of training the content assessor regularly.[[138]](#footnote-138) Still, the evaluations themselves are distanced from government. Furthermore, given that individual decisions are not made publicly available, as rightly criticised by various commentators,[[139]](#footnote-139) there is also no wider exposure to public scrutiny of the platforms’ application of the official standards. NetzDG’s general transparency obligations are all of an aggregate nature, and do not give insight into the reasons for individual decisions,[[140]](#footnote-140) to which only the parties have access and, it appears, the supervisory authority.[[141]](#footnote-141) Last but not least, the ‘natural’ preference of platforms for autonomous inhouse decision-making also explains why the possibility of delegating difficult decisions to ‘a recognised self-regulatory institution’ has had a fairly low take-up. [[142]](#footnote-142)

The fact that NetzDG imposes *official* standards based on view-point discrimination of speech and would thus be struck down as unconstitutional in America, only tells half the story. The other half unfolds when these official standards are privatised in their implementation by private platforms. NetzDG supports and legitimises a legal landscape whereby, on the one hand, public law is absorbed into private contractual normativity, as expressed in Terms of Service and Community Standards, and, on the other hand, residual complaints are resolved through largely autonomously inhouse processes applying broad legal concepts with much room for discretion and without routine scrutiny of individual decisions. This is not to say that NetzDG would escape the American constitutional wrath, but to show why the implementation of public content standards through relatively autonomous private processes should go towards assuaging the American primary fear of government’s interference with speech.

# Conclusion

The premise of this paper was that the internet has changed the public sphere profoundly. It has, by orders of magnitude, increased the amount, visibility and permanence of unfiltered public speech, and intensified the globalisation of communication that makes the traditional territorial speech silos more problematic, even if not impossible. NetzDG responds to both pressures by formalising the gatekeeping role of key platforms in Germany; it does so through injecting local public content standards and basic due process requirements into the platforms’ content moderation practices. It does not displace these practices but informs and complements them. Overall NetzDG sanctions the private regulation of cyberspace and strengthens its legitimacy through the background presence of the State, that is *regulated* self-regulation.[[143]](#footnote-143) It is neither at odds with the global nature of the platform activity nor out of tune with the platforms’ loyalty to the American free speech tradition.

Indeed, this paper’s main argument is that NetzDG strikes a workable compromise between the seemingly irreconcilable European and American speech traditions based on their divergent conceptions of empowered citizenry. Its key mechanism of enforcing public speech standards through private processes is uniquely adept at answering the German, or European, need to have hate and like speech removed from the public domain, as well as the American need for government to be kept on the sidelines. Still the case in support of NetzDG’s success in bridging the transatlantic speech divide is not flawless, and neither can it be. By showing how NetzDG injects significant public dimensions into otherwise entirely unaccountable private processes and how the criminal speech standards upon which it is based are largely privatised in the course of the implementation process, the discussion also scores own goals - by feeding the concerns of the other side. This may perhaps best be understood as an inevitable side effect of a convergence of the speech traditions, not in terms of their constitutional understanding, but rather as a convergence through process. The more general insight, however, is that the key difference between American and European free speech conceptions is not a binary one but reflects primary preoccupations that are different in kind: the First Amendment addresses the primary fear of government interfering with free speech (Who), whilst the primary concern behind the European conception lies in protecting the equality and inherent dignity of citizens in the public sphere (What). This divergence in their preoccupations creates room for negotiations.

Finally, America’s adherence to First Amendment absolutism means that, as a government and regulator, it is largely immune to the savageries of online communications and to the pressures experienced by governments of other liberal democracies to respond to them. Yet, it also means that other States have taken the lead in the online governance thematic, often with effects well beyond their national borders. The ‘Brussels effect’ refers to the regulatory ripples caused by EU regulation, such as the GDPR, well beyond European borders.[[144]](#footnote-144) This may be the result of combination of the extraterritorial design of the regulation, or the preference of global actors to operate under unified global Community Standards,[[145]](#footnote-145) or other countries copying (worthwhile) regulatory initiatives.[[146]](#footnote-146) In design NetzDG is restricted to the German online space, yet it may well serve as a blue-print for responsible private regulation more widely.
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