Prediction and classification of ventricular arrhythmia based on phase-space reconstruction and fuzzy c-means clustering
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ABSTACT

Background and objective: Prediction and classification of Ventricular Arrhythmia (VA) may allow clinicians sufficient time to intervene for stopping its escalation causing Sudden Cardiac Death (SCD). This paper proposes a novel method for prediction and classification of Ventricular Arrhythmia (VA). The main feature of our classification technique is that it is possible to classify the type of fatal VA even before the event occurs.

Methods: A statistical index *J* based on the combination of phase-space reconstruction (PSR) and box counting has been used to predict VA. The fuzzy c-means (FCM) clustering technique are applied for classification of impending VA.

Results: 32 healthy subjects and 32 arrhythmic subjects from two open database PTB Diagnostic database (PTBDB) and CU Ventricular Tachyarrhythmia (CUDB) database respectively were used to evaluate our proposed method. The proposed system showed approximately 5 mins (4.97 mins) of an average prediction time for impending VA in the tested dataset. Also, our system can classify four types of VA (VA without ventricular premature beats (VPBs), ventricular fibrillation (VF), ventricular tachycardia (VT), and VT followed by VF) with an average 4 mins (approx) before the VA onset, i.e., after 1 min of the prediction time point with average accuracy of 98.4%, a sensitivity of 97.5% and specificity of 99.1%.

Conclusions: The results over existing approaches can be used in clinical practice after rigorous clinical trial to advance technologies such as implantable cardioverter defibrillator (ICD) that can help to preempt the occurrence of fatal ventricular arrhythmia - a main cause of Sudden Cardiac Death.

**1. Introduction**

Sudden Cardiac Death (SCD) remains a major case of premature death in the developed world and is estimated to affect as many as 5 million people in the world every year and the main reason behind the SCDs are fatal Ventricular Arrhythmia (VA) [1]. Electrocardiogram (ECG) signals reflect all the electrical activities of the heart. Consequently, it plays a key role in the diagnosis of the cardiac disorder and arrhythmia detection [2]. ECG by nature is a nonlinear and nonstationary signal. Therefore, it is prudent to treat ECG in its fundamental non-stationary form and apply signal-processing methods such as, wavelet transform (WT) that can handle the inherent non-linearity of an ECG signal [3]. Over the last two decades, different approaches based on ECG analysis for predicting arrhythmia have been explored, such as, VA prediction based on: Heart Rate Variability (HRV) [4, 5] and compression entropy from HRV parameters [6] that shows common patterns for impending VT. Also, empirical mode decomposition (EMD) [7], radial basis function neural network (RBFNN) [8], naive Bayes classifier [9] and artificial neural networks (ANN) [10] have also been successfully applied for arrhythmia prediction. Apart from prediction, several methods have also been proposed for successful classification of VA such as, Support Vector Machines (SVM) [11, 12], thresholding method [13], random forest classifier [14], convolution neural networks (CNN) [15], C4.5 classifier [16], Markov model and morphology analysis [17], least square SVM classifier (LS-SVM) [18] and optimal orthogonal wavelet with SVM [19] etc.

However, the main emphasis of these existing works has been given on the prediction of non-fatal arrhythmia rather than prediction of fatal arrhythmia. Another point to note is that in our proposed classification methods successful classification of arrhythmia could be done only after the actual arrhythmic event takes place. There is almost no literature that has taken a holistic view of prediction and classification of arrhythmia before the actual arrhythmic event occurrence [20]. Inspired by this fact, the aim of our work is to develop a novel arrhythmia analysis methodology which can not only predict the impending fatal VA but is also capable of classifying the type of impending VA. In this paper, we firstly adapted a novel approach seeking to identify ECG features to predict the impending VA based on phase-space reconstruction (PSR) and box-counting techniques. Then a fuzzy c-means (FCM) clustering based classifier is proposed to classify four different types of impending VA (VA without ventricular premature beats (VPBs), VT, VF and VT followed by VF). The rest of the paper is organized as follows: in Section 2, we introduce the theoretical background of the PSR and FCM techniques. Then we describe our algorithm in Section 3. The results and the discussion of the validation on PTBDB and CUDB are show in Section 4. Finally, conclusions are drawn in Section 5.

**2. Theoretical Background**

The formation mechanism of the arrhythmia might be considered as a cumulative effect of phase relationship between the electrical activities of human heart which leads to a desynchronized operation [20]. Such cumulative effect pushes the heart activity towards chaotic behavior and finally leads to arrhythmia with the increasing of desynchronized operations of the heart rhythm [20]. At the same time, the ECG signals change to the random fluctuations (VT/VF) rather than the normal P-QRS-T pattern [20]. Had such desynchronization process been detected early, it could serve as a predictor of possible impending VA [20]. In this case, Phase-space reconstruction or time delay embedding method [21, 22] has been used which is a technique widely used in the field of nonlinear dynamics and nonlinear signal processing for detecting such small desynchronization phenomena in a time-series data which is often indistinguishable by simple observation. Therefore, such technique when applied on ECG time-series may have potential for detecting the gradual phase desynchronization leading to the arrhythmia. Taking inspiration from our previous work [20] the present paper develops a new statistical index *J* for VA prediction based on PSR and box-counting technique and its performance was benchmarked with both healthy (from PTBDB) and arrhythmic subjects (from CUDB). First, we used PSR technique to plot the phase-space diagrams based on the ECG signals and its delayed versions. The number of trajectories from the phase-space diagram was quantified using box-counting method [20] in terms of number of black boxes which was used for formulating the risk index *J*. Once *J* reaches to a threshold indicating an impending VA event, the algorithm classifies the type of impending VA using fuzzy c-means clustering technique based on the PSR features.

**2.1. PSR and box-counting**

The PSR is a method to reconstruct the trajectory (phase space) of the system by plotting the original signal and its delayed versions [20]. It is widely applied to detect abnormal situations in a system of regular oscillations. Normally the phase space of a system of fixed frequency oscillations within a limit cycle would be a closed contour, however, the trajectory will start to spread in a chaotic system thereby filling the phase space [20]. In the healthy heart condition, within a small time window, the consecutive ECG beats can be considered as an almost quasi-periodic waveform [23]. Therefore, the phase-space analysis of it would produce an almost closed contour [24]. However, during arrhythmia episode, the system is disrupted since the heart rhythm becomes chaotic, leading to an incoherent phase relationship between heart electrical activities [20]. In this case, PSR method might be a good choice for arrhythmia analysis, since it can present the phase space of ECG signals that can help us identify the phase relationship of electrical activities from different parts of the heart. The phase-space of the normal ECG signal within a small time window can be plotted as a closed contour and such closed contour might be distributed in the presence of desynchronization of the heart [20]. This feature may help us to distinguish the normal and abnormal heart beats. Recently, the phase-space analysis has been widely applied in the field of ECG signal processing. A PSR based algorithm for heartbeat classification is presented in [25]. PSR methods for ECG fiducial point detection can be found in [26]. It was also an important role in ECG noise removal [27], fetal ECG monitoring [28] and human identification [29]. In addition, PSR technique has been used successfully for arrhythmia classification [30].



Fig.1: An example of box counting in phase-space diagram from healthy ECG signal ($τ$ = 0.02s, N = 25).

Let us consider an ECG signal with one-dimension *x*[*i*], where *i* = 1*,* 2$\cdots $*N*, *N* is the number of data samples. The delay signal is $x\left[i-τ\right], $where $τ$ is the chosen time delay. Then the two-dimensional phase space diagram can be plotted in the co-ordinate system. In general, the *x*-axis is the original signal and the *y*-axis represents the delayed signal. Following the exploration reported in [20], 20 samples is an appropriate delay for the optimum PSR analysis of ECG signals with 1 KHz sampling frequency, which means 0.02 seconds time delay gives good person-centric characterization among various other embedding delays. The phase-space diagram is divided into *N*$ × $*N* pixels, where *N* is an integer. An example is given in Fig. 1. In this case, phase-space diagram of a normal ECG is plotted based on 0.02 seconds time delay and divided into $25×25 $pixels. One or more trajectories in the phase-space diagram pass through pixels are considered as black boxes ($n\_{b}$) and others are white boxes ($n\_{w}$). The number of ($n\_{b}$) among all pixels can reflect the spread of these trajectories [20] and thus can be considered as a feature to analyze the phase space of ECG.

**2.2. FCM clustering**

The FCM clustering is one type of unsupervised machine learning algorithm that involves assigning all objects to different clusters, while objects belonging to the same cluster are as similar as possible. This technique has been applied recently for cardiac color ultrasound analysis [31], arrhythmia classification and detection [32, 33] and detection of Premature Ventricular Contractions (PVCs) [34]. FCM clustering technique is normally applied where each object may belong to more than one cluster. This is particularly important in our work, the subjects from VT followed by VF group contain the features from both VT and VF conditions and they possibly belong to more than one group. Hence it is important to use Fuzzy *c*-means clustering to identify such subjects. The FCM clustering is achieved based on the minimization of the objective function in (1) as:

$FCM\_{m}=\sum\_{i=1}^{D}\sum\_{j=1}^{N}μ\_{ij}^{m}\left‖x\_{i}-c\_{j}\right‖^{2}$, (1)

Where, *D* is the number of objects and *N* is the number of clusters, *m* is the degree of fuzzy overlap, $x\_{i} $and $c\_{j}$represent the $i^{th}$object and the center of the $j^{th}$cluster respectively, $μ\_{ij}$is the degree of membership of object $x\_{i} $in the $j^{th} $cluster. Initially, the degree of cluster membership $μ\_{ij}$is set randomly. Then the $c\_{j} $and updated $μ\_{ij }$are calculated by using formulas (2) and (3) respectively as:

$ c\_{j}=\frac{\sum\_{i=1}^{D}μ\_{ij}^{m}x\_{i}}{\sum\_{i=1}^{D}μ\_{ij}^{m}}$, (2)

and

$μ\_{ij}^{m}=\frac{1}{\sum\_{k=1}^{D}(\frac{\left‖x\_{i}-c\_{j}\right‖}{\left‖x\_{i}-c\_{k}\right‖})^{\frac{2}{m-1}}}$ . (3)

In our work, the number of objects *D* is 32, which is the number of the VA records we used. The number of clusters is 4 because the number of types of VA is 4 (VA without VPBs, VT, VF and VT followed by VF). All objects $x$ are firstly located in the co-ordinate system based on the calculated values of the *x*-axis and *y*-axis. For each object $x\_{i}$ (*i* = 1*,* 2, $\cdots , 32)$, the center of each cluster $c\_{j}$ (*j* = 1*,* 2$, \cdots , 4) $will be calculated using (2) based on a random cluster membership $μ\_{ij}$. Then, repeating to calculate the $c\_{j}$with updated $μ\_{ij} $and objective function $FCM\_{m} $until the $FCM\_{m}$improves by less than a minimum threshold or after a maximum number of iterations. The sum of the cluster membership values $μ\_{ij} $should be 1, where lower value represents the object is unlikely to belong to this cluster, higher value means the object is more likely member of this cluster. The detailed description will be given in Section 3.2.

**3. Methodology**

The block diagram of the proposed system for VA prediction and classification has been shown in Fig. 1. The prediction system consists of four stages in Fig. 2**a**. The first stage includes fourth order Butterworth high-pass filter and low-pass filter with cut-off frequency of 1 Hz and 30 Hz respectively to remove ECG baseline wandering and measurement noise [35]. Then, the filtered signals were normalized using equation (4) in order to put all values in the range of [0, 1]. In the second stage, the phase space diagram of an ECG healthy template and its corresponding number of black boxes are determined using PSR and box-counting techniques. The number of black boxes for the healthy template was used as the healthy standard. In our work, the time delay for PSR is 20 samples and the value of Nfor box-counting is $2^{10}$, which are the same as the previous work [20]. After that, we built a sliding window of 5 seconds of ECG signals with 4 seconds overlap for the ECG segment that precedes the onset of VA condition and applied PSR and box-counting technique to determine the number of black boxes for each time window. Finally, the risk index *J* is calculated based on the difference of the number of black boxes between each sliding time window and the healthy template. For classification system in Fig. 2**b**, it includes two main steps. Firstly, once the risk index reaches the threshold, we extract features based on the number of black boxes and risk index during next few seconds. Secondly, the FCM clustering technique is used to classify four different types of VA. The normalization is given as:

$\tilde{x}\left(t\right)=(x\left(t\right)-x\_{min})/(x\_{max}-x\_{min})$. (4)



Fig.2: System overview of VA prediction and classification. **a**, Prediction of VA using PSR and box-counting. **b**, Classification of VA based on PSR features using fuzzy *c*-means clustering technique.

**3.1. Formulation of the prediction index for impending VA**

First, the mean of the number of the black boxes from the healthy template ($B\_{mean}$) for each individual ECG record is calculated. Then we developed the risk index *J* based on this value to predict VA. We obtained the number of the black boxes for all consecutive 5 seconds of time windows with 4 seconds overlap before the VA (*B(t)*). They were divided into four categories based on the difference between *B*(*t*) and$ B\_{mean}$ $ (\left|\frac{B\left(t\right)-B\_{mean}}{B\_{mean}}\right|)$, which are normal situation and three abnormal situations. We found for most of the healthy subjects, the values of $\left|\frac{B\left(t\right)-B\_{mean}}{B\_{mean}}\right|$ are less than 10%. Therefore, we decided to use 10% as a threshold to distinguish normal and abnormal situations. Here, if the difference between *B*(*t*) and $B\_{mean}$is less than 10% of $B\_{mean}$, the ECG signals in this time window will be considered as a normal case. For abnormal situations, there are three different levels when the difference between *B*(*t*) and $B\_{mean}$is larger than 10% of $B\_{mean}$, which are 10% to 15%; 15% to 20% and larger than 20% respectively. And the *J* is generated based on these situations, which is formulated as (5):

$J\left(t\right)=\left\{\begin{array}{c}X\left(t\right) t=1\\J\left(t-1\right)+X\left(t\right) 1<t<n\end{array}\right.$ (5)

where, *n* is the number of the time windows.

Here, *X*(*t*) is the index value of the $t^{th} $time window, which can be divided into five different situations as shown in (6):

$X\left(t\right)=\left\{\begin{array}{c}0, \&\left|\frac{B\left(t\right)-B\_{mean}}{B\_{mean}}\right|\leq 10\%\\ω\_{1}, \&10\%<\left|\frac{B\left(t\right)-B\_{mean}}{B\_{mean}}\right|\leq 15\%\\ω\_{2}, \&15\%<\left|\frac{B\left(t\right)-B\_{mean}}{B\_{mean}}\right|\leq 20\%\\ω\_{3}, \&20\%<\left|\frac{B\left(t\right)-B\_{mean}}{B\_{mean}}\right|\\-0.1, \&\left|\frac{B\left(t\right)-B\_{mean}}{B\_{mean}}\right|\leq 5\%(condition\_{1})\end{array}\right. $ (6)

Here, *B*(*t*) is the number of the black boxes in the $t^{th}$time window and $B\_{mean}$is the mean of the number of blackboxes for the healthy template. In addition, if the differencebetween *B*(*t*) and $B\_{mean}$is less than 10%, that time windowis considered as a normal situation and the index value *X*(*t*) is 0. Among three abnormal situations, $ω\_{1}$, $ω\_{2}$ and$ω\_{3}$ represent the index value of the $t^{th}$time window when$\left|\frac{B\left(t\right)-B\_{mean}}{B\_{mean}}\right|)$, are between 10% and 15%, between 15% and20% and larger than 20% respectively. In this case, $ω\_{1}$, $ω\_{2}$and $ω\_{3}$ are the weighting factors and their sum should be 1 [20].The weighting factors determine the contributions of thesethree abnormal situations towards the final risk index *J* forimpending VA and the larger$\left|\frac{B\left(t\right)-B\_{mean}}{B\_{mean}}\right|$, should lead to a larger weighting factor. In our work, we chose three different combinations of $ω\_{1}$, $ω\_{2}$ and $ω\_{3}$ with (0.6,0.25,0.15); (0.5,0.3,0.2) and (0.4,0.35,0.25) and finally chose 0.5, 0.3 and 0.2 as the $ω\_{1}$, $ω\_{2}$ and $ω\_{3}$ respectively since this combination gave us the most obvious difference of *J* between three groups (healthy, VA without VPBs and VA with VPBs), which is shown in Table 1. In order to avoid the situation of progressively increasing of *J*, we have set a condition (**condition 1** in (6)) to reduce it. This condition should be stricter than the condition of normal window. Therefore, we set 5% as a threshold to signify the completely normal ECG, leading to the reduction of *J* index. In this case, if the values of $\left|\frac{B\left(t\right)-B\_{mean}}{B\_{mean}}\right|$ in 10 successive time windows are lower than 5%, the trend of ECG is considered to become completely normal. In this case, *J* reduces 0.1 and the minimum value of *J* is 0.

Table 1. The average values of *J* in each group based on three different combinations of weight

|  |  |
| --- | --- |
| Group | The combination of weight to calculate *J* |
| $(ω\_{1}$, $ω\_{2}$, $ω\_{3})$ | (0.6,0.25,0.15) | (0.5,0.3,0.2) | (0.4,0.35,0.25) |
| Healthy | 0.1688 | 0.1375 | 0.1425 |
| VA without VPBs | 4.525 | 4.875 | 4.675 |
| VA with VPBs | 38.57 | 46.18 | 41.82 |

**3.2. Classification of VA**

Once the risk index reaches to the threshold, it is considered as an omen of impending VA. In order to understand the regularity of continuous ECG time windows after the prediction time and classify the VA before its onset, we have extracted the ECG PSR features during the next 20, 40 and 60 seconds and compared the performance based on the corresponding accuracy. These features are extracted based on the $\left|\frac{B\left(t\right)-B\_{mean}}{B\_{mean}}\right|$ and risk index *J* by calculating the mean ($μ$), standard deviation ($σ$), coefficient variation (CV) and rising speed (RS) as in equation (7):

$\left\{\begin{array}{c}μ=mean\left(\left|\frac{B\left(t\right)-B\_{mean}}{B\_{mean}}\right|\right), CV={σ}/{μ},\\σ=\sqrt{(\left|\frac{B\left(t\right)-B\_{mean}}{B\_{mean}}\right|-μ)^{2}}, RS=J/t.\end{array}\right.$ (7)

All subjects from four different classes are assigned into four clusters by using FCM clustering. All subjects are displaced into a two-dimension coordinate system with their RS - (X axis) and CV - (Y axis). The degrees of membership of each subject for four clusters are calculated based on the distance between itself and the center of each cluster. Finally, the cluster with the highest degree of membership is recognized as the group of the corresponding subject. As mentioned above, the subjects from VT followed by VF group contain the features from both VT and VF conditions and they possibly belong to more than one group. Therefore, the choice of degree of fuzzy overlap is important in our work. In this case, the number of the cluster *N* is 4 since we have four different types of VA and degree of fuzzy overlap *m* is generally chosen as 2 [36]. We also identify the subjects that their highest cluster membership value is smaller than 0.6 as the fuzzy overlaps, since these subjects possibly belong to more than two clusters. The whole operation will stop once the number of iterations reaches a maximum of 20 or the improvement of the objective function is less than 0.001 between the final two iterations.

**4. Results and discussion**

**4.1. ECG data description**

The proposed system was evaluated using the publicly available ECG databases from Physionet [37]. 32 subjects both from PTBDB (Lead I) [38] and CUDB [39] were used in order to analyze in both healthy and arrhythmic ECG databases respectively. The ECG signals from the PTBDB are sampled at 1 KHz, the CUDB signals are originally sampled at 250 Hz. To bring them to a uniform platform we interpolated the CUDB signals to 1 KHz. Here, we only used 32 subjects in CUDB, since other 3 records from CUDB *CU*21*m*, *CU*33*m* and *CU*35*m* have large amount of artefacts before the VA onset, hence it is difficult to extract features for VA prediction. For these arrhythmic subjects, we analyzed the ECG segment that precedes the onset of the VA condition. The ECG signals after the VA onset are not used in our work.

**4.2. Prediction of VA**

Among 32 healthy subjects in PTBDB, the maximum value *J* attained was 1.4 with its value for most of the subjects (22 subjects) remaining at 0 and others in Fig. 3(**a**). The 32 arrhythmic subjects from the CUDB were divided into four groups, which are VA without VPBs, VT, VF and VT followed by VF. The values of *J* based on the three different combinations of weighting factor are shown in Fig. 3(**b**). The combination of the weighting factors $ω\_{1}$, $ω\_{2}$ and $ω\_{3}$ (refer to the methodology section) with 0.5, 0.3 and 0.2 respectively gave us the most obvious difference of *J* between three groups (healthy, VA without VPBs and VA with VPBs). Hence, we chose this combination to calculate *J*. The comparison results of *J* between healthy subjects in PTBDB and arrhythmic subjects in CUDB is done based on the healthy template - in essence 5s segments is taken from the healthy part of ECG in subject-specific way - as shown in Table 2. It shows the risk index *J* for most of healthy subjects in PTBDB are 0 and the highest value of all healthy subjects is 1.4 while, the lowest value of *J* for all arrhythmic subjects (except *CU*30*m*) in CUDB are greater than 2. Here, the information of subject *CU*30*m* is not available, since there are insufficient ECG data before VA onset to calculate the risk index. Therefore, according to our analysis, the condition *J >* 2 might signify an impending VA. The time point, where *J* reaches to 2 is recorded as prediction time point. Another interesting point to note is that for the VA without VPBs group (*CU*01*m*, *CU*06*m*, *CU*07*m*, *CU*28*m*), *J* is relatively lower than the other three groups. This is due to the fact that immediately after the occurrence of a VPB, the value of *J* increases significantly.



Fig.3: The risk index *J* trends. **a**: Results of 10 healthy subjects in PTBDB. **b:** Results of 32 arrhythmic subjects in CUDB.

**4.3. Classification of VA**

The classification of VA is achieved based on the PSR features using FCM clustering technique. The main reason of choosing FCM clustering to classify VA is that this method can identify data points, which are potentially belong to multiple clusters (groups). In CUDB, the subjects from VT followed by VF group may have the same or similar features as VT or VF groups. Thus, one subject may be recognized from more than one groups. In our work, we extracted the ECG PSR features during the 20, 40 and 60 seconds after the prediction time point for each subject in order to evaluate the accuracy of the classifier employed and classification time before the VA onset. The average values of CV and RS of *J* for four types of VA was calculated using (7) with 95% confidence interval as shown in Table 3. It is apparent that there are significant variation in terms of CV and RS for the four different types of VA and therefore these parameters were used for the classification purpose. The performance of VA classification based on the different features using FCM clustering are shown in Fig. 4. The classification performance is better if average maximum value is more close to 1. The results based on 20 seconds (top) and 40 seconds (middle) PSR features after prediction time point show two and one fuzzy overlaps respectively. The result based on 60 seconds (bottom) PSR features after prediction time point shows no fuzzy overlap with the highest average maximum value of 0.927. Here the advantage of FCM clustering is showed that we can simply see the number of overlaps based on the time length of PSR features. With 60 seconds PSR features, all groups are directly clustered without overlap and hence we decided to use 60 seconds PSR features to classify VA.

Table 2. The highest risk index *J* for both healthy and arrhythmic subjects in PTBDB and CUDB (N/A: not available)

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Class ofDatabase | Patient IDin PTBDB | Highest*J* | Class ofDatabase | Patient IDin CUDB | Highest*J* |
| Healthy Subjects | PTB105 | 0 | VAwithout VPBs | CU01m | 6.8 |
| PTB116 | 0.2 | CU06m | 3.3 |
| PTB117 | 0 | CU07m | 4.4 |
| PTB122 | 0 | CU28m | 5 |
| PTB155 | 0 | CU30m | N/A |
| PTB156 | 0 | VF | CU08m | 102.7 |
| PTB166 | 0 | CU11m | 154.3 |
| PTB170 | 0 | CU22m | 113.1 |
| PTB180 | 0 | CU23m | 124.2 |
| PTB182 | 0 | VT | CU02m | 33 |
| PTB185 | 0.2 | CU04m | 10.9 |
| PTB198 | 0.2 | CU05m | 20.2 |
| PTB214 | 0.8 | CU13m | 16.2 |
| PTB229 | 0 | CU16m | 23.1 |
| PTB233 | 1.4 | CU17m | 11 |
| PTB235 | 0 | CU20m | 59.2 |
| PTB236 | 0 | CU25m | 15.9 |
| PTB237 | 0 | CU26m | 17.3 |
| PTB238 | 0 | CU27m | 34.1 |
| PTB240 | 0 | CU31m | 36.1 |
| PTB242 | 0.2 | CU32m | 14 |
| PTB244 | 0 | CU34m | 48.2 |
| PTB246 | 0 | VTfollowed by VF | CU03m | 34.4 |
| PTB247 | 0 | CU09m | 21.8 |
| PTB248 | 0.2 | CU10m | 95.5 |
| PTB251 | 0 | CU12m | 18.6 |
| PTB252 | 0.6 | CU14m | 61.8 |
| PTB155 | 0 | CU15m | 16.4 |
| PTB260 | 0 | CU18m | 16.4 |
| PTB263 | 0.2 | CU19m | 39.9 |
| PTB264 | 0.2 | CU24m | 28.1 |
| PTB266 | 0 | CU29m | 80.4 |

Table 3. The feature extraction of all subjects based on CV and RS

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Parameters | VA withoutVPBs | VF | VT | VT followed by VF |
| Average CV | 1.100 | 0.549 | 0.321 | 0.761 |
| Average RS | 0.034 | 0.329 | 0.109 | 0.191 |
| CV interval(95% CI) | (0.99, 1.21) | (0.48, 0.59) | (0.19, 0.44) | (0.54, 0.94) |
| RS interval(95% CI) | (0.02, 0.04) | (0.29, 0.39) | (0.08, 0.15) | (0.14, 0.29) |

****

Fig.4: The classification results based on different length of ECG features after the prediction time point.

Their average classification time before VA onset and the corresponding accuracy are shown in Fig. 5. The result based on 20s and 40s PSR features after prediction time point shows the same accuracy of 93.5% with two and one fuzzy overlap respectively. The best result was obtained using 60s PSR features after prediction time point with 96.8% accuracy and no fuzzy overlap. Hence, we have selected to use the features during 60s after the prediction time for each subject. Moreover, we generated the confusion matrix and Receiver Operator Characteristic (ROC) curve to evaluate our classification results. Fig. 6 (**top**) and Fig. 5 (**bottom**) show the confusion matrix and ROC of VA classification respectively. Among 31 subjects (except *CU*30*m*), the sensitivity of VF group is 80%, since one subject from the other group is recognized as VF group. The specificity of VT followed by VF is 90%, because one subject from this group is considered as VF group. Concerning ROC figure, the middle gray line means random guess, the classification performance is better when ROC is more close to 1. From our results, the ROC of four VA groups are all close to 1 and it means our algorithm has high performance for VA classification.



Fig.5: The performance of VA classification with average classification time before VA onset.



Fig.6: The confusion matrix of VA classification (top), The ROC of VA classification (bottom).

**4.4. Method Evaluation**

For prediction of VA, we evaluate our method by computing the prediction time - defined as the time point where *J >* 2 before the arrhythmia onset- for each arrhythmic subject in CUDB and compare the results to the previous works [20] which is shown in Table 4. The average prediction time for all subjects is 4.97 mins, which is 50 seconds earlier than the previous work [20], with the best and the worst-case prediction time being 8.68 mins (*CU*03*m*) and 1.78 mins (*CU*06*m*) respectively. Our results show that the prediction time for different subject is different since it is relative to the length of the analyzed ECG data before the VA onset. Here, we provided the correlation between the length of the healthy ECG data before the VA onset (analysis time) and the corresponding prediction time for each of the subjects in Fig. 7. It shows that all the data points can be fitted around a straight line with the correlation coefficient *R* = 0.952. This result clearly shows that there is a strong positive linear relationship between the prediction times and the length of the data that was available for analysis before the VA onset. Hence it implies that if we can have longer length of analysis data before VA onset, the performance of our prediction method will be even better; a scenario that can be satisfied for long-term ECG monitoring either by conventional ECG systems at the hospitals or through wearable ECG sensors in a nomadic environment.



Fig. 7: The correlation between the length of the analyzed ECG data before VA onset T(a) and prediction time before VA onset T(p).

In order to evaluate the performance of VA prediction, we used a leave one out cross-validation (LOOCV) method to calculate the true positive (TP), true negative (TN), false positive (FP) and false negative (FN) with positive P (VA subjects) and negative N (Healthy subjects). Here, we derived the prediction performance based on sensitivity (SE), specificity (SP), accuracy (ACC), positive predictive value (PPV), negative predictive value (NPV), false positive rate (FPR), false discovery rate (FDR), false negative rate (FNR) and *F*1 score using the following formulas in (8):

$\left\{\begin{array}{c}SE=\frac{TP}{P}=\frac{TP}{TP+FN}, SP=\frac{TN}{N}=\frac{TN}{FP+TN}, ACC=\frac{TP+TN}{P+N} ,\\PPV=\frac{TP}{TP+FP}, NPV=\frac{TN}{TN+FN}, FPR=\frac{FP}{N}=\frac{FP}{FP+TN},\\FDR=\frac{FP}{FP+TP}, FNR=\frac{FN}{FN+TP}, F\_{1}score=\frac{2TP}{2TP+FP+FN}.\end{array}\right.$ (8)

The Table 5 depicts the comparison of prediction measures between the previous work [20] and our work using LOOCV approach which shows that with the proposed risk index *J*, we obtained 100% SE, ACC, NPV and *F*1 score, which are better than the previous work [20].

Table 4. The comparison of prediction time between the previous work and our work (N/A: not available)

(Prediction time: The time length between prediction time point and VA onset)

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Class ofDatabase | Patient IDin CUDB | Time beforeVA onset (s) | Prediction time of Previouswork (s) [20] | Prediction time of our work (s) |
| VAwithout VPBs | CU01m | 211 | 34.3 | 130 |
| CU06m | 179 | 21.9 | 107 |
| CU07m | 348 | 195.1 | 227 |
| CU28m | 221 | 97.2 | 152 |
| CU30m | N/A | 14.6 | N/A |
| VF | CU08m | 524 | 135.7 | 408 |
| CU11m | 490 | 359.3 | 460 |
| CU22m | 378 | 336.7 | 334 |
| CU23m | 401 | 323.3 | 389 |
| VT | CU02m | 280 | 172 | 242 |
| CU04m | 148 | 107.5 | 110 |
| CU05m | 430 | 358.7 | 407 |
| CU13m | 312 | 343.4 | 263 |
| CU16m | 345 | 222.2 | 297 |
| CU17m | 334 | 520.5 | 289 |
| CU20m | 240 | 197.5 | 220 |
| CU25m | 408 | 360.8 | 399 |
| CU26m | 241 | 70.1 | 217 |
| CU27m | 400 | 213 | 395 |
| CU31m | 365 | 250.8 | 355 |
| CU32m | 535 | 381.6 | 460 |
| CU34m | 208 | 122.3 | 192 |
| VTfollowed by VF | CU03m | 566 | 413.5 | 521 |
| CU09m | 334 | 214.4 | 288 |
| CU10m | 423 | 294.4 | 357 |
| CU12m | 258 | 200 | 237 |
| CU14m | 299 | 242 | 278 |
| CU15m | 401 | 323.2 | 389 |
| CU18m | 425 | 329.3 | 352 |
| CU19m | 487 | 422.1 | 363 |
| CU24m | 402 | 337.5 | 374 |
| CU29m | 374 | 321.9 | 339 |
|  | Average | 351.4 | 245.2 | 298.3 |

In addition, the classification measures of each type of VA are calculated using (8) and the results are shown in Table 6. Our methodology achieved an average sensitivity, specificity and accuracy of 97.5%, 99.1% and 98.4% respectively for VA classification. Among 31 subjects (except *CU*30*m*), only one of VT followed by VF group was recognized as VF group. However, since subject from VT followed by VF group finally goes to the VF condition, it is logical to consider them as VF group in which case the classification performance goes to 100%. We also compared our technique to other previously established algorithms that were mentioned in the literature.

Table 5. The comparison of prediction performance between the previous work and our work under a LOOCV scheme

|  |  |  |
| --- | --- | --- |
| Prediction measures (%) | Previous work [20] | Our work |
| SE | 96.88 | 100 |
| SP | 100 | 100 |
| ACC | 98.44 | 100 |
| PPV | 100 | 100 |
| NPV | 96.97 | 100 |
| FPR | 0 | 0 |
| FDR | 0 | 0 |
| FNR | 3.13 | 0 |
| $$ F\_{1} score$$ | 98.41 | 100 |

Table 6. The classification performance of our system for VA classification

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Classification Measures (%) | VAwithout VPBs | VF | VT | VTfollowed by VF | Average |
| SE | 100 | 100 | 100 | 90 | 97.5 |
| SP | 100 | 96.3 | 100 | 100 | 99.1 |
| ACC | 100 | 96.8 | 100 | 96.8 | 98.4 |
| PPV | 100 | 80 | 100 | 100 | 95 |
| NPV | 100 | 100 | 100 | 95.5 | 98.9 |
| FPR | 0 | 3.7 | 0 | 0 | 0.93 |
| FDR | 0 | 20 | 0 | 0 | 5 |
| FNR | 0 | 0 | 0 | 10 | 2.5 |
| $$ F\_{1} score$$ | 100 | 88.9 | 100 | 94.7 | 95.9 |

The comparison results are given in Table 7. Li *et al.* [11] suggested to use 14 different features for each 5 seconds time windows and combined with SVM to classify VT and VF with 96.3% accuracy, 98.4% sensitivity and 98% Specificity. Similarly, Alonso-Atienza *et al.* [12] showed the same classifier with time-frequency features to classify shockable and non-shockable VT and VF with an average accuracy of 96%. Roopaei *et al.* [13] have evaluated chaotic features based on the PSR of ECG to classify VT and VF using a threshold-based approach. However, the performance of their algorithm is 88.6% accuracy, which is lower than the other methods. Tripathy *et al.* [14] and Acharya *et al.* [15] represented two simple algorithms to classify shockable and non-shockable VT and VF. Tripathy *et al.* [14] developed a random forest classier with entropy features with 97.23% accuracy. Acharya *et al.* [15] designed a CNN classifier and combined with time features, the accuracy of their method is 93.18%. Mohanty *et al.* [16] presented a novel C4.5 classifier based on statistical, temporal and spectral features to classify normal ECG, VT and VF with 97.02% of accuracy. We have also compared the performance of our method with some algorithms from recently published studies like [17, 18, 19]. It is noted that these three algorithms are all consisted of a simple classifier and a novel feature extraction approach. Gawde *et al.* [17] proposed a method to classify VT and VF with 96.15% sensitivity and 93.5% specificity by identifying subset of Markov models of VA sub-classes based on probabilistic transition graph features. Tripathy *et al.* [18] introduced digital Taylor-Fourier transform to extract magnitude and phase features of ECG signals. Then LS-SVM classifier were applied based on these features and achieved an average accuracy of 94.32% to classify VT and VF. Sharma *et al.* [19] developed a simple SVM method to classify shockable and non-shockable VT and VF with 97.8% accuracy. The Fuzzy and Renyi entropy features were collected using the optimal orthogonal wavelet filter to train the SVM classifier. Overall, it is evident that our proposed method has comparable or better performance than the previous methods for VA classification. The algorithm in [11] has the higher sensitivity than our method. However, it can only classify two types of VA, also the accuracy of this algorithm is lower than our work. Besides, our method shows the added advantage that here the classification is possible even before the event actually occurs.

Table 7. The classification performance of VA classification in other literature (N/A: Not Available)

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Authors | Method Used | Classifier | Arrhythmia classes | Performance (%) |
| Li *et al.* [11] | 14 different features | SVM classifier | VF and VT | Acc:96.3, SE:98.4, SP:98 |
| Alonso-Atienza*et al.* [12] | Time-frequencyparameters | SVMclassifier | Shockable and non-shockable (VF, VT) | Acc:96, SE:92, SP:97 |
| Roopaei *et al.* [13] | Chaotic features | Thresholding | VF and VT | Acc: 88.6 |
| Tripathy*et al.* [14] | Entropyfeatures | Random forestclassifier | Shockable and non-shockable (VF, VT) | Acc:97.23, SE:96.54, SP:97.97 |
| Acharya*et al.* [15] | Timesegments | Convolutionneural network | Shockable and non-shockable (VF, VT) | Acc:93.18, SE:95.32, SP:91.04 |
| Mohanty*et al.* [16] | Hybridfeatures | C4.5classifier | VF, VTand NSR | Acc:97.02, SE:90.97, SP:97.86 |
| Gawde*et al.* [17] | Probabilistictransition graph | Markovmodel | VF and VT | SE:96.15,SP:93.5 |
| Tripathy*et al.* [18] | Magnitude-phase features | LS-SVMclassifier | VF and VT | Acc:94.32, SE:92.48, SP:95.53 |
| Sharma*et al.* [19] | Entropyfeatures | SVMclassifier | Shockable and non-shockable (VF, VT) | Acc:97.8, SE:93.45, SP:98.35 |
| Our proposedmethod | Phase-spacefeatures | Fuzzy c-meansClustering | VF, VT, andVT followed by VF | Acc:98.4, SE:97.5, SP:99.1 |

**5. Conclusion and future work**

This paper studies prediction and classification of fatal VA using phase-space reconstruction and fuzzy *c*-means clustering. We report a risk index to predict the impending ventricular arrhythmias based on the phase-space reconstruction technique. The number of black box based on the trajectory of the ECG phase-space diagrams was calculated using the box-counting technique and the difference of the number of box between subject-specific normal ECG template and a sliding window of 5 seconds of the ECG signal is used to formulate a prediction risk index *J*. Then we use FCM clustering to classify four different types of ventricular arrhythmias based on phase-space features. However, we only used 64 ECG records to evaluate our proposed method as a proof-of-concept study. In the future, the proposed method can be evaluated based on more different types of ECG records and on larger sample size. In addition, 3-dimension of phase space diagram can be further applied to extract more useful features of ECG to improve the prediction of VA [40]. As a conclusion, the major findings of the proposed method are that for the first time it has been shown that it is not only possible to predict an impending arrhythmia sufficiently before its actual occurrence in time but also is possible to classify the type of arrhythmia before it actually occurs (1 min after the prediction time point). We believe this is a novel result over existing approaches that can be used in clinical practice after rigorous clinical trial to advance technologies such as implantable cardioverter defibrillator (ICD) that can help to preempt the occurrence of fatal ventricular arrhythmia - a main cause of Sudden Cardiac Death.
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