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Abstract

This thesis aims to develop a new conceptual approach for programmable
nanophotonic devices, by combining the silicon photonics platform with low-
loss phase change materials (PCMs). The approach brings together silicon
photonics and phase change technology into a hybrid platform. Digital pat-
terns of pixels are written in the phase change layer using an optical pump
laser, which shapes the flow of light by weakly perturbing light transport
in the hybrid photonic waveguide. The advantage of this approach is that
once set, the phase change materials are self-holding and therefore passive
operation would be possible, all at an unparalleled device foot print.

Traditional phase change materials were tested for this application but
were found to have an intrinsic absorption loss that prevented their use, as
any guiding effects were offset by the lower total transmission. Therefore,
in order to achieve the goals set out in this thesis, an entirely new material
platform was needed. A large part of the efforts in this project involved the
development of a new family of optical phase change materials with ultra-
low losses. Sb2Se3 was selected as the most suitable material and integrated
into a range of photonic devices to characterize the optical and electrical
properties before finally realizing a reconfigurable wavefront shaper based
on an MMI design. With transmission losses of 100 dB/cm for a straight
waveguide clad with 25 nm of crystalline Sb2Se3, this represents the lowest
loss PCM available, whilst still maintaining a sizable refractive index shift
between the amorphous and crystalline phases of ∆n=0.77.

A reconfigurable router was demonstrated, capable of reversibly switch-
ing the output between two waveguides using a pixel pattern of Sb2Se3 dis-
tributed in a layer above an MMI. The results in this thesis are the first of
their kind and clearly demonstrate the viability of the conceptual approach
of freeform patterning of the flow of light using an ultralow-loss phase change
material. This work is an initial step towards the development of fully pro-
grammable low-loss integrated photonic devices, allowing for optical routing
within larger circuits to be realized. This will open up the possibility of
low loss, on-chip wavefront shaping applications such as mode converters,
neuromorphic computing and LiDAR.
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Chapter 1

Background

1.1 Motivation

Silicon photonics is an established billion dollar industry, with an expected
compound annual growth of 20% [1]. The explosion in the growth of the
photonics market is due to the rise of the so-called information age and a
need to replace existing electronic solutions. To illustrate the scale of this
revolution, it is estimated that 90% of the data ever created has been done
so in the last two years [2], with projections only set to increase. This growth
has resulted in data centers consuming a significant fraction of the world’s
electricity and contributing around 2% of all greenhouse gas emissions [3].
The growing interconnectivity of data is expected to transform a wide range
of industries such as personalized health care, weather predictions and col-
lective transportation to name a few, with huge benefits to society and the
environment.

There are three pillars that are the foundation for the infrastructure
needed to support the information industry: data processing, storage and
distribution. Photonic technologies play a vital role in the future of each
of these fundamental roles, from optical memory [4] to neuromorphic com-
puting [5], integrated optical interconnects and fiber optics [6]. In this work
I focus on the third pillar, data distribution. Over the last 50 years, the
distances over which it is becoming important to move from an electronic
to optical connection are constantly diminishing. Long haul copper cables
have been entirely replaced with optical fibers with short-range fiber optics
deployed in most neighborhoods and all data centers. Within data centers,
due to the high bandwidth required, copper intra-rack connections have also
been moved entirely to the optical domain. Soon the industry is anticipating
moving towards on-chip optical connections to further increase bandwidth
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BACKGROUND

and speed, and reduce transmission losses as the next stage of this photonic
revolution. However, this requires removing the electronic interface between
the fiber connections and the data handling, a challenging step that has so
far not been widely adopted.

In this work, we address the need to remove completely the electronic in-
terfaces from data networks by developing a new conceptual framework for a
reconfigurable, on-chip device based on wavefront shaping in a hybrid silicon
- phase change materials platform. This optical router is non-volatile once
written and has the potential to enable fully photonic computing without
the large space and energy requirements of current photonic technologies.
This device represents the implementation of a general planar beam steering
technique that has broader applications in optical processing, LiDAR and
neural networking to name a few.

1.2 Reconfigurable Silicon Photonics

Reconfigurable photonic networks are a vital component of the next gen-
eration of optical technologies to be deployed in data centers [7–11]. This
growing need for compact optical devices [12–15], in particular for the fields
of nanophotonics, metasurfaces and neuromorphic photonics [16–21] has re-
sulted in a large area of active research. Currently there exists no equivalent
to the CMOS gate for photonics [10, 14]. A rewritable photonic element
could add the tunability and versatility of an electronic circuit and pave the
way for a programmable photonic processor, the ultimate application of these
technologies. There is a range of technologies being developed for on-chip
programmable photonics, each with its own benefits and drawbacks [22–24].
The most popular approaches are detailed in this section, however this is not
an exhaustive review due to the scale of the work in the field [15, 25].

1.2.1 PN junctions

PN junctions are one of the most mature technologies for electrical pro-
grammability. The scale of their pervasion through modern life is hard to
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comprehend, with 8 trillion transistors being produced per second in 2014
alone [26]. It is no surprise then that a large proportion of switchable pho-
tonics research has been devoted to exploiting the same effect in photon-
ics, to take advantage of the existing facilities and knowledge base. Due to
their flexibility they have been demonstrated as optical amplitude [27–29],
phase [30, 31] or polarization modulators [32, 33]. They function similarly in
photonic and electronic circuits, with a variable charge density being used to
control the signal. However in contrast to an electronic PN junction, where
the electrical resistance of the junction can be used to modulate transmis-
sion, in a photonic circuit the charge density can be used to vary different
optical properties. The real part (known as electro-refraction) or imaginary
part (known as electro-absorption) of the refractive index of a material can
be modulated, and used in a phase or amplitude sensitive circuit for control.
Traditionally this is through the Pockels effect, the Kerr effect or the Franz-
Keldysh effect, however non-linear effects are also possible [34]. Exploiting
these effects in different configurations has led to a huge range of optical
modulators [35–42]. Due to the fast carrier recombining time these switches
can be operated at very high speed, up to 40 GHz [43–45] and beyond [46],
and are easily integrated into a hybrid photonic circuit with electronic con-
trol. However, the underlying index changes are weak in silicon, and a low
loss scalable solution has yet to be demonstrated. Due to the magnitude
of the effect, device footprints for optical PN junctions are also a concern,
with devices ranging from hundreds of micrometers up to millimeters be-
ing common. Electro-refraction is by far the most popular approach, due
to the simplicity of the device design and control scheme. There are two
approaches to converting this index perturbation to an intensity or phase
modulation, which are the goals of most work in this field. By introducing
the index perturbation into a phase-sensitive device, such as one arm of a
Mach-Zehnder Interferometer (MZI) the interference pattern can be shifted,
and through constructive or destructive wave mixing, amplitude modulation
can be achieved at the output. Similarly, a resonant structure such as a ring
resonator or bus coupled waveguide can be used with the index perturbation
used to modify the resonant conditions, allowing the coupling strength of the
device to be tuned over a range, again allowing for amplitude modulation.
This is a cross platform approach and has been used in silicon [47], silicon
nitride [48] and gallium nitride [49] platforms. Dopants have also been in-
troduced to increase the magnitude of the perturbation such as germanium
using ion implantation, but the index perturbation remains small in all cases
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(∆n = 0.01 [50]), so a large device footprint or very high voltage is needed to
achieve a π phase shift for full depth modulation. This, coupled with a con-
tinuous energy demand [51] for operation makes these unattractive for large
scale circuits. The optical losses are also high, ranging from 10 dB/cm [52] for
the low loss high voltage junctions, to 65 dB/cm [53] for the high efficiency
gates.

1.2.2 Hybrid polymer-silicon photonic devices

Polymer-based photonic integrated circuits have been explored for a num-
ber of years, with this approach garnering more interest in the last decade.
The low cost and ease of fabrication, as well as compatibility with flexible
substrates offers something that traditional photonic platforms lack. In ad-
dition, when doped with organic nonlinear chromophores, it is possible to
create electro-optic polymers, with a large range in electro-optic coefficients.
This has allowed polymer waveguides to be used in a range of active devices
in the same way as silicon [54, 54, 55]. In particular the ability to create
waveguides featuring an electro-optic coefficient far higher than that of the
typical LiNbO3 [56–59] is a promising prospect in reducing the size and power
consumption of on-chip electro-optic modulators with numerous demonstra-
tions [60–62]. However, polymer waveguides are often far less stable than
a silicon alternative, with their susceptibility to water and oxygen damage
reducing their working lifetimes, despite extensive capping systems designed
to protect them. In parallel with silicon based thermo-optic and electo-optic
modulators the other drawback is the need for a permanent voltage to main-
tain any given state. Whilst the power requirements are typically lower than
in silicon (due to the higher electro-optic coefficients), their design necessi-
tates a significant heat loss to the substrate, which over a devices lifetime
will significantly contribute to the costs.

1.2.3 Thermal modulation

Direct thermal modulation of the silicon is also used to vary the index (known
as thermo-optical modulation), in a similar scheme to the PN technologies
discussed. Using an embedded electronic heater, the temperature dependence
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of the refractive index of silicon can be exploited in a phase sensitive device
such as a ring resonator, or MZI. In general, this effect is stronger than
electro-refraction for a given power [63], resulting in smaller devices [64–66],
however they are still large compared to the waveguide width (the smallest
being of the order of 100 µm in length). This decrease in size comes with
a lower modulation speed, with typical rise times in the µs regime [67–70]
due to the limitations of thermal dissipation, although some sub-µs switching
has been shown for more complicated substrate structures [71]. The power
consumption is also high, due to the active nature of the device, with the
majority of single modulators requiring 10-100 mW [64, 72–79]. It should
be noted that the lowest power devices (down to 0.1 mW) often make use
of biased voltages which are not included in their switching energies but
would contribute to the overall device consumption. The lowest “true” power
consumption for a π phase shift is 25 mW [65]. Given that the largest
driving forces to move to silicon photonics within data centers is to increase
transmission speed and power efficiency, this technique seems poorly suited
as the embedded heaters are not discretionary, but heat large areas of the
substrate. Large integrated circuits with thousands or millions of embedded
heaters would increase, not decrease the thermal output of data centers.

Despite these drawbacks, the simple fabrication and operation have led
to large electro-optical networks with thousands of components on a single
chip [68, 80–82]. For precise tuning, highly accurate voltage control is needed
for the embedded heaters, which can be achieved with modern electronics,
further reducing the cost and complexity of a device. The technique also does
not benefit from 50+ years of development as is the case for PN junctions,
so it is expected that power consumption and device footprint will continue
to fall rapidly as this technology advances. The other key advantage is that
the thermo-optical index perturbation is limited to the real part in most
cases, with the absorption losses typically being in the 1 dB range for a
thermo-optical modulator [83]. This relatively low loss is an advantage that
most other photonic solutions cannot offer and has enabled larger circuits
already demonstrated. The possibility of using the same embedded heaters
to switch phase change materials in a similar device is fast becoming a pop-
ular approach to benefit from the cheap and easy control from the electrical
heaters, and the low power consumption and small device size from the large
index shift from the phase change materials. This will be discussed in detail
in the photonic phase change section of this review.
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1.2.4 MEMS

Microelectromechanical system (MEMS) based optical devices are a promis-
ing alternative [84], with a range of different design approaches. MEMS
switches are currently in use for optical routing within data centers, the only
commercial optical routers to date. Current generation MEMS switches use
micro-mirror free space coupling between different fiber for optical switching,
with 1100 × 1100 switches available [85]. However these are bulky, expensive
and have a limited lifetime of 1-2 years, compared to what an integrated so-
lution could offer. Removing any free space optics is important for stability
as well as transmission loss, with current free space systems showing 6dB
loss per port coupling, mostly due to the poor coupling efficiency between
free space and fiber systems.

Using MEMS in an integrated circuit to tune the coupling of ring res-
onators is a popular scalable method for on-chip control, with 128×128 [86–
88] port count switches and 240×240 [88] switches being demonstrated. In
contrast, thermo and electro-modulation have only been extended to 32 port
count switches. These devices are based on an Ohmic switch, which can
be controlled by electrostatic cantilevers. In parallel with PN junctions and
thermo-optical modulation, electronic control is essential for the fast and
precise operation of optical MEMS devices. This brings with it the benefits
of easily integrated control for hybrid photonic-electric systems, as well as
the drawback of being incompatible with a fully photonic circuit. Unlike
the static PN junction and thermo-optical modulation, MEMS devices are
susceptible to failure from metal fatigue causing cantilever deformation over
time. The operating lifetime of these devices is dependent on the individual
design and fabrication tolerances, however it is unlikely to provide a solution
as robust as a static integrated approach.

With MEMS waveguide actuators, it is possible to avoid the use of ring
resonators or MZI’s, and directly alter the path of the light using a movable
coupling waveguide [89]. This helps to keep these circuits compact [90–93],
and enables very low cross talk of -40 dB being common [94–97] with -60dB
being possible. However, this is accompanied with an increase in transmis-
sion loss in all cases, 1dB per device. Other challenges still remain, as they
remain active switches with a constant voltage needed to maintain the de-
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flection needed in most devices, and switching speeds are not comparable
to the electronic solutions, with current demonstrations using a driving fre-
quency of 214 kHz. The fabrication of MEMS is also non-trivial as it requires
many more lithographic steps than conventional silicon photonic circuits to
fabricate the complex structures used and they are more sensitive to fabrica-
tion tolerances as the movement possible with a nanoscale MEMS device is
sub-wavelength. This added complexity increases both the cost of individual
circuits, as well as the fabrication failure rate.

1.2.5 Germanium implantation

A degree of reconfigurability has been explored using ion implantation [98,
99]. Here the crystalline silicon structure of a waveguide is broken by im-
planting larger ions into the lattice, leaving a quasi-amorphous region within
the silicon from the kinetic implantation, creating an index perturbation.
The silicon can then be annealed to regrow the initial crystalline structure,
with the germanium easily incorporated into the lattice due to the same outer
shell electronic configuration. This has proved to be a powerful technique in
post fabrication device trimming [100], with minimal losses due to the di-
rect index change, without the need for an applied voltage. However, this is
not reversible or reconfigurable as the ion implantation which is responsible
for the perturbation is not possible for a device in-situ. This reduces the
utility to the point of manufacture, or one time use devices. A large pre-
fabricated mesh could be programmed in-situ for a specific application in a
similar fashion to a one use FPGA. Another application of this technology
could be a large integrated circuit with a common single point of failure.
When this failure occurs, an embedded thermal heater could be used to an-
neal a pre-implanted region, bypassing the failure to a redundant circuit. For
photo-lithographic circuits the cost of additional components is only the sub-
strate space they require so it may be possible to greatly increase the working
lifetime of a large circuit with a small increase in overall size and cost. This
is not uniquely possible with germanium implantation, however it offers the
lowest optical losses out of the reviewed approaches, and would be a one-time
energy cost. Whilst an interesting and unique approach, implantation is not
suitable for reconfigurable devices.
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1.3 Phase Change Chalcogenide Photonics

Phase change silicon photonics provides a different avenue for non-volatile,
on-chip reconfigurability. By using a silicon waveguide clad with a chalco-
genide phase change material (PCM), the effective index of the waveguide
is coupled to the index of the PCM via the evanescent field. With an ex-
ceptionally large difference in the real part of their refractive index between
their phases, (n=4.6 for amorphous GST, and n=7.45 for crystalline GST at
1550 nm, ∆n = 2.85 for GST [101]) PCMs provide a much stronger perturba-
tion than the electro-optical or thermo-optical effects, and for phase stable
PCMs they do not require a threshold voltage to stay activated, offering
significant power savings over the device lifetime.

Chalcogenide materials have been used in optical systems for over 50
years. Since the discovery of their semiconducting properties in 1955 [102]
they have been proposed for use in phase change memory among other data
storage techniques [103, 104]. The non-volatile and low power thresholds
make these materials ideal for phase change memory, and has been the main
focus of past chalcogenide research. The hugely successful CD, DVD and
now Blu-ray formats all make use of chalcogenide layers, with a read and
write laser to decode/encode data. More recently phase change memory has
moved into the electronic domain [105], with commercial PCM solid state
storage drives available.

The same qualities that make PCMs attractive for conventional comput-
ing have attracted attention from the photonics community. The existing
body of research into these materials, in particular Ge2Sb2Te5 (GST), as
well as the current CMOS compatibility have kick started the field. In the
vast majority of PCM photonic devices, the PCM is used as a thin film coat-
ing on top of a prefabricated structure such as metamaterials, a waveguide
or in critical coupling regions, such as between two bus coupled waveguides.
By changing their phase, the associated change in refractive index can be
exploited in the same way as the thermo-optical or electro-optical effects
have been for a range of applications. There have been some demonstrations
of waveguides written directly into bulk chalcogenide substrates [106], how-
ever these materials have not been shown to be easily reversible, so are not
suitable for reconfigurable circuits.
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I will review the most common material families in use today for inte-
grated photonics and discuss the application benefits and drawbacks, then
compare the intrinsic material properties of each in Table 1. I do not in-
clude details of specific stoichiometric compositions or dopants due to the
huge parameter space this offers. In general the fundamental properties of
a material are modified by these changes but rarely does this change the
material so drastically as to warrant individual discussion. The different
stoichiometric possibilities of GST provide a good example of this, with at
least 10 different elemental compositions being explored in the literature, all
suffering from the same fundamental absorption losses. A notable exception
to this assumption would be Ge-Sb-Se-Te (GSST), where despite being from
the same material family as GST, it is discussed in detail separately due to
the vastly different optical properties.

1.3.1 GST

The dramatic refractive index difference in both the real and imaginary part
of GST between the two phases (∆n = 2.85, ∆k = 1.37 in the C-band)
promises compact optical devices (< 100 µm2), which previously only MEMS
based approaches could compete with. There are numerous demonstrations
of integrated devices, such as single and multi-level photonic optical memory
based on GST cells [85, 105, 107–117], photonic modulators [118–126], direc-
tional couplers [127], resonance tuning [128, 129], beam steering [130], neural
networks [20, 131], metamaterial switches [132–134] and photonic switches,
both theoretical [135–137] and experimental [138]. All of these devices are
based on using a small volume of GST to modulate a local refractive index.
The strong absorption of the crystalline phase is used as the “off” state, as
any device with a crystalline cladding becoming highly lossy, compared with
an amorphous clad device. The lower loss amorphous state remains as the
“on” state, although still with significant optical loss.

Optical memory is perhaps the most obvious application, with a straight
waveguide capped with GST able to function as photonic memory with no
further fabrication. The memory state is easily distinguishable based on
the optical transmission of the two phases [139]. This idea has been taken
further by exploiting partial crystallinity in the PCM to act as multi-level
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memory [140]. It is possible to crystallize very small regions within a single
PCM patch, giving separate addressable levels of photonic memory. Further-
more, Rios et al. [140] showed for the first time in-plane switching, using a
high power laser coupled into the same waveguide to phase switch the GST,
removing the need for a separate “write” laser incident at a normal angle
to the chip, creating a fully integrable on-chip system. A lattice of crossed
waveguides (also known as a “wood-pile” device) would be the logical evolu-
tion of this work and be capable of doing matrix operations simultaneously.

The obvious drawback to the current waveguide configuration is the in-
ability to stack many memory cells within the same optical trace, greatly
reducing memory density. Once the first cell is crystallized, the absorption
is strong enough to prevent the required intensity for further crystallization
from being reached in subsequent patches. Compound optical and electrical
control could be used to address this to produce large on-chip memory arrays
following a similar scheme to that published by Au et al. [141]. The largest
issue for using GST in photonic memory is that the loss, in either state, is
very high compared with the intrinsic losses of photonic waveguides, with an
insertion loss of -30 dB being common [123, 139] in the “low loss” amorphous
phase. This limits GST to small circuit designs with frequent and costly am-
plification. One proposed solution that seeks to minimize the overall loss is
to use an MMI to provide a small region of high intensity (at the self-imaging
point) to reduce the volume of GST required and therefore the amorphous
losses, without compensating on the modulation depth [122, 124].

In contrast to the optical memory and modulators, phase change couplers
and tunable switches exploit the change in the real part of effective index to
shape the wavefront, compared to using the imaginary part to change the
amplitude. By positioning the GST at a critical dimension, such as the gap
in a ring resonator, waveguide coupler or on top of a nanoantenna, the index
change is used to tune the resonance over an impressive range. However, the
losses from even these very small additions are significant and prevent these
components from being incorporated into larger networks.

The wide array of literature published on the use of GST in silicon pho-
tonics includes reports of a huge range of devices, however there is some
confusion about the definition of different types of photonic devices with
photonic memory, switches, modulators and routers all being used inter-
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changeably to describe two fundamental devices. For the purposes of this
work, I shall refer to any planar device which has a single input and out-
put with a controllable intensity as a photonic modulator (photonic memory
is a subset of this definition, distinguished only by the ability to passively
hold its state, which is a common trait of all GST based devices). Photonic
routers are the second type of devices, which do not operate using direct am-
plitude modulation, but by guiding light to any number of multiple outputs,
with minimum insertion losses. A photonic switch is simply a 2-port optical
router. Due to the intrinsic losses of all photonic PCMs, a true photonic
router has not been realized in the phase change photonics field and is the
goal of this work.

1.3.2 GSST

The material Ge2Sb2Se4Te1 (GSST) has recently been proposed as a lower
loss competitor to GST, [142] with the selenium addition known to increase
the transmission window. Experimental results have show this material per-
forms well in amplitude modulating devices such as MZI’s [143], with little
to no optical loss in the amorphous phase, whilst maintaining a comparable
absorption in the crystalline phase to that of GST. This may provide the im-
provement that the field has been lacking. This research is still in its infancy,
with the initial results published in 2018, so it is unclear if the selenium ad-
dition has compromised the switching speed or energy that made GST an
attractive material in the first case. It is however likely that this material
will continue to be used for amplitude modulation given the impressive 40dB
extinction ratio shown for a ring resonator modulator. Whereas GST is aca-
demically interesting in a photonic setting, but not commercially viable for
large circuits due to the very high insertion losses, GSST could be the future
of planar optical amplitude modulation if the published demonstrations can
be converted into a packaged product. For photonic routing however, the
intrinsic crystalline losses still prohibit a high-efficiency router.
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1.3.3 VO2

VO2 is another popular phase change material for photonic networks, due to
the fast electrical switching speeds [144] and low transition temperature of
68 ◦C [145]. The metallic state is volatile at room temperature [18] which
makes it an attractive material for some applications such as modulation [146]
and reconfigurable antennas [147], but presents challenges for others such as
optical storage. The optical loss is also an issue for larger photonic circuits
with the absorption at 1550 nm in both phases being comparable to GST but
with a smaller ∆n = 0.5 [148]. Recent work by Currie et al. [149] has shown
an improvement in the absorption using atomic layer deposition (ALD) over
other deposition methods, however as is the case with GST, the absorption
(k = 0.5) is still too high for VO2 to be integrated into larger photonic
circuits for phase modulation. One of the key benefits of chalcogenide PCMs
is the phase stability, which for a switch can lead to very low per bit power
consumption due to passive operation. The low transition temperature (Tc)
reduces the switching energies, however for data center use the Tc is too close
to operational temperatures for VO2 to be considered stable, and has been
discounted on this basis as a potential material for this work.

1.3.4 GeTe

GeTe was initially investigated for use in optical phase change memory. It
exhibits a high melting and glass transition temperature which gives it great
stability in both phases, however limits the crystallization speed and raises
the switching energy. Because of this it was doped with Sb2Te3, another
PCM known to be less stable. Eventually the composition of Ge2Sb2Te5 was
settled on as the best compromise of switching speed and stability. At the
time, the optical losses were not considered an important property as long as
there was a large index contrast between the two phases. Silicon photonics
started to make use of GST due to the common availability and low switching
temperatures, with GeTe being largely overlooked, despite a ∆n = 1.6, no
absorption at 1550 in the amorphous phase and a relatively low absorption of
k = 0.35 in the crystalline phase [150]. These values compare very favorably
with GST for low loss applications and are similar to GSST, however there is
no published work on the integration of this material with silicon photonics,
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perhaps due to this material being bypassed in favor of GST, which was
considered the phase change material of choice for non-planar applications.
There have however been a few demonstrations of GeTe in free space devices
such as optical modulators [151], IR bandpass filters [152], tunable color
filters [153] and Q-switched lasing [122], showing that the materials optical
properties are suited to the needs of the photonic industries.

The apparent lack of GeTe photonic devices can be partially explained by
the high amorphization temperature. In literature the crystallization temper-
ature is quoted to be between 150°C and 230°C, with the most recent work
putting the value at 190°C [154], however the amorphization temperature
is known to be significantly higher, around 600°C. This presents significant
problems for on-chip switching, even with Joule heating. The free space
demonstrations all rely on a tight lattice of metal contacts to achieve the re-
quired temperatures for phase control. This approach would introduce high
losses if used directly on waveguides, and optical switching presents different
constraints on device design and footprint. Ultimately an electrically switch-
able solution would need to be demonstrated, and this may not be possible
for integrated GeTe devices if power consumption is limited.

1.3.5 Novel PCMs

Antimony trisulfide (Sb2S3) and antimony triselenide (Sb2Se3) are alterna-
tive low loss chalcogenides to GST, due to their negligible losses in the near
infrared spectral range and refractive index difference between the amor-
phous and crystalline phases. Both materials have been studied for over 50
years for their thermoelectric semiconductor properties [155], and to this day
the overwhelming focus of research for these materials is the photovoltaic
industry [156–160] due to the low toxicity [161] and band gap in the visi-
ble wavelength range. Sb2S3 has been explored previously for optical and
electric data storage applications, with it being described as a “write once
read many” material or WORM [162–165]. At the time it was noted to have
no intrinsic losses in the near IR in either phase, the importance of which
was overlooked due to the goals of the research. The reason for the lack of
reversible switching was cited as sulfur loss causing film degradation. This
description as a “write once” material, combined with the lack of focus on
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the transparency led to little further development of this material for phase
change applications. This classification was recently disputed in work by
Dong et al. [166] with both electrical and optical switching demonstrated.
However, it is important to note that whilst reversible switching was re-
ported, no experimental demonstration of this key result was presented in
the published work. The integration of Sb2S3 with silicon photonics also
proved to be challenging, with an Al-SiN mirror substrate used to enhance
absorption and improve thermal conductivity which is unsuited for integrated
photonic devices.

The optical properties of Sb2Se3 have been well known for many years,
and recently there has been some interest in the phase change properties
of the material [167]. However this work has always been in the context of
electrical applications such as non-volatile memory. Outside of this work, no
photonic demonstrations of Sb2Se3 have been shown.

1.3.6 Material overview

The key properties of each phase change material have been compiled in Ta-
ble 1.1. These properties include the n and k values in both phases (as well as
the ∆N for easy comparison), phase change speeds, cyclability and volatility.
The values presented here are unlikely to be the fundamental limits of each
material, but a reflection of the published work in the field. More advanced
fabrication techniques or new stoichiometries are likely to improve the ma-
terials for specific applications, given the time and resources for additional
development. As such, materials that have benefited from more research are
further along their development curves. Another important factor to consider
is that in many cases the comparisons are not between similar experiments
and are provided as a guide of what has been demonstrated, not what is
possible only. The crystalline and amorphous n and k values are all con-
firmed by ellipsometry and so are comparable, however the switching speeds
are primarily functions of the device design and switching regime. In the
literature they are often compared, with no discussion of the difference. It is
possible to demonstrate vastly different ”switching speeds” by using differ-
ent cell sizes. For example, the fast crystallization of GST is achieved using
electrically switched cells of the order of 25 nm squared. By comparison, the
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values given for Sb2S3 and Sb2Se3 were measured using an optically switch-
ing area of 1000 nm squared, which will be slower due to the larger thermal
mass and distance for crystal growth. In this work the material switching
speeds are not measured directly, but instead a measure of the cycle speed
was made using the optical pulse length required for a phase change. More
work is needed to understand the material limitations using time resolved
reflectivity measurements.

The cycle durability is used as a measure of the lifetime of these materi-
als. With proper encapsulation, phase change materials can have a shelf life
of many decades, as evidenced by DVD’s, however they can only be subject
to a limited number of phase switches before the change in refractive index is
reduced below a useful threshold. This is a function of both the application
and the material. For commercial phase change devices, very long cycle dura-
bilities have been demonstrated, with the materials introduced in this work
falling far short of the impressive results shown by GST. Finally, there can be
large differences between materials that are nominally the same, for example
from stoichiometric changes during deposition affecting absorption spectra
or changes to the crystal grain size and structure due to different annealing
temperatures, which again makes it challenging to accurately compare be-
tween materials. A like for like experimental comparison of materials would
be needed which goes beyond the scope of the current work.
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1.4 Thesis Outline

I aim to develop a novel conceptual approach for programmable nanophotonic
devices, based on wavefront shaping using a phase change material, such that
an incoming signal can be guided towards any port with very low loss, in
a single device. To date the majority of integrated photonic research has
focused on optical switches/modulators, with optical routing receiving less
attention due to the increased complexity. The most popular approaches for
photonic reconfigurability are based on meshes of cascading switches and all
have an associated large increase in optical losses, device footprint and power
consumption compared with this work.

Other attempts at phase change photonic routers based on phase change
technology have suffered from the inherent loss of the PCMs used. Here we
have developed Sb2S3 and Sb2Se3 as novel low loss PCMs to circumvent this
limit. By annealing amorphous pixels in an otherwise crystalline thin film
PCM on top of an MMI, we aim to shape the wavefront within the MMI
such that the light is guided towards a selected output. This pattern can
be erased and rewritten to change the output intensity, creating an optical
router.

A similar approach to MMI wavefront shaping has already been under-
taken in reference [168] using a different technique to modulate the refractive
index. A pulsed laser was incident vertically onto the surface of a silicon
device, varying the refractive index by ∆n = −0.25, using a free carrier in-
jection. The light propagating through the MMI was guided by the effective
index created by the free carrier injection. However, this technique has the
drawback of only being an ultrafast dynamic change, and requires precise
timing between the pump and probe lasers. With a phase change material,
the refractive index change is permanent and rewritable, allowing for a con-
tinuous probe signal to be manipulated. We shall build on this work towards
the goal of a passive optical router. As this is the first demonstration of
this technique I will limit the work to a router with a single input and two
outputs, however it could be scaled up to many more inputs/outputs.

This thesis sets out by examining the theory of optical waveguiding and,
in particular, the behavior of MMI devices as a function of their dimensions in
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chapter 2. A brief overview of the most commonly used phase change materi-
als is included in this chapter with the underlying theory for the chalcogenide
phase transition.

The basic simulations for the individual photonic elements are presented
in chapter 3, with a focus on the simulation techniques used to design and
optimize each component. A more detailed explanation of the perturba-
tion modeling follows in chapter 4, where the different approaches used to
identify the best performing perturbation patters for a range of devices and
applications.

Chapter 5 details the procedures used for device and film fabrication in the
cleanrooms as well as the experimental set-up needed for the in-situ testing
and characterization of integrated photonic circuits that are presented in the
final chapters.

After identifying the need for a new low loss phase change material, the
development of Sb2S3 and Sb2Se3 is described in chapter 6, where the key
parameters such as switching temperatures, refractive indices for both phases
and optical pulse requirements are presented and compared to existing phase
change materials.

The final results for a compact phase tuner and a novel photonic router
are shown in chapter 7. Using an MZI with a phase change material cladding
above one arm, nearly lossless phase tuning was demonstrated using a com-
pact waveguide length compared to other approaches, with a self-holding
but reversible material change. Finally using an MMI, the idea for a phase
change perturbation based optical router was demonstrated experimentally,
with reconfigurable optical routing between two different outputs achieved
with an extinction ratio of 11 dB between the two ports.
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Chapter 2

Theory and Method

2.1 Silicon Photonics Theory

This work is the product of two distinct areas of research, silicon photonics
and phase change chalcogenides. Conventional silicon photonics is a mature
technology with a well established theory, and a wide range of simulation
software available. By contrast, despite huge industrial efforts to understand
these materials for use in optical storage, chalcogenide PCMs are less well
understood with the core mechanisms still under debate. The wide range of
elemental compositions and the stoichiometric variation within each compo-
sition only adds to this complexity. In this chapter I will first outline the
fundamental photonic operating principles and devices that form the basis
for chalcogenide integration, before moving on to explore the most current
phase change research.

2.1.1 Total Internal Reflection

The theory behind the interaction of light and a material interface which gives
rise to waveguide confinement was first described in full by Ibn Sahl in 984,
and was since rediscovered a handful of times most popularly by Willebrord
Snellius who gave his name to the equation, Snell’s law. It can be derived
using a number of approaches such as heuristic momentum conservation,
Fermat’s principle, or as a by-product of Maxwell’s equations, but in any
case describes the relationship between the refractive indices and angles of
incidence for light between two mediums. It makes the assumption that light
propagates in straight lines through a homogeneous medium (known as the
geometrical optics or ray optics approximation).
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n1sin(θ1) = n2sin(θ2) (2.1)

In the case where n1 < n2, and the angle of incidence (θ1) is large, Snell’s
law requires that the sine of the angle of refraction be greater than 1. This
is impossible and gives rise to a boundary condition known as total internal
reflection, where the light is reflected at a boundary interface as opposed to
refracted. The largest possible angle of incidence is known as the critical
angle, above which light will be unable to exit the medium and Snell’s law
can be rewritten in the following form to express it:

θc = sin−1(
n2

n1

) (2.2)

2.1.2 Dielectric waveguides

The critical angle can be exploited to “trap” light in a medium by injecting it
into a structure with a lower index material on all sides at or above the critical
angle. Shortly after the invention of the laser, fiber optic waveguides were
developed that could transmit optical signals over great distances as shown
in figure 2.1. The light is constrained to the core by a small index step change
between the core and cladding of the fiber, both of which are made from silica.
With the rise in demand for integrated solutions, planar waveguides have also
been developed, built on the same principles and typically using silicon as
the guiding medium and silica as the cladding, although other platforms
exist such as silicon nitride. Different waveguide geometries can be seen in
figure 2.2. The large difference in index between the two materials allows
for low radius bends without loss, and builds on existing CMOS fabrication
capabilities. The most popular waveguide structures are shown in figure 2.2,
with the rib waveguide structure being used in this work, where the light is
confined to a 220nm thick silicon slab which has been etched back to leave a
500 nm wide, 100nm high rib. Other geometries are possible with the ridge
and embedded waveguides operating in the same way as the rib waveguide.
The slot waveguide stands apart from the other designs due to the mode
being partially confined to a lower index region, between two silicon ridges,
neither of which is wide enough to support a mode. The dimensions of these
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waveguides are smaller than the wavelength of the light that propagates
within in, as such the ray optics assumption is no longer valid and a more
complete modal description is required.

n=1.44

Figure 2.1: The propagation of light in a modern 1550 nm fiber.

Figure 2.2: The most common types of planar photonic waveguide geome-
tries, where the darker shade represents the higher index material in each
case.

A full electromagnetic description of the propagation of light inside pho-
tonic structures can be derived from Maxwell’s equations, however as non-
planar dielectric waveguides do not have analytical solutions (except for the
special case geometry of circular optical fibers), I will outline the effective
index method which is made use of throughout this work, both for under-
standing the wave propagation within a device, as well being the method
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of choice for 2D approximations of 3D models that effectively reduce the
computational requirements in terms of time and memory.

The effective index method assumes that the lateral dimensions are signif-
icantly greater than the longitudinal dimensions, and that the vertical index
contrast is low. As such the waveguide modes can be approximated by the
time dependent wave equation (or Helmholtz equation) [169]:

∇2Ψ(x, y, z) + k2
0n

2(x, y)Ψ(x, y, z) = 0 (2.3)

Where Ψ represents any of the field components. Due to the invariance
in the z direction, the z dependence of Ψ is given by

Ψ(x, y, z) = ψ(x, y)e−iβz (2.4)

This reduces equation 2.3 to

∇2
xyψ(x, y) + (k2

0n
2(x, y)− β2)ψ(x, y) = 0 (2.5)

By writing ψ(x, y) = F (x, y)G(y) where F (x, y) is a slowly varying func-
tion of y, such that

∂F

∂y
= 0 (2.6)

equation 2.5 becomes

F (x, y)
d2G(y)

dy2
+ 2

∂F (x, y)

∂y

dG(y)

dy
+G(y)(

∂2F (x, y)

∂x2
+
∂2F (x, y)

∂y2
)+

(n2k2
0 − β2)F (x, y)G(y) = 0

(2.7)

which reduces further to
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1

G

d2G

dy2
+

1

F

∂2F

∂x2
+ (k2

0n
2(x, y)− β2) = 0 (2.8)

By separating the variables and introducing the y-dependent variable
neff(y) due to the weak y-dependency of F (x, y) we recover

1

F

∂2F

∂x2
+ k2

0n
2(x, y) = k2

0n
2
eff(y) (2.9)

1

G

d2G

dy2
− β2 = −k2

0n
2
eff(y) (2.10)

To apply these equations, first the waveguide is divided into sections
which are assumed to have a refractive index profile independent of y, reduc-
ing equation 2.9 to

∂2Fi
∂x2

+ k2
0n

2
i (x)Fi = k2

0N
2
eff,iFi (2.11)

Solving this equation gives the effective index distribution neff(y) which
can then be used to solve 2.10 to recover the propagation constant β and the
mode profile G(y):

d2G

dy2
+ (k2

0N
2
eff(y)− β2)G = 0 (2.12)

2.1.3 Multi-modal Interference Theory

Multimode interference devices (MMIs) have been under investigation for
over three decades due to their use as switches [170], modulators [171], bal-
anced coherent receivers [172] and ring lasers [173]. They are small, easily
fabricated, polarization insensitive [174] and importantly show self-imaging
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points for given geometries which simplifies their design and enables ex-
tremely efficient signal splitting. If the effective index could be modulated,
their self-imaging points will be changed, providing a powerful tool for inte-
grated optics.

A multimode interference device is built around its inherent property of
self-imaging points. Self-imaging points within a slab waveguide were first
described by Bryngdahl in 1973 [175]. He showed that for a given input
field profile, it is reproduced in single or multiple images at periodic intervals
along the propagation direction of the waveguide. A thin slab waveguide
only supports a single mode in the transverse direction, so the propagation
of the light can be investigated in a 2D regime. Throughout this work I will
refer to MMI devices as M × N devices, where M is the number of inputs,
and N the number of outputs of the device.

An MMI device has a width that can support many modes. The inter-
ference of these modes leads to the intensity patterns that are exploited to
create high efficiency splitters by positioning output tapers (to increase the
coupling efficiency) at points of high intensity. To calculate the optimum
length for an unperturbed device we start with the dispersion equation for a
rib waveguide of width W that can support m modes (ν = 1, 2, 3...(m− 1))
at a free-space wavelength λ0.

(
(ν + 1)π

W

)2

+ β2
ν = k2

0n
2
r (2.13)

Where the first term is the lateral wavenumber (ky,ν) squared and βν is
the propagation constant, nr is the effective index of the waveguide. (A full
derivation of this is beyond the scope of this work, and has been conducted
by Lucas B. Soldano and Erik C. M. Pennings [170].)

By using the binomial expansion with ( (ν+1)π
W

)2 � k2
0n

2
r the propagation

constant can be found as

βν ' k0nr −
(ν + 1)2πλ0

4nrW 2
(2.14)
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Defining Lπ as the beat length between the two lowest-order modes

Lπ =
π

β0 − β1

' 4nrW
2
e

3λ0

(2.15)

we can write the propagation constants spacing as

(β0 − βν) '
ν(ν + 2)π

3Lπ
(2.16)

With a field profile of Ψ(y, 0) input at z = 0, a modal field distribution
of ψν(y) is found for all modes:

Ψ(y, 0) =
∑
ν

cνψν(y) (2.17)

The field excitation coefficient cν can be estimated using the overlapping
integrals

cν =

∫
Ψ(y, 0)ψν(y)dy

(
∫
ψ2
νdy)0.5

(2.18)

and assuming there are no unguided modes (a reasonable assumption for
a slab structure), the input field becomes

Ψ(y, 0) =
m−1∑
ν=0

cνψν(y) (2.19)

At a distance z this becomes

Ψ(y, z) =
m−1∑
ν=0

cνψν(y)exp[i(ωt− βνz)] (2.20)
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From this, it can be found that at

L =
1

N

(
3Lπ

4

)
(2.21)

there will be N-fold images for the first time, where N ≥ 1 are integers
with no common divisor. So for a 1 × 2 MMI silicon rib waveguide to
function as a 50/50 splitter with a width of 6 µm at 1550nm, the length
should be 32 µm, and doubling this length should recover the initial input
field. Simulating a 64µm device does indeed show two high intensity areas
32 µm from the input, and a self-imaging point at the full length of the device
(Figure 2.3).

Figure 2.3: Intensity distribution for a 64 µm long MMI, showing a self-
imaging point.

2.2 Chalcogenide phase change materials

The underlying mechanics of chalcogenide phase change materials have been
the subject of intense research for several decades. Despite the large variety
of commercial phase change technologies such as rewritable CD’s, DVD’s
and RAM there is still no consensus on the exact structural changes that are
responsible for the bistable phases of these materials. The basic principles
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are well understood and this section briefly outline the most popular theories
to explain the core mechanisms, however this quickly falls outside the scope
of this work. Due to the lack of research into the transitions within Sb2S3

and Sb2Se3 I will only focus on GST and GeTe, as they have been extensively
studied by Raman, XRD and EXAFS spectroscopy, as well as ab initio and
X-ray Absorption Near Edge Structure (XANES) simulations.

The property which makes chalcogenide phase change materials so useful
is the ability to exist in different stable states at the same temperatures for
years at a time, and for each state to be thermally accessible from the others
at achievable temperatures. At its most basic level this is due to the atomic
rearrangement of the PCM being dependent on both time and quench rate
during cooling from above its glass transition temperature (Tg). There are
other factors that effect this ability, with the PCM thickness and adjacent
interface materials being almost as important for reversible phase change as
the material choice.

The common explanation given is that when a PCM is heated to above
its Tg, it can cool via two different routes. Firstly, if the quenching rate is
slower than the crystallization speed, the nucleation sites within the material
can grow a crystalline structure with long range order, allowing the atoms to
rearrange in an energetically favorable lattice. The crystal size is proportional
to the number of nucleation sites and the cooling rate, with a slower rate or
fewer nucleation sites causing larger crystals to grow. If the quench rate is
faster than the crystallization speed, the material can be cooled fast enough
to “trap” atoms in their melted disorganized state, or the amorphous state
as shown in figure 2.4. If that is the case then there is no long range order,
changing the properties of the material. So long as the Tg is not exceeded,
the internal energy of the material is not sufficient to overcome the bonds in
either case, and no further rearrangement is possible.

Chalcogenides are not the only materials in which this is possible. In
fact any crystalline material is theoretically capable of this reversible phase
change, with phase change silicon now being explored due to the potential
benefits it would offer [176]. In contrast to the germanium implantation
discussed in section 1.2.5, this is direct thermal access of the amorphous and
crystalline silicon. So why are the chalcogens the only materials that have
been considered PCMs until recently? The issue for many materials is the
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a b

Figure 2.4: Illustration of the two phases of a hypothetical phase change
material, (a) crystalline (b) amorphous.

quench rate required for amorphization is often unachievable, at least with
current approaches. In the case of silicon, a rate of 950 Kelvin per 10 ns is
required. This was achieved with a high power nanosecond laser, preventing
this technique from being developed outside of a laboratory for now. In the
case of the chalcogens, the quench rates (and Tg) are sufficiently low to be
easily accessible through optical or thermal heating.

It is not well understood which property of chalcogenides separates them
from and other glassy materials in terms of amorphous quench rates, how-
ever the most widely supported theories all center around the importance
of vacancies within the crystal lattice [177–180]. Initial studies agreed that
the crystalline structure of Ge2Sb2Te5 consists of two different structures de-
pending on the exact cooling profile and interface geometries. It was been
reported to have a meta-stable rocksalt face centered cubic (FCC) structure
or a stable hexagonal structure [181], confirmed by electron diffraction and
X-ray diffraction. The conclusions were that the 20% vacancies within the
lattice allowed for the easy transition between the crystalline phase and an
amorphous phase due to the extra space enabling a higher degree of element
migration at lower temperatures. More recently in 2004 this was disputed
by Kolobov et al. [182]. In their work, it was found that there was no overall
rocksalt structure, but well defined, rigid building blocks with random ori-
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entations. In the crystalline phase, a model based on the rocksalt structure
was used as a starting point for interpreting the results of X-ray absorption
fine-structure spectroscopy (XAFS), and good agreement was found between
the model and experimental results for the Te-Ge and Te-Sb bonds, with
no Sb-Ge bonds detected. Additionally, the second-nearest neighbor Te-Te
bond resulted in a predicted peak. However, their results differ from the
basic model with an overall intensity decrease, suggesting that the rocksalt
coordination number (the number of atoms that a the central atom holds as
its nearest neighbor in a crystal structure) was under filled by a factor of 2
or more. Furthermore, the relative mean-squared displacement of the Te-Ge
and Te-Sb bond lengths were lower than predicted, suggesting that the Ge
and Sb atoms deviate from a rocksalt structure in a correlated manner with
respect to the Te atoms, as is the case for ferroelectric GeTe, which exists as a
distorted rocksalt-like structure. This is further supported by the similarities
in bond length observed in both materials for the Te-Te bonds as a result
of a buckled lattice. The shorter bonds are more rigid and provide anchor-
ing points for the local structure, leading to the hypothesis of rigid building
blocks arranged with random orientations, and explaining the under filled
coordination number as many atoms would not be able to fill their valence
shells. These missing electrons must be donated to the Ge/Sb from Te or-
bitals, creating vacancies. The authors acknowledged that this is a simplified
view, but none the less it strongly suggests that the vacancies are an intrin-
sic part of the GST structure. Increasing the Ge/Sb atomic concentrations
does not reduce these vacancies, but accumulate at grain boundaries, again
pointing towards the vacancies being integral to the structure [183, 184].

To complete this picture, we must also consider the amorphous structure,
which until this point has been referred to as a disorganized structure. This
is not entirely true, again with the bond lengths telling an interesting pic-
ture. Unexpectedly the Te-Ge and Te-Sb bonds are shorter and stronger (as
measured by the Fourier transform of k-space EXAFS data), while the Te
second-order neighbor peak is much weaker, but not removed. It is expected
that for a three dimensional covalently bonded solid the bond length would
increase in the amorphous phase due to a worse packing fraction [185]. There
is also an associated increase in the density of the GST [186]. This can be
explained as, when heated above the Tg the inter-block bonds are broken,
resulting in stronger intra-block bonds and an increased short range order
compared with the crystalline phase. Raman spectroscopy provides evidence
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for this as the modes are more rigid in the amorphous phase as compared
with the crystalline phase. XANES simulations show that the closest agree-
ment with experimental results can be found where the Ge atoms are able
to fill its preferred tetrahedral surroundings, thus occupying octahedral and
tetrahedral symmetric positions in the crystalline and amorphous phases re-
spectively. The large thermal stimulation required for amorphisation, breaks
the weaker bonds and allows the Ge atoms flip into the tetrahedral position.
(Figure 2.5) This is only possible due to the vacancies within the crystalline
structure and is the cause of the large shift in optical and electronic prop-
erties of GST in each phase, as a result of the change to hybridization from
crystalline p-type bonding to the amorphous sp3 hybridization.

Figure 2.5: Local structure of the GST in the crystalline (a) and amorphous
(b) phases with the red atom representing the Ge atom within a GST lattice.
The Ge atom can be seen to transition between an octahedral and tetrahedral
configuration for the crystalline and amorphous phases respectively.

,

As noted in the textbook ”Chalcogenide Glasses” [187], the switching
mechanics become more complex when the entire environment is considered.
The crystallization is a two step process, initiated by crystal nucleation then
propagated by crystal growth. For thin films, the nucleation can be homo-
geneous or heterogeneous if the volume under discussion is in contact with a
preferential nucleation site, such as an impurity or boundary surface. Where
an impurity or boundary surface is present, there is an associated (Gibbs)
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free energy, reducing the barrier energy for nucleation. If a PCM film is
only several times thicker than the internal lattice constant, then these inter-
face effects can dominate the crystallization. High resolution TEM reveals
nanocrystals of 1-2 nm in size in a thin (20 nm) amorphous GST film, so it is
safe to assume the critical nuclei is smaller than this. Classical approaches to
modeling a heterogeneous nucleation mechanisms reply on defining a volume
bound by a substrate and a wetting angle. However where the critical nuclei
size is similar to that of the lattice constant this method breaks down as a
wetting angle is only valid for macroscopic approximations. Bërangére sets
out a new approach, assuming the critical crystalline embryo is cubic, and is
discussed in detail in Chalcogenide Glasses, Ch 18 [187]. He finds that the
level of poly-crystallinity for an optically annealed spot is directly related to
the substrate interface material and that the crystallization time increases
exponentially for film thicknesses below 10 nm.

So far I have only discussed the theory of GST phase change, due to the
wide range of research into the material. The use of Sb2S3 and Sb2Se3 as
phase change materials has been limited up until now, with most of the work
in the field focusing on the capabilities of the materials over the fundamental
dynamics. It is likely that the same vacancy arguments hold true for these
chalcogens as well however, given the uncertainty of the mechanisms for GST,
a material that has been used for over 50 years in a wide range of devices,
it seems unlikely that a complete understand is within reach. I will present
a quick overview of the work towards an understanding of the dynamics of
Sb2S3 and Sb2Se3 as a starting point for future investigations. I hope that
as the potential of these materials is discovered, it will create the drive to
theoretically understanding these new materials from a photonic perspective.

When Sb2S3 was first introduced as phase change material in 1995 [188],
several different phases were presented as thermally accessible, with orthorhom-
bic and tetragonal structures reported by x-ray diffraction. Beyond identify-
ing the temperatures for each structure there was little focus on the atomic
arrangement, with XPS being used to show antimony and sulfur loss during
heating, which resulted in the WORM (write once, read many) description.
More recently, the atomic structure of Sb2S3 was investigated using high
pressure Raman spectroscopy and XRD [189], and both Sb2S3 and Sb2Se3

being studied by the same techniques [190]. These studies showed two con-
sistent phase transitions at pressures of 5 and 15 Gpa, whilst a full return
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to the amorphous phase was seen after full decompression. The conclusions
were that these transitions are a result of strong phonon-phonon coupling
resulting in a change to the electronic band gap. The strongest evidence for
the presence of a semi-ordered amorphous phase with vacancies (or defects)
resulting in the phase change properties comes from studies into K2Sb8S13

(KSS) [191], where analogous to GST, an increasing degree of short range
order was seen in the two identifiable amorphous phases. The large band-gap
change between the amorphous and crystalline phases was compared to the
shift seen for GST (where the authors attributed the shift to the change in
coordination number and geometry as the germanium coordination transi-
tions from octahedral to tetrahedral). The authors propose that unlike the
GST, the shift seen in KSS is more dependent changes to orbital overlaps
between the phases. As the exact structural changes that underpin the ex-
traordinary band-gap change are not fully understood I expect there will be
significant work in this direction as the capabilities of Sb2S3 and Sb2Se3 as
photonic phase change materials becomes clear.
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Chapter 3

Numerical Modeling

3.1 Introduction

Non-planar dielectric waveguides do not have analytical solutions for their
mode structure, except for a few structures exhibiting radial symmetry, such
as circular optical fibers. [192] Numerical methods however can be used to
solve the modal propagation of electromagnetic radiation within a photonic
structure. In this work, a finite difference time domain (FDTD) solver was
used as part of the Lumerical software package, which I will outline below.

The most comprehensive, and resource heavy method is the full 3D FDTD
solver. To use this solver, an accurate model of the structure is created in
the simulation environment. This is a full representation of the device en-
vironment including the material properties and dimensions as well as the
optical source configuration. The solver breaks the simulation into a 3D
mesh, where each cell is significantly smaller than the wavelength of the light
source. Using a predefined electromagnetic source as the initial condition,
the time-dependent response is calculated by solving Maxwell’s equations for
light propagation in each cell and using the results of the first cells as the in-
puts to the adjacent cells. With a suitably small mesh cell size, this provides
the best agreement between simulated and experimental results. However,
the main drawback is the computational cost, with the memory requirements
scaling with volume (λ/dx)3 and the simulation time with volume (λ/dx)4.
This makes it impractical for optimizing devices, or testing broadband re-
sponses, as the run time for a single iteration can quickly reach multiple
days. Reducing the mesh accuracy is not a viable approach beyond a certain
point as there is an associated decrease in correlation with a real device,
particularly if the mesh size is comparable to feature sizes.
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Due to the high computational demands associated with full 3D simu-
lations, often it is desirable to approximate the system. For planar waveg-
uide geometry, where there is little coupling between different supported
slab modes, it is a reasonably good approximation to assume a 2D effective
model description. This is called the effective index method and works by
solving the effective index of the device in the z-axis, reducing the model to
a 2D model, where simulation time scales with volume (λ/dx)3 as opposed
to (λ/dx)4 for the full FDTD simulation. For the purpose of the modeling
in this thesis, the x-axis is always the direction of propagation through a
planar device, the y-axis is the lateral dimension of the planar model and the
z-axis is the vertical dimension from the substrate to the cladding, as seen
in the introduction. Since a mode propagating through a 2D structure only
experiences the effective index of the device, this method still provides a high
degree of accuracy, but with a short enough run time to allow for parameter
optimization. A full 3D simulation should however be used to confirm the
final device’s results response, as the assumptions of the 2D model may not
be valid for some designs. To simulate the response of a larger optical circuits
composed of many individual devices, the scattering matrix (S-matrix) for
each device can be extracted from simulations, which maps the input modes
with the output modes. The S-matrices can then be multiplied together
to quickly calculate the circuits behavior. These S-matrices were not used
in this work, but provide a route towards designing larger programmable
circuits based on the results seen in chapter 7.
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Figure 3.1: Work flow for silicon photonic design using the Lumerical software
package.

In the following, a number of basic elements in the integrated photonics
toolkit are described in more detail.
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3.2 Planar optical waveguides

3.2.1 Finite difference eigenmode solver

The electric field intensities within straight rib waveguides were modeled us-
ing the 2D effective index approach. Initially the supported modes of a struc-
ture are calculated using a single slice through the structure, perpendicular
to the direction of propagation. This approximation assumes translational
invariance of the modes, which is valid only for structures with no variation
in the propagation direction, however multiple slices could be used to model
the coupling of the mode over adiabatic dimension changes. All the waveg-
uides modeled in this section shared the same geometry, and were capped
with a thick (250 nm) SiO2 layer above any PCM layers unless otherwise
stated. A 100 nm layer of silicon with a 500 nm wide, 120 nm high rib of
silicon is built on top of an infinitely thick SiO2 layer as seen in figure 3.2,
a good approximation for a device with several microns of capping material.
The mode is well confined to the center of the rib structure.
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Figure 3.2: Geometry of a single-mode TE rib silicon-on-insulator waveguide.

Since the deposition techniques used to deposit a PCM would always leave
some thin films to the side of the waveguides, whenever another material is
simulated above the waveguide, it will also be simulated in the trenches on
either side of the rib waveguide to better match the fabricated devices. This is
included in all the models of rib waveguides. The materials deposited directly
onto the waveguide can have a large effect on the modal confinement and
propagation loss of the waveguide, although with precise e-beam lithography
the size of the affected area can be minimized.

25 nm thick cladding layers were simulated above a straight TE waveg-
uide with a thick (250 nm) SiO2 capping layer as seen in Figure 3.3. The
modal overlap with an unclad straight waveguide was calculated and used to
compare how well the mode is confined to the silicon waveguide. The mesh
cell sizes were the same in all cases, being 2 × 1 nm in the y and z directions
respectively, providing enough data points throughout the thin PCM films.
The amorphous films (Figures 3.3 a,c,e) all performed well as expected, with
GST showing the lowest overlap, due to the high index cladding pulling power
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out of the silicon. However, the film is not thick enough to support a new
mode. The Sb2S3 gives the best overlap, as the index is lower than silicon
so it acts in the same way as the silica capping. The Sb2Se3 has an index
similar to that of silicon, so acts as an enlarged waveguide. This reduces the
overlap with a silicon waveguide, however the difference is due to the light
being able to propagate in both materials without any additional losses. The
increased modal overlap with the PCM layer, as compared with the Sb2S3

clad waveguide, should increase the effective index change between the two
phases of the Sb2Se3, leading to a stronger guiding effect in a device.

a

0.956

c

0.995

e

0.978

b

0.288

d

0.987

f

0.968

Figure 3.3: Normalised intensity distribution of the fundamental TE mode
within silicon rib waveguides with different 25 nm thick cladding. The modal
overlap between the different results and an unclad silicon waveguide is shown
in the bottom left of each panel, with 1 being a perfect mode overlap. (a)
Amorphous GST. (b) Crystalline GST (c) Amorphous Sb2S3 (d) Crystalline
Sb2S3 (e) Amorphous Sb2Se3 (f) Crystalline Sb2Se3

A different story is seen for the crystalline films (3.3 b,d,f), with the GST
clad waveguide having the lowest mode overlap of all the materials. Due to
the high refractive index compared to silicon, the mode propagates inside
the GST layer where the absorption losses are orders of magnitude higher
than the other PCMs. The crystalline Sb2S3 and Sb2Se3 perform similarly
to each other, due to both having an index slightly higher than the silicon,
allowing a larger proportion of the power to propagate along the walls of the
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waveguide and in the PCM layer as compared with a bare silicon waveguide.

If the thickness of GST is reduced to 10 nm or below, it is no longer thick
enough to support a mode even in the crystalline phase, and the light once
again propagates inside the waveguide. However this reduces any effective
index change, and is still highly lossy, as a significant proportion of the
intensity is pulled up into the highly lossy cladding. It is for this reason that
all silicon photonic devices with GST films use a 10 nm thick layer.

3.2.2 Mesh accuracy

Having confirmed that the modified waveguides could support a fundamental
mode in the silicon (except in the case of a thick GST layer), the waveguide
losses were modeled using a 2D FDTD solver. Unlike the mode intensity
modeling, where only a single slice was simulated at a high mesh setting,
there were many parameters of interest such as the effects of PCM thickness
or wavelength on the transmission losses that could be quickly calculated.
As such it was necessary to test a range of mesh settings to find a reasonable
convergence between result accuracy and run time. A 10 µm long SOI rib
waveguide was modeled using the same geometries as figure 3.2, both with
and without a PCM cladding above the waveguide and run with a range of
mesh settings. The mesh accuracy setting is a constant from 1 to 6, with
1 being a coarse mesh, and 6 being a fine mesh (giving the best results).
This setting increases or decreases the average number of mesh cells per
wavelength in the simulation, however the software constructs an appropriate
non-uniform mesh density based on the geometry and material index, with
higher index materials or material interfaces having a higher mesh density.
Because of this, the meshing will vary between different models, so it is rarely
an exact comparison. It is possible to specify a uniform user-defined mesh
with a well understood, linear change between each simulation, however this
is not as trivial as it first seems, as decreasing the mesh cell size can result
in mesh cells that contain a material interface. Since the average result
for the whole cell is used this can lead to large losses being observed for the
surfaces between different materials, or a divergent result prematurely ending
the simulation as optical power is unaccounted for. The internal meshing
function takes this into account to automatically generate a suitable mesh.
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The automatic meshing was used in all cases to ensure the simulations ran
without divergence errors.

The convergence testing was run on a bare silicon waveguide and a 25 nm
thick amorphous GST clad waveguide to test the different loss regimes from
very low loss (Si) to high loss (GST). As can be seen in figure 3.4, the sil-
icon waveguide converges more quickly (due to the lower refractive indices
present in the model), and after mesh setting four there is little improvement
in terms of accuracy, with even the first 3 levels of accuracy providing a good
result. A different story was seen for the GST clad waveguide, where due to
the very large step-index change and tightly confined mode within the GST
layer, increasing the density of mesh cells drastically changes the absorption
losses measured. This is because the number of mesh cells within the thin
GST layer corresponds to the fidelity of the electric field, and therefore cal-
culated absorption. The first mesh cell accuracy provides a result with 12%
transmission, a huge error from the converged result of 58%. As there is only
a single mesh cell in the GST layer in the z-direction, the intensity calcu-
lated is the sum of the entire electric field. As more mesh cells are added, the
model is better able to account for the power that propagates just outside
the GST layer, or within the layer but at a lower intensity. By a mesh setting
of 4, again the results are reasonably well converged, so this was chosen for
all future waveguide models.
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Figure 3.4: Transmission of a 10 µm long SOI rib waveguide for different
mesh accuracy settings for unclad, and 25 nm clad amorphous GST.

3.2.3 Propagation losses

With a working model established and an accurate mesh setting found, the
same model was run with varying thicknesses of PCM claddings to study
the effects of film thickness on transmission. In all cases, the mesh accuracy
setting was kept at four and the waveguide geometry unchanged, except for
the increasing capping layer thicknesses. As mentioned this will change the
meshing geometries to account for the moving interfaces, however whilst an
individual result may be subject to some noise because of this, the overall
trends are insensitive to this noise. Since the phase change materials of
interest are not included in the standard library of materials (whereas silicon
and silicon dioxide are) they were added manually using 3D sampled datasets.
The exact data sets used were measured using ellipsometry and can be found
in chapter 6 (Material Study). Lumerical then fits a polynomial function
to both real and imaginary parts, which it can use for arbitrary discrete
wavelength simulations. It is worth noting that the automatic fitting function
does not always work well for c-band wavelength simulations as it attempts
to fit the entire wavelength range with the default number of parameters (6),
and using the sum of mean squared errors (MSE) for real and imaginary parts.
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This means that for a model fitted over the whole wavelength range, there will
be localized errors over a small range due to the polynomial changing more
slowly than the real values of n and k. This error is small in absolute terms,
however if the imaginary part is close to 0 over the wavelength range, it makes
little attempt to fit this part well as the contribution to the overall MSE is
often much smaller as compared with the real part. For materials with no
losses, a small error from 0 can introduce a lot of incorrect absorption into a
mode. For the low loss chalcogenides used in this work, the wavelength range
fitted was reduced to 1500 nm to 1600 nm, and the number of coefficients
increased to 10. Finally, the weighting of the MSE of the imaginary part was
amplified by 100 to ensure it is fitted to the same relative accuracy as the
real part. (Figure 3.5)
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Figure 3.5: The material fits for the refractive index of Sb2Se3. Blue lines are
Lumerical fits, red data is the measured material values. (a-b) The automatic
fit for the real and imaginary parts of refractive index. (c-d) The best fit for
user defined parameters for the real and imaginary parts of refractive index.
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Figure 3.6: The transmission of a 10 µm long planar waveguide for different
thickness of cladding layers normalized to the insertion power, using the 3D
FDTD solver. (a) Silicon and silicon dioxide, (b) GST, (c) Sb2S3, (d) and
Sb2Se3.

Figure 3.6a shows the transmission for a waveguide with both a conven-
tional SiO2 cladding, as well as if it were capped with additional silicon.
Since the deposition would be on both the rib, and to the sides, this would
have the effect of increasing the height of the waveguide whilst leaving the rib
height unchanged. This provides a comparison for the “ideal” phase change
material, which would be perfectly index matched to silicon in one phase. A
further extension to this work would be to etch the silicon back further than
the desired thickness in areas where a PCM would be deposited, then use
the PCM to backfill the waveguide to the correct height, creating a PCM
guiding section to enhance the mode overlap. This has not been considered
due to the added complexity of this fabrication.

Increasing the SiO2 cladding from 0 to 80 nm resulted in a slight increase
in transmission from 98% to 98.5% as expected as the SiO2 acts to index
match the silicon with the air above whilst still maintaining a mode guided
entirely in the silicon, reducing any losses from modal dispersion. In a true
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single-mode waveguide these losses would not exist, however there is always a
small component of the light propagating in modes besides the fundamental
TE mode. For an increased thickness of silicon, a small transmission increase
of 1% is seen for the first 30 nm of silicon deposited as there is a greater sepa-
ration between the lossy surface and the mode power. After that, increasing
the thickness reduces the transmission as the waveguide starts to support
multiple modes, reducing the transmission in the fundamental mode.

In the case of GST, seen in Figure 3.6b, both phases show huge losses,
with the transmission dropping from the initial 98% to 8% over the 80 nm
of amorphous GST thickness. For the crystalline GST, the transmission
drops immediately to 4e−2% with even 1 nm of cladding and continues to
decline from there. It is for this reason that GST is limited in its use to
phase sensitive applications where amplitude losses are not a consideration,
or in applications where a very small volume can be used such as for nano-
antennas.

Sb2S3 (Figure 3.6c) has a lower index than silicon in the amorphous phase,
and a very similar index to that of silicon when in the crystalline phase. As
such it performs very similarly to the silica/silicon claddings respectively seen
in 3.6a, with the crystalline phase (n = 3.308) an almost perfect match to
the silicon cladding. The amorphous phase has the same shape, although
the transmission remains high for increasing thickness as due to its lower
index of 2.712 it works well as a cladding layer, similar to the silica capping
but less strongly guiding due to the lower index contrast. Amorphous Sb2Se3

(Figure 3.6d) has almost identical properties to crystalline Sb2S3 or silicon, so
again the same response is seen. However in the crystalline phase, a drop in
transmission is seen for films thicker than 25 nm compared to the amorphous
film. As film thickness increases this loss increases exponentially. From this
a film thickness of 25 nm was chosen as the best trade off between effective
index and loss.

In reality, the largest cause of loss inside silicon planar waveguides is sur-
face roughness caused by the etch, or fabrication tolerances. Neither the
roughness or any tolerances are accounted for in these models as including
surface roughness drastically increases the meshing density needed for an ac-
curate result, however for well-designed and fabricated waveguides the losses
from these imperfections are often far smaller than the losses introduced by
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integrated devices such as MMI’s. For larger circuits the propagation losses
can play a significant role, but other waveguide designs or platforms such as
silicon nitride are able to reduce the losses to 0.01 dB/cm and below.

negligible in comparison to the losses from integrated devices. Similarly,
the crystalline material models are for a homogeneous material with the same
n and k as the bulk crystalline samples. This is not a physical model and
excludes any losses introduced by the crystal boundaries such as scattering
losses, however a more accurate model of these mechanisms is beyond the
scope of this work. For large PCM volumes, the total propagation loss of a
device could be measured experimentally and compared with the homoge-
neous material models to validate the assumption that the simulated material
is representative.

3.3 Grating couplers

To couple light in and out of planar photonic waveguides there are two pop-
ular techniques. The first is end coupling, where the edge of a photonic
chip is polished, and light injected directly into the waveguide, using either
a tapered waveguide to better match the mode size inside an optical fibre
or using an objective to focus the light from a fibre down to the dimen-
sions of the waveguide. Edge coupling typically provides the lowest insertion
losses, however it requires more precise alignment (and therefor stability) as
compared to grating coupling. In this work grating couplers were used for
all devices due to the ease of fabrication (they can be written in the same
photolithographic step as the waveguides) but also as there was a working
design within the research group that was compatible with our fabrication
limitations.

A grating coupler is an interference device, which works using an effec-
tive index array in the same plane as the waveguide to create constructive
interference of the incoming light with the same wave-vector as the waveg-
uide. Due to reciprocity they also function to couple light out of a waveguide
back into a fibre. A grating width of 10 µm was used, and a 200 µm long
adiabatic taper used to couple light between the grating and the 500 nm
wide waveguide. The grating had a pitch of 670 nm, with a duty cycle of
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0.5. For simulating this grating, the fibre was incident upon it at an angle
of 8◦ to reduce back reflections and couple all the light directionally into the
waveguide, and not split between two directions as shown in figure 3.7.

x

z

98°

Grating pitch

Etch depth

Silica fibre

Fibre core

Fibre 
cladding

Figure 3.7: Schematic showing the arrangement of a silica fibre being incident
upon a grating coupler.

This has been simulated in 2D (as the coupling can be assumed to be in-
variant with width), and the wavelength response shown in figure 3.8. Whilst
not exactly centered around 1550 nm, the performance was very good, with
50% efficieny at the central wavelength, so no changes where made to this
tested design to reduce the risk of failure, as a poorly performing grating
design will adversely effect every device on the wafer.
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Figure 3.8: The coupling between a silica fibre and a simulated grating
against wavelength from 1500 to 1600 nm, showing a maximum coupling
efficiency of 50% at 1578 nm.

3.4 Multimodal interference regions

MMI devices were modeled in the same way as the straight waveguides, with
a 2.5D simulation used to optimize the parameters or conduct sweeps, and a
full 3D simulation only ran to confirm the accuracy of the 2.5D results. The
input and output waveguides were modeled to be the same as in section 3.2,
a 220 nm SOI waveguide with a width of 500 nm. This width was used as
it only supports the fundamental TE mode, and had been previously used
by the group to successfully fabricate waveguides. An adiabatic taper from
the 500 nm up to a 1000 nm width was used to connect the waveguides to
the MMI region to increase the coupling efficiency between the waveguide
and MMI. The MMI region itself is similar to the waveguides, but with an
increased width to allow for multimodal interference. As shown in equation
2.21, the length or width can be varied, but a self-imaging point will always
be present in an infinitely long device, it is simply a case of optimizing one
or both dimensions to ensure your output tapers are placed at a position of
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high mode purity to ensure strong coupling.

3.4.1 Mesh accuracy

To wavefront shape within an MMI an accurate model of the response of an
MMI to perturbations was needed. Initially an MMI with a single input and
two output waveguides was chosen as the starting point. The dimensions of
the MMI were predicted from theory, using the effective index of the material
stack and equations previously described. For a 1 × 2 MMI it was predicted
from MMI theory that arbitrarily fixing the width to 6 µm resulted in an
MMI length of 33.8 µm for optimized coupling.

A convergence test was carried out, with the simulation run at each mesh
setting from 1 to 6 as with the straight waveguides. A similar trend to the
planar waveguides was seen (figure 3.9). The coarse setting showed a lower
transmission of 41.5% in both outputs, which converged to 46.5%. Due
to the changing cross section of the tapers in the propagation direction, the
automatic meshing has a high density, even at low settings so as to accurately
model the surface. By replacing the tapers with fixed width waveguide of
either 500 nm or 1 µm it is possible to reduce the meshing density, and
therefore simulation time. For the same computer resources the simulations
could then be run at a higher setting, however it was seen that the tapers
are important to maintaining a high transmission as they adiabatically taper
the mode size in the MMI down to the size of the waveguides and could
not be neglected. To include the tapers, but reduce the run time to a point
where parameter sweeps could be run, a mesh setting of 2 was chosen. It
is noted that the results from this setting are likely to be 1% higher on
average as compared to a higher mesh setting, however this was a small price
to pay for the reduced running time. A 1% error is also well below any
experimental errors, where grating coupling errors and mechanical drift can
have a magnitude of up to 1 dB.
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Figure 3.9: The transmission of each output of an unperturbed 1 × 2 MMI
against the mesh cell accuracy.

3.4.2 MMI dimensions

A dimension sweep was run with a 1 × 2 MMI, where the width and length
of the device were varied to identify the highest performing dimensions. The
width was varied from 5 to 7 µm, and the length from 30 to 38 µm. The total
transmission (i.e. the sum of both outputs) can be seen in figure 3.10. As
predicted from theory (see equation 2.26) the transmission was more sensitive
to a width change than a length change, due to the squared dependence of
the self-imaging length on MMI width and the linear dependence on MMI
length. A band of almost unity transmission was seen, showing that for any
given width there was a suitable length, and the predicted dimensions of 6
µm × 33.8 µm were in the center of this high transmission region. Since the
MMIs were to be capped with different PCMs, each with their own effective
index it was important to choose a device that would perform well across the
range of materials that were to be tested. Given that all the capping layers
would increase the effective index, a device size of 6 µ m × 33 µm was chosen
to be the standard MMI size used in the rest of this work. An MMI of this
size would function as a 47% splitter when uncapped or capped with SiO2,
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and closer to a 49% splitter when capped with a thin layer of either Sb2S3

or Sb2Se3. GST was not considered here as an MMI clad with even 1 nm
would reduce the transmission by more than an order of magnitude, making
it useless for a low loss router.
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Figure 3.10: Total transmission of a 1 × 2 MMI as a function of varying
device length and width.

3.4.3 Phase change capping layers

The MMI was then modeled with varying thicknesses of capping materials
(figure 3.11) to show the effect of different materials on the transmission.
Again as expected, an SiO2 layer gave little change with increasing thickness
(3.11a), while a slight increase in transmission was seen with a 50 nm silicon
layer. As the MMI is designed for high index material claddings, the increase
in effective index from additional silicon thickness moves the self-imaging
points closer to the output tapers, increasing the transmission. As with the
straight waveguides, the GST cladding shows a huge transmission loss for
even very thin films in both phases, with the crystalline phase being the
most lossy. (3.11b) There is no thickness of material where the losses are
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acceptable for wavefront shaping, so from this point on, GST was discounted
as a suitable material, and my efforts focused on Sb2S3 and Sb2Se3. The Sb2S3

and Sb2Se3 behave similarly, with the amorphous phases acting similarly to
SiO2 as their index is lower than that of silicon (Figures 3.11c-d). For the
crystalline phases, the response is similar to the amorphous phase for films
thinner than 25 nm. Above 25 nm of thickness, the transmission starts
decreasing. For the Sb2Se3, this drop is faster with only 30% transmission
in each arm for 70 nm thickness, due to the index being significantly higher
than that of silicon (n = 4.05 compared with 3.48 for silicon), so for the same
thickness, the effective index increase is larger.
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Figure 3.11: The transmission of a balanced MMI for different thickness of
capping layers, (a) silicon and silicon dioxide, (b) GST, (c) Sb2S3, (d) and
Sb2Se3.

Beyond 50 nm thickness of Si, an oscillation in the transmission is seen.
This was repeated for the other high index claddings (crystalline Sb2S3 and
Sb2Se3). From theory, there are local minimums in transmission with in-
creasing device length. As the thickness of a capping layer is increased, the
effective length of the device can be considered as increasing. As the effective
length is swept over the local maxima and minima (Figure 3.10) the trans-
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mission would be modulated accordingly. To confirm this, the simulation
was run again, but instead of varying a film thickness, the index of the MMI
region was directly increased from n = 3.45 (the index of silicon) to 3.85,
to show the oscillation is a result of the effective index variation and not an
interference effect (Figure 3.12). The same oscillation was seen, confirming
it is the movement of the self-imaging point that effects the transmission and
not an interference effect from the thin film claddings.
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Figure 3.12: The transmission of a balanced MMI for varying index of the
MMI region

Finally a full 3D model must be run to confirm that the 2D effective
index models are representative. The same device was modeled using FDTD
solutions, with a full 3D mesh solver. As discussed, this increases the run
time significantly, in this case from a few minutes to 16 hours per simulation.
An MMI with a 25 nm thick Sb2Se3 capping was chosen, as the material at
this thickness had the largest ∆n without significantly increased losses. The
2D effective index simulations gave a transmission of 46.5% in each output for
this structure, and the full 3D model agreed very closely with a transmission
of 45.3%, with the difference most likely due to a small amount of out of
plane scattering that the 2D model does not account for. Figure 3.13 shows
a slice of the electric field through the center of the MMI. The length of MMIs
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which would result in strong coupling for three or more outputs are clearly
visible, and the output tapers overlap with the two nodes as expected.

Figure 3.13: The intensity of the electric field within an MMI device, nor-
malized to 1
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Chapter 4

Perturbation Modeling

4.1 Perturbation modeling

4.1.1 Optical routing within a 1 × 2 MMI

Having established working models for an unperturbed MMI, the next step
was to investigate the feasibility of optical routing using a perturbation pat-
tern. There are some existing demonstrations of this technique [193–195]
however they all reply on a permanent or ultra fast index perturbation within
the MMI structure, neither being suitable for the majority of applications.
Firstly, the feasibility of PCM perturbations needs to be tested, before mov-
ing onto optimizing patterns using the available parameter space.

There are several assumptions and restrictions that need to be incor-
porated into the simulations to enable phase change perturbations to be
modeled. Firstly, the experimental constraints must be considered. The pro-
posed technique of using a laser to crystallize or amorphize pixels into a film
comes with two important limitations: the pixels that can be written this
way are limited in both shape and size by the beam. The spot size of a
focused laser is limited by the Abbe diffraction limit, whereby the minimum
spot size achievable for a given wavelength is λ

2NA
where NA is the numerical

aperture of the focusing objective. For a wavelength of 633 nm and an NA
of one, a minimum spot size of 320 nm is seen. This places a lower limit
on the pixel perturbation size, however it should be noted that the phase
change area is not solely a function of the laser spot size but of the laser
power as well as the thermal conductivity and glass transition temperature
of the PCM and substrate. For now I will assume a reversible phase change
area of 750 nm, an easily achievable experimental spot size using an NA of

60



PERTURBATION MODELING

0.5 that is available with long distance objectives.

The second limitation is the perturbation shape. Whilst it is possible to
create non-Gaussian beams, they require additional beam shaping as diode
lasers (the most common type of laser for this application) naturally emit a
Gaussian beam profile. A Gaussian spot would result in a cylindrical phase
change volume, assuming the film is thin compared to the Rayleigh length
of the laser. However, modeling a cylindrical perturbation in an otherwise
Cartesian structure presents a significant challenge, as the simulation creates
a mesh over the entire region, where each surface interface should be along
the boundary of two mesh cells. To do this with a reasonable degree of
accuracy for a cylinder would require a very fine mesh in the perturbation
regions, increasing the simulation run time. Whilst it would be possible to
model the perturbations with a local polar mesh, the rectangular MMI body
would then cause the same issues. I decided to model the perturbations as
cuboid to approximate the cylinders, as the effective index change would be
similar in both cases. The straight faces of the perturbation cuboids might
cause the light propagating in the MMI to behave differently as compared
with the cylindrical face, with the back reflections towards the source being
increased. However, since the perturbations are only in the PCM above the
MMI it was hoped that this difference in reflections would be minimized as
the incoming mode would experience the effective index as opposed to the
local index boundaries.

Following the results of the PCM thickness modeling, 25 nm of Sb2Se3 was
chosen as the thickness and PCM of choice for the MMIs. This combination
offered the greatest ∆n, without compromising the losses of the device. The
initial phase of the Sb2Se3 in all cases was set to be crystalline as amorphizing
a spot into a crystalline film produces a clearer pixel, with only a single phase
change area. Recrystallizing this single spot is also simple as the crystalline
boundary on all sides of the spot provides many nucleation sites for crystal
growth. If instead an amorphous film was chosen, then when a crystallizing
pulse is used, a single spot is still formed, however re-amorphizing this spot to
create a homogeneous amorphous film is very challenging. Any amorphizing
pulse will produce a temperature higher than the crystallization threshold, so
depending on the thermal conductivity of the film and substrate, it is possible
that this thermal energy will diffuse into the surrounding areas sufficiently
slowly as to crystallize a ring around the central amorphization, prevent a
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full recovery of the initial phase. If care is taken with the exact pulse powers
and positioning this is avoidable, enabling an amorphous background to be
used, however using a crystalline background avoids this complication in this
work.

Perturbation mapping

To verify that the refractive index shift of phase change within the crystalline
film of Sb2Se3 is sufficient to affect the propagating modes, a perturbation
map simulation was run. This consists of mapping a single perturbation of
size 0.75 µm2 (and the full depth of the Sb2Se3) through each position above
the MMI, and recording the transmission in both outputs as a function of
pixel position. This perturbation map shows the effect of a single pertur-
bation in any location, with a positive ∆T/T (change in transmission at
chose output due to a perturbation divided by initial transmission) showing
a positive change to the transmission in the selected output. The stronger
the ∆T/T signal, the larger the effect of the single pixel. As can be seen in
figure 4.1, the effect of a single pixel was not larger than 5% for the most
effective pixels, however with the number of available pixel positions it may
be possible to achieve a pattern capable of guiding the light to a single output
with a high extinction ratio. It is likely that due to the effective index shift
being small, perturbations towards the end of the device are unable to signif-
icantly perturb the light away from an output, explaining the lower ∆T/T
values in this region. The central region shows the largest (both positive
and negative) perturbation response, due to the large area of electric field
intensity combined with a sufficient propagation distance, to maximize the
effect of a perturbation.

For all of this modeling work, only complete phase change was considered
on a pixel by pixel basis, as while partial phase change is experimentally pos-
sible, the parameter space is already so large as to create significant challenges
for optimization without an analytical solution. Using a 750nm perturbation,
for a 33× 6 µm MMI area there are 352 possible discrete pixel positions. It
would also be possible to write an infinite number of different pixels if some
overlap between pixels were used to reduce the effective size of a pertur-
bation, but similar to partial phase change, this was not explored due to
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computational restrictions. Optimizing a pattern for the highest extinction
ratio between the two outputs is not trivial, as even with the simplifica-
tions made there are still 2352 possible perturbation patterns for pixel sizes
of 0.75 µm2. There are other options to explore for such a large parameter
space, such as using a neural network as shown by Dinsdale et al. [196].
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Figure 4.1: Perturbation mapping for a 1 × 2 MMI with a 25 nm thick Sb2Se3

cladding.

Random perturbation optimization

To approach a solution for the best pixel pattern for a single output, two
methods were trialled. Firstly, a random approach was used before moving
to a linear optimization approach. There are other types of optimization
that may be suitable for this problem, such as a trained neural network or
using the perturbation mapping for each simulation, however these are more
involved and proved to be unnecessary for the relatively simple case of a
single optimization target. The important characteristics for a device of this
nature are the excess loss, i.e. how much the pattern increases the total
optical losses within the system, and the extinction ratio, the ratio of power
between the two outputs. These are not the only considerations for a full
device where cost, footprint, power consumption and switching speed must
also be balanced however, for this first exploration only the excess loss and
extinction ratio were used to evaluate the different patterns.
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Initially, a randomized optimization approach was used due to the simple
implementation. A series of simulations were run where a pixel position
was chosen at random from the design area, and the phase of this position
switched. If a transmission increase was seen in the desired output, then
this change was incorporated into the next simulation, and another position
trialled. However, if the perturbation decreased the desired transmission then
the phase was reset and another position tested. In this way, it was hoped
that the simulation would converge on a solution with a good transmission in
a single output port. Ideally the extinction ratio would be used as the figure
of merit, however transmission in the desired output was used initially for
optimization, to avoid the simulation converging on a solution with very low
total transmission across both ports but a high extinction ratio. The excess
loss should first be limited before the extinction ratio is optimized although
it was noted that these went hand in hand in many cases.

The simulation was run for 1054 iterations (equal to testing each position
three times on average) with the transmission optimized for the top out-
put. The number of generations (testing each position on the MMI once) is
arbitrary, however if too few were chosen, then the simulation would not con-
verge to a solution, whilst continuing to test after convergence was a waste
of computational time. Figure 4.2a shows the final pattern and electric field
of the MMI after the complete optimization, with amorphous pixels high-
lighted with white patches. The electric field is mostly unchanged in the first
half of the MMI, with few pixels placed here and the electric field bearing
a strong resemblance to the field within an unperturbed MMI. However, at
the output side, it is obvious that the top taper contains a greater fraction
of the electric field, and therefore power as compared with the bottom taper.
The extinction ratio between the two ports is a good figure of merit for a
router, although does not encompass all important elements, such as total
transmission. For this reason, the total transmission in conjunction with the
extinction ratio was used to discuss the relative performance of the different
approaches. As can be seen in figure 4.2b, this pattern creates a routing ef-
fect with the top output transmission increases quickly to a splitting ratio of
70%:21%, with the remaining 9% of the light being lost to the surroundings.
After 200 simulations the simulation reaches a local maximum and cannot
improve further. Whilst this is a positive result and shows proof of concept,
the extinction ratio is poor and the additional losses are higher than ex-
pected, although still far superior to other competing phase change routers.
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It is likely that a random optimization will never progress to a highly effi-
cient solution due to the directionality of the device. A set of pixels initially
placed that showed an improvement may be detrimental to the final pattern,
as when future pixels are added closer to the input side, the electric field at
the initial set of pixels has changed, changing their effect. However as the
simulation can only test a single pixel change, if every pixel in the current
pattern provides a small benefit then a solution is found where any single
pixel change is detrimental to the result, however the overall efficiency is still
low.

0 200 400 600 800 1000
Simulation number

2

0

2

T
/ 

T
 (

d
B

)
0

Top output

Bottom output

0 16 33
Length / m

-3

0

3

W
id

th
 /

 
m

0 200 400 600 800 1000
Simulation number

0.1

0.0

T
 (

d
B

)
t
o
t
a
l

0.0

0.5

1.0

E
 fie

ld
 in

te
n

s
ity

a

b

c

Figure 4.2: (a) Electric field of the MMI with the final randomly optimized
pixel pattern, obtained using the 2D approach, with amorphous pixels of
750 nm size shown in white. (b) The extinction ratio (T/T0 - current trans-
mission divided by initial transmission) between the top (red) and bottom
(blue) outputs as a function of simulation number. (c) The total transmis-
sion Ttotal of the device at each simulation.

Figure 4.2c shows the additional loss in the device with the final pattern
showing only a 0.05 dB increased total loss, as compared with the unper-
turbed device. This is a promising result as there is likely room for improve-
ment using a more suitable optimizing scheme. It is interesting to note that
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at the 160th simulation the additional loss was negligible, whilst the splitting
ratio was 70:22, with the final 8% of light being lost in the both the unper-
turbed and perturbed devices. This suggests that there may be a trade-off
between a high total transmission and higher extinction ratio, so depending
on the application there will be different solutions for the pixel pattern. How-
ever the difference between these two patterns is marginal, and close to the
numerical errors of the 2D effective index simulation so this trade-off should
be explored separately.

A full 3D simulation was run of the unperturbed device, and with the
final pixel pattern to compare with the 2D effective index simulations. This
should give a more complete view as it was run at a higher mesh setting and
will include out of plane scattering. Whilst the 2D simulations complete in
87 seconds (taking 25 hours for a 1054 simulation optimization), a single 3D
simulation is completed in 11 hours, making it impossible for optimization
use and instead used only to verify the accuracy of the final result. This
3D simulation of the final pattern produced a splitting ratio of 66:23, similar
to the 70:21 obtained for the 2D method, with the difference likely due to
out of plane scattering that is not accounted for accurately in the 2D model.
This close agreement confirms that the 2D effective index method is suitable
for fast pattern optimizations and produces results with a similar degree of
accuracy to the full 3D FDTD simulation, but in a fraction of the time.
Ideally a full 3D optimization sweep would be run to compare the differences
in the patterns found, however this was not feasible given the computer
resources available.

It was suspected that in this random approach the pattern is susceptible
to local minima’s, and that a high performing pattern could be found. Tra-
ditionally to avoid a local maxima (as was suspected in this case) a larger
perturbation would be introduced into the system. In the context of this
simulation it would take the form of switching multiple pixels in a single
simulation, in an effort to break out from the current pattern. However,
with the size of the parameter space this could increase the total simulation
time beyond what was possible. A more intuitive and simple approach is
simply to test each pixel position in order from input to output, due to the
inherent directionality of the device, to avoid the problem of reducing the
effect of a pixel by placing a different pixel closer to the input side of the
device.
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Linear perturbation optimization

To improve upon the results of the random optimization, a linear approach
was tested, whereby every pixel position was tested in order. Starting with
the first position in the grid, the phase of the top left-most pixel above
the MMI was switched. If the transmission in the desired port increased,
then this change was kept, and the next pixel in the column tested. If the
transmission decreased or stayed the same, then the phase of this pixel was
reset to its initial phase, and the next pixel in the column tested. Once all
pixels in a column were tested this way, the simulation would start testing
the next column from the top position. (See figure 4.3.) This approach
ensures that each pixel placed is done so with the electric field it is likely to
experience in the final pattern. It is still susceptible to local maxima’s and
has the additional drawback of creating the same pattern for each device,
given the same parameters. However, during a single optimization pass, if
the excess loss is low then in theory the set of solutions generated by this
approach contains a pattern for each discrete splitting ratio between the
initial and final states.
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Figure 4.3: Schematic of the pixel writing approach, showing the order in
which pixel positions were tested for as 1µm2 pixel.

This approach yielded an impressive result, with a final splitting ratio
of 99:0 between the top and bottom output as can be seen in figure 4.4b.
At the largest difference there was a 30 dB extinction ratio between the
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two outputs (at simulation 869), approaching or exceeding the performance
of other published on-chip switches. If this could be realized it would be
a significant achievement for the first demonstration of this approach, and
represent the best reconfigurable on-chip routing. Furthermore, the pixel
pattern that achieved this result was quite sparse as seen in figure 4.4a, with
only 42 pixels being used spread across the whole device, lowering the total
switching energy cost as compared to a pattern with many more pixels. The
first pass of each position on the device (the first 352 simulations) showed
a fast improvement to a result comparable to that achieved by the final
pattern, at least in terms of extinction ration. The second and third sweeps
of the MMI made few changes to the pattern, and no overall change to the
extinction ratio, although there was some benefit to the total transmission.

Interestingly the total transmission was increased significantly during the
optimization as compared to the unperturbed device. Initially the device was
only about 90% effective at capturing all the input light in both outputs,
whereas with the perturbation pattern applied it was able to capture in
excess of 99%. Again most of this improvement was shown in the first pass.
From this improvement in total transmission it can be concluded that the
pixel writing technique could be used to trim prefabricated devices, whereby
a poorly fabricated device could be improved with a perturbation pattern.
Post-fabrication trimming is of particular interest for large circuits that have
few points of failure, where a minimal amount of trimming could provide a
large yield improvement. Furthermore this method would be possible post-
fabrication for most standard devices in the silicon photonic toolkit, besides
MMIs, with the phase change material being sputtered through a mask onto
the components in question.
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Figure 4.4: (a) Electric field of the MMI with the final lineal optimized
pixel pattern, with amorphous pixels of 750 nm size shown in white. (b)
The extinction ratio between the top (red) and bottom (blue) outputs as a
function of simulation number. (c) The total transmission of the device at
each simulation.

4.1.2 Pixel size

The effects of different sized perturbations were investigated, as whilst the
final pixel size is limited by experimental factors, it is possible to reduce the
spot size (via higher NA objectives or using oil immersion) if there is a sig-
nificant performance increase. Using a photomask to physically limit the size
of each pixel of PCM may be another route to achieving smaller perturba-
tions. Reducing the perturbation size results in a larger parameter space to
test, likely increasing the possible extinction ratio. Similarly increasing the
perturbation size should have the opposite effect. The linear optimization
scheme was used as before, with simulated square perturbations of 500 nm2,
750 nm2 and 1000 nm2. These sizes were chosen as there were all factors of
the length and width of the previously used MMI, to ensure complete cover-
age of the MMI without any perturbation overlap to keep consistency with
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the previous models. The MMI dimensions could be changed to accommo-
date an arbitrary size, or use perturbations that only partially overlap the
MMI at the edges if a specific perturbation size was necessary.

Figure 4.5 shows the different final patterns and extinction ratios as a
function of simulation number for each pixel size. As before, three complete
sweeps of the device were run, resulting in longer simulation times for the
smaller pixels. As expected with reduced pixel size, the extinction ratio and
total device transmission increased, at the cost of a slower convergence due
to the reduced impact of each pixel. The results are summarized in table 4.1,
where it can be seen that in all cases there was a significant improvement
in total transmission compared to an unperturbed device (initially 90% to-
tal transmission), however the smaller perturbations were able to guide al-
most all light with an impressive 99% total transmission, all in the desired
output. The only significant difference between the 750 nm2 and 500 nm2

perturbations was seen in the extinction ratio (33 dB compared to 26.5 db),
which is more sensitive to very small absolute changes in transmission. The
1000 nm2 perturbations were still effective at optical routing, with a 22.5 dB
extinction ratio, and an improved total transmission. Given the experimen-
tal difficulty of producing and detecting smaller phase change pixels, 750nm2

perturbations were chosen as the preferred perturbation size to balance these
challenges with performance.
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Figure 4.5: The electric field distribution (a,c,e) and extinction ratio (b,d,f)
for an MMI with perturbations of size 1000 nm2 (a,b), 750 nm2 (c,d) and
500 nm2 (e,f).

It is interesting to note the similarities in the patterns found for varying
pixel sizes. If an infinitely small perturbation could be used, then a continu-
ous pattern would be seen. As the pixel sizes are increased it seems obvious
that this continuous pattern becomes pixelated, at the scale of the pixel sizes,
creating the similarities seen between the three sizes tested here. In the first
half of the device, a branch like structure emerges as the pixel sizes are re-
duced, supporting this theory of a continuous pattern. When considering
the wave like propagation of the light this is an obvious conclusion as if a
sufficiently strong perturbation were used, the result would be analogous to
an etched waveguide between the input and output.
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Table 4.1: The best extinction ratio, total transmission and transmission
ratio for an optimization of a 1 × 2 MMI using pixels of size 500 nm, 750 nm
and 1000 nm.
Perturbation size (nm) 1000 750 500
Extinction ratio (dB) 22.5 26.5 33.0
Total transmission (%) 97.0 99.0 99.0
Transmission ratio 96.5 : 0.5 99.0 : 0.0 99.0 : 0.0

4.1.3 Reduced pixel count patterns

Reducing the number of pixels in a pattern was briefly tested using a thresh-
olding approach. Patterns formed this way would have consequences for the
switching energy cost of the device, where switching many pixels that have
negligible effects would be undesirable. Also for experimental testing, a sim-
plified pattern is desired that would reduce the writing time and show the
greatest improvement for the least number of pixels. To this end, a pattern
was optimized with 1000 nm2 perturbations, to reduce the pixel count, as well
as introducing a threshold value of improvement for a pixel to be accepted.
This value was a flat percentage increase in the transmission in the desired
port that must be observed for any single pixel change for it to be accepted
into the final pattern and serves to remove pixels of limited impact. Moving
to the larger pixels and reducing the number of them will have a perfor-
mance cost, however this trade-off may suit some applications provided the
performance loss does not move this technique below other competing routing
options.

4 72



PERTURBATION MODELING

0 16 33
Length / m

-3

0

3

W
id

th
 /

 
m

0 100 200 300 400 500 600
Simulation number

20

10

0

T
/ 

T
 (

d
B

)
0

Top output

Bottom output

0 16 33
Length / m

-3

0

3

W
id

th
 /

 
m

0 100 200 300 400 500 600
Simulation number

10

0

T
/ 

T
 (

d
B

)
0

Top output

Bottom output

0 16 33
Length / m

-3

0

3

W
id

th
 /

 
m

0 100 200 300 400 500 600
Simulation number

10

5

0
T
/ 

T
 (

d
B

)
0

Top output

Bottom output

a

c

e

b

d

f

Figure 4.6: The electric field distribution (a,c,e) and extinction ratio (b,d,f)
for an MMI with a perturbation size of 1000 nm2, and a threshold value of
0% (a,b), 0.5% (c,d) and 1% (e,f).

Next we investigate the effect of the threshold value. Three thresholds
were chosen to illustrate the trend and provide a framework for future studies.
Figure 4.6 shows the patterns and extinction ratios that were optimized for
threshold values of 0% (top), 0.5% (middle) and 1% (bottom). In general,
a higher threshold had the effect of removing pixels from the same pattern
that would be generated with a lower threshold, however there were rare cases
where an additional pixel was added, as a result of the changing electric field
due to previous pixels being removed. There were very few pixels in the
second half of the device when a threshold level was introduced, even if the
threshold was low. This was due to the implementation of the threshold as
a flat improvement value. Accepting a pixel that improves the transmission
by 1% is significantly easier at the start of the device where the initial ratio
is 50:50 between both outputs. However, towards the middle of the device
where the ratio is already approaching 95:5, finding a pixel that will offer a
1% improvement is almost impossible. The solution to this would be to use a
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Table 4.2: The best extinction ratio, total transmission and transmission
ratio for an optimization of a 1 × 2 MMI using a transmission increase
threshold of 0%, 0.5% and 1%.
Threshold value (%) 0 0.5 1
Extinction ratio (dB) 22.5 17.9 14.1
Total transmission (%) 97.0 95.7 94.7
Transmission ratio 96.5 : 0.5 94.3 : 1.5 91.0 : 3.7

threshold value that scales with the magnitude of unguided light, however this
idea could be taken forward in additional work where a reduced pixel count
is important. The important result here is that even very sparse patterns
were capable of extinction ratios in the region of 10-20 dB.

Finally, to reduce the pixel count it was tested if using a full depth per-
turbation (120 nm depth to limit the fabrication to the same step as the
device etch) would be of interest. This would involve etching the MMI body
away (in the same etch that defines the rest of the device), then backfilling
the MMI region with the PCM of choice. This fabrication would involve pre-
cise alignment between the first etch and PCM deposition, but with modern
lithography tools this is possible using alignment markers. In this way, a
perturbation of 120 nm depth or more would be possible. The larger vol-
ume of the perturbation will lead to a larger effective index change per pixel,
potentially reducing the number required. This result is of general interest
as a full depth perturbation may provide superior guiding when compared
with the cladding perturbations previously discussed, due to the increase in
wavefront shaping per pixel.

Figure 4.7 shows the results, which initially look very positive. The per-
turbation map features very few pixels, with 28 being used in total for a
750 nm2 (the standard size used in this work) perturbation size. Better
than 20 dB extinction ratio was reached in the first pass with the losses look
promising as well, with a total gain of 1 dB, however these results are less im-
pressive when compared with the optimized 750 nm2 partial perturbations.
The real part of refractive index of the crystalline Sb2Se3 (4 at 1550 nm)
is significantly higher than that of the silicon (3.5 at 1550 nm). Changing
the effective index of the MMI changes the self-imaging points such that the
unperturbed device only shows a splitting ratio of 28:28, with the remaining
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44% of the light being scattered outside of the outputs. This might not be
a problem as the patterns are capable of correcting for this as previously
shown. However, using the full depth perturbation, at least over a single
pass, this was not fully corrected for, with a final ratio of 79:0 being found.
The reason for this is that with such a large perturbation, the model has far
less fine control for wavefront shaping. As can be seen from the total trans-
mission plots, single pixel changes can have a huge effect (>2dB change), and
is the cause of the strong oscillations seen between consecutive simulations.
Such large changes prevent the model from reaching a high-efficiency solu-
tion, as it becomes increasingly hard to introduce a perturbation to correct
for a small amount of light that is not guided towards the desired output,
without also affecting light that is currently being guided as intended. If one
extrapolates to using pixels of very large index, it becomes obvious that there
must exist an optimum effective index perturbation that would balance the
ability to strongly interact with the light (useful for the initial guiding), with
the fine control needed to achieve a very high extinction ratio. This could be
achieved with a combination of different perturbation strengths in the same
device, possible through varying the size of the perturbations, of the depth
of the amorphization, however this has not been explored at this stage. It is
worth noting that starting with a device of different dimensions, such that
the initial performance is closer to a lossless splitter, may improve upon the
results shown here, however the technique will still be the same.
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Figure 4.7: (a) The electric field distribution, (b) extinction ratio (c) and
total transmission for an MMI with a full depth Sb2Se3 perturbation.

4.2 Arbitrary optical routing

Having shown that the technique of using a phase change film above an MMI
with a pixel pattern creates a powerful reconfigurable wavefront shaper, and
that it was possible to optimize highly efficient patterns using a linear ap-
proach, a wide range of devices beyond the 1 × 2 MMIs should be possible.
Here I will explore a larger MMI device, with multiple input and output
waveguides. This device would be far more useful for optical routing com-
pared to the limited 1 × 2 devices previously presented, although moving
beyond optical routers there are likely applications for wavelength or mode
(de)multiplexing, mode conversion and polarization dependent planar pho-
tonics all based on this approach.

Moving to an MMI with three inputs and outputs, if arbitrary routing
can be shown between any input and output combination, then a truly re-
configurable on-chip optical router can be demonstrated. The same 25 nm
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thick film of Sb2Se3 was again modeled above an SOI MMI. The MMI width
needs to be increased to accommodate the extra tapers without causing in-
terference between the different outputs, but as was shown with the 1 ×2
MMI devices, there is a large range of design freedom so long as the MMI
area provides a large enough parameter space to find an acceptable solution.
The MMI dimensions were arbitrarily chosen to be 9 × 33 µm, however a
larger device may improve the possible results due to the increased parame-
ter space that it would provide. Using the same linear technique as before,
all the unique port combinations of a 3 × 3 MMI were optimized. Due to
the symmetry of the device, only four optimization sweeps are needed.
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Figure 4.8: The electric field distribution (a,c,e,g) and output transmissions
(b,d,f,h) for a perturbed MMI optimized for the four unique port config-
urations of top-to-top (a,b), top-to-middle (c,d), top-to-bottom (e,f) and
middle-to-middle (g,h).

Figure 4.8 shows the results of these optimizations. In all cases, a high
extinction ratio was seen between the target port and the additional ports,
with a crosstalk of -19 dB or better seen for all port configurations. Unlike
the 1 × 2 MMI optimizations, this device does not function as an efficient
splitter when unperturbed, with a total transmission of 34.2% across all
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Table 4.3: The transmission in all three ports of a 3 × 3 MMI after opti-
mization for all 4 unique port combinations.
Final output Top / dB Middle / dB Bottom / dB

Top-Top
port coupling

-0.254 -23.4 -19.3

Top-Middle
port coupling

-22.7 -0.134 -27.6

Top-Bottom
port coupling

-21.9 -23.4 -0.286

Middle-Middle
port coupling

-21.2 -0.272 -19.2

three outputs for an input in the top port. This shows that this technique
can scale to larger port numbers, paving the way towards an arbitrary optical
router, as well as confirming the device trimming that was earlier discussed.
The individual port transmissions for each pattern can be seen in table 4.3.
Coupling from the top input to bottom output showed the highest crosstalk,
likely due to the light traversing the longest distance on average.
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Chapter 5

Methods

5.1 Cleanroom Fabrication

5.1.1 AJA Orion RF-sputtering

An AJA Orion sputterer was used for all the material depositions due to the
versatility and high throughput it offers. The load locked vacuum chamber
allows for fast sample changes whilst maintaining a high vacuum in the main
chamber, of reduced contamination of the main chamber vacuum. Variable
gas flow rates, main chamber pressure and RF power on each of the six guns
during the deposition enables the user to explore a large parameter space
for the deposition conditions. This proved to be very important for thin-
film depositions where the power and pressure affect the film’s crystallinity,
stoichiometry and optical absorption edge.

The AJA operates by using an RF-induced plasma to bombard a target to
create a spray of molecules from the target. It can hold up to 6 unique targets,
allowing for co-sputtering of elemental targets to create doped films, or for
more complicated multilayer stacks. The targets are mounted with the RF
source beneath them, causing vertical sputtering of the target molecules onto
a spinning substrate. This combined with large diameter targets gives a good
film uniformity across the sample chuck. Another benefit to using sputtering
over other deposition techniques is the low substrate temperature, compatible
with materials of a low crystallization temperature or temperature sensitive
photoresists. The AJA also has the option of plasma etching the surface of a
sample, before sputtering to clean it of contaminating particulates or native
oxide layers. This was used to improved adhesion between the substrate and
sputtered materials, as well as to remove the native silica layer from silicon
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substrates.

5.1.2 KLA Tencor Stylus Profiler

A stylus profiler was the quickest way to determine the thickness of a thin
film. After each deposition it was used to record the thickness of sputtered
material, to monitor the degradation of the target, and the sputtering rate.
A ceramic stylus tip is run over a region of interest whilst a constant pressure
is maintained, and a force feedback loop reconstructs the surface profile. The
tool is calibrated using samples that are certified to an accuracy of ±1 nm
of the quoted thickness. In all cases, a 200 Hz sampling rate was used with
a 2mg force applied. This measurement could be used in tandem with a
fitted ellipsometry model to verify the integrity of the fitted model. SEM
measurements of a cross-section of sputtered films were also used to confirm
the film thickness.

5.1.3 Energy dispersive X-ray

Energy dispersive X-ray (EDX or EDS) is a common technique for probing
the chemical composition of a sample. An X-ray detector, mounted inside an
existing SEM tool, makes use of the X-rays produced by the tightly focused
electron beam. When an incoming electron excites a bound electron inside
an atom, there is a unique X-ray released as the electron relaxes back to the
ground state. As every excitation requires a unique amount of energy, this
information is conserved during the X-ray release. Using a standard cobalt
target to calibrate the tool, it is possible to identify the composition and
stoichiometry of a sample by analyzing these emitted X-rays.

5.1.4 Photolithography

Standard photolithographic processes were used to create both the silicon
devices, as well as the windows for PCM sputtering. A light-sensitive photo-
induced cross-linking resist is deposited on top of a sample by a resist spinner.
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Using a recipe, the thickness of the resist can be precisely controlled via the
speed and duration of the spinning. The resist is then exposed to a patterned
UV source (usually through a photo-mask), cross-linking the polymer chains
in the exposed regions, creating an insoluble surface. A chemical bath can be
used to remove the unlinked polymer, creating the desired patterning. Several
different photolithographic approaches were used (depending on cost, speed
and volume) which are briefly outlined below along with the other fabrication
steps.

Sample preparation

A nitrogen gun was used to remove any large particles from samples, before
proceeding to wash the sample in acetone, IPA and finally water to remove
any polar or non-polar contamination. An ultrasonic bath at 40 kHz was
used with each solvent, making use of cavitation forces for thorough cleaning.
Finally, the samples were dried on a hot plate at 110◦C for 60 seconds.

Photoresist deposition

Centering the sample using a vacuum chuck, a liquid photoresist (SA1813 in
this case) would be dropped onto the surface using a syringe to avoid leaving
bubbles in the viscous fluid. By spinning the sample at a known speed, a
uniform film of a known thickness of photoresist is left behind. A soft bake
on a hotplate removes any solvents left in the resist, to improve the adhesion
to the substrate, and prevent any photomask contamination in further steps.

Photoresist Exposure

The method used to expose the resist differed between samples, depending
on what was most suitable. UV-lithography, laser lithography and E-beam
lithography all being used. UV lithography is the most common method,
where a UV lamp is used to expose the whole sample, with a partially opaque
mask between the UV source and sample (typically a chromium-plated glass
sheet). The opaque sections create a pattern of stable and unstable resist,
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where the unstable resist can be removed to leave an imprint of the design.
This approach has the benefit of being a fast batch process, with exposure
times being on the order of a few seconds, and being scalable up to any size
of sample. However it requires a custom photomask, which is expensive for
small sample numbers and can have a long lead time. It is also not a flexible
approach with no allowances for changing the design once a mask is made.

Laser lithography is similar, in that an optical exposure is used to se-
lectively cure the photoresist. However due to the size of the laser spot, it
has to be raster scanned over the desired area, which can be slow for larger
devices, and becomes impractical for large sample numbers such as an entire
wafer. However, by modulating the laser power in real-time, it is possible
to create any design by leaving some areas un-exposed, without the need for
a photomask. This is a fast and cheap approach for prototyping, however
the resolution is limited by the diffraction limit of the laser, which is usually
larger than then minimum feature size achievable with a photomask.

Finally, E-beam lithography can be used to achieve critical dimensions
that are be impossible to achieve with the other approaches. Similar to
the laser lithography, a collimated beam is used to scan over the sample and
create the pattern. By using electrons instead of photons, the diffraction limit
is greatly reduced, allowing for very small features to be written. Due to the
demand for large E-beam patterns, the queue times for E-beam lithography
can be long.

Chemical processing

Once a photoresist has been patterned and baked to sure it, a chemical
process is needed to remove the soluble resist, leaving the hardened areas.
For the resist SA1813, NMP (1-methly-2-pyrrolidone) was used to strip the
soluble resist. A simple heated chemical bath is all that is needed, followed
by a standard washing procedure (excluding acetone as it will dissolve the
insoluble resist as well). Careful handling of the NNP is essential due to its
high toxicity.
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5.1.5 Raman spectroscopy

I used a 633 nm Raman laser was used to analyze the Raman modes of
samples. The majority of the incident light from the Raman laser undergoes
Rayleigh scattering, which provides no information, however a small percent-
age of the beam undergoes inelastic Raman scattering. Light is scattered at
different wavelengths and is caused by the photon gaining or losing energy to
the vibrational or rotational energies of the chemical bonds in the material.
Importantly for this work, it allows the degree of crystallinity of a sample
to be characterized as the long range order creates a stronger scattering sig-
nal, with a narrower full width half maximum (FWHM) compared with an
amorphous sample. Raman spectroscopy only requires a sample area of the
same order as the Raman laser spot size, in contrast to ellipsometry, which
can only measure the crystallinity at a macroscopic scale. A 10 mW 633 nm
laser was used for the Raman spectroscopy in this work.

5.1.6 Ellipsometry

Ellipsometry provides a powerful non-invasive technique for analyzing the
optical properties of thin films, specifically the refractive index of thin films
and thickness, which can otherwise be difficult to characterize. Ellipsometry
works by comparing the changes in a polarized light source after a reflec-
tion from the sample. Changes in the amplitude, Ψ and phase difference,
∆ are used to construct a model that fits the experimental data with film
thicknesses and indices. It is also possible to extract more information such
as composition, crystallinity or doping concentrations. Due to being an all-
optical measurement, it provides fast results as the sample is not required to
be kept under vacuum for the measurement such as in EDX. This also makes
it suitable for many different types of thin film samples.

However due to the complexity of the models used to fit the data, it
cannot be used in isolation. The Mean Squared Error (MSE) between the
experimental data and the model is used as a measure of the quality of a
models fit, but it should be used with caution. With so many parameters
available to the fitting software, it is always possible to get a near-perfect
fit between any model and a data set, at the expense of it being a physical

5 83



METHODS

model. By restricting the parameter space, such as by using estimated values
for the index and thickness if they are known, it is possible to build a working
model and to have a high degree of confidence in it. Another approach is
to only fit part of the model in a fully transparent or absorbing part of the
spectrum, then slowly extend the model across the whole range. An M-2000
J. A. Woollam’s ellipsometer was used for all the ellipsometry in this work
with a wavelength range of 190-1700 nm.

5.2 Experimental setups

5.2.1 High throughput static tester

To analyze the optical response of thin films custom characterization tools
were needed. The as-sputtered amorphous films could be characterized using
conventional tools such as ellipsometry and Raman, the conditions for suc-
cessful phase change required a probing station for different optical powers
and durations. A high throughput static tester was built to probe a film
with laser pulses of different lengths and powers and record the reflection
change from each site. A Vortran Stradius 639 nm diode laser was used
both to locally heat the film to induce phase change, as well as monitor the
reflection from the same area. This choice of laser/wavelength is explained
in detail in section 6.3 Figure 5.1 shows the schematic for the setup. Diode
lasers were chosen over other types of lasers in part due to the low cost and
high power (needed for amorphization), as well as the wide range of available
wavelengths which could be easily integrated into the setup due to the identi-
cal diode housings. 633 nm was chosen as the diode wavelength as it provided
the highest single mode laser power and it takes advantage of the range of
optical components designed for this wavelength range, such as the focusing
objective. Polarizing beam splitters (PBS) were used to combine multiple
optical paths, such as the imaging system and white light source, without
any power loss in the incident laser power. The second PBS was used to cou-
ple back reflected light from the sample towards a CCD camera or amplified
photodetector depending on the need. It also acts like an isolator preventing
back reflections from entering the diode laser which can cause instability and
damage. To achieve this, a quarter waveplate was placed in the beam path
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before the objective. The waveplate rotates the incoming beam’s polariza-
tion from vertical to circular, then back from circular to horizontal on the
return pass after being reflected off the sample. This ensures that the entire
beam is reflected by the PBS’s instead of being transmitted back into the
diode. A removable narrowband filter was placed in front of the CCD camera
to prevent saturation by the high power laser. Finally, a high NA (0.5), x50
objective was used to focus onto the sample. The high NA ensured a small
spot size (diffraction limited to 450 nm for a 633 nm wavelength), however
this comes with the drawback of a short Rayleigh distance of 1.1 µm so pre-
cise focus control was needed. This was achieved by mounting the objective
to a 3D NanoMax Thorlabs stage. This stage provides 20 µm of closed-loop
travel in each axis allowing for fine adjustment to the objective position.
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Figure 5.1: Custom built static tester schematic.

The samples were placed on a holder mounted to two 50 mm linear stages,
at right angles to each other, each with a minimum step size of 100 nm. In this
way, a single sample could be scanned under the objective over a large area,
and probed any point in this area. The diode laser was modulated directly
by a short pulse generator (Berkeley Nucleonics model 588-OEM) to produce
varying pulse lengths and powers, with the camera and stage all triggered
through a custom LabVIEW program. Using this custom software, arbitrary
control over the pulses allowed for tests of the phase change conditions, as
well as the durability of these phase changes on a single position.
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5.2.2 Photonic integrated device testing

Phase changing a thin film above a fibre coupled photonic integrated circuit
presented several additional challenges which were addressed using a modified
version of the static testing setup. An additional linear stage was added to
the objective mounting, increasing the travel distance from 20 µm to 50 mm.
The 20 µm movement limit of the original stage is the extent of the software-
controlled piezo crystals and was not sufficient for scanning over an entire
MMI or MZI region. A 2 axis tilt stage was also added to the assembly to give
precise tilt corrections to maintain the laser focus over the increased travel
distance. Finally, two fiber arms were mounted to 3D stages, either side
of the sample holder such that the fibers could be aligned over the grating
coupler on either side or a photonic device. A fibre paddle polarizer controller
was used to maximize the coupling between a C-band laser and the photonic
gratings. Care was taken to ensure that the fiber arms did not interfere with
the objective, as the high NA results in a short working distance of 13 mm,
limiting the space between the sample and objective.
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Figure 5.2: Custom setup for phase changing photonic chips whilst simulta-
neously probing the device’s performance.

5.2.3 Fiber coupling

For devices where there were two outputs such as the 1 × 2 MMIs it was nec-
essary to couple to both outputs simultaneously. Originally a fiber array had
been planned for this purpose where single-mode telecom fibers are mounted
into a plastic case with a fixed pitch that matches the output grating spac-
ing. Both end facets of the fibers are then polished to be the same height.
Unfortunately, whilst it was possible to fit a fiber array beneath the objec-
tive, the plastic housing for the array partially obscures the objectives field
of view of the device limiting laser power, degrading spot quality and making
it impossible to accurately alight the laser spot to the device. Furthermore,
any movement of the objective disturbs the fibers as the fiber array is in
contact with the objective, causing large measurement error for any trans-
mission tests. To alleviate this problem, I made a custom fiber holder with a
lower profile, and no material on one side of the fiber that could obscure the
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objectives field of view. This fiber holder was an aluminum arm with two
v-grooves micro-machined parallel to each other, at a 250 µm spacing and
125 µm depth. (See figure 5.3a.) This matches the spacing between grating
couplers for two outputs of a two port MMI. The arm could be mounted at a
range of angles, with 8 degrees being used to minimize back-reflections from
the gratings. Mounting the fibers into these grooves was relatively simple,
using tape to temporarily hold them in the grooves whilst an epoxy glue sets
them in place.

a b

Figure 5.3: (a) Microscope image of the custom fiber holder with two 250 µm
single-mode fibers glued in place. The bare silica fiber is visible at the end
where the polyurethane cladding has been stripped away. (b) Microscope
image of the dual fiber holder face on. The dark region on the left side of
each fibre tip is shadowing caused by an off-axis light source.

Usually cleaving fiber tips for photonic coupling is a simple process where
the protective polyurethane cladding is stripped away using acetone and the
fiber is then held in tension while a lateral force is applied to create a crack
in the glass using a ceramic or ruby tip. Finally the fiber is bent with this
crack on the outer radius, propagating the crack across the fiber leaving a
clean, flat face with high optical transmission. However using the dual fiber
holder, if the fibers were cleaved before mounting, then the tips would be
at different heights above the photonic chip causing a mismatch in coupling
efficiency, and cleaving in situ after being glued up was not possible in the
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same way as for a single fibre. Instead a powerful CO2 laser was used for fiber
cleaving the custom array. Using a cylindrical lens, the laser beam profile is
converted to a narrow strip which can cut a fiber using a series of high power
pulses. Each pulse melts the surface of the fiber before blowing away the
liquid silica. This could be used to simultaneously cleave the two fibers with
a single laser pulse train, ensuring the cleaved faces are at the same height,
enabling coupling into a planar chip. Figure 5.3 b shows the result of this
cleave on two fibers using a microscope image perpendicular to the fibers. It
can be seen that the two fibers share the same focus, meaning the cleave was
successful. On the left side some deformation is visible as a darker region,
where the fiber facet is not in focus due to being rough. This is expected at
the edges and does not effect the guided light as the mode field diameter is
of the order of 10µm at the center.

5.2.4 Laser diode characterization

The laser diode pulses were characterized to ensure the power and duration
were consistent and accurate. A high speed silicon detector with a rise and
fall time of 1 ns was placed directly in the beam path and used in conjunc-
tion with a 5 GHz sampling rate oscilloscope to validate the optical pulse
length. The laser diode was driven with a 40 ns electrical pulse using a pulse
generator, again with a 1 ns rise and fall time. Using the same definition for
rise time as the equipment specifications (the time taken to rise from 10% to
90% of the steady state value) the rise time of the laser diode (a convolution
of the diode rise time and electronic driver rise time) was measured to be
4 ns (figure 5.4), with the laser power falling sharply after 40 ns, with a fall
time again of 4 ns. This rise time was consistent with the lasers 250 MHz
maximum driving frequency and well below the minimum pulse length used
for phase change switching, ensuring the same optical pulses were applied for
the same given settings.
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Figure 5.4: Optical power of the diode laser vs time for a 40 ns applied
electrical pulse. The 40 ns since the first power increase is shown in blue,
with the following 10 ns highlighted in red beyond which a steady state is
recovered.

The diode pulse power was controlled separately to the modulation, which
only controlled the state of the laser. Analog inputs from 0 to 1 V controlled
the power at which the diode lased. A characteristic diode laser curve was
seen for the voltage response with a threshold voltage of 0.06 V for lasing and
a linear relationship up to 1 V where the maximum optical power of 170 mW
was achieved. The losses through the optical system changed depending
on the exact experiment configuration and objective alignment so the pulse
power should be calibrated separately, however the laser diode power was
consistent over time for a given voltage.
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Chapter 6

Material Study

6.1 Material Study

6.1.1 Introduction

It became apparent from computer simulations and early experimental results
that the most popular phase change material of GST would be unsuitable for
this work. As such it was decided that a new low loss alternative chalcogen
would be needed. After some useful discussions with a collaborator, Nathan
Youngblood, our efforts become focused on Sb2S3 due to recent work by Dong
et al. [166] showing it may have been initially misunderstood when it was
described as a write once, read many times material. In their work they were
able to demonstrated impressive optical losses for a phase change material
in the infrared spectrum, although integration into a planar device and mul-
tiple switches of the same volume of material were not shown. Fortunately,
due to its wide scale use in photovoltaics, commercially available high pu-
rity sputtering targets can be bought. This proved to be cheaper and more
convenient than making targets in-house.

For this work there is a range of important material properties that should
be balanced to give the best possible performance.

Phase change First and foremost the material must exhibit at least two
distinct self-holding phases of contrasting optical properties, which are
accessible through a cooling/heating scheme that is feasibly achieved
on-chip.

Absorption losses The optical absorption should be minimized in both
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phases of the materials at the working wavelengths of the devices to
reduce transmission losses.

Index change The difference in the real part of refractive index (∆n) should
be maximized to provide the largest effective index perturbation within
a device.

Visible absorption The optical absorption in the visible wavelength range
should be sufficient to allow for optical switching.

Stability The glass transition temperature, Tg should be high enough that
the material is stable at operating temperatures, but low enough for
optical switching.

Durability The phase change must be repeatable for many thousands of
cycles to make a truly reconfigurable device.

This set of properties represents a significant challenge as when attempt-
ing to modify one material property, others are likely to be affected since
they are not mutually exclusive.

6.1.2 Design of Experiment

A design of experiment (DoE) is a statistical approach, aiming to minimize
the data points needed to adequately sample a parameter space. By choosing
a specific pattern of sample sites within a parameter space, the dependence
of each variable on the final outcome can be quantified. Once the parameter
dependencies are known, it is possible to identify global maxima or minima.
To optimize a phase change material, the deposition power and chamber
pressure were chosen as the parameters to vary, whilst all others were fixed.
The number of samples needed to test more than 2 parameters grows ex-
ponentially and from previous material explorations it was known that they
were the most important parameters for the absorption of thin films. In this
study the power was varied from 1 W to 60 W, to cover the range over which
non-damaging depositions could occur. The guns are capable of generating
up to 600 W however the targets would start to melt above 60 W. The pres-
sure was varied 1 mTorr up to 20 mTorr, the range in which it was possible
to maintain a plasma.
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In a true DoE study, there needs to be a single quantifiable result, how-
ever the requirements placed on a PCM for wavefront shaping are multi-
dimensional. As absorption was the most limiting factor, this was the focus
of our first study. Other qualities such as whether a film was capable of
phase change would be used to exclude results at a later stage. The run to
run variation is also considered by the DoE study, with repeat runs of the
same characteristics which would reveal any changes in sputter rate due to
target degradation or other factors.

In total 18 samples were sputtered onto silicon substrates, all for a 20
minute duration with the thickness measured by stylus profiling. This gives
the sputter rate for each sample, as well as a reference thickness to be used
for ellipsometry fitting. To measure the film thickness, Kapton tape was
used to partially cover the substrate. After the deposition this was then
removed to leave a step height change between the covered and uncovered
areas, which could be easily measured as seen in figure 6.1. The heights of the
first and last 150 µm were then averaged (red and blue sections respectively)
and the difference gives the film height. This approach was taken as there
would often be debris at the interface left from the tape which could cause
inaccurate measurements, alternatively the stylus tip could “bounce” off the
sharp interface and record a non-physical large instantaneous change. As
can be seen in figure 6.1 it was common for a the interface to show an
instanteous height far in excess of the actual film thickness. The gradients of
both averaged sections could then be compared to ensure that the profiling
had been leveled and normalized correctly.
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Figure 6.1: Stylus profile scan for the interface between a substrate and
sputtered film. The first and last (red and blue respectively) 150 µm were
averaged and the difference taken as the film thickness.

The optical properties of the films were then characterized using ellip-
sometry. A Cauchy model was fitted below the bandgap, as the films are
transparent to UV-VIS measurements. Converting this to a B-spline, with
the Kramers-Kronig relationship forced to be observed, provides a physical
fit that can then be extended down through the absorption edge. Finally
a Tauc-Lorentz oscillator can be fitted to this B-spline and extended to the
IR wavelengths, as this includes terms for the bandgap. For each samples a
meaningful model was generated that satisfied all physical restraints and was
in good agreement with the stylus profile thickness results. Many thanks to
Ioannis Zeimpekis for his help in generating and fitting these models.

Plotting a heat map of the absorption (figure 6.2) at 1550 nm (as mea-
sured using the ellipsometry model described above) shows that it was only
for high powers and low pressures where a significant absorption was seen,
outside of this the absorption was negligible. A basic interpolation was used
to generate the heat maps from the point data, so is only used to help il-
lustrate trends, not calculate absolute values. Figure 6.3a shows the fitted
ellipsometry thicknesses for the same films. The film deposited at 2 mTorr
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and 60 W has been omitted as the thickness was 1892 nm, and obscured the
other data point. The sputtering rate is related to both the pressure and
power, with high power and low pressure resulting in the thickest films, and
conversely the thinnest films being deposited at the lowest power and high-
est pressure. The accuracy of the ellipsometry fitting was very good, with
an MSE of between 2 and 10 achieved for all models. However as previously
discussed, MSE is not always the best indicator of the validity of your model.
Here I compared the fitted thickness from ellipsometry with the thicknesses
measured by stylus profiler and plotted the difference between the two. (Fig-
ure 6.3b) In all cases there was strong agreement, with the largest error
being 12% over a 20 nm thick film. This is an absolute difference of 2.4 nm.
As all the samples were deposited for the same time period (20 minutes)
figure 6.3a also gives the sputtering rate for the various parameters, with
1-2 nm/minute being typical for all samples outside of the 60 W, 2 mTorr
sample, where the rate was closer to 90 nm/minute.
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Figure 6.2: Absorption heat map for Sb2S3 DoE films at 1550 nm, showing
the extinction coefficient against the deposition power and pressure.
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Figure 6.3: (a) Thickness heat map for fitted ellipsometry Sb2S3 DoE. (b)
Difference between the ellipsometry and stylus profiling results for film thick-
ness.

Having established that the majority of the parameter space is suitable in
terms of the amorphous losses and that there was a good agreement between
the two thickness measurements, the next parameter to consider was the
optical absorption at visible wavelengths. A fully broadband transparent
material would be almost impossible to switch optically without designing
the substrate or patterning the surface, so a high absorption in the visible
wavelength range was desired. Again the DoE could be used to narrow
down the parameters for this, with the heatmap of absorption at 633 nm
(figure 6.4) showing a higher absorption for lower pressures and moderate
powers. For this reason, a recipe using 35 W of RF power with 2 mTorr
of argon gas flow was tested as having a suitable absorption edge between
the visible and IR wavelengths. However the absorption of Sb2S3 in the
visible spectrum was still low, which could make it difficult to achieve optical
switching. As such, we decided to substitute the sulfur with selenium and
deposit thin Sb2Se3 films as well. It is well known that selenium can be
used in place of other group 16 elements, as evidenced by the research into
GeSbSeTe (GSST), where the selenium dopant is used to partially replace
the tellurium, which is metallic and highly lossy. The aim in that work was
to shift the bandgap towards the IR end of the spectrum, in contrast to
this work where by replacing the sulfur we aimed to lower the bandgap and
increase the visible absorption, without compromising the transparency of
the films at 1550 nm.
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Figure 6.4: Absorption heat map for Sb2S3 DoE at 633 nm, showing the
extinction coefficient against deposition power and pressure.

6.2 Thin film characterization

6.2.1 Thermal crystallization

Thin films (40 nm) of Sb2S3 and Sb2Se3 were sputtered under the same con-
ditions (2 mTorr at 35 W), onto crystalline silicon substrates, and capped
with a thick (200 nm) ZnS:SiO2 layer. A thicker film of 40 nm was used here
(compared to the 25 nm used in devices) to improve the signal to noise ratio
for the ellipsometry measurements. The ZnS:SiO2 capping layer is an estab-
lished layer for high-index chalcogenides in rewritable optical media [197],
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and provided better protection to oxidization compared to a pure SiO2 layer.
This capping layer was to prevent the films from oxidizing when exposed to
high laser powers during phase change. A standard recipe was used for the
capping process, 2 mTorr of argon gas at 100 W for 2 hours. The transparent
capping layer is to prevent oxidization of the chalcogenide films and form a
protective barrier to water and other containments. The film thickness was
to increase the The next step was to thermally crystallize the samples and
compare the amorphous and crystalline properties, before moving onto laser
controlled phase change.

A set of these samples were annealed at a range of temperatures inside
of a purged furnace at a variety of temperatures from 100◦C up to 300◦C.
They were all held at temperature for 20 minutes before being cooled to room
temperature. The phase of the film was then confirmed using ellipsometry,
to find the temperature range over which phase change was possible, and
where film degradation was likely to occur. As well as a clear visual color
change, there would be a change in the absorption spectrum between the two
films. There are more direct ways to probe the crystallinity of a film such as
Raman spectroscopy, however for the number of samples tested ellipsometry
provided a fast and convenient method that avoided moving samples in and
out of cleanroom areas, as well as characterizing the absorption in the crys-
talline phase, something that up until this point was unknown. Figure 6.5
shows wavelength dependent real part of refractive index for these samples,
with a clear two-level system visible in both cases, corresponding to the two
different phases. Samples that were heated past their crystallization tem-
perature (Tg) were able to propagate crystal growth as they cooled down,
for the Sb2S3 this temperature was found to be between 260◦C and 270◦C,
and for Sb2Se3 a lower transition temperature between 175◦C and 200◦C
was found. It was observed that the Sb2Se3 films started to break down at
higher temperatures, and were completely destroyed above 240◦C. By con-
trast the Sb2S3 was thermally stable to a much higher temperature of at least
300◦C, which may be advantageous for certain applications, particularly in
the aeronautical field. However the lower glass transition temperature of
the Sb2Se3 is desirable for planar photonic applications, where the operat-
ing temperature would never exceed the damage threshold, and instead the
lower temperatures needed would offer significant power savings for thermal
or optical switching, whilst still remaining stable in the environment unlike
VO2. Only a range of Tg are given as the exact values depend heavily on
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the cooling scheme, with very a slow controlled cooling rate able to yield a
crystalline film at lower temperatures than demonstrated here.
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Figure 6.5: Ellipsometry results for thin films of Sb2S3 (a) and Sb2Se3 (b)
annealed over a range of different temperatures, from 230◦C to 290◦C for the
Sb2S3 and 125◦C to 240◦C for the Sb2S3. In both cases the films annealed
below the Tg are solid lines, with the films annealed above Tg dashed.

The phase and stoichiometry of the films were characterized using Raman
spectroscopy and XPS, both before and after thermal crystallization to con-
firm this was a phase change, and not photo darkening or some other effect.
The analysis and XPS spectroscopy were performed by Ioannis Zeimpekis
and can be found in the appendix. The Raman showed a clear shift from an
amorphous to crystalline film after thermal annealing. The XPS confirmed
the films stoichometry, and showed a thin surface oxide as expected. Both
the Sb2S3 and Sb2Se3 were slightly chalcogen deficient, with a 45:55 atomic
ratio between the antimony and chalcogen. This was due to the preferential
sputtering of the antimony over the chalcogen.
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6.2.2 Ellipsometry

As mentioned, ellipsometry has been used to compare the thin films of Sb2S3

and Sb2Se3 and characterize their optical properties. The fitted models were
in very good agreement with the experimental data, with a mean squared
error (MSE) of between 5 and 10 reported for all samples with an example
shown in figure 6.6. From the ellipsometry it was possible to extract the
refractive index values as well as the film thickness for a given sample.
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Figure 6.6: The fitted Psi and Delta data from a 40 nm thick Sb2Se3 at 60,
65 and 70 degree incident angles. The dashed lines shows the fitting of the
model.

In this work the spectra of the films that showed the most promise are
compared with GST, the most common PCM, to evaluate their performance
as PCMs for photonics. Figure 6.7a and b show the optical constants in
both phases for Sb2S3 and Sb2Se3 respectively. Importantly for this work,
there was no measured absorption below the bandgap for either the Sb2S3

or Sb2Se3 in either phases, with the band edge being well below the telecom
wavelengths in all cases. This was the main improvement we had set out to
make over GST, which shows strong absorption in both phases at 1550 nm,
and constituted a significant contribution to the field of PCM photonics.
Figure 6.7c shows the difference in the refractive index between the two
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phases of each material. At 1550 nm, both Sb2S3 and Sb2Se3 show a usable
∆N that could be exploited in a similar way to how GST is currently used,
however the ∆N falls short when compared to GST, and so may not be suited
to applications where the size of the PCM is critical. The lack of absorption
should make it possible to increase the volume of PCM used to compensate
for this. For applications that are sensitive to optical losses (most photonic
components), the reduced ∆N is more than compensated for by the lack of
absorption as evidenced in figure 6.7d. Here the traditional figure of merit
(FoM) of ∆n/∆k has been plotted for the three materials.
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Figure 6.7: Fitted ellipsometry results for Sb2S3 and Sb2Se3 (a and b respec-
tively). Both amorphous (dashed) and crystalline (solid) phases are shown.
(c) The difference in n and k between the two phases for Sb2S3, Sb2Se3 and
GST. (d) The traditional figure of merit, ∆n/∆k for the same materials

For materials with no inherent absorption in either phase, and therefore
no ∆k this FoM tends to infinity below the bandgap, and becomes a mean-
ingless quantity. Furthermore it was a FoM designed to showcase GST in the
best possible light, as for many years this was the leader in PCM photonics.
By using only the difference in absorption, a large fraction of the absorption,
which is present in both phases could be partially ignored. I believe that a
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figure of merit for photonic devices must incorporate a dependence on the
absolute absorption losses as an ideal phase change material would exhibit no
optical losses. To this end we put forward a new figure of merit [198] (equa-
tion 6.1), that includes both the absolute absorption as well as magnitude of
the real index shift.

FoM =
2π

λ

∆neff

α
(6.1)

Importantly this FOM also includes the performance of a real world de-
vice, as α is the propagation loss inside a straight waveguide in dB µm−1,
clad with a PCM. The optical constants alone are not sufficient to describe
all the losses induced from the PCM layer. Changes to surface roughness
can play a significant role in propagation losses, and if the PCM is in the
crystalline phase the different crystal boundaries can act like interfaces above
the waveguide contributing to the losses as well. These properties are a func-
tion of both the material, and the fabrication process so is less fundamental
One drawback to this FOM, is that the strength of the coupling between the
waveguide mode and the PCM is a function of the geometry as well as the
refractive index so can only be used to compare materials if they are using
the same geometry. It also uses α, however this is a phase dependent vari-
able but the FOM in both phases can be compared for completeness, or the
higher loss phase (typically the crystalline phase) can be used as this will be
limiting factor in most cases.

Due to the lack of wavelength dependent propagation losses I am only
able to compare GST, Sb2S3 and Sb2Se3 at 1550 nm using this new FOM.
Specifically, for a 500 nm wide, 220 rib waveguide with 10 nm of GST, or
25 mn of Sb2S3 and Sb2Se3 the values are 5.15 rad dB−1 and 29.0 rad dB−1

respectively, compared to 0.282 rad dB−1 for GST, an improvement of two
orders of magnitude in the case of Sb2Se3. The propagation loss values for a
GST clad waveguide are taken from citation [199]. A more complete study
using this new FOM with different thicknesses and over a large wavelength
range would be of significant value to the photonics community.
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6.2.3 Propagation losses

To measure the propagation losses of these new PCMs, a range of straight
waveguides with different lengths of PCM were used. Using an industrial
UV scanner, a wafer was fabricated containing chips with arrays of straight
waveguides. These waveguides were 500 nm wide silicon rib waveguides on a
220 nm SOI platform, with grating couplers optimized for 1550 nm. All mea-
surements were normalized to the average insertion losses of unclad waveg-
uides (10 dB ± 0.9 dB) of the same length. This was to remove the additional
losses of the grating couplers and the transmission losses, allowing a direct
measurement of the transmission losses of the PCM clad waveguides. As
the waveguides are the same length in all devices this is valid, although a
measurement of propagation loss within the unclad waveguides using a range
of different length waveguides would be ideal. By varying the lengths of the
PCM layers it is possible to extract the loss as a function of propagation dis-
tance. Laser lithography was used to open windows in a photoresist layer of
lengths varying from 100 µm to 800 µm in 100 µm steps. As the sputtering is
a low temperature process it is compatible with resist layers, with Sb2S3 and
Sb2Se3 directly sputtered into these windows. A thickness of 22 nm was used
in each case as the earlier simulations showed this was a good balance of addi-
tional loss and effective index change between the two material phases. After
the PCM deposition, the samples were removed from the vacuum chamber
and the resist layer removed. This is not ideal as it allows some surface oxide
to form on the PCM, which may negatively affect the losses or inhibit phase
change in the film. However, if the samples were capped without breaking
vacuum, then the sides of the PCM are left exposed which, when attempting
to crystallize the samples caused significant damage to the films with void
formation and in some cases delamination. This damage is able to propa-
gate inwards from the edges and compromise the waveguides performance.
The simple solution would be to partially cap the samples under vacuum,
preventing the surface from oxidizing when removing the resist layer, then
finishing the capping layer in a second round of depositions that would fully
encapsulate them. However, whilst this prevents the surface from oxidizing,
it prevents a direct measurement of the thickness of the PCM layer. For a
thin film of 22 nm, the error in sputtering rate can results in a thickness
difference of several nanometers. Multiple calibration runs, or an internal
thickness sensor could be used to measure the film thickness whilst fully en-
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capsulating the PCM. Ellipsometry conducted on samples prepared this way
had no measurable differences compared to the previously shown results for
fully vacuum encapsulated samples.

a

b

Figure 6.8: Transmission losses for straight waveguides capped with 22 nm
of Sb2S3 (a) and Sb2Se3 (b) in both crystalline and amorphous phase, with
fitted straight lines of best fit.

The results of the transmission measurements for these waveguides shows
the potential of these materials in integrated photonics. In figure 6.8, a
10 mW, 1550 nm telecom laser was used to record the average insertion loss
for each device. The transmission is normalized to the average insertion loss
of straight waveguides with no PCM cladding on the same chip, to eliminate
the grating coupling loss as well as any losses in the adiabatic taper between
the gratings and the 500 nm wide straight waveguides. Multiple measure-
ments at each length were required due to the uncertainly from grating cou-
pling, with the standard deviation shows. The results for Sb2S3 are shown
in figure 6.8a, and Sb2Se3 in figure 6.8b. In both cases the crystalline phase
is more lossy than the amorphous phase as expected, despite the negligible
absorption losses predicted from ellipsometry where the extinction coefficient
was 0. The crystalline Sb2S3 had a higher propagation loss of 280 dB/cm
compared to the Sb2Se3 with a propagation loss of 100 dB/cm. This was
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unexpected as the ellipsometry results showed the Sb2Se3 having a higher
bandgap, so a longer Urbach absorption tail should result in higher intrinsic
losses. It was suspected that the different crystal structures and sizes were
responsible for additional losses in the crystalline Sb2S3 as compared to the
Sb2Se3 due to the multiple interfaces causing scattering of the guided mode
from the macroscopic grain boundaries, however this is unproven.

6.3 Optical phase change

To realize the perturbation patterns used for the modeling, precise optical
phase control was needed to amorphize or crystallize the phase change layer.
Having established that thermal phase change was possible, the high through-
put static testing setup was used to probe the conditions for laser induced
phase change. The actual phase change mechanism is a purely thermal pro-
cess, so a suitable cooling regime should exist using optical pulses. A 638 nm
laser diode was used for this experiment. A lower wavelength would provide
more absorption into the thin films due to a higher wavelength dependent
absorption, as well as having the option of a smaller spot size. 633 nm was
chosen due to the abundance of diode lasers and optical components at this
wavelength. A multimode laser would provide a higher power, again use-
ful for phase change, but at the expense of the beam quality, and therefore
spot size hence a single mode laser was used. The laser diode used could be
directly modulated by a signal generator to produce any length pulse from
2.5 ns up to continuous wave (CW) lasing. The optical power could be mod-
ulated either directly through the laser, or using a combination of a liquid
crystal to rotate the beam’s polarization with polarization sensitive optics to
partially reject the beam. A white light source was coupled into the beam
path to provide illumination, and a CCD camera used to measure the re-
flection from the sample, as well as image the area of interest. The quarter
waveplate in front of the objective acted as an optical isolator to prevented
back reflections into the laser. Finally, the sample was mounted to a 3D
stage, so it could be placed at the focus of the objective, then scanned in
different directions. In this way a map of different pulse powers and dura-
tions could be tested. Changing the focus also changed the fluence to give an
added degree of flexibility. All the active components were integrated into a
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Labview program.

Sb2S3 films in both amorphous (figure 6.9a,b) and crystalline (c,d) phases
were irradiated with pulse powers from 3 mW up to 90 mW, and for dura-
tions ranging from 10 ns up to 300 ms. A picture of each site was taken
before and after irradiation, and the change in reflection was recorded (fig-
ure 6.9a,c). For the amorphous film there was no positive reflection change at
any power below pulse lengths of 100 ms. There was however a slight dark-
ening (resulting in a lower reflection for most pulses below the crystallization
threshold, with a slight diffraction pattern visible at high magnification. The
most likely cause for this is sulfur sublimation causing void formation in the
film, responsible for the diffraction pattern due to the thickness variations,
however further investigations are needed to determine the exact cause. At
higher powers, visible crystallization was present, and an associated positive
reflection change. As the pulse length increases, the power requirements are
lower, as expected due to the increased total optical power. Unfortunately
the parameter space over which phase change was seen was not consistent as
can been seen in figure 6.9b. Pulses of similar energy did not always result
in the same crystallization. There are a few possible explanations for this,
an inhomogeneous film could result in local variations to the crystallization
temperature or the local absorption. The thermally crystallized Sb2S3 film
showed very strong variations in crystal size and color, possibly due to differ-
ent polarization sensitivities or crystal orientations. Similar to the results of
the amorphous films, there was a clear region of pulses where phase change
was seen (figure 6.9c), but again there were problems with the consistency.
It is highly likely that the different visual appearances of the film shown in
figure 6.9b play a role in this, with a different proportion of power being
reflected and absorbed in adjacent crystals.
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Figure 6.9: Pulse mapping of optical phase change of Sb2S3. The reflection
change (a) and optical image of the same site (b) for an amorphous Sb2S3

film under different optical powers and pulse lengths. (c,d) As in (a,b) but
for a thermally crystallized Sb2S3 film.

The results of this static testing for Sb2Se3 showed a different picture.
(Figure 6.10) A far more consistent pulse region was defined for both amor-
phization and crystallization. For crystallization (figure 6.10a,b) there was
some variation along the boundary of pulses, however this is most likely due
to experimental noise from temperature changes in the room affecting the
fluence. Despite the lower Tg and damage threshold compared to Sb2S3, no
ablation or void formation was seen as the laser spot size had been reduced
to lower the fluence. This was only possible because of the higher absorption
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of the film as compared with Sb2S3. The larger spot size lowers the peak
pulse intensity, and increases the uniformity of the pulse. If a larger spot
size was used for the Sb2S3 films, no change was seen due to the combina-
tion of higher transition temperatures and lower film absorption. There are
numerous approaches to mitigate this such as incorporating back-reflecting
mirrors to increase the effective path length or using a meta-surface pattern-
ing to artificially enhancing the surface absorption, however these are less
compatible with integrated photonics, so the unchanged Sb2Se3 performance
was preferred. In the case of amorphization it was a similar story, with a well
defined parameter space for re-amorphization as shown by the first boundary
in figure 6.10d). The spot size had been reduced to the original size, due to
the higher power requirements for amorphizing. At higher powers and longer
pulses there were signs of ablation to the spots that were not easily identifi-
able in the reflection map (figure 6.10c) as the ablation and amorphization
had similar reflectivities. These are shown by the second smaller boundary
in 6.10d).
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Figure 6.10: Pulse mapping of optical phase change of Sb2Se3. (a-b) The
reflection change and optical image for an amorphous Sb2Se3 film under dif-
ferent optical powers and pulse lengths. (c-d) As in (a-b) but for a thermally
crystallized Sb2Se3 film.

It was also noted that the crystalline Sb2Se3 substrate was more homoge-
neous than the Sb2S3 samples, with the crystal size being sufficiently small
so as not to play a significant role in determining the local film properties on
the scale of the optical pulses. This difference in the crystalline structure is
highlighted in figure 6.11. DIC spectroscopy clearly highlights crystal bound-
aries, thickness variations or changes in local refractive index over standard
microscopy by interfering two otherwise identical beams of polarized light

6 110



MATERIAL STUDY

that have taken different paths through the sample. The images seen are the
recombination of these two beams, which amplifies the differences of small
variations in thickness, index and polarizability of the sample. Thin films of
as-deposited amorphous (a-b) and thermally annealed (c-d) Sb2S3 and Sb2Se3

were imaged, as well as a large area laser annealed sample (e-f). Using crys-
tallization parameters derived from the pulse maps, a large area could be
crystallized by raster scanning a laser pulse over the region. The amorphous
films were highly uniform as expected from the sputtering process. A large
difference was seen for the thermally annealed samples. The Sb2S3 showed
large crystals with a grain size of 20-30 µm, compared to the much smaller
gain size of 1 µm for Sb2Se3. Both samples were annealed for 20 minutes at
the respective glass transition temperatures (270◦C for Sb2S3 and 200◦C for
Sb2Se3). In both cases the crystal growth is nucleation dominated, resulting
in the range of orientations seen. It is important to note that the crystal size
is as much a function of the precise annealing conditions as it is the materials.
The relative densities of nucleation sites play a large role in determining the
final crystal size, but with finely controlled cooling gradients it is possible
to vary the crystal sizes. However for this work thermal crystallization was
not a priority due to the optical switching used for device level work. A
full study of annealing conditions might improve the uniformity of the Sb2S3

crystallization.

The laser annealed samples show a very different structure to the ther-
mally annealed samples. Unlike the nucleation dominated grown seen for
thermal annealing, these samples were growth dominated, with the previous
crystallization site acting as the nucleation site for the next laser spot. As
such there is an associated directionality of the crystallization in line with
the laser scanning.
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Figure 6.11: Differential interface contrast optical microscopy (DIC) of Sb2S3

(a,c,e) and Sb2Se3 (b,d,f). The as sputtered amorphous films (a-b), after
thermal annealing at 270◦C (c) and 200◦C (d) and after large area laser
annealing using a 90 mW, 300 ms crystallization pulse raster scanned over a
large area. (e-f)
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One of the most difficult aspects to this work was maintaining a constance
fluence for each pulse as the sample was moved beneath the laser. If the
substrate was not perfectly perpendicular to the laser then as the substrate
was scanned below the laser, there would be a change in focal length (and
therefor fluence). Figure 6.12 shows the result of this, where the bottom left
corner failed to fully crystallize due to the tilt of the substrate. Other issues
are also evident, namely damage caused by some surface dirt enhancing the
local absorption of the film in the bottom right.

2

Figure 6.12: Optical microscope image of an attempted large area (80µm2)
laser crystallization.
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6.3.1 Phase change durability

Conventional phase change memories are cycled many thousands of times
before they reach a stable switching regime. As such it was decided to test
the durability of the phase change, i.e. how many cycles could be achieved
before material degradation, as well as if a stable regime could be found
with indefinite switching. Using the same experimental setup as before, a
single spot in a crystalline Sb2Se3 was cycled between the amorphization and
crystallization phases until the transmission change was reduced to half the
initial value.

The laser power was chosen to be 90 mW in both cases, with the liquid
crystal used to modulate between 45 and 90 mW for the crystallization and
amorphization pulses respectively. The pulse lengths of 100 ms and 400 ns
were selected for the crystallizing and amorphizing pulses from the static
tests. Fixing the laser power, and using a liquid crystal to modulate the
optical power helped improve laser stability. After each pulse, a brightfield
camera image was taken to measure the change in reflection. Figure 6.13a il-
lustrates the switching scheme with the transmission change over time shown
in 6.13b. This reflection measurement is made up of the averaged intensity
of 25 pixels centered at the site of laser incidence. Each pixel corresponds
to a separate intensity measurement, provided the camera response is linear
over the range of values recorded and not saturated. This was easily tested
using the laser at low powers to verify a linear response over the range used.
Figure 6.13c shows the individual measurements for 10 cycles in the middle
of the run. Initially stable switching was seen for 4000 cycles, before the
reflection change dropped by 50%. There were also step changes recorded
in the data at irregular intervals which are likely caused by environmental
changes. A climate controlled lab was used for all the experimental work,
but the results were very sensitive to temperature changes, due to changes in
the objective position affecting the spot size. The objective used has a depth
of field of 1.1 µm, so even a 500 nm change in height dramatically affected
the spot size, and therefore fluence. A box was built around the experiment
out of insulating foam to help regulate the temperature and remove any air
currents, however the problem was never fully corrected, with the changes
in the time of day or external temperature having a non-negligible effect on
the focal position. The noise in the pump and probe lasers was measured as
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> 0.05% in separate stability tests so were not the cause of the drift seen here.
A future improvement would be a sample with a clear marker that could be
used for real time edge detection and focusing to mitigate this problem.

Figure 6.13: (a) Illustration of the pulse scheme used to conduct a durability
test of the phase changing. (b) Change in reflection as a function of phase
change cycle for a single Sb2Se3 spot. (c) The individual reflection measure-
ments which made up the reflection change shown in (b).

The sudden change to the phase change durability at around 4000 cycles
is not well understood, but likely due to previously mentioned focal drift.
If the fluence was increased above a critical power density, then damage
might have occurred at the spot center that then propagated across the
whole phase change area. Another explanation is that the change was the
accumulated effect of element migration within the film leaving an inert spot.
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GST underwent many years of research to achieve the switching stability
(> 107 cycles in commercial phase change memory) that is now associated
with it, so the limits demonstrated here may not fundamental limits of the
material, but rather a product of the pulses and environment used. An
improvement of the lifetime that could be made would be to test a graded
pulse scheme that change in power or duration over time to better match
the changing material, however with either an amorphizing and crystallizing
pulse, each with two parameters at each point in time, the parameter space is
huge, and a faster high throughput testing setup would be required compared
with what was available.

The same experiment was run with Sb2S3. The results were less conclusive
(figure 6.14), with some pulse settings resulting in a higher initial contrast,
but a much shorter lived phase change. If the pulse powers were lowered then
a more durable scheme was found, however with a much smaller reflection
change. This suggests that in the case of Sb2S3 there was no stable switching
of a thin film, with full crystallization and amorphization. If a spot was
fully phase changed, there was a decrease in the lifetime of that area and
after many cycles, a dark ring was visible around the site. This is likely
due to elemental migration of the sulfur from the phase change area to the
surroundings. The best compromise between switching lifetime and reflection
change only resulted in around 400 switches before the reflection change was
reduced by 50%. However, there was no stable switching, and a consistent
reduction in reflection was seen at all points. Furthermore, the switching was
very varied with a large standard deviation from a 20 point running mean. It
was decided that Sb2Se3 was a more promising PCM for photonic integration
in almost every aspect - it exhibited a higher ∆n at 1550 nm, lower switching
temperatures and therefore powers as well as lower propagation losses for a
straight waveguide, and a longer lifetime of phase switching. Because of these
factors, future work focuses primarily on Sb2Se3 as the material of choice.
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Figure 6.14: Scatter plot for the change in reflection as a function of phase
change cycles for a single Sb2S3 spot. The red line shows a 20 point moving
average.
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Chapter 7

Device Characterization

7.1 Mach Zehnder Interferometry

The first step towards demonstrating a PCM based reconfigurable optical
router was to characterize the effect of phase change on the effective index of
a device. A phase sensitive Mach Zehnder Interferometer device was chosen
for this as showing passive phase tuning within an MZI would both validate
the material for photonic applications in a planar platform, as well as provide
a useful device in its own right if compact low loss phase tuning was realized.
A passive tunable MZI would be of great interest to replace the high power
consuming thermo-optical tuners commonly found in integrated circuits. The
same platform was used as for characterize the waveguide losses; a 220 nm
SOI chip with a 120 nm etch was used to fabricate a series of imbalanced
MZI’s using stepper lithography.

A second lithographic step was used to open windows of varying lengths
above one arm of the MZI, and a 23 nm Sb2Se3 layer was sputtered onto the
sample, before the whole chip was capped with 200 nm of ZnS:SiO2. After
sputtering the Sb2Se3 was crystallized using a hotplate at 180◦C. The differ-
ent lengths of PCM would allow for a comparison of the change in extinction
ratio, free spectral range (FSR) and insertion loss. One oversight was that
no devices were fabricated with PCM patches in both arms. Usually this
approach would be used to normalize the reflection losses from the interfaces
of the PCM at either end, as well as provide a balanced MZI with a high ex-
tinction ratio for any length of PCM. The spectral response of the MZI’s was
measured using a grating coupled swept source and detector. The modified
static tester experimental setup was used to both phase change the films and
simultaneously measure the device response.
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7.1.1 MZI insertion loss

The Mach Zehnder interferometers were first characterized using a swept
source over the wavelength range of 1530 nm to 1600 nm. Figure 7.1 shows
the transmission for a range of MZI with and without different lengths of
phase change cladding and a straight waveguide to normalize the insertion
losses of the grating couplers. The transmission of the shorter MZI’s (a-d)
showed a better insertion loss than the reference straight waveguide, possibly
due to the lower propagation losses in the tapers and MMI’s of the MZI’s
compared to the 500 nm wide waveguide. The additional insertion loss of the
MZI were calculated separately using the maxima of each spectrum compared
to the straight waveguide as seen in figure 7.2. For the MZI with no PCM
(figure 7.1a) the spectrum was as expected with a series of sharp minima. For
devices with PCM patch lengths (b-f) the same pattern was present, however
as the patch length increased, the extinction ratio decreases. This was due to
the lack of a PCM patch in both arms, so the minimal losses of the crystalline
Sb2Se3 in one arm create an intensity imbalance between the two arms that
results in the lack of strong destructive interference. In future devices should
be fabricated with patches in both arms to normalize this loss, however it
is worth pointing out that the losses are only significant for devices with a
patch length of 500 µm or longer. Compared with the 1 µm patch length
seen in other work using phase change materials in phase sensitive devices
the very low loss of the Sb2Se3 allows for very long patch lengths. When this
patch length is combined with the reasonable high ∆n, these MZI’s may act
as very compact phase tuners if phase change is achieved without damaging
the devices.
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Figure 7.1: The wavelength dependent response of MZI’s with different PCM
cladding lengths from no cladding (a) and 50 µm (b), 125 µm (c), 250 µm
(d), 500 µm (e), 750 µm of Sb2Se3 (f), with the transmission of a straight
waveguide of the same length for comparison.

There appeared to be a modulation in the extinction ratios between the
maxima and minima which was present in all tested samples. The cause
of this is unexplained but was not present in spectra taken of other similar
devices using a different swept source, so may be an artifact of the source
laser. Unfortunately, the source that showed no such modulation was only
temporarily available and so we were not able to use across all the samples.
This modulation effect had also been observed by a separate research group
using the same swept source with a different photonic chip so it was assumed
to be an issue with the source, and since a high extinction ratio was not
necessary for the first demonstration of this approach to phase tuning, the
effect was ignored.
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Figure 7.2: The additional insertion losses for a length of MZI clad with
Sb2Se3 as compared with a straight waveguide with no PCM cladding.

The insertion losses of the MZI’s showed no correlation with the patch
length (figure 7.2, with the highest additional seen for a patch length of
250 µm, however only a single set of devices were fabricated so further work
is needed to add confidence intervals to these results. All of the devices per-
formed better than the reference straight waveguide by ∼3 dB. It was sug-
gested that similar to the waveguide transmission losses, the PCM cladding
might be acting to reduce the scattering losses of the waveguides, however
there was little difference in the insertion loss for the MZI with and without
a PCM cladding. Without a range of different lengths of reference waveg-
uides, it was not possible to investigate this discrepancy further, however it
is fair to say that the MZI devices were performing well, with no additional
transmission losses due to these structures.

7.1.2 MZI single pixel phase tuning

The next step was to phase change the Sb2Se3 film above one arm of the
MZI’s, and record the transmission. If the phase change was successful,
the refractive index of the film will change, and the optical path length of
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that arm will be decreased (for a crystalline to amorphous transition) and
the minima will shift accordingly. Using a single wavelength source, this
effect would present as an increase or decrease in transmission depending
on which side of a minimum the source is set to. Using a swept source,
a transmission peak wavelength was found (1553 nm) for a device with a
125 µm patch of crystallized Sb2Se3. A diode laser was used to write 95
amorphous spots into the crystalline film with a spacing between them of
750 nm. This was achieved by mounting the objective to a linear stage and
stepping the motor in equal increments. Care was taken to ensure that the
objective was mounted perpendicularly to the sample to minimize the focus
drift over the range of motion. As the waveguides are only 500 nm wide, and
the laser spot is of the order of 750 nm, the alignment in all three axes is
critical to maintaining the same fluence at the film about the waveguide.

Each successive laser pulse on a new area amorphized the film, decreasing
the transmission to a low of -17 dB as seen in figure 7.3, normalized to the
initial transmission. Following this, the phase change was reversed with 35
larger crystallizing pulses over the previous phase change sites, recovering
the initial transmission, with an additional loss of 2 dB. The additional loss
is likely from the backlash in the stage, resulting in a different positioning
in the reverse direction as opposed to the initial amorphization pulses. It
is also possible that the laser focus has drifted due to thermal effects in the
room or an incomplete recrystallization. The phase change durability should
be tested by phase changing a single spot above an MZI for many cycles
to observe any degradation to the effect. Other techniques such as SEM
or microscopy were not viable due to the thick ZnS:SiO2 cladding and size
of the features, however it would be possible to cycle the phase in vacuum
then inspect the surface with AFM or SEM to see if there is any significant
damage.
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Figure 7.3: The additional insertion losses for each length of MZI as compared
with a straight waveguide with no PCM cladding.

If the film was degrading with each optical pulse, then it is expected
that the transmission change between each set of pulses during a durability
test would decrease until the film was damaged beyond exhibiting any phase
chance. To increase the measurement sensitivity, the MZI was first tuned to a
minimum so that any transmission change as a result of the phase change was
seen as a large transmission change. Figure 7.4a shows the first 400 cycles
(including an amorphizing and crystallizing pulse per cycle) of a durability
test using a 400 ns, 60 mW amorphization pulse, and a 100 ms 15 mW
crystallization pulse. Initially there was a large transmission change between
the crystalline (blue) and amorphous (red) states, however after 400 cycles
this difference had been reduced to nothing. It suggested that there was a
change in the material, either damage or element migration that adversely
affected the phase change ability of the film. 7.4b shows the same data, but
with a moving average used to normalize away the drift in measurements,
showing the clear continuous degradation.

7 123



DEVICE CHARACTERIZATION

0 50 100 150 200 250 300 350 400

Phase change cycles

0.0055

0.0060

0.0065

0.0070

0.0075

N
o

r
m

. 
T

0 50 100 150 200 250 300 350 400

Phase change cycles

�0.001

0.000

0.001

N
o

r
m

. 
T

0 200 400 600 800 1000 1200 1400 1600

Phase change cycles

0.007

0.008

0.009

0.010

N
o

r
m

. 
T

0 200 400 600 800 1000 1200 1400 1600

Phase change cycles

�0.001

0.000

0.001

N
o

r
m

. 
T

0 100 200 300 400 500 600 700 800

Phase change cycles

0.003

0.004

0.005

0.006

N
o

r
m

. 
T

0 100 200 300 400 500 600 700 800

Phase change cycles

�0.001

0.000

0.001

N
o

r
m

. 
T

a

fe

c d

b

Figure 7.4: (a,c,e) The transmission of an MZI as three different spots were
amorphized and crystallized by successive laser pulses. (b,d,f) Using a 10
point moving average the drift in measurements was removed.

A different spot on the same MZI device was tested in the same way
(7.4c,d) and a better lifetime of 1600 cycles seen. This may be because when
moving to a new test, the objective height relative to the sample changes
slightly, varying the pump fluence, or that the alignment of the laser with
the waveguide is also different, again changing the fluence. A higher reflection
change is seen, suggesting that there was a larger phase change volume in
contact with the waveguide, however after the first 400 cycles (where the
transmission change increased) again a gradual decrease was seen until, at
1600 cycles, there was no measurable change in transmission between the
two laser pulses.

A third site was tested (7.4e,f) with the best lifetime seen. A stable
transmission change was seen for the first 350 cycles with a clear transmission
change of 20% seen. After this point there is a step change to a lower but
still stable transmission change between cycles. It is possible that some
environmental factor changed at this point, leading to the difference seen,
again likely due to a fluence change. A higher power or smaller spot size
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will result in partial damage of the film, lowering the phase change volume
in the next cycle, and similarly a lower power or larger spot size will lack
the intensity to cause the same level of phase change, again reducing the
phase change volume. A second event can be seen at 510 cycles where again
the transmission change drops. Unfortunately, it is difficult to isolate the
cause of the change, as both a fluence increase or decrease could result in a
similar change, as well as if the laser spot drifted so that it only partially
intersected the waveguides patch, resulting in a full phase change but at the
wrong location. An extension to this experiment would be an automatic
focusing system, similar to that used in a DVD drive, where the laser size
and position are analyzed after each pulse and small corrections made using
the piezo stage that the objective is mounted to. It is unlikely that the results
presented here represent the fundamental material limits, as for other similar
phase change materials under the right conditions, the lifetime is many orders
of magnitude longer than demonstrated here. This assumption is supported
that there was little consistency between the lifetime measurements with a
wide range of results seen.

7.1.3 MZI reversible phase tuning

The final demonstration using the MZI’s was to show a reversible phase
tuning using a broadband source. For many applications a reversible 2π phase
is sufficient as it encompasses the entire amplitude range in an interference
device, such as an MZI. Coupling into an MZI with a 125 µm long patch
of 25 nm thick Sb2Se3, a 2π reversible phase shift was demonstrated using
a series of phase change pulses, as seen in figure 7.5. The initial crystalline
spectrum state was recorded, seen in blue, then 100 spots were amorphized
using the laser with a spacing of 750 nm between them. A spectrum was
taken after every 25 spots. After the full 100 amorphizations needed to
achieve a 2π phase shift (shown in black), no measurable change in insertion
loss or modulation depth was observed for the MZI, as seen in figure 7.5b,
where the spectra are presented with no formatting. In the top plot, the
successive spectra have been vertically offset by their extinction ratio depth
for readability. The black spectrum was the “set” state, where a 2π phase
shift was achieved, before another 100 crystallization pulses returned the
device to its initial state (shown in red). The set and reset were not a perfect
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match, with some small phase difference between the initial and final states.
This is likely due to small misalignments caused by the backlash of the stage
creating small areas of phase change that were not reversed. If a perfect 2π
phase shift was required, a real-time phase readout could be used as shown
in figure 7.3.
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Figure 7.5: Reversible 2π tuning of an MZI using pixels of Sb2Se3 to tune the
effective index. a) A series of spectra from bottom to top, each after a series
of spots is amorphized. The blue spectrum is the initial device response,
black is after 100 amorphizations corresponding to a 2π phase shift, and red
is after recrystallizing the same 100 spots. All spectra are vertically offset
from each other. b) Comparison of the initial, set and reset states without
an insertion loss offset.

The optical pulses used for this were low power pulses, compared with
the damage threshold, so it is unlikely that the phase change area was the
same as the spot size, as has been assumed in previous experiments, however
the lower power used resulted in a fully reversible spot, just as during the
durability tests. Higher powers did not immediately damage the films, but
the complex thermal structure of a narrow waveguide compared to a planar
film created challenges in achieving a consistent heating effect. Using a lower
power ensured a smaller volume of switching, but no damage to the films.
This makes it hard to quantify the area of phase change that corresponded
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to the 2π phase shift, however it must be less than 75 µm in length as that is
the maximum length over which spots were written. What can be said with
confidence is that the phase shift due to a single laser pulse was 0.027π. A
2π phase shift with a 75 µm long device is a fantastic achievement, and is
comparable in size to the current best low-loss silicon chip phase tuners, with
the added benefit of being a self-holding device. An added benefit is that this
approach would work on a variety of platforms, independent of the temper-
ature dependence of the refractive index. For example, silicon nitride has an
increased thermal stability compared to silicon so thermal phase shifters are
of the order of millimeters in length. A PCM phase tuner could miniaturize
circuits within silicon nitride to a larger degree than is possible on silicon,
whilst preserving the stability benefits of the silicon nitride.

There are some applications where a greater than 2π phase shift is de-
sirable, as is the case for on-chip Lidar demonstrations. Since this pixel
approach is passive it should be scalable with the length of Sb2Se3 avail-
able. A new MZI was coupled into, with a longer patch length of 250 µm
in one arm. For this work the pulse powers were increased to reliably give
an amorphization size of 750 nm without any visual damage to the sample
or transmission, to increase the phase shift per pulse. 200 spots were writ-
ten over 150 µm of Sb2Se3, again with the same 750 nm spacing, to achieve
a 10π phase shift. (Figure 7.6) The phase shift per pulse was increased to
0.07π, more than double the previous demonstration. Again the intermediate
states are shown with a vertical offset (a), and a like-for-like comparison of
the initial spectrum and final spectrum are in (b). There is a slight reduc-
tion in modulation depth of 1 dB, but no change in the overall insertion loss
which would be expected if the film was damaged. It should be noted that
attempted to reverse the 10π shift was problematic with only a 8.5π shift
being shown, leaving a difference of 1.5π between the initial and reset state.
It is possible that whilst there was no visible damage to the film there was
a change in stoichiometry, reducing the phase change effect, although trying
to repeatedly and accurately position a micron size beam over 150 µm was a
significant challenge with the stages available. This lack of total reversibility
should be explored using a stage with a higher degree of absolute on-axis
accuracy.
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Figure 7.6: Reversible 2π tuning of an MZI using pixels of Sb2Se3 to tune the
effective index. (a) A series of spectra from bottom to top, each after a series
of spots are amorphized. The blue spectrum is the initial device response,
black is after 100 amorphizations corresponding to a 2π phase shift, and red
is after recrystallizing the same 100 spots. All spectra are vertically offset
from each other. (b) Comparison of the initial, set and reset states without
an insertion loss offset to allow for direct comparison.

These results are significant as they are currently the first demonstration
of reversible, passive low loss phase tuning. This approach could pave the way
for passive photonic phase or amplitude tuning in a phase sensitive configu-
ration, whilst consuming less power than conventional thermo-optical tuners
and occupying a significantly smaller footprint. They are also inherently in-
sensitive to temperature or wavelength drift making them ideal for low speed
applications. Currently the largest drawback is the requirement of incident
optical switching, as this is not easily implementable outside of a laboratory
and may lack the stability of an integrated solution as the issues with drift
would be eliminated. An electrically controlled thermally switched solution
would be vital to prove the viability of these materials for phase tuning in
more complex circuits. Some work has been done in this direction using
Sb2S3 [166] which could serve as a starting point to explore the possibility of
electrically switching Sb2Se3. Doping the Sb2Se3 with some tellurium would
be an option to improve the conductivity to facilitate electrical switching,
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however care would have to be taken to ensure the transparency at 1550 nm
is preserved. There are also unanswered questions about the frequency limits
of such a device as the switching speeds are yet to be quantified. Here only
the speed of the optical pulses has been quantified, which may not reflect the
performance of the materials.

7.2 MMI wavefront shaping

The final step in demonstrating a reconfigurable optical router was to use the
same approach of index perturbation as used for the MZI’s, and apply it to
the pixel patterns on an MMI showing in the simulation work. On the same
chip as the MZI were fabricated, an array of MMI devices, with a single input
and two outputs were all included. The transmission of both outputs of an
unclad 1 × 2 MMI was first measured and compared to a reference waveguide
(figure 7.7a) to confirm that the devices were functioning as intended with
minimal additional loss. As with the MZI’s, the insertion loss was defined
by the grating couplers and propagation losses, so was therefore the same
for both the reference and MMI outputs. An oscillation is clearly present
from the polarization of the input light not being perfectly aligned with the
grating couplers. No excess loss was seen for the MMI outputs, as can be
seen in figure 7.7b when compared to half the insertion loss of the reference
waveguide (as each MZI output accounts for half the inserted power). In fact
the MMI outputs showed a small transmission improvement for wavelengths
below 1600 nm. As with the unclad MZI’s this was unexpected and points
towards some additional losses within the reference waveguides that are not
present in the other devices. Since the gratings and waveguides dimensions
used in both devices are identical by design and the total path length was
unchanged in each case it was likely that due to the fabrication tolerances
the reference waveguides had an additional loss. A small fabrication error in
the gratings for example could easily lead to a difference in loss of the order
seen here.

The two MMI outputs were designed to be perfectly balanced, but again
due to fabrication tolerances this is never achieved in practice, and whilst the
bottom output had a lower transmission on average, the difference across the
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whole range was only 0.66 dB, well within the coupling error for our setup.
The MMI dimensions were 6× 33µm, as modeled in the simulation section,
to be a good compromise between functioning when unclad and clad with a
PCM. If the dimensions were optimized for an unclad MMI, the transmission
was calculated to be 0.06 dB higher, a negligible loss compared to the rest
of the device.
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Figure 7.7: (a) The insertion losses of an unclad MMI and a reference waveg-
uide. (b) The MMI insertion losses normalized to the total transmission of
a reference waveguide.

7.2.1 Single pixel phase change

The MMIs were clad with a 25 nm thick Sb2Se3 film as was the case for
the MZI’s. From simulations this was the maximum thickness that would
not increase the propagation losses of the MMI if the entire PCM film was
phase changed. The transmission of the MMIs was again tested and as hoped
there was no change to the insertion losses. The increased effective index of
the MMIs was compensated for by the dimensions being optimized for an
effective index mid-way between the unclad and clad devices resulting in no
additional losses.
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The final step before writing a full perturbation pattern was to calibrate
the laser pulses for the MMI, and to ensure that individual pixels were ad-
dressable. An MMI with a crystalline Sb2Se3 film was coupled into and a
series of pixels written in adjacent positions using the same experimental
setup as for the MZI’s. Figure 7.8 shows the results, with images 6 and 8
in particular showing the power of this technique. Initially a single pixel
was amorphized written in the center of the MMI (2), before adding three
more to complete a 2x2 square (3). The pixels were spaced by 750 nm, and
at the centers they connected, whilst leaving the very corners of each pixel
crystalline. This was approximately consistent with the 750 nm square spot
size used for the simulations. In all the images there is a damage site visi-
ble (center of MMI) where a previous amorphizing pulse was tested using a
duration that caused ablation and not phase change.

In images 5 through 7 the central pixel in a 3x3 array was successfully
re-crystallized then re-amorphized, whilst the outer positions remained un-
changed. This was an important result, proving that with the correct pulse
parameters it was possible to write adjacent pixels without changing the sur-
rounding pattern. Had this not been the case, then the tested pixels patterns
would have to allowed a buffer space between pixels, reducing the pattern
density and therefore final extinction ratio. In the final image the entire re-
gion can be seen after re-crystallization with no permanent changes compared
with the initial area.
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Figure 7.8: A series of pictures taken through the pump laser objective show-
ing the capabilities of the optical writing. Images 6-7 show the ability to write
and rewrite a pixel in the middle of a block without altering the surrounding
pixels. Panel 8 shows the quality of the resetting, which was able to com-
pletely remove the amorphous pixels.

The pulse power and duration for reversible amorphization required a high
degree of repeatability, as if a pulse of too high power or duration was used
it would cause a permanent change to the local film, with the amorphization
being only party reversible. For all this work a pulse power of 50 ms at 19 mW
was used for crystallization and 400 ns at 35 mW for amorphization. This
gave the highest margin for error in pump fluence without causing permanent
changes to the film. Figure 7.9a shows five amorphous pixels written into a
crystalline film using 400 ns, 40 mW pulses. After applying a crystallization
pulse there is still an obvious darkening to the film in the same area as the
previous amorphous pixels. (Figure 7.9b). Attempting to fully reset these
positions with increased duration or power crystallization pulses only resulted
in damage to the films.
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Figure 7.9: Pictures of an MMI before (a) and after (b) attempting to reverse
5 amorphization. The amorphizations are clearly visible even after resetting.

7.2.2 Optical routing using a perturbation pattern

The final demonstration of this technique was to write a guiding pattern
into a PCM above an MMI to demonstrate on chip wavefront shaping. A
pattern was optimized using the 2D linear simulation approach and written
into an MMI with a 25 nm crystalline Sb2Se3 cladding, using the same setup
as for the MZI. The simulated electric field within the MMI before and after
writing the pattern are seen in figures 7.10 a-b. The pixel positions are shown
using a translucent white square in 7.10b. Figures 7.10 c-d show the results
of experimentally writing this pattern into the MMI. In 7.10c the darker
patches are different crystalline orientations within the film, resulting in a
lower reflection. This is a result of the nucleation dominated crystal growth
from thermally annealing the samples. Figure 7.10d shows the completed
pattern, a near-perfect reproduction of the simulated pattern, with some
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slight rotation misalignment. The experimental pattern was also shorter than
the actual device length as the motor used to step between pixel positions has
an internal miscalibration of 2.3%. Whilst not ideal, this error is small and
the patterns were numerically shown to be resilient to small misalignments
of this order. Figures 7.10 e-f show the real-time transmission for the top
and bottom output of the MMI whilst the pattern was written. The dashed
green and teal lines show the expected transmission from a 2D simulation at
each stage of the pattern. A splitting ratio of 92:8 was seen between the two
outputs for the completed pattern, lower than the simulated 99:1, however a
very successful result, and the first of its kind for a self-holding router. The
final pattern was also simulated using a 3D environment to encompass the out
of plane scattering effects of the pixels, which is lost for the 2D simulations.
The results of this simulation can be seen as the crosses in 7.10e. Due to
the simulation time it was not possible to optimize a pattern in 3D, so the
pattern presented here likely leaves room for improvement. The agreement
between the experimental and 3D simulated was better than with the 2D
simulations and showed a remarkable similarity given the assumptions made
and the large margin for experimental error in terms of rotational alignment
and absolute pixel positioning. There were previous attempts where a lower
splitting ratio was achieved due to these errors, or a partial pattern being
written due to incorrect pulse parameters.
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Figure 7.10: (a) Simulated unperturbed electric field intensity inside an MMI.
(b) Simulated perturbed electric field inside an MMI with a pattern predicted
from modeling. (c) Picture of an MMI with a crystalline Sb2Se3 film de-
posited on top. (d) As in (c) but after the perturbation pattern from (b) has
been optically written as amorphous spots into the film. (e) Transmission
for the top output (red) and simulated top output (green) compared with
the bottom transmission (blue) and simulated bot transmission (teal), as a
function of the number of pixels switched in the perturbation pattern. (f)
As in (e) but for rewriting the pattern, to a fully crystalline film.

The pattern was reset from the start of the MMI, pixel by pixel so an
asymmetric result is expected. Figure 7.10f shows the splitting ratio as the
device was reset, with the experimental results diverging from the simulation.
The initial 50:50 splitting was never recovered with a 55:45 final splitting ratio
between the top and bottom ports. There are several effects that could cause
this, although most likely it is due to an imperfect reset of the local phase,
either due to damage caused by the initial pass or the resetting optical pulses
being too weak to fully reset the initial pixel. Given the lifetimes observed
for the MZI switching, it is expected that with careful pulse tuning this could
be addressed.

Each complete pattern could be written in approximately ten minutes
(depending on the number of amorphization spots), however this slow write
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time was due to conservative wait times for the stepper motors to ensure
the highest degree of accuracy. Using a digital micromirror device (DMD),
similar to one used in a projector, it would be possible to write the entire
pattern simultaneously if there was enough pump power available.

Where this technique differentiates itself from other passive reconfigurable
approaches is the total transmission. It is easy to achieve a higher extinction
ratio between two ports, simply using a loss inducer, such as crystalline GST
in one arm, or a destructively interfering MZI. The extinction ratio of 11 dB
presented here is not as impressive as the extinction ratio’s achieved with
these other techniques, however the excess loss in the system is unparalleled
for a passive device. In figure 7.11 the total transmission for the same opti-
mization is shown. Normalized to the initial unperturbed transmission, 7.11a
shows the transmission as the pattern was written, and 7.11b for the reset.
The total transmission increases during the initial setting to a maximum of
1 dB, suggesting this is a lossless technique, and is in fact improving the un-
perturbed devices’ total transmission. This could be a useful application for
improving the transmission of a critical component in a larger circuit if there
were issues during fabrication. During the resetting of the device there was
an overall reduction in transmission to a minimum of -0.5 dB. However the
final result was an overall transmission increase for the reset device. Ideally a
value equal to the initial level (0 dB) would be recovered, so the discrepancy
indicated that there was some error in the measurement. Running the trans-
mission measurements without any perturbations concluded that there was
some drift in the recorded values, almost certainly due to changing environ-
mental factors. The setup is very temperature dependent as any temperature
change will cause thermal expansion or contraction in the fiber coupling arms
and objective mounting, causing misalignment. For example, given the ther-
mal expansion coefficient of 20× 10−6 m/(m ◦C, a 1◦C temperature change
over the 10 cm aluminium fibre coupler arms causes a 2 µm misalignment at
both grating couplers, a significant misalignment between a 10 µm grating
coupler and an 8 µm mode profile within the fibre.
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Figure 7.11: The total transmission through both ports of the MMI, as a
function of the number of pixels set (a) and reset (b)

7.2.3 Pattern durability

Having shown a pattern could guide light with a high efficiency, it was nec-
essary to test the device for multiple cycles to prove the reconfigurability of
this technique. The Sb2Se3 film above an MMI was written with a pattern
as before, then fully recrystallized several times. The pattern was also ro-
tated around the axis propagation, as due to reciprocity, any pattern that
guides light towards the top output would work as efficiently when inverted
to guide the light towards the bottom output. Figure 7.12 shows optical im-
ages of the MMI taken after each pattern write/rewrite. 7.12a is the initial
unperturbed MMI, where different crystalline orientations are clearly visi-
ble. Figure 7.12b shows the same MMI after writing a pixel pattern into the
Sb2Se3 film. In 7.12c-i image differencing has been used to show the pattern
after successive writes and resets to highlight the pattern to pattern changes.
It is clear from these images that the MMI does not fully recover to the
initial state, and that there was successive damage to the edges of the film,
particularly in the bottom right corner. As the optical pulses were optimized
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using the center of the MMI, where the thermal mass of PCM and silicon
differs to the conditions at the edge, they may be unsuited to the corner po-
sitions. At the borders of the MMI, a pixel is partially insulated on one side
by the ZnS:SiO2 capping layer used to encapsulate the films. The thermal
conductivity of the capping film is two orders of magnitude lower than that
of the silicon MMI, leading to a higher local maximum temperature for the
same optical pulse. It is no surprise then that this damage first occurs at the
corners of the MMI, where the cladding insulation is maximized. Once there
is damage to the Sb2Se3, the transparency is compromised and successive
pulses quickly damage the surrounding areas, leading to growth dominated
damage. Calibrating a lower pulse energy for the pixels along the edges and
corners of the MMI could mitigate this unwanted effect, or patterns could
be found that avoid these pixel positions completely without compromising
the performance. This should be possible as the electric field in the corners
of the MMI is negligible, and as the perturbation mapping showed, these
areas have little contribution to the guiding effect of a pattern. Introducing
a small threshold increase needed per pixel would eliminate these positions
and reduce this issue, however a different pulse scheme that allows access to
the whole parameter space would be preferable.
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Figure 7.12: (a) Optical images of an MMI before a perturbation pattern was
written into a Sb2Se3 film. (b) The same MMI with a pixel pattern written
into the Sb2Se3 film. (c-j) Four successive pattern writes and resets with the
final two inverted, pictured using image differencing to isolate any changes
between each pattern and the original MMI.

The transmission of the MMI was monitored during this durability test
to show any effect on the device performance from the successive patterning.
Both outputs were recorded simultaneously and can be seen in figure 7.13.
The positions at which the images in 7.12 were taken are shown with the
corresponding letter. The first two set and reset cycles (a-e), optimized for
the top output, show a high degree of repeatability with the second pattern
showing a slightly higher extinction ratio. However, the extinction ratio per-
formance was poor when compared to the previous MMI patterning results.
Unlike previous results, the reset was complete with the initial performance
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recovered in all cases. For the last two pattern cycles (e-i), the pattern was
inverted to optimize transmission for the bottom output. In these cases the
extinction ratio was considerably higher than for the previous cases, poten-
tially due to small misalignments between the MMI and the objective used to
write the patterns, otherwise a symmetric result would be seen. Figures 7.13
d,f,h,j show the successive changes to the MMI after the reset pulses, where
ideally a full reset would be seen (indicated by no change to the image).
However the performance was unaffected by the progressive damage seen at
the MMI edges due to the lack of light intensity at these points, although
if a longer test had been conducted it is likely that this damage would have
been propagated into more critical areas of the MMI. These results clearly
demonstrate the potential of this work. Being able to guide light towards a
selectable output on a single, self-holding device was the original goal of this
work and the first demonstration of this has been successfully shown.
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Figure 7.13: Transmission plot for the MMI durability test, where a pattern
was written and rewritten twice for both top and bottom port optimizations.

Whilst this work shows the potential of this new perturbation approach
paired with Sb2Se3 for photonic routing, there are still a number of challenges
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to overcome. The most important of these is to demonstrate small-cell electri-
cal switching. If this system is limited to optical switching then it is unlikely
to leave the laboratory due to the impracticality of integrating this into a
planar device. In this area there is some progress as similar materials are
being explored for their electronic memory applications [191, 200]. It appears
that minor doping with a metallic element such as tellurium or potassium can
greatly affect the resistivity of one or both phases, a useful feature for Joule
heating electronic switching. From the results presented here there are obvi-
ous improvements that will need to be made. The stability of the experimen-
tal setup will need improvement, either with a better controlled environment
or by eliminating the drift by mechanical means (e.g. bonding the coupling
fibres to the gratings with optical glue). Finally the durability of the phase
changing should be studied systematically in a more stable environment to
determine where material failure is responsible for the lifetime, and where
the degradation is due to a change in fluence caused by external factors. This
study should include varying both pulse parameters as a function of phase
change cycle in parallel to how GST memory cells are cycled many thousands
of times in a “burn in” using a graded pulse scheme to achieve the best stabil-
ity. Finally a thorough study of the switching speeds and associated energy
cost needs to be carried out, as these are some of the most important pa-
rameters for an integrated device. In this work the pulse lengths have been
used in favor of the fundamental crystallization/amorphization times due to
the difficulty of decoupling their optical signals. Electrical switching would
enable very accurate optical in-situ measurements of the switching speeds,
and provide a basis for testing the whole material family for the optimized
stoichiometry/deposition parameters/thicknesses.
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Conclusions and future work

In this thesis, a novel approach of patterning an MMI with an array of
rewritable phase change pixels has been combined with a new material fam-
ily, namely Sb2S3 and Sb2Se3 to achieve very low-loss, self-holding optical
routers. The same properties have also been leveraged to show very low loss
phase tuning in an MZI, which does not require a holding voltage in contrast
to electro or thermo-optic phase tuners. Both these materials should be ex-
plored further by the photonics community. The unparalleled transparency
in the c-band wavelength range, coupled with a refractive index difference
between their amorphous and crystallization phases enables new types of re-
configurable devices that do not suffer from the high additional losses that
are commonly associated with phase change devices, but still maintains the
benefit of two stable levels.

This is the first demonstration of their use as reversible phase change
materials, with previous work unable to demonstrate reversible phase con-
trol. This was achieved after a study of the deposition parameter space, with
a sputtering recipe that was optimized for high transparency resulting in a
sputtering power of 35 Watts and pressure of 5 mTorr for both materials.
The selenium substitution for the sulfur has two key benefits for this work.
Firstly, it shifts the bandgap towards higher wavelengths, greatly increasing
the practicalities of optical switching using cheaply available diode lasers.
Secondly, it lowers the crystallization temperature which, when coupled with
the higher absorption for a given wavelength, results in a lower optical power
needed for phase switching. This creates a larger fluence window between no
phase change and the damage threshold, which proved to hinder the perfor-
mance of the Sb2S3 as it was more sensitive to any change in pump power
or spot size. As a result of this the Sb2Se3 is more stable over long phase
cycling. It is with this in mind that Sb2Se3 should be considered the material
of choice for integrating with photonic devices such as MZI’s and MMI’s for
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future work. However, as mentioned the Sb2S3 has a lower bandgap, just
below the visible wavelength range, so should be used in applications where
a visible wavelength PCM is sought.

A static testing experiment was built to test the films response to opti-
cal stimulus, with a range of pump powers and durations being tested. In
combination with ellipsometry results of thermally crystallized samples, the
most promising film for photonic applications (a 25 nm thick Sb2Se3 film)
was identified and a repeatable deposition and encapsulation process found
using ZnS:SiO2. This provided a better capping layer compared to a pure
SiO2 layer by acting as a better barrier to oxidization and delamination.
Using straight waveguides on an SOI platform, there were no measurable
absorption losses in either phase over the C-band when the waveguide was
capped with this material to a thickness of 25 nm thick and up to 750 µm
in length. When combined with the thermal stability and glass transition
temperature, this material represents the next step in programmable phase
change photonics with a change in the real part of refractive index of 0.764
and no measurable absorption at 1550 nm in either phase. Whilst there are
other materials with higher index shifts, namely GST and GSST, there are
none other than Sb2S3 and Sb2Se3 that compete with the lack of optical
losses which is the limiting factor in using PCM’s in larger photonic circuits.

Testing Sb2Se3 films over a wide range of pulse powers and lengths showed
a highly reversible partial crystallization was achievable, or if the pulse power
was increased, a greater but only partially reversible phase change was seen.
This was incorporated with current silicon photonic Mach Zehnder Inter-
ferometer’s to show an impressive reversible 2π phase tuning in a compact
footprint (75 µm long), with passive power requirements. Larger phase tun-
ing was also achievable with a 10π phase shift shown using only a 150 µm
long device, however this was not fully reversible. Sb2S3 was not incorpo-
rated into devices due to the difficulty in consistently phase switching the
film. If fast electrical switching of Sb2Se3 can be demonstrated, then this
may displace current phase shifters due to the power and size advantages.

Combining this material with a multimode interference region within a
silicon photonic circuit, a pixel perturbation approach was used for on-chip
programmable wavefront shaping. A thin film was first sputtered onto the
MMI, then pixels of different phases were used to construct a perturbation
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pattern. Numerical simulations proved the power of this technique, with a
linear optimization scheme used to show very high efficiency arbitrary cou-
pling between any ports on MMIs with multiple input/output ports. This
was realized experimentally using precise positioning of a high magnification
objective to write pixels of 750 nm2 into a film. For a device with a single
input and two outputs, it was possible to route the light to either of the two
output ports with an 8 db extinction ratio between the two ports. Impor-
tantly, the total device loss was not increased, and the initial transmission
in both ports could be recovered by recrystallizing the entire films. In this
way the optical routing is reconfigurable as the same device could be pro-
grammed to route light to different outputs using only the reversible phase
change film above it. I believe this is the most important result of this work,
as optical routing is a challenge at the forefront of photonic design, with this
approach solving many of the issues faced by competing techniques, such as
power consumption and footprint.

The experimental results agreed with the numerical simulations paving
the way for more complex devices in the future with more inputs and outputs.
An MMI with three inputs and outputs was simulated, and a perturbation
pattern found to route between any input and output with better than -19 dB
of cross talk. This provides a clear path to scaling this approach to create
routers capable of handling higher port counts. Whilst very encouraging,
the approach used for pattern optimization (a discrete linear pixel by pixel
simulation) does not scale well with an increased parameter space such as a
larger device, smaller perturbation sizes, partial phase change or continuous
pixel positions. To fully realize the power of this optical routing technique a
faster pattern optimization approach may be needed.

8.1 Outlook

The work shown in this thesis holds a lot of promise towards a phase change
photonic future, however there are several issues that need to be addressed
before moving forward with complex circuitry. The experimental set up
is in need of improvement with more accurate stages, capable of scanning
over larger distances, as well as precise temperature control to minimize the
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transmission drift that arises from the thermal expansion of the fibre input
and output arms. Alternatively a fibre array could be bonded to the surface
of the chip to remove this drift. In either case a temperature controlled
stage would be important for future applications such as maintaining a phase
shift due to the temperature dependence of the silicon waveguides. Stages
with a longer travel distances will be particularly important for any tuning
applications but will also be necessary as the MMI dimensions are increased
to accommodate higher port counts, as this concept is taken beyond the
simple case of an MMI with only one input and two outputs.

To move this work beyond pure research I believe that electronically ad-
dressable pixels will be required, to enable fully electronic control of the
switching. Co-doping with metallic elements may be needed to improve
the conductivity, however care must be taken not to compromise the trans-
parency at operation wavelength of the intended device. If electrical switch-
ing is achieved then a pre-pattern PCM (to electrically isolate each pixel as its
own square), with a common ITO electrode below the film and an insulating
cladding between and above the pixels, could lead to a powerful technique for
exploring larger devices. If electrical control can be demonstrated, I would
like to see larger circuits with many reconfigurable components based on this
approach, as a competing technology with the ever increasing thermo-optic
MZI meshes that are being proposed as general purpose photonic networks,
capable of behaving like an FPGA or neural network.

On the simulation side, there is a lot of potential for improvements, with
the linear technique used here a viable solution but probably far from opti-
mal. As the device sizes increase it may be necessary to explore more intelli-
gent optimizations such as using a genetic or swarm algorithm, or training a
general small perturbation neural network for this field of photonics. These
could also help inform more effective device designs that go beyond the sim-
ple case of coating an existing device. The obvious extension would be to
try and fabricated waveguides and MMI’s directly out of PCM, to greatly
enhance the effective index change per unit volume. This could lead to a
reduction in size for phase tuners or more efficient routers. Using the film
thickness as a parameters, in combination with partial phase change (as has
been demonstrated for optical storage) results in a far larger parameter space,
again increasing the range of solutions that possible. Thought should also be
given to the energy usage, with sparse patterns investigated. Increasing the
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effective index shift of each pixel should enable a pattern with significantly
fewer pixels, and thus reducing the switching power given the energy per
pixel is equivalent..

The switching speeds of these materials should be investigated indepen-
dently of the applied pulses. It is known from other PCM’s that it is possible
to tune the switching speeds during the deposition (e.g. by doping), so faster
applications such as modulators may require their own unique materials com-
pared to a passive screen, where a slow switching (and therefore low energy
cost) are desirable. A comparison should be made between the switching
energies for different reconfigurable photonic approaches, both on a per bit
basis, as well as the holistic device energy costs. There is likely a great deal
of improvement to be made in this direction as it was not the focus of this
work.

Whilst current Sb2S3 films proved more difficult to work with, they offer
the possibility of visible wavelength operation due to it lower absorption edge.
This should not be overlooked in favor of Sb2Se3’s more promising infrared
properties if a visible range device is sought to lower circuit footprint or for
sensing applications as examples.

Finally, the technique of using a pixel pattern perturbation approach with
these novel phase change materials is not limited to the designs presented
here, for example photonic crystal cavities could be used with the periodic
pillars filled with a PCM, to provide a reconfigurable work space or tunable
grating couplers could be written into a waveguide then erased for in-situ
testing of circuit components. The applications and uses of these materials
are broad and so collaborations should be sought to advance this technology
forward in a wide range of applications.
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[95] José Capmany, Ivana Gasulla, and Daniel Pérez. Microwave photonics:
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[118] Miquel Rudé, Josselin Pello, Robert E. Simpson, Johann Osmond,
Gunther Roelkens, Jos J.G.M. Van Der Tol, and Valerio Pruneri. Op-
tical switching at 1.55 µm in silicon racetrack resonators using phase
change materials. Applied Physics Letters, 103(14), 2013.

[119] Hiroyuki Tsuda. Ultra-compact optical switch using phase-change ma-
terial. 2010 Asia Communications and Photonics Conference and Ex-
hibition, ACP 2010, (1):540–541, 2010.

[120] Zhaojian Zhang, Junbo Yang, Wei Bai, Yunxin Han, Xin He, Jie
Huang, Dingbo Chen, Siyu Xu, and Wanlin Xie. All-optical switch and
logic gates based on hybrid silicon-Ge2Sb2Te5 metasurfaces . Applied
Optics, 58(27):7392, sep 2019.

[121] Kentaro Kato, Masashi Kuwahara, Hitoshi Kawashima, Tohru Tsu-
ruoka, and Hiroyuki Tsuda. Current-driven phase-change optical gate
switch using indium-tin-oxide heater. Applied Physics Express, 10(7):
072201, jul 2017.

8 160



BIBLIOGRAPHY

[122] Hanyu Zhang, Linjie Zhou, Jian Xu, Ningning Wang, Hao Hu, Liangjun
Lu, B.M.A. Rahman, and Jianping Chen. Nonvolatile waveguide trans-
mission tuning with electrically-driven ultra-small GST phase-change
material. Science Bulletin, 64(11):782–789, jun 2019.

[123] Tatsuya Toyosaki, Daiki Tanaka, Yuya Shoji, Masashi Kuwahara, and
Xiaomin Wang. Reversible Switching of an Optical Gate Based on Si
Rib Waveguides with a Ge2Sb2Te5 Thin Film. 2011 1st International
Symposium on Access Spaces (ISAS) IEEE, 7943(c):1–8, 2011.

[124] Daiki Tanaka, Yuya Shoji, Masashi Kuwahara, Xiaomin Wang, Kenji
Kintaka, Hitoshi Kawashima, Tatsuya Toyosaki, Yuichiro Ikuma, and
Hiroyuki Tsuda. Ultra-small, self-holding, optical gate switch using
Ge2Sb2Te5 with a multi-mode Si waveguide. Opt. Express, 20(9):
10283–10294, apr 2012.

[125] Y. Ikuma, Y. Shoji, M. Kuwahara, X. Wang, K. Kintaka,
H. Kawashima, D. Tanaka, and H. Tsuda. Small-sized optical gate
switch using Ge2Sb2Te5 phase-change material integrated with silicon
waveguide. Electronics Letters, 46(5):1–2, apr 2010.

[126] Takumi Moriyama, Daiki Tanaka, Paridhi Jain, Hitoshi Kawashima,
Masashi Kuwahara, Xiaomin Wang, and Hiroyuki Tsuda. Ultra-
compact, self-holding asymmetric Mach-Zehnder interferometer switch
using Ge2Sb2Te5 phase-change material. IEICE Electronics Express,
11(15), jul 2014.

[127] Peipeng Xu, Jiajiu Zheng, Jonathan K. Doylend, and Arka Majum-
dar. Low-Loss and Broadband Nonvolatile Phase-Change Directional
Coupler Switches. ACS Photonics, 6(2):553–557, feb 2019.

[128] Ann-Katrin U. Michel, Peter Zalden, Dmitry N. Chigrin, Matthias
Wuttig, Aaron M. Lindenberg, and Thomas Taubner. Reversible op-
tical switching of infrared antenna resonances with ultrathin phase-
change layers using femtosecond laser pulses. ACS Photonics, 1(9):
833–839, aug 2014.
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sity changes upon crystallization of Ge2Sb2.04Te4.74 films. Journal of
Vacuum Science Technology A: Vacuum, Surfaces, and Films, 20(1):
230–233, jan 2002.

[187] B. Hyot. Chalcogenide for phase change optical and electrical memo-
ries. In Chalcogenide Glasses, pages 597–631. Woodhead Publishing,
jan 2013.

8 168



BIBLIOGRAPHY

[188] P. Arun and A. G. Vedeshwar. Phase modification by instantaneous
heat treatment of Sb2S3 films and their potential for photothermal
optical recording. Journal of Applied Physics, 79(8):4029–4036, apr
1996.

[189] Y. A. Sorb, V. Rajaji, P. S. Malavi, U. Subbarao, P. Halappa, S. C.
Peter, S. Karmakar, and C. Narayana. Pressure-induced electronic
topological transition in Sb 2 S 3. Journal of Physics Condensed
Matter, 28(1):15602, jan 2016. ISSN 1361648X. doi: 10.1088/0953-
8984/28/1/015602.

[190] Ilias Efthimiopoulos, Cienna Buchan, and Yuejian Wang. Structural
properties of Sb2S3 under pressure: Evidence of an electronic topolog-
ical transition. Scientific Reports, 6(1):1–9, apr 2016. ISSN 20452322.
doi: 10.1038/srep24246.

[191] Saiful M. Islam, Lintao Peng, Li Zeng, Christos D. Malliakas,
Duck Young Chung, D. Bruce Buchholz, Thomas Chasapis, Ran Li,
Konstantinos Chrissafis, Julia E. Medvedeva, Giancarlo G. Trimarchi,
Matthew Grayson, Tobin J. Marks, Michael J. Bedzyk, Robert P.H.
Chang, Vinayak P. Dravid, and Mercouri G. Kanatzidis. Multi-
states and Polyamorphism in Phase-Change K2Sb8Se13. Journal of
the American Chemical Society, 140(29):9261–9268, jul 2018. ISSN
15205126. doi: 10.1021/jacs.8b05542.

[192] Jia Ming Liu. Photonic devices. Cambridge University Press, jan 2005.

[193] Louise F. Frellsen, Yunhong Ding, Ole Sigmund, and Lars H. Frandsen.
Topology optimized mode multiplexing in silicon-on-insulator photonic
wire waveguides. Optics Express, 24(15):16866, jul 2016.

[194] Alexander Y Piggott, Jesse Lu, Konstantinos G Lagoudakis, Jan
Petykiewicz, Thomas M Babinec, and Jelena Vučković. Inverse design
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Appendix

Film compositional analysis

The material properties of thin Sb2S3 and Sb2Se3 films were studied using
Raman spectroscopy and XPS. Ioannis Zeimpekis performed the peak anal-
ysis for the Raman and XPS, as well as performing the XPS spectroscopy.

8.1.1 Raman

To confirm that the change in index seen after thermal crystallization, Raman
spectroscopy was used to confirm that it was associated with crystallization,
and not any other effect such as photo-darkening or a stoichiometric change.
A 638 nm Raman laser was used to observe the vibrational modes present
in each phase of both materials, without any capping layers. As seen in
figure 8.1 two main peaks were easily detectable for the as-deposited (amor-
phous) Sb2S3 at 103 and 300 cm−1 [201], corresponding to the Sb-S and S=S
vibrational nodes. The Sb2S3 film annealed at 270◦C showed a very clear
crystalline response, with sharp peaks for the modes of symmetry groups Ag

at 125, 154, 284 and 312 cm−1, B1g/B3g at 240 cm−1 and B2g at 188 cm−1.
The mode at 188 cm−1 arises from Sb2O3, a thin surface oxide layer that
forms during the uncapped anneal, despite the furnace being held under
vacuum.

The as-deposited (amorphous) Sb2Se3 film again shows only broad peaks,
indicative of an amorphous phase with numerous overlapping peaks. The
peak at 190 cm1 corresponds to the Sb2Se3, and the silicon substrate is
visible as a sharp peak at 302 cm1, do to the transparency of the film in
visible wavelengths. The substrate was not visible in the Sb2S3 spectrum as
it overlaps with the stronger modes from the material. The annealed Sb2Se3

sample (at 200◦C) was found to be crystalline with strong Ag at 117, 190
and 211 cm−1 peaks, and two Bxg at 150 and 153 cm−1 all corresponding to
Sb2Se3 [160, 202]
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Figure 8.1: Raman spectrum for amorphous and crystalline Sb2S3 and Sb2Se3

films.

8.1.2 XPS

With a thermal process established that yielded high quality crystalline films,
as characterized by Raman spectroscopy, the stoichiometry of the films was
tested using X-ray photoelectron spectroscopy (XPS). To remove the thin
native oxide layer that had formed on the samples, a 40 second ion beam
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milling was used before the measurement was taken. The peaks were refer-
enced to the adventitious carbon at 284.4 eV, and a flood gun was used to
neutralize any charge energy shifting. The films were found to be close to the
2:3 stoichiometric ratio expected, however there was preferential sputtering
of the S and Sb due to the lower atomic weights, leaving the films slightly
chalcogen deficient. The atomic ratios were 44.95% Sb and 55.05% S in the
Sb2S3, and 45.23% Sb and 54.77% Se in the Sb2Se3. Energy Dispersive X-
Ray spectroscopy (EDX) showed the same result for films sputtered over a
range of pressures and powers, with a 45:55 ratio being measured in all cases.
Since the spin-orbit components of Sb 3d are well separated (by 9.4±0.2 eV),
only the Sb 3d5/2 components are discussed here. In the case of Sb2S3, the
3d5/2 peak was found at 529.40 eV in line with literature. Trace amounts
of metallic Sb showed up with a 3d5/2 peak centered at 528.28 eV. Despite
the ion milling, a 3d5/2 peak from Sb2O3 surface oxidization can be seen at
530.12 eV, close to the elemental oxygen peak at 529.67 eV. A sulfur 2p3/2
peak at 161.46 eV is also seen.

The Sb2Se3 shows a similar result, with the main 3d5/2 peak at 529.74
eV. Again a metal Sb 3d5/2 peak arises at 529.15 eV, with surface oxide again
present at 530.92 eV and a 1s oxygen peak at 530.69 eV. The reason for the
0.5 eV shift between the Sb2S3 and Sb2Se3 was attributed to a poor discharge
during the prolonged run. As such the Sb2Se3 peaks are blue-shifted without
affecting the carbon peak which was measured initially. The selenium peak
was seen at 53.99 eV, again in line with published data.

Sputtering recipes

All materials used in this work were sputtered using an AJA RF sputter with
an argon purge. A rotation carousel was used with no applied heating.
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Figure 8.2: X-ray photoelectron spectroscopy of amorphous a,b) Sb2S3 and
c,d) Sb2Se3.

Material Sputtering Power (W) Sputtering Pressure (mTorr) Gas
ZnS:SiO2 100 2 Ar
GST 100 1 Ar
Sb2S3 35 2 Ar
Sb2Se3 35 2 Ar

Table 8.1: Sputtering recipe for the different materials used.
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