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THE EFFECT OF ROUGHNESS AND INFLOW UNSTEADINESS ON
TURBINE FLOWS

by Florian Hammer

The aim of this work is to characterise the effects of unsteady incoming wakes with different wake
profiles and roughness on the turbine blade and loss mechanisms of a linear low-pressure turbine
(LPT) cascade. The main focus lies on the boundary layer development as well as the profile
and overall losses, which are affected by periodically incoming wakes and surface roughness due

to boundary layer interactions.

Large eddy simulations with the WALE model of the T106A linear LPT cascade at Reynolds
number Re = 100,000 were carried out for the investigations within this work. At this Reynolds
number, the highly loaded blade profile is prone to a large separation bubble on the suction
surface in an unperturbed environment. Unsteady wakes and surface roughness can exert a

beneficial effect by minimising, and in some cases preventing, unwanted laminar separation.

Within this work three different incoming wake profiles, generated by means of upstream bars
and the Magnus effect, are investigated. It has been found that it is paramount to simulate the
correct incoming wake strength compared to actual blade row wakes. The combined effects of
wake-blade boundary layer interaction and the wake distortion losses within the turbine passage

mutually affect the overall turbine losses.

Additionally to the interaction between incoming wakes and the blade’s boundary layer, surface
roughness and its implications on the profile and overall losses is considered. In order to do so, a
simple roughness model was used and a set of different roughness parameters was simulated. The
model, which keeps the computational costs low compared to fully resolved roughness surfaces,
was able to reproduce the behaviour observed in the literature in terms of the onset of transition
and the effect on the laminar and turbulent boundary layer. For comparison, and for a more
detailed analysis of flow mechanisms, a real as-cast roughness patch, scaled down to match
representative roughness parameters, was simulated by means of an immersed boundary method.
The roughness height definition of the roughness model corresponds well to the roughness height
of the as-cast roughness based on the evaluation of the onset of transition, boundary layer

development and losses.
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Chapter 1

Introduction

1.1 Motivation

Today aeroplanes are common means of transportation. The main aims of today’s research are
lowering the fuel consumption, minimising noise production, reducing the exhaust of hazardous
substances as well as more detailed design aspects. In order to achieve these goals, a sound
understanding of the physics of aeroplanes is needed, and especially the jet engine. It drives
the aeroplane and consists of expensive components, which are exposed to high temperatures
and forces. Thus, the design process of such an engine is of great importance. Numerical
flow simulations are a valuable tool that are used in the very first stages of the design of an
engine. In particular, RANS simulations are widely used in the industry and serve as a design
tool for prototypes, which are then experimentally tested. However, to gain deeper insight into
the physical phenomena of flows large eddy simulations (LES) or direct numerical simulations
(DNS) are needed. In direct numerical simulations the Navier-Stokes equations are directly
solved without a model or simplification, whereas in large eddy simulations the smaller flow
scales are modelled. A drawback of DNS, however, is the higher computational cost and memory
consumption. Additionally, the Reynolds number is another limiting factor, as it is related to the
computational cost. The higher the Reynolds number, the more flow details have to be resolved.
As a consequence, high performance computing is inevitable. In this work numerical simulations
of the compressible Navier-Stokes equations with an in-house flow solver, called HiPSTAR, are
carried out. The solver has been validated for massively parallel high-performance simulations

on several HPC clusters.

A jet engine consists of different types of components, including compressors, fans and turbines.
The turbine of a jet engine can be further distinguished between high- and low-pressure turbines
(LPT). As low-pressure turbines operate in a Reynolds number range where DNS and LES simu-
lations are more feasible in terms of cost and time consumption, this work is focused only on this
type of turbine. The aim and motivation is to further enhance the flow physical understanding
of LPTs.
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1.2 Linear Low-Pressure Turbine Cascade

1.2.1 General Overview

In figure 1.1 a two-shaft high-bypass turbofan is depicted. As can be seen, the engine comprises
of different stages. The fan as well as the high- and low-pressure compressors give the thrust.
They use mechanical energy in order to compress the fluid. The mechanical energy is provided by
the high- and low-pressure turbines, which in turn are driven by the compressed and combusted
fluid. The fan and the low-pressure compressor are directly connected to the low-pressure turbine
by a shaft (green) and the high-pressure compressor is connected to the high-pressure turbine

(purple).

High-pressure  High-pressure
Fan compressor turbine

High-pressure
shaft

H

Low-pressure
shaft

Low-pressure Combustion Low-pressure Nozzle
compressor chamber turbine

FIGURE 1.1: Two-shaft high-bypass turbofan engine; LP turbine connected to the fan and LP
compressor; reproduced from Aainsqatsi (2008)

As already mentioned, the focus in this work is on the low-pressure turbine, see figure 1.2, in
which the cross section of an LP turbine is depicted. It can be seen that the turbine has several
stages in order to gradually expand the flow, i.e. a reduction in static pressure. Each stage

consists of a stator and a rotor blade row.

A low-pressure turbine in a jet engine makes up 20-30% of its total weight. Its dimension is
restricted by the diameter of the jet engine casing as can be seen in figure 1.1. The rotational
speed of the LPT and hence the prevalent flow velocities are bounded to the operational range
of the fan and the low-pressure compressor due to its direct connection with the shaft. Thus,
typical Reynolds number range from 0.5 x 10 to 5.0 x 105 (Hodson and Howell 2005b).
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FIGURE 1.2: LP turbine cross section reproduced from Cobley et al. (1997)

In order to reduce operational costs the fuel consumption can be lowered by increasing the
efficiency of the turbine. Another possibility is to increase the lift of the blades, which allows
the number of blades and thus weight to be reduced (Hodson and Howell 2005b). Because of
the decreased blade count each blade is now required to carry higher loadings, which renders
the blade’s boundary layer more sensitive to disturbances and prone to laminar and turbulent
separation, depending on the Reynolds number. Consequently, a balance between the loadings,
i.e. blade count and overall weight, and the reduction in aerodynamic efficiency - or increase
in aerodynamic loss generation - has to be found. This requires an understanding of the loss
generation in turbomachines. The term loss means that the efficiency is negatively affected and
the main aim in the designing process is to reduce those losses. Denton (1993) uses the definition
of the isentropic efficiency in a turbomachine to be able to quantify the loss. Only deviations
from the isentropic state of the flow influence the isentropic efficiency. The flow conditions in
a machine are commonly adiabatic and the only measure that can cause this deviation is the
generation of entropy (Denton 1993). According to the author, a turbomachine has three main

loss components where entropy is generated, which are

1. the profile loss,
2. the endwall loss and

3. the tip-leakage loss.
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The profile loss includes the loss generated in the boundary layer and by the trailing edge due
to viscous friction (Denton 1993). Furthermore, it is mentioned that even though the flow in a
turbomachine is three-dimensional, the profile losses can be investigated in the two-dimensional
frame in order to help understand the flow physics. The endwall losses originate from the shaft
and the casing of the jet engine. Tip-leakage losses occur owing to the small gap between the
rotor tip and the casing, where flow is able to leak through. The interaction with the leakage-flow
and the mainstream causes entropy generation and thus a reduction in efficiency (Denton 1993).
Each of the three main loss sources contribute about 1/3 to the total loss and hence a sound
understanding of the physical phenomena of the flow within turbomachines is required (Denton
1993).

Within this work the profile losses of the low-pressure turbine are investigated. Direct numer-
ical flow simulations of complex three-dimensional turbomachines with rotating blades are not
feasible. However, as only the profile losses are investigated and two-dimensional results give
reasonable insights into the flow phenomena, some simplification can be made. By unwrap-
ping a single stage of a turbomachine, a linear cascade with constant blade sections in spanwise

direction can be created, see figure 1.3.

Wake velocity deficit:
negative jet Blade
velocity
™~
Stator

Wake impinges onto
suction surface

FIGURE 1.3: Single stage linear low-pressure turbine cascade with stator and rotor

Linear cascades can be used for both experimental and numerical investigations of profile losses
(Denton 1993). Instead of a rotational motion a linear motion in the pitchwise direction is
achieved. Even though rotation in a real turbine influences the flow through turbomachine
stages, it is still possible to gain reasonable insights into the fundamentals of the flow (Hodson

and Howell 2005a). Tip-leakage losses can now be easily prevented by attaching the blades
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directly to the wall on both sides. As for simulations periodic boundary conditions can be
applied in the spanwise direction. The mean gradients of the flow in this direction is zero, which

allows for quasi two-dimensional simulations (Wu and Durbin 2001).

1.2.2 The Unsteady Environment in Turbines

In the previous section the concept of the linear low-pressure turbine cascade was introduced,
which is the basis for the numerical simulations in this work. A review of the research into linear

low-pressure turbine cascade, that has been done so far, is given in the following.
Disturbances and Unsteadiness:

The flow in a turbomachine is characterised by disturbances and unsteadiness that are generated
due to several effects. The unsteadiness is on account of the relative motion between the stator
and rotor (Hodson and Howell 2005b; Korakianitis 1993). The stator, which is upstream of
the turbine rotor, gives rise to viscous velocity wakes that interact with the rotor. Another
disturbance is the potential flow field induced because of the lift (circulation) generation of both
the stator and the rotor blades. These potential flow fields can be seen as changes in the static
pressure field. Both forms of periodic unsteady effects make up the primary and most important
disturbance generators. However, the potential flow field interactions between the stator and
the rotor are weaker than the effect of the generated wake and only affect boundary layers that
are close to separation (Hodson and Howell 2005b). Pichler et al. (2018) found that the effect
of the potential field on an upstream stator increases for smaller stator-rotor gap sizes, but did

not observe a change in the profile losses.

Korakianitis (1993) investigated the effect of the potential field in a linear LPT cascade. Based
on experimental measurements they found that the pressure variation in the pitchwise direction
is almost sinusoidal. The amplitude of the pressure reaches a maximum at the leading edge of
the stator and decays very fast with the downstream distance. Both the stator and the rotor
create a potential field that interact and influence each other. His investigations revealed that
as the stronger potential field of the stator reaches the rotor plane the potential flow field is cut
by the weaker pressure field of the rotor. This results into a separation of the pressure field. The
downstream part of the potential flow field then travels through the cascade and interacts with

the boundary layers of the blades.

In addition to the potential field investigations Korakianitis (1993) also examined the effect of
velocity wakes. Based on experimentally obtained data he concluded that the wake is similar
to a Gaussian distribution. Furthermore, in most cases the width of the wake of the pressure
side is narrower than the suction side width of the wake due to the thinner boundary layer on
the pressure side. Meyer (1958) studied the effect of the velocity wake in form of a van Kérman
vortex street on a stationary blade. The velocity wake is also referred to as a ‘negative jet’ which
travels towards its origin in a uniform flow, see figure 1.3. Hodson and Howell (2005b) did LDA
measurements of a wake passing through a linear cascade. Figure 1.4 shows a time series of
snapshots as the wake of the stator passes the cascade. They observed a simultaneous bowing,

elongation and stretching motion that concur with the suggestions of Smith (1966).
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(a) ¥ ,=0.000 (b) ¥ ,=0.167 (c) ¥/ ,=0.333

(d) ¥ ,=0.500 (e) ¥ ,=0.667 ()t ,=0.833

FIGURE 1.4: LDA measurements of wake passing blade cascade (Hodson and Howell 2005b)

The periodically incoming wakes interact with the boundary layers of the blades, which is dis-

cussed in more detail in a later section.

On account of the relative motion between the stator and the rotor the wake and the freestream
flow can be viewed in different reference frames. Figure 1.5 shows the absolute and the relative

frame of the flow velocities of the wake and the freestream.

Blade
velocity

Velocity deficit
of wake =
‘negative jet’

FIGURE 1.5: Velocity triangle (Coull and Hodson 2011)

The rotor, which moves with a given ‘blade velocity’, sees the wake and the free stream velocities

in the relative frame as opposed to the stator which refers to the absolute frame. It should be
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noted that due to the wake deficit (‘negative jet’) the freestream and the wake have a differ-
ent angle in the relative frame. Thus, care has to be taken when setting up experiments and

simulations.

In order to simplify both experiments and simulations, a setup with moving bars upstream of the
rotor is commonly used to generate velocity wakes (Engber and Fottner 1995; Ladwig and Fottner
1993; Michelassi et al. 2003, 2015; Pfeil and Eifler 1976). Pfeil and Eifler (1976) conducted
measurements of pitchwise-rotating cylinder bars to investigate the turbulent behaviour in the
wake. According to them, the wake velocity profile of a cylinder is similar to that of an actual
stator blade cascade when a similar drag is achieved. Liu and Rodi (1994) investigated the effect
of unsteadiness on a turbine cascade. They used circular cylinder bars arranged in a squirrel
cage to generate incoming wakes. Based on this experimental setup Wu et al. (1999) carried out
DNS of the effect wakes on the boundary layer transition of turbine blades. However, instead
of a circular arrangement of the cylinders they used a linear arrangement. Coull and Hodson
(2011) investigated the unsteady boundary layer transition mechanisms in a turbine cascade due
to incoming wakes. In their experimental setup they designed a moving bar cascade to generate
these wakes. The moving bar design is based on results of turbulence and wake measurements
in a three-stage research turbine conducted by Halstead (1997). In order to mimic the wakes of
an upstream rotor within the LES and DNS simulations of a linear LPT in this work, moving

cylinder bars are incorporated as well.
Boundary-Layer Transition induced by Wakes:

In the Reynolds number range in which an LP turbine operates, boundary layer transition and
separation play an important role and have to be taken into account in the design process. As
already mentioned earlier, in order to reduce the operational cost of a jet engine the weight of
a turbine can be decreased by reducing the blade count. As a consequence each blade has to
generate more lift and thus experiences a higher loading, which can be described by the Zweifel

number

P ade
Zw = 27819 662 o, (tanag — tanay) . (1.1)
c

Here Pgjqde, ¢, @1 and as are the blade pitch, the chord length, the inlet and the exit flow angle,
respectively. Higher loadings mean that the boundary layers on the suction and the pressure side
of the blade are exposed to larger adverse pressure gradients leading to unsteady transitional
boundary layers (Sandberg et al. 2015). Hodson and Howell (2005b) state that, as the flow on
the pressure side still accelerates fairly fast in the direction of the trailing edge, the boundary
layer remains laminar in most cases. Thus, the boundary layer on the suction surface of the blade
takes the main contribution of the two-dimensional profile loss. A laminar separation bubble
develops on the suction surface on the rear part of the blade due to the adverse pressure gradient.
The separation bubble is highly sensitive to the unsteady and disturbed flow in the LP turbine
and the effect of the upstream wakes play an important role (Hodson and Howell 2005b).

In an extensive study Halstead et al. (1997b) exposed three forms of boundary layer transition

on blades in a turbine cascade caused by incoming wakes:

1. Attached flow transition

2. Transition in the laminar separated shear layer
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3. A mix between transition in attached and separated flow

Attached flow transition can occur because of two reasons. Either the Reynolds number is high
enough, which causes the attached flow to be transitional before it can separate, or else a low
adverse pressure gradient allows the flow to remain attached and transition is induced by the
turbulent wakes and/or freestream turbulence (Hodson and Howell 2005b). In case of a low
Reynolds number and with a stronger adverse pressure gradient the laminar flow separates and
transition is eventually induced by the turbulent wake in the shear layer of the separated bubble
(Hodson and Howell 2005b). Depending on the wake passing frequency at mid-level Reynolds
numbers separation can occur during wake impinging events. After separation, transition is
then induced by the incoming wakes. If the passing frequency of the wakes is high enough,
transition due to the wakes is triggered in the attached laminar boundary layer (Hodson and
Howell 2005b). Unsteady wakes have a great impact on the state of the boundary layer and
the size of the separation bubble. Hodson and Howell (2005b) found in their experimental
investigations that wakes impinging on the blade increase the skin-friction and thus create more
losses. Several authors (Hodson and Howell 2005a; Montomoli et al. 2010) ascertained that the
incoming wakes can prevent laminar separation and the development of a separation bubble due
to the induction of early transition. This means that, since the size of the separation bubble
is related to the loss of efficiency (Coull and Hodson 2011), wakes can reduce the overall loss
compared to a case without wakes. The effect is strongest for highly loaded blades where a large

separation bubble is present in steady cases without incoming wakes.
Wake Mixing and the Effects on the Turbine:

In order to shed more light on the influence of the wake passing frequency, Michelassi et al.
(2015) conducted an extensive DNS study of a linear low-pressure turbine cascade. Simulations
with different reduced frequencies F,.q of the wake generating bars were carried out. For the
simulations two different isentropic Reynolds numbers (Reg;s = 60,000 and 100,000) and a
range of different levels of background turbulence were chosen. The spacing between the bars in

pitchwise direction is related to the reduced frequency as follows

c Upar ¢

Frea = f - ;
Vv2,is Pbar ‘/Q,is

(1.2)

with the bar passing frequency f, the tangential bar velocity U, the bar pitch P, and the
isentropic exit velocity V3 ;5. The authors also found that the effect of incoming wakes, combined
with background turbulence, can shorten the separation bubble and in some cases even prevent

laminar separation.

Another effect on the loss generation is due to the mixing of the wakes generated by the upstream
bars, which was already investigated by Smith (1966). The DNS simulations carried out by
Michelassi et al. (2015) confirm that wake mixing plays an important role in the loss generation.
For a high reduced frequencies, e.g. F,..q = 1.2, the wakes of the bars are mixed out before
reaching the rotor passage, whereas for lower reduced frequencies the separated wakes pass the
leading edge of the cascade and the mixing process takes place within the passage and thus

causes extra loss generation.

Michelassi et al. (2016) further investigated the combined effect of reduced frequency F..q and

the flow coefficient ® on a linear LPT turbine cascade by carrying out large eddy simulations.
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The flow coefficient ® is defined by
V(l/ff

= ?
Ubar

where V,, and Uy, are the axial flow velocity in the absolute frame and the tangential bar ve-

o (1.3)

locity, respectively. In the study they found that for different combinations of the flow coefficient
and reduced frequency a distorted and weakened wake can be achieved before reaching the blade

passage and thus improving performance.
Wake generation and Gap Sizes:

As already mentioned, moving bars upstream of the rotor are used instead of actual stator blades
in order to simplify both experiments and numerical simulations. A van Karmén vortex street is
generated when flow passes a bluff body (Kérmén 2013). Behind an aerofoil with a blunt trailing
edge the formation of a vortex street can also be noticed. Vortices are shed in an alternating
fashion from the upper and lower part of the cylinder and produce circulation (lift). Due to the
fact that the cylinder is symmetric each vortex generates the same amount of lift and thus the

mean net lift equals zero.

One of the aims of this work is to investigate the effect of different wake profiles on the linear
low-pressure turbine cascade, which can be seen as a change of axial gap size between a stator and
a rotor blade in a turbine stage (Pichler et al. 2018). The stator-rotor gap size is an important
design parameter, as it not only affects the turbine flow itself, but also the overall size and weight
(Pichler et al. 2018). However, to keep things as simple as possible a moving bar cascade is used
instead of actual stator blades. There are four possibilities in order to simulate different wake

profiles.

1. Imposing wake profiles as inlet conditions
2. Different bar diameters

3. Different gap sizes, i.e. increasing or decreasing the distance between the bars and the rotor
blades

4. Using the Magnus effect (Prandtl 1925)

The first option is the simplest and the computationally least expensive method of simulating
and investigating different incoming wake profiles. Based on prior simulations or a mathemat-
ical model wake profiles can be extracted or calculated and then imposed as inlet conditions.
However, as mentioned above, there are interaction between the rotor and the stator due to the
generated potential field, which influences the rotor as well as the stator (Hodson and Howell
2005b; Korakianitis 1993; Pichler et al. 2018). Hence, by just imposing wakes as inlet conditions
would not account for the interaction between the stator and the rotor. For this reason, the

decision to simulate an actual stator - in form of bars - was made.

The second and the fourth option are based on the statement of Pfeil and Eifler (1976), who
claimed that the velocity deficit of a bar is similar to that of a blade when the drag is the
same. Possibility 2 was used by Halstead et al. (1997a), who changed the rod diameters in
order to generate different “wake-turbulence intensities”. However, they found that in terms

of wake-boundary layer interaction it is more important to consider the wake intensity and not
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the produced velocity deficit, as opposed to the claims of Pfeil and Eifler (1976). The stronger
the wakes, the more effective the emerging streaks in the boundary layer and the stronger the
calmed region. Furthermore, the authors noted that for similar velocity deficits between a bar

wake and an actual blade wake the intensity levels are considerably higher for the bar.

The third option is to directly change the distance between the wake generating bars and the
turbine blade. Pichler et al. (2018) conducted large eddy simulations of a full stage stator-rotor
turbine cascade. They found that for smaller gap sizes the incoming wakes were stronger, by
considering the TKE values, and were able to completely prevent the separation bubble that
was still present in the case with a larger gap. Even though the profile losses were reduced due
to the absence of the separation bubble, the overall turbine losses were increased due to stronger

wake mixing effects.

However, options 2 and 3 require re-meshing every time a different configuration is used. This
is prone to introducing unnecessary errors, caused by the different meshes and domain sizes. In
order to keep as many parameters as possible unchanged, option four was used within this work,
where the bars were set into rotation around their axis generating lift and drag forces. Figure 1.6

shows an illustration of a clockwise rotating cylinder in a uniform flow.

FIGURE 1.6: Rotating cylinder creating lift due to Magnus effect

The flow above the cylinder is accelerated and on the bottom side it is decelerated. Furthermore,
at a certain rotation rate the two stagnation points A and C that are located at the leading
and the trailing edges in the non-rotating case move downwards along the cylinder surface and
eventually merge to a single stagnation point. The static pressure at this position is above the
freestream pressure, ps., whereas the pressure on the upper surface, denoted by point B, is below
Poo- Thus a net lift is generated due to the pressure difference between the top and the bottom
part of the cylinder . Moreover, the cylinder wake is now asymmetric similar to a real stator
blade wake as stated by Korakianitis (1993). Changing the rotation rate is a very effective and
convenient way to change the incoming wake characteristics, which requires neither an alteration

of the grid nor the computational domain.
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1.2.3 Surface Roughness in Turbines

General Overview of Surface Roughness:

During the operation cycle of a turbine the blade surface becomes rough due to numerous
effects. Operational factors like combustion particles and natural factors like aerosols, dust,
sand, ashes etc. damage and wear the surface of the blades Bons 2010. Bons et al. (2001)
summarised four distinct roughness mechanisms within turbines. First, airborne particles can
settle on the blade leading to small local spikes. Second, there may be corrosion pitting which,
in contrast to airborne particles, causes small local holes. Third, the combination of particles
and corrosion can lead to erosion, causing more irregular surfaces. The last type is spallation,
where due to the concentration of stresses small parts of the material break off. Spallation is
also the most significant roughness mechanism, causing the most irregular and rough surfaces.
These mechanisms happen on any part of the blade leading to 4-8 times higher roughness values

compared to a new blade.

Nikuradse (1933) was the first to conduct an extensive study on the effects of roughness on fluid
flow by means of an experimental investigation of water flow through a roughened pipe. The
pipe was coated with sand grains, leading to the iconic and popular roughness parameter, ks,
which describes the actual size of the grain. For pipe flow a resistance factor was introduced and

is defined by
N _d_

= 1.4
& T (1.4)

which describes the pressure drop per unit length, %, in a pipe with diameter, d, and the
dynamic pressure, % pt?, based on the average flow velocity, U, and density, p. Nikuradse (1933)

categorised three different ranges for the different trends and behaviours of the resistance factor.

1. The hydraulically smooth regime
2. The transitionally rough regime

3. The fully rough regime

For very low Reynolds numbers, Rey = ud/v, the sand-grain roughness, ks, shows no effect on
the pipe flow and the resistance factor, A, follows the same trend as pipe flow with smooth walls.
Hence, the flow problem is said to be hydraulically smooth. If the ratio between the boundary
layer thickness and the sand grain roughness decreases, i.e. by increasing the Reynolds number,
Reg, the roughness begins to affect the flow and is classified as transitionally rough. In the fully

rough regime, the resistance factor is completely independent of the Reynolds number, Reg .
These regimes can also be denoted by the non-dimensional sand grain roughness parameter

+_ urks 1
k P (1.5)

where u, is the skin friction velocity and v the dynamic viscosity. For the “transitionally rough”
region a range of 5 < k™ < 70 was observed. Once k™ exceeds a threshold of 70, the resistance

factor becomes only a function of the non-dimensional sand grain parameter.
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One major finding made by Nikuradse (1933) was that the well known velocity profile
+4y o L +
Ur(z") = ;ln(z )+ A (1.6)

for turbulent boundary layers was still observable in the presence of roughness. With the dif-
ference, however, that the constant A now depends on k+. Common values for the the Kdrman
constant and the additive constant in the fully rough regime are x &~ 0.4 and A ~ 5.1, respectively
(Jiménez 2004).

Based on these observations Schlichting (1936) conducted experiments with different kinds of
roughness elements and correlated his findings with those of Nikuradse (1933). He came up with
the equivalent sand grain roughness parameter, kg, which has since been used throughout the
literature for roughness related investigations. The equivalent sand grain roughness, ks, allows
the classification of different roughness types that have a similar (equivalent) effect on the skin

friction as actual sand grain roughness.

Another important contribution is the observation and definition of the Hama roughness function,
AU" (Hama 1954; Perry et al. 1969). By comparing the mean streamwise velocity profiles
between a smooth and a rough wall case, a velocity deficit of the velocity in the logarithmic
region due to the increased skin friction can be observed, which was then termed as AUT.
Furthermore, combining the roughness function with the law of the wall equation for smooth
wall cases yields

Ut () = %ln(er)—&-A—AU*(k*). (1.7)

Here AU (k™) acts as a correction term in the presence of surface roughness.

These equations are based on k-type roughness as opposed to d-type roughness. The classification
into k-type and d-type roughness is based on the ratio between the height of the roughness
peaks, k, to their distance, w, from each other. E.g. for 2D bars in a channel k-type roughness
is assumed when the distance between each element is larger than its height, k/w < 1 (Leonardi
et al. 2007). Leonardi et al. (2007) further investigated the distinct effects of both roughness
types and found that “a d-type behavior ensues when the frictional drag dominates over the

pressure drag, whereas for a k-type roughness the pressure drag is large.”

For more complex types of roughnesses, e.g. real rough surfaces in turbomachinery or irregular
combinations of simple elements, it is common to characterise the surfaces by parameters like
the averaged centreline roughness height, Ra, and its root mean square value, k,,,s, which are
defined as

(1.8)
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Here h; is the height of the roughness at a discrete point ¢ of the overall amount of discrete

points, N, and h is the mean roughness height defined by

1 N
h = NZ;hi. (1.10)

These parameters are then correlated with the equivalent sand-grain roughness parameter, k.
When investigating real roughness surfaces, however, Bons et al. (2001) found a wider range
of correlations between Ra and ks than was commonly observed for more simplified roughness
geometries and arrays. Throughout the literature of turbomachinery research, many authors
proposed different convertion factors between Ra and ks, resulting in a large range 1 < ks/Ra <
10 (Bons 2010).

Effects of Surface Roughness on the Turbine:

The wide range of roughness correlations makes it hard to obtain definitive results. Bons (2010)
stated that there are two universally defined parameters serving as guidelines (Harbecke et al.
2002; Hummel et al. 2005). The first is the admissible roughness height

ks,adm,. < 100

1.11
¢ T Re.’ ( )

where Re. is the Reynolds number based on the chord length, ¢. Roughness has no influence
on the turbulent boundary layer, i.e. hydraulically smooth, as long as equation 1.11 holds true
(Bons 2010; Schlichting 1936). The second parameter is the roughness Reynolds number

Usoks
Rey,. 00 = < 100, (1.12)
14

which is also extensively used in literature (Blair 1992; Mcllroy et al. 2003). The admissible
roughness height and the roughness Reynolds number thresholds are based on the assumption
that a turbulent boundary layer is present. Bons (2010) noted that for transition to turbulence
the relation is less clear, with values found to be between Rey, o ~ 120 (Feindt 1957) for low
Reynolds numbers at low freestream disturbance levels and Rey_ - = 600 for a single roughness
element at elevated freestream turbulence levels (White and Corfield 2006), which are common

in turbomachinery.

Furthermore, there are various effects of surface roughness on turbine flows. The overall trend is
that roughness negatively affects the efficiency of a low-pressure turbine. This is owing to a higher
boundary layer momentum thickness, a shift in the boundary layer transition further upstream
and turbulent flow separation (Boyle and Senyitko 2003). These negative aspects were identified
in particular for operation points at high Reynolds numbers. However, in the low Reynolds
numbers operating range, where laminar separation bubbles can be prevented or reduced due
to earlier transition, a positive effect was observed (Montomoli et al. 2010; Vera et al. 2007).
Roughness induced transition in free shear layers was also found to be able to reduce the size of
separation bubbles (Roberts and Yaras 2005). Stripf et al. (2009) noted that roughness had no
effect on the flow characteristics of the laminar boundary layer before transition has occurred,
but enhanced the profile loss and heat transfer in turbulent boundary layers. Bons (2010) also
noted the additive and “synergetic effects” of roughness and freestream turbulence, which both

increased profile losses at high Reynolds numbers. One further effect was mentioned by Tsikata
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and Tachie (2013), who found in their rod roughened channel case that the addition of adverse
pressure gradients (APG) “significantly increased turbulence production and Reynolds stresses”

slightly above the roughness.

Another important area is film cooling in turbines. Being exposed to very high temperatures,
efficient cooling and convection of heat from the blades need to be guaranteed. Rutledge et
al. (2006) found that roughness decreases the adiabatic effectiveness of film cooling. Because
roughness also enhances the heat transfer, a combined effect was observed resulting in a 30% —
70% higher heat flux toward the blade surface.

As mentioned above, the suction surface is in general the main contributor to profile losses due
to the stronger APGs and its sensitivity to disturbances. Several studies have confirmed that
the suction surface is also more strongly affected by surface roughness including Bons 2010; Rao
et al. 2014b; Stripf et al. 2009.

Numerical Investigation of Surface Roughness:

Roughness research to date has mainly been done by means of experiments owing to the com-
plexity of rough surface geometries and the lack of computational power (Busse and Sandham
2012). When computational power increased it was finally also possible numerically investigate
roughness. However, the research was still mainly constrained to channel and boundary layer
flows with simple roughness elements, e.g. 2D bars, isolated elements or array configurations
(Kind et al. 1996; Leonardi et al. 2003; Rao et al. 2017; Redford et al. 2010; Stripf et al. 2004;
Tsikata and Tachie 2013; White and Corfield 2006). More recently the focus has also shifted to
real rough surface simulations in channel flows (Licari and Christensen 2011; Rao et al. 2014b;
Roberts and Yaras 2005). For example, Forooghi et al. (2017), Thakkar (2017), and Thakkar
et al. (2017b) conducted a extensive DNS studies of channel flow with several different surface

roughness samples, providing a large database for surface correlations.

Numerical simulations of roughness on actual low-pressure turbine blades still pose a difficulty
in terms of computational power. This is even more so considering real rough surfaces, which
require a much higher resolution. Hence, it is common to use channel flows with imposed pressure
distributions that were obtained from actual turbine blade simulations or experiments. This is
usually achieved by a curved no slip wall at the top of the channel and allows for a turbine
blade-like environment. Rao et al. (2014b) conducted LES simulations of real roughness in the
mentioned channel setup. The authors found the same benefits due to surface roughness as
previous low Reynolds number studies (Bons 2010; Montomoli et al. 2010; Vera et al. 2007),
namely the reduction in the size of separation bubbles and thus lower profile losses. Joo et al.
(2016) carried out large eddy simulations of an actual linear low-pressure turbine cascade but
with ‘artificial’ roughness, consisting of homogeneously distributed little squares on the blade

surface, and confirmed the findings about the negative effects.

There are three basic principles in order to represent or model roughness in numerical simulations
(Bons 2010; Busse and Sandham 2012). Firstly, adjusting the wall boundary conditions to
account for the effects of roughness (Fiala and Kiigeler 2011; Flores and Jimenez 2006; Tucker
2013). Tucker (2013) noted that an adjustment of the “law of the wall constants” was commonly
used. Secondly, roughness can be modelled by additional terms in the governing equations that

account for the form drag and blockage effects of roughness (Anderson and Meneveau 2010;
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Busse and Sandham 2012; Taylor et al. 1985); this is termed the “discrete element approach”
(DEM). Lastly, the rough surfaces can be fully resolved by means of body-fitted grids (Chan
et al. 2015; Choi et al. 1993) or immersed boundary methods (IBM) (Bhaganagar et al. 2004;
Busse et al. 2015; Mittal and Iaccarino 2005; Peskin 2002; Tseng and Ferziger 2003). The choice
between body-fitted grids and immersed boundary methods depends mainly on the complexity
of the surface and the available computational power. For more complex geometries immersed
boundary methods are more suitable, as usually only a simple mesh is required. However, due
to this a much higher grid resolution is needed as well (Busse and Sandham 2012). Cui et al.
(2003) combined the discrete element method with an immersed boundary method. The authors
represented the larger roughness features by means of an IBM, whereas the smaller features were
modelled by the DEM.

For all roughness representations method, however, it is paramount that the prediction of the
right transition location in the presence of roughness is guaranteed, as the change in heat transfer
and boundary layer momentum in the turbulent boundary layer is strongly affected by roughness
(Stripf et al. 2009).

1.3 Research Objectives

This work is based on the numerical setup and main parameters of the large eddy simulations
of Sandberg et al. (2015) and Michelassi et al. (2015). There are two important aspects that
will be investigated. Firstly, the influence of different wake profiles on the linear low-pressure

turbine cascade.

1. Based on the statement of Halstead et al. (1997a), what is the relation between the velocity
deficit and the turbulent kinetic energy of bars with different drag coefficients?

2. What are the effects of different wakes on the boundary layer of the blade and the overall

losses of the turbine?

3. Do simple bars, by using the Magnus effect, show similar trends to a full turbine stage

regarding different gap sizes?

Another aspect of this work is the investigation of the effect of surface roughness on the boundary
layer of a turbine blade and losses within a cascade as well as the suitability of a roughness model

for transitional boundary layers.

4. Can a simple roughness model, namely the Parametric Forcing Approach (PFA) (Busse

and Sandham 2012), be used for transitional cascade flows?

5. What are the effects of surface roughness on the blade’s boundary layer and loss mecha-

nisms?

6. Is it feasible to carry out large eddy simulations of a real surface roughness patch, rep-
resented by an immersed boundary method (Schlanderer et al. 2017), on a turbine blade

with periodically incoming wakes?
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1.4 Thesis Layout

The thesis is divided into six main chapters. Chapter 1 has presented the motivation and the key
objectives of this work as well as a literature review of the linear low-pressure turbine cascade

concerning the unsteady turbine environment and surface roughness effects.

The numerical methods for the simulations are laid out in chapter 2, including the governing
equations (section 2.1). In section 2.2, the boundary data immersion method (BDIM) and its
extension for handling complex three dimensional geometries are explained, which is followed by
a validation case. Furthermore, the used parametric forcing approach for roughness modelling

is introduced (section 2.2.3).

Chapter 5 presents the two roughness representation methods, the boundary data immersion
method and the parametric forcing approach, within turbulent channel flow at Reynolds number,
Re, = 180. Firstly, results for a streamwise wavy channel flow and grit blasted roughness using
the BDIM are presented. The effect of the PFA in laminar-turbulent transitional channel flow
is investigated in section 3.3. In section 3.4 results of the parametric forcing approach and the
boundary data immersion method are compared. This chapter also serves as a basis for chapter 5,

which is concerned with roughness in the linear cascade.

In chapter 4 the influence of different wake profiles on the linear low-pressure turbine cascade
is investigated. The chosen cascade setup is shown and a validation case for the boundary data
immersion method, representing the wake generating bars, is presented. After that the relation
between the different drag coefficients of the rotating bars with the velocity deficit and the
turbulent kinetic energy is shown. Finally, the effects of incoming wakes with different strengths

on the blade’s boundary layer and overall turbine losses are examined.

Surface roughness and its effects on the low-pressure turbine are considered in chapter 5. Firstly,
a grid convergence and validation case for the surface roughness patch using the boundary data
immersion method is presented. Then the effects on both the boundary layer of the turbine
blade and the overall turbine losses are examined. A parameter study of the modelled surface

roughness, where the roughness height, density and length were varied, is laid out in section 5.3.

In chapter 6 the findings are summarised and an outlook for future work and projects is given.



Chapter 2

Numerical Methods

In this chapter the numerical methods used within this work are introduced as well as the
initial, boundary and characteristic boundary conditions including the incorporated immersed
boundary method and roughness forcing model. The in-house code HIPSTAR - High Performance
Solver for Turbulence and Aeroacoustic Research - was used, which is written in Fortran 95. In
HiPSTAR the compressible Navier-Stokes equations with an ideal gas assumption are solved.
The reason for solving the compressible rather than the incompressible equations is due to the
turbine environment, which is exposed to higher temperatures and Mach numbers exceeding the

common threshold of M > 0.3 under which compressible flow effects are negligible.

2.1 Governing Equations of Compressible Viscous Flow

The nondimensional compressible Navier-Stokes equations with ideal gas assumption are given

in Cartesian coordinates by

0Q OJOE OF 0G

- to - to—+,—=8 2.1
ot T om 0w s OV (2.1)

in terms of the conservative flow quantities
Q = [pv puU1, pu2, pu3, pet]T (22)

and the fluxes

E = [puy, purus + p, purug, puiusz, uy(pe; +p)]Ta
F = [pua, pujuz, puguz + p, pugus, uz(pe; er)]Ta (2.3)
G = [pus, puius, pusus, pugus + p, ug(pes +p)]T~

Here, p is the density, u; are the components of the velocity vector u, e; is the total energy and
p is the static pressure. The nondimesnional pressure, p, is calculated by the equation of state

for an ideal gas
ol

P= o

(2.4)

17
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Furthermore, the total energy, e;, is defined as

er = e(T) + egin
T n 1
- U
yy-1M2 2
with the inner energy, e(T), the kinetic energy, ej;,, the nondimensional temperature, T, and
the ratio of specific heat, «v. The viscous flux derivatives are contained in the viscous source term

Sy, which is defined as
O0E, OJOF, 0G

S, = + + , 2.5
v 8x1 31'2 8x3 ( )
with
E, = [0, t11, t12, t13, w1t11 + uat12 + ustis — Ch]T ;
Fy = [0, 119, tag, taz, urtia + uates + ustas — ga] ", (2.6)
Gy = [0,113, t23, t33, u1t13 + ugtas + ustss — Q3]T
t;; denote the components of the viscous stresses and are defined by
2 Ouy
tij = 2,U,Sl‘j — gui&ck (Sij (27)

for Newtonian fluid, where the nondimensional molecular viscosity w is calculated by Sutherland’s

law
1 + Csut

3
= T§ R
H T + csut

(2.8)

with the nondimensional Sutherland temperature, cg,;, which takes the value cg,; = 0.3686 for
air at a reference temperature of T,..y = 300K (Schlichting and Gersten 2006). The strain rate

tensor is given by

1 [8% au,,-] . 29)

%5 =5 0w, T o,

The equation for the heat flux vector is

1 —u oT
= a 2.1
¢ v — 1 Reoo Proo M2, Ox; (2.10)

with the reference Reynolds number Re,, the reference Mach number M., and the reference

Prandtl number Pr.,, which are expressed as follows:

Poolool
Reoo = )
Hoo
Uco
My = —,
Coo
Moo
Pro = L
Roo

The superscript oo denotes the reference location of the flow quantity. For the nondimension-
alisation flow quantities located within in the freestream are used and a reference length, a, is
denoted. Depending on the flow problem, the reference length can be the radius, in the case of
pipe or cylinder flow, the half height or length of a channel or the chord length of aerofoils etc.

The Prandtl number is set to a constant value of Pr = 0.72.
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2.1.1 Generalised Coordinates

The flow problems that are tackled are fairly complex and require non-uniform curvilinear
meshes. However, the order of accuracy of finite difference methods for these kinds of meshes is
lower compared to uniform ones (Moin 2010). Thus, to allow for more complex geometries with-
out sacrificing numerical accuracy the compressible Navier-Stokes equations 2.1 are transformed
from an (x1,x2) coordinate system into a generalised coordinate system ({,7). In the gener-
alised coordinate frame the physical domain is represented by an equidistant uniform domain.

The resulting coordinates have the following dependencies:

< = C(xth)
n =n(x1,r2) (2.11)
Ir3 = I3

The azimuthal direction (x3) is equidistant and discretised by means of a Fourier spectral method.
The derivatives in the generalised coordinate system are given by

0 1 [0x20 120 ) )

o~ 1 a9t~ 5 ) v~y
1
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dry  |J| [ OC Ay onpac| toan Tmac '
with
1 8w1 1 8$1 1 8x2 1 8x2
T . N P § 2.13
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The determinant of the Jacobian is given by
Oz Oz
¢ on
[J| = |92 92 ). (2.14)
0 0 1

These transformations can be used to express the Navier-Stokes equations in a generalised form

0Q OE

— + |73 ——x*aﬂ + |z} aj—x*aj 3£_S (2.15)
ot 2¢O B TS '
where Sy ¢ is the generalised viscous source vector
., OE, . OE ., OF, ., OFy Gy
Sv,g = |:,’E2’,r]a<_ — -'1:2’4-677] + |:$1’C877 — .’L'Lnagj| + axg . (216)

2.1.2 Discretisation

For the spatial discretisation in the streamwise and lateral directions two different schemes can
be chosen. A five-point stencil standard central finite difference scheme and a compact finite
difference scheme were introduced by Kim and Sandberg (2012). Both schemes have fourth-order

accuracy, but the compact scheme has lower numerical dissipation and dispersion error.
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In HiPSTAR the spanwise direction is discretised by a Fourier transformation as it is assumed
periodic. This is done by means of an FFTW library (Frigo and Johnson, 2005). The time
discretisation is done by a five-step fourth-order Runge-Kutta scheme introduced by Kennedy
et al. (2000). In order to increase the numerical stability a skew-symmetric splitting of the

non-linear terms in the NS equations is applied (Kennedy and Gruber 2008).

2.2 Initial, Boundary and Interface Conditions

In order to be able to solve the discretised NS equations, initial and boundary conditions have
to be applied. As a starting point for a simulation, initial conditions are set in the whole fluid
domain at each grid point. The better the initial assumption, the quicker the simulation reaches

a fully developed state.

2.2.1 Immersed Boundary Method

As already mentioned the NS equations are typically solved for high-fidelity turbomachinery

applications on body-fitted grids using a generalised coordinate system.

However, another possibility to define a geometry, one that only requires a uniform Cartesian
grid, is the Immersed Boundary Method (IBM) (Mittal and Iaccarino 2005; Peskin 2002), which
was introduced by Peskin (1972) in 1972. In the context of the present study, this approach is
attractive to represent rough surfaces. The boundary (I';) of the body (£2) is represented by
a set of Lagrangian points X(s;,t) and the fluid domain (£25) is represented by the cells on a
Cartesian grid x; ; (see fig. 2.1).

o X:(S{’,t) //.—\O'\\ o Ty°
\< | >/

Xi,§ Qf

d \\\ 40// .

FIGURE 2.1: Circular cylinder represented by a set of Lagrangian points X(s;,t) on the Carte-
sian grid defined by the cell points x; ;.

In order to impose the boundary conditions the NS equations have to be modified in the vicinity
of the obstacle boundary I',. This is done by means of a forcing function either in a continuous

or a discrete manner (Mittal and Iaccarino 2005), which is discussed later.
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There are advantages and disadvantages of the immersed boundary method compared to body-
conformal grid simulation. One of the disadvantages is that a suitable forcing function is nec-
essary. However, the impact on the accuracy of the numerical scheme and the influence on the
correct physical behaviour is not as clear as when using body-conformal grids. Furthermore, the
assessment of the grid in terms of resolution based on the wall normal distance is not as easy
(Mittal and Iaccarino 2005).

On the other hand, the creation of a Cartesian grid for immersed boundary methods is fairly
simple compared to the generation of a body-conformal mesh. In addition, when moving bodies
are incorporated within a simulation the IBM shows another advantage, in that there is no need

to rebuild and adapt the mesh at every timestep.

As mentioned earlier there are two different ways to impose the boundary conditions. In the

following these two different forcing approaches are discussed.
Continuous forcing:

In the continuous approach the analytical NS equations on the Cartesian grid are modified by
an additional forcing term. After that, the modified equations are discretised and then solved
in both the fluid domain €2y and the body domain €.

The velocity of the Lagrangian point X(s;,t) is related to the local fluid velocity by

OX (s;,t
0X(s1) =u(X(s;, t),1). (2.17)
ot
The force f(x; ;,t) exerted on the fluid at any Cartesian point by the immersed body can be
obtained by

f(x; ;,1) = Z F(X(54,1))0n(xi; — X(si, 1)) "™ (2.18)

where F(X(s;,t)) is the force on the Lagrangian point, h is the grid spacing and d,(x; ;) is
a discretised distribution function. The discretised distribution function dp(x) is used for the
‘interpolation’ and ‘spreading’ operations between the Lagrangian points and the fluid domain
and is the essential part of the immersed boundary method. Peskin (2002) introduced some
postulates for the distribution function. The main purpose of these postulates is to get a con-
tinuous and computationally cost efficient function that conceals the structure of the Cartesian
grid as much as possible. Furthermore, the function has to approach the Dirac function 6(x; ;)
for h — 0 (Peskin 2002).

The resulting ¢, function is able to interpolate a linear function exactly and the interpolation
of smooth functions is of second order. However, the normal velocity derivative of an immersed
elastic boundary with a thickness of zero is not smooth and thus the interpolation accuracy is
only of first-order (Peskin 2002)

The forcing terms are based on a relation between the deformation and a respective constitutive
law for the elastic body. As for rigid bodies, where no elastic behaviour is assumed and the
boundary does not undergo a deformation, the forcing terms are not sufficient and have to be
modified or simplified. This, however, leads to accuracy and stability issues (Mittal and Iaccarino
2005).
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Discrete forcing:

In contrast to the continuous approach, in the discrete approach the NS equations are discretised
first and then modified by a discrete forcing term. As a result, the forcing term has to be
adapted according to the discretisation scheme. This has the advantage that the stability and
the accuracy can be directly influenced (Mittal and Iaccarino 2005). The forcing itself is directly
obtained and related to the local result of the simulation in the vicinity of the boundary. The
boundary conditions are then imposed by ‘spreading’ the values from the Lagrangian points to
the Cartesian points by the distribution function ;. These kind of methods are referred to as

direct forcing methods (Guy and Hartenstine 2010).

When conducting simulations at higher Reynolds numbers the smoothing due to the distribution
function Jy, is not desirable, as the boundary layer is potentially not sufficiently resolved. In order
to overcome this issue and to retain higher-order accuracy so called sharp-interface methods were
proposed. The step of ‘spreading’ the values from the Lagrangian points to the Cartesian grid is
cancelled and instead the local numerical stencil or operators are modified (Mittal and Iaccarino
2005). The boundary conditions are then applied on the immersed boundary rather than only
on the Lagrangian points.

2.2.2 Boundary Data Immersion Method

A major drawback of sharp-interface methods is that the simplicity of the immersed boundary
method disappears. As far as direct forcing methods are concerned, the generation of spurious
pressure fluctuations in the vicinity of the immersed body can occur and are not desirable.
Furthermore, these methods are only first-order accurate in the Lo, norm (Weymouth and Yue
2011).

The boundary data immersion method (BDIM) was proposed by Weymouth and Yue (2011) in
order to keep the simplicity of continuous forcing approaches and also retain the high accuracy
achieved by sharp-interface methods. In the following, a brief description of the methodology of
the boundary data immersion method is given, but a more detailed explanation can be found in
(Maertens and Weymouth 2013).

Figure 2.2 shows a body €2, immersed in a fluid domain 2. The fluid domain is described by the
compressible Navier-Stokes equations f(®) and the body domain is prescribed by a set of fixed
values for each velocity component and temperature b. The set of equations can be expressed

as a meta equation, which has the form

b, ifXEQb

O(x,t) = ' .
f(®), ifxeQy

(2.19)

By means of the indicator functions 1, (x) and 1g,(x) equation 2.19 can be written as

B(x,t) = f(®,x,1)1a, (x) + b(x, ) Ig, (x). (2.20)
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Convolving the equation with a nascent delta kernel K. yields the smoothly coupled equation
O (x,t) = / O(x, ) Ke(x,x') dx’ = fe(Pe, %, 1) + be(x,1), (2.21)
Q
with € being the size of the smoothing region as indicated in figure 2.2 and the terms

fe(@e,x,t) = A Je(@e,xp,t)Ke(x, %) dx ¢ (2.22)
s

bE(x,t):/Q be(xp, t) K (x,Xp) dXp. (2.23)

The fluid and solid domains are merged into a single domain € = Qf U €};. Furthermore,
Weymouth and Yue (2011) demonstrated that ®. = ®+O(e?). The next step is the discretisation
of the above equation. After applying a Taylor expansion and replacing the nascent delta kernel

by a one-dimensional kernel, the final meta equation reads

. . g 0
B = f(®,x, )" +b(®,x,6)(1 — &™) + “fFaTl (f(®,x,1) — b(D,x,1)). (2.24)

Here uB’F and ui’F are interpolation functions (see fig. 2.2 right) that only depend on the signed
distance d from the body’s surface. They are defined by

0.5[1+ <+ Lsin(4r)], if|d <e

e (d) =<0, ifd< —e (2.25)
1, ifd>e
el —(4)* = L (dgin (9n) + L (1+cos(dr , if|d <e

N?F(d) _ [4 (26) 2 (e (e ) T ( (E ))):| 7 (226)
0, if |d| > €

with 5% (d) = 1 — & (d) and p$?(d) = —p$F (d). The third term on the right hand side of
equation 2.24 is a higher order term that enhances the original BDIM method in order to tackle
the discontinuity issues of the velocity gradient at the boundary (Maertens and Weymouth 2013).

kernel

support of the kernel

FIGURE 2.2: BDIM domain reproduced from (Maertens and Weymouth 2013); Right: Inter-
polation function pu

The method was tested and validated by the authors for an incompressible flow solver. Prior to

the current work, a compressible formulation of the BDIM was also implemented into HIPSTAR
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by Schlanderer et al. (2017). Simulations of Tollmien-Schlichting waves and aero-vibro-acoustic

systems were carried out in order to validate the implementation for compressible flows.

However, the implementation of the BDIM in HiPSTAR was only capable of representing 2D
and 2.5D geometries, i.e. geometries like bars that are extruded in spanwise direction without
any spanwise variation. Thus, to be able to carry out surface roughness simulations the method
had to be extended in the present work to three dimensions. Furthermore, surface roughness
elements are complex geometries, which are composed of concave and convex elements in a
numerical sense. As a consequence, special treatments need to be taken into account that so far
have not been necessary for simple geometries like boxes, cylinders, aerofoils etc. (Senocak et al.

2015). These treatments are outlined and discussed in the following section.

2.2.2.1 Extension for Three-Dimensional Geometries

In the scope of this work a new pre-processor for the BDIM was implemented in order to be able
to cope with the difficulties of simulating arbitrarily complex geometries like surface roughness.
There are four points that will be addressed in this section to describe the procedure of the

extension to arbitrarily complex geometries.

1. Body representation
2. Distance between the grid points and the body surface
3. Determination of grid points in the vicinity of the body surface

4. File format

For 2D and 2.5D simulations line segments are used to represent the immersed boundary. Given
that the code has been extensively validated within this framework, no change was made with
regard to the mentioned four points for those kinds of simulations. The new pre-processing
routine will only be used for full 3D simulations, i.e. where the represented body has variations
in the spanwise direction. In the three-dimensional case the body surface is composed of small
triangles - surface triangulation - instead of simple line segments, see figure 2.3. Each triangle can
be described by three vertices (4,B,C) and three edges (AB (u), AC (¥), BC), see figure 2.4.
These are then connected to form the complex immersed boundary surface, where each vertex

is share by six adjacent triangles and each edge is shared by two adjacent triangles.
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FIGURE 2.3: Surface roughness patch and its triangulation.
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FIGURE 2.4: Surface triangle with vertices A, B, and C and edges AB (i), AC (¥) and BC.
Here the intersection point D lies within the surface triangle and is described by the parameters
s and t.

The second step is the calculation of the closest signed distance, d, between grid points and the
surface of the body. More precisely, this is the closest signed distance between each grid point
and each individual triangle. A grid point is related to a triangle by constructing the vector w
on the line AG; see figures 2.4 and 2.5. Since a triangle describes a surface and consists also of
edges as well as vertices, it has to be determined which of these three elements the grid point is
closest to. In order to do so, a line normal to the triangular surface - unity normal vector ng -

is drawn through the grid point. Then it has to be determined whether this line intersects with
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&l

B g

FIGURE 2.5: Minimum distance d between point G and the i-th edge - defined by the unity
edge and normal vectors ug,; and ng,; - of a surface element.

the triangular surface. This is done with an algorithm by Sunday (2001), based on defining

o= D@ T) - (V- V)@ ) (2.27)
(-0 = (v-0)(u-u)
P CA)IC A e G (G ARD (2.28)
(€ -v)2— (V- -7)(u-W)
In case the inequalities
s >0,
t>0and
s+t<1 (2.29)

are true, the intersection point, D (fig. 2.4), exists and the distance to the surface can be easily
obtained by taking the scalar product of the unity normal vector, 7y, of the triangular surface
and the vector, @. If there is no intersection point, the next step is to check whether the grid
point is closest to one of the edges or vertices. For this, the scalar products of @ and the unity
edge vectors, ug;, are calculated (fig. 2.5). If the result is either a negative value or greater
than the respective length of the triangle edge, the grid point is bound to the nearest vertex and
the calculation of the distance d between both points is trivial. Otherwise, the closest signed
distance to the three edges, with unity vectors ug;, is obtained from the scalar product of vector,
W, and the unity normal vectors, n1g;, of the three edges. This procedure is done for all adjacent
triangles as well in order to determine the overall closest signed distance. According to results of
Senocak et al. (2015) for a triangulated terrain geometry, in 74.4% of the cases grid points were
closest to a triangular surface. The likelihood that a grid point was closer to one of the edges

was 25% and only 0.6% were closer to a vertex.

An important point to note is that during the triangulation process the triangles need to be
defined in a way such that the surface normals point outwards. This ensures that scalar products

for the distance calculations give the correct sign and hence tell us whether the grid points lie
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within the body or the fluid domain. The calculated signed distances, d, are then used for the
interpolation functions (egs. 2.25 and 2.26) of the meta equation 2.24.

So far it was assumed that an arbitrary grid point was chosen in order to determine the closest
distance. However, the bigger and more complex the geometries, the more grid points and
triangles are necessary. Hence, it is advantageous to only determine the grid points within the
smoothing region close to the immersed surface to keep the computational effort minimal. In
the current 2D implementation of the boundary data immersion method this is done by looping
over the line segments and only flagging grid points within a set radius to the line segment as
“interface nodes”, i.e. grid points within the smoothing region. The signed distances, based
on the description above, are then calculated for each line segment and the pre-processing is
finished. As the available algorithm has been proven to be efficient and reliable in the mentioned
validation case (Schlanderer et al. 2017) for 2D geometries, it will also be used for the extension

for three-dimensional geometries.

In order to do so, the 3D body is cut into n spanwise slices, where the number of the slices,
n, corresponds to the number of grid points in the spanwise direction. The algorithm is then
executed for each slice and the “interface nodes” are flagged. The resulting grid points are then
looped and the signed distances, d, to the surface triangles are calculated, where only triangles
in a given bounding box around the grid point are considered, to reduce the execution time.
After that the interpolation functions are updated and the pre-processing step is finished. An
important point to remember is that further steps need to be taken when moving bodies are
involved, as that would require the re-computation of the signed distances for every timestep.
However, in the scope of this work only surface roughness elements are considered and the

extension to moving geometries is left for future work.

The triangulated surface is stored in the stereo lithography file format (STL), where the three
triangle vertices together with the unity surface normal vector are given. This file format is used
by many conventional CAD and data visualisation (e.g. ParaView) softwares and offers data

storage in ASCII and binary formats.

2.2.2.2 Validation

In order to check and verify the implementation of the extension of the BDIM for three dimen-
sional geometries, a wavy cylinder at Reynolds number Re,, = 100, based on the mean cylinder
diameter D,,, was simulated. The test case is based on one of the simulations of Lam and Lin
(2009) and is periodic in the spanwise direction. The change of the diameter in the spanwise

direction is given by

2
D, = D,y + 2acos (Zz) , (2.30)

with the wave-length A, the amplitude a and the spanwise coordinate z in the interval [0, 1]. One
simulation with A/D,,, = 2 and a/D,,, = 0.3 was carried out and compared to the reference. A
steady solution is expected for this pair of parameters, which could be confirmed by the time
history of the velocity components (fig. 2.6). As can be seen in table 2.1, the drag and the lift
coefficients compare well to the reference data. It has to be noted, that the simulations were

carried out at a Mach number of M = 0.2, whereas Lam and Lin (2009) used an incompressible
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flow solver. Hence, the slight differences might be attributed to compressibility effects. Further-
more, a time snapshot of the z-vorticity, w, (fig. 2.7), at z = 0.0 (left) and 0.5 (right) shows
a steady wake several cylinder diameters downstream. An iso-surface of w,, contoured by the
absolute velocity, U, is also shown in figure 2.7 (bottom) and reveals the wavy cylinder geometry

and the symmetrical flow profile.

TABLE 2.1: Comparison of lift and drag coefficients.

Cp CL
HiPSTAR 1.223 —3.252.10°6
Lam and Lin (2009) 1.250 0.0
0.320 -
0.318 -
0.316 ~
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0.314
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FIGURE 2.6: Time history of the streamwise velocity component.

2.2.3 Parametric Forcing Approach

Another approach to representing surface roughness - instead of using immersed boundary meth-
ods or body-fitted grids - is to incorporate a surface roughness model. This can be achieved by
either modifying the wall-boundary conditions or by altering the Navier-Stokes equations close
to the wall (Busse and Sandham 2012). The benefit is the lower computational cost relative to
the full simulation of rough surfaces, as the number of required grid points can be significantly

smaller.

Within the scope of this work the parametric forcing approach, introduced by Busse and Sandham
(2012), has been implemented into HiPSTAR, where an additional forcing term is added to the

Navier-Stokes equations. More precisely, the extra terms
— aiFi(z, hz)u2|ul| and - uiaiFi(z, hz)uz|ul| (231)

are added to the momentum equation and the energy equation, respectively. It has to be noted
that there is no summation on repeated indices for this formulation. Here a; denotes the rough-
ness factor in the respective flow direction and is a representation of the overall drag coefficient
of a roughness element. The roughness shape function F;(z, h;) scales the strength of the forcing
term based on the surface distance z and the height of the roughness element h;. An impor-

tant point to remember is that the height parameter h; is not an exact description of an actual
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FIGURE 2.7: Snapshot of the spanwise vorticity, w., at z = 0.0 (left) and 0.5 (right). Iso-
surface of w., contoured by the absolute velocity, U. (bottom)

physical height or sand grain roughness. It is defined as the mean profile height

o F(z,h)zdz

h—
Iy F(z,h)dz

(2.32)

in case of a boundary layer or
s
F(z,h)zdz
. fo(S (2, h) (2.33)
Jo F(z,h)dz
in case of a channel flow. Busse and Sandham (2012) defined six different shape functions in order
to describe different types of roughnesses. The maximum of all the different shape functions is

set to 1 in order to normalise them. In this work a simple box profile

1, if z <n(h)
F(z,h) = .
=0 0, if z>n(h) (2.34)

and a Gaussian profile
2

F(z,h) = exp <_77(ZT)2> (2.35)

have been used. n(h) is an auxiliary parameter, which is obtained from equation 2.33 by setting
n(h) as the limit. For the box profile n(h) equals 2h and denotes a discontinuous end of the

forcing region. In contrast, the Gaussian profile gradually decreases for an increasing distance,
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z, with n(h) = 1.77h.

Busse and Sandham (2012) undertook an exhaustive study of fully turbulent rough channel flow
with an incompressible flow solver and the parametric forcing term. They found that the forcing
term was capable of capturing turbulence characteristics in the near-wall region. Especially,
mean profile variations and anisotropy effects above roughness elements could be successfully
represented. Furthermore, apart from extremely rough cases, where AUT > 10, outer-layer
similarity was achieved by the additional forcing and a comparison with the equivalent sand

grain roughness graph of Nikuradse (1933) showed good agreement.

In order to use the roughness model for more complex flows, the forcing term needs to be
calibrated first. This can possibly be done by tweaking the three parameters in a way that they
match fully resolved DNS or experiments of a simple flow problem. After that the calibrated
parameters can be used in more elaborate flow simulations (Busse and Sandham 2012). As
already mentioned, the parametric forcing term was implemented into HIPSTAR in this work.

A validation case was simulated and the results will be presented in section 3.3.

2.2.4 Characteristic Interface Conditions

In HiPSTAR characteristic boundary and interface conditions are used that are based on the

quasi-linear characteristic wave equation 2.36, which for the {-direction reads
— +A— =PS_par (2.36)

The characteristic variables are represented by R and S, is the modified source term. The

eigenvalues are defined by

A= [UOUU+e/E+QU-e/Z+C), (2.37)

with the speed of sound ¢ and the velocity

U=_C_u+ v (2.38)

The equation is derived from the non-conservative form of the NS equations in generalised form
and is used to determine the direction of transport at boundaries and block-interfaces (Kim and
Lee 2000). Based on this, appropriate boundary and interface conditions can be applied in order
to reduce reflections. A detailed definition can be found in Kim and Lee (2000).

Characteristic Boundary Condition:

By assuming local one-dimensional inviscid (LODI) behaviour at boundary points, i.e. neglecting
the source term S;pq- in equation 2.36, Kim and Lee (2000) introduced soft inflow and non-
reflecting outflow boundary conditions. These boundary conditions are used for the simulations

within this project.
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Characteristic Interfaces:

For flow problems where complex geometries are employed, e.g. turbine or compressor aerofoils,
it is advantageous to decompose the whole domain into smaller block domains. One advantage,
given the large grid sizes of today’s simulations, is that the decomposed domain can be more
easily distributed on multiple processing cores for parallel computing. Another advantage is that
the grid generation is more flexible and more suitable meshes can be obtained. In the cascade
cases, an O-grid is used around the aerofoil, while in the outer regions, where the inflow, outflow

and periodic pitchwise boundary conditions are applied, an H-type grid is employed.

However, with the adopted domain-decomposition approach the metrics of the grid are no longer
continuous at the connection points and interfaces between blocks. When higher-order finite
difference schemes in generalised coordinates are used to solve the NS equations in conservative
form this potentially leads to numerical oscillations (Kim and Lee 2003). In order to overcome
these issues, interface conditions introduced by Kim and Lee (2003) are used in the flow solver.
The conditions are applied at the interface of the blocks and ensure the communication between

the blocks without introducing any oscillations.
Sliding characteristic interface condition:

Based on the characteristic interface method for block-structured grids, Johnstone et al. (2015)
introduced a sliding boundary condition. With this boundary condition it is possible to set
blocks into relative motion. It is used to simulate rotor-stator interaction cases, e.g. a moving

bar upstream of a turbine cascade, where the moving bars are used to generate wakes.

2.3 Parallel Performance

The demand for more complex and more memory consuming simulations and calculations is
increasing. Thus, in order to solve the problem in a sufficient way, the whole problem domain
needs to be decomposed into smaller parts. The parts can be distributed among only a few or
up to tens of thousands of compute nodes and processors within high performance computing
(HPC) clusters depending on the size of the calculation. As each node/processor only contains
information of a part of the whole domain, relevant data needs to be exchanged among the
corresponding nodes/processors. This is realised through the “Message Passing Interface” (MPI)
standard, which was proposed to set specifications for library developers. Today there are many

free and commercial MPI implementations (libraries).

In general, a grid is decomposed into N domains. Each domain has additional layer of cells at
the outside edges of its boundaries, called halo layers. Furthermore, the layers of cells at the
inside egdes of the domain are marked as window cells. During the simulation the values on the
window cells are sent to the halo cells of the corresponding neighbour domains. The number of
required layers of halo and window points can dependent on the incorporated numerical scheme

and its stencil size for discretisation.

The process of sending and receiving data is called communication. Communication is classed as

either point-to-point or collective communication. The former describes data transfer between
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only two processes as opposed to the latter that involves data transfer between all processes

within a group.

Another multiprocessing API is OpenMP, which is used for shared memory architectures, where
all the threads/cores share the same memory. OpenMP incorporates parallel loop directives and
scheduling options, which can be easily and quickly implemented in order to parallelise do/for
loops and improve the performance of the flow solver. The latest trend is the usage of graphics
processing units (GPU) for CFD simulations. One readily available API for porting the flow
solver to GPUs is the OpenACC library, which works similar to OpenMP by using directives for
Fortran and C++4 codes.

Owing to the immense grid sizes required for DNS and LES simulations, HIPSTAR incorporates
the message passing interface (MPI), the OpenMP API and the OpenACC API. A combination
of the three allows for heterogeneous high performance computing on different kinds of architec-
tures. In HiPSTAR, MPI is used for the decomposition of the 2D domain, which is distributed
among different compute nodes. When using the FFTW routine for the discretisation of the
third dimension, shared memory is required for the collocation points. Thus, OpenMP is ideal
for this parallelisation task. In terms of heterogeneous computing, the decomposed block of
the combined MPI/OpenMP construct can be substituted by a single GPU using OpenACC.
It has to be noted, however, that within the current work only MPI and OpenMP were used
for the linear low-pressure turbine simulations, which is mainly due to the missing OpenACC

implementation for the extended boundary data immersion method for complex geometries.

Sandberg et al. (2015) showed that the MPI/OpenMP implementation has very good weak
scaling (> 90%) capabilities. Moreover, Pichler (2016) tested the strong scaling and found that
the combination of MPI and OpenMP is always beneficial to only using MPI. In general, the

strong scaling was found to be good for a large number range of processors.

2.4 Data Output and Post-processing

During the runtime of a simulation in HIPSTAR, several output files are generated and written
out in the binary format. For given timesteps part or even the whole 2D /3D flow field can be
written out storing the nondimensional temperature, T, the velocities, u;, and the density, p.
Furthermore, due to the immense amount of generated data the gathering of the flow statistics
needs to be done on the fly. As the compressible Navier-Stokes equations are solved, the flow
quantities are Favre averaged, where the variable ® is decomposed into a mean quantity, (5, and

a fluctuation quantity, ®”.

P =P+ 9" with (2.39)

o= (2.40)

1R

The classical Reynolds average is indicated by the overbar. Moreover, the relation between the

Reynolds average and the fluctuation quantity is

®”7 #£ 0 and p®” = 0. (2.41)
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The collected data is post-processed by means of the in-house Python library called PLATUS
and the parallel post-processing software FAT, which allows for the analysis of instantaneous

flow fields and time series.

2.5 Validation and Verification of the linear Low-Pressure

Turbine Cascade Simulations

Before running eddy resolving simulations of a linear low-pressure turbine cascade with incoming
wakes and surface roughness it is important to validate the flow solver (HiIPSTAR) by means of
experimental data. To that end, Sandberg et al. (2015) conducted direct numerical simulations,
with HIPSTAR, of an LPT at an isentropic exit Reynolds number of Res ;s = 60,000 and an
isentropic exit Mach number of My, = 0.4. They compared the results to experiments of
Stadtmiiller (2001) and found that the pressure coefficient, ¢,, on the turbine blade and the
total pressure loss, €2, of the turbine blade wake compared well to the experimental data, see
figure 2.8.

(a)

Sandberg et al. (2015)
x  Stadtmiiller (2001)

FIGURE 2.8: Comparison of the pressure coefficients, ¢p, on the turbine blades and the total
pressure losses, 2, of the turbine blade wakes between the DNS of Sandberg et al. (2015) and
the experiments of Stadtmiiller (2001).

Based on this validation, Michelassi et al. (2016), who used HiPSTAR as well for a study on
the effect of reduced frequency and flow coefficient, carried out DNS and LES simulations of
an LPT with upstream bars at an isentropic exit Reynolds number of Rey ;s = 100,000 and an
isentropic exit Mach number of M ;s = 0.4. The results of the direct numerical simulation were
used to verify the large eddy simulations, which saved around a factor of 10 of computational
time. Within this work a simulation with the same grid and simulation setup was conducted
and compared in order to verify the current version of the flow solver. A comparison of the bar
and blade wakes as well as the pressure coefficient, c,, the skin friction, 7, the total pressure
loss, 2, and the mixed out loss, w, between the LES (Ry) and the DNS and LES of Michelassi
et al. (2016) is shown in figure 2.9. As can be seen, there is a reasonable agreement between

the results of the DNS and LES simulations. This gives confidence in the results obtained with
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HiPSTAR version v5.4, which was used for the linear low-pressure turbine cascade simulations

throughout this work.

1 ] —— Michelassi et al. (2016) DNS
0.8 - 0.03 —{ | - = = Michelassi et al. (2016) LES
4 — Ry
0.6 0.02
- 0.4 j £ 0.02 4
027 0.01
04
1 0.01 +
—0.2
—0.4 - 07
T T T T T T T T T 1T T T 1T T 17T T 1T T 177
0 0.2 0.4 0.6 0.8 0 02 04 06 08 1 1.2
1.02
0.18 +
0.15 14
0.12 4
S 0.09 4 G 0.98
0.06
0.96
0.03 A
04
0.94 L N e A e —
—0.5 0 0.2 0.4 0.6 0.8

FIGURE 2.9: Comparison between HiPSTAR v5.4 (LES) and the DNS as well as LES of
Michelassi et al. (2016).

2.6 Summary

The compressible flow solver HIPSTAR has been extensively used and validated for different
kinds of flow problems. The applications include turbine and compressor flows (Leggett 2018;
Leggett et al. 2018; Pichler 2016; Pichler et al. 2018; Sandberg et al. 2012; Sandberg et al.
2015), aeroacoustics of compliant trailing-edges (Schlanderer and Sandberg 2018; Schlanderer
et al. 2017), adjoint-based flow control (Otero et al. 2017; Otero 2017), evolutionary algorithms
(Schoepplein et al. 2018; Weatheritt 2015), fluid-structure interaction of membrane aerofoils
(Galiano 2016; Serrano-Galiano et al. 2018) and turbulent boundary layer flows (Bechlars 2015;
Bechlars and Sandberg 2017). Further validation cases for the parametric forcing approach and
the extended boundary data immersion method for complex three dimensional geometries will

appear in the following chapters.



Chapter 3

The Representation of Surface

Roughness

One aim of this work is to investigate the effect of surface roughness on linear-low pressure turbine
cascades. For that, the incorporated roughness patches will be represented by two different
approaches. Firstly, a roughness modelling term, namely the parametric forcing approach, is
used, which has been implemented into the flow solver as part of this work (section 2.2.3) and
allows for a more simple grid in terms of resolution in the wall region. Secondly, the boundary
data immersion method will be used allowing a full representation of the main roughness features

of the surface roughness patch, see section 2.2.2.1.

The aim of this chapter is to compare and cross-correlate both approaches. The added advantage
of using the two chosen and very different approaches is a reduction of computational cost within
the design and investigation process. Using a simple roughness modelling term within the very
first stages of the turbine design process enables to gain valuable insight at a low cost. It also
opens the possibility for a roughness parameter study. After that, a more sophisticated approach,
here the boundary data immersion method, can be used to simulate distinct roughness features
to get deeper insights into the physical phenomena. This, however, requires a highly resolved

grid in order to sufficiently represent the surface roughness.

Before using both approaches for the linear-low pressure turbine, they first will be verified by
means of rough channel simulations. Channel cases can be readily set up and simulations from
hydraulically smooth over transitionally rough to fully rough can be carried out. These simula-
tions will then be used to compare and correlate the parametric forcing term and the boundary
data immersion method. The possibility of tuning the values of the modelling term with channel
simulations for later use in other simulations will be elaborated. Possible shortcomings will be

given as well.

In order to test the suitability of the boundary data immersion method for surface roughness
simulations, channel flows with two different stages of roughness complexity were conducted.
Firstly, a case with wall waviness only in streamwise direction was investigated, see section 3.2.1.
This case served as a first functionality test of the extension of the BDIM. Secondly, a real rough

wall channel case, as presented in Thakkar (2017), was carried out.

35
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In section 3.3 results of the implemented parametric forcing approach in a channel is presented
and compared to the incompressible results of Busse and Sandham (2012). The next step is
the investigation of the behaviour of the forcing term in hydraulically smooth and transitionally
rough channel flows. For this, results of hydraulically smooth and transitionally rough channels,
with a real rough surface taken from Thakkar et al. (2017a), are used. Based on the comparison
and the resulting parameters for the forcing approach, a fully rough channel simulation at Re, =

180 is carried out.

Section 3.4 deals with the comparison of both approaches in the channel case. First, common
statistical data, like centre-line velocities and rms-values, will be consolidated to draw conclu-
sions about limitations of the forcing model. Furthermore, the relation between the forcing
parameters and a real rough surface will be examined. Then, in the light of the above findings
and the computational cost for both methods, advantages and disadvantages for the usage of
either one of them will be given. This finally leads to the question on the proper application
of the parametric forcing approach and the boundary data immersion as means of roughness

representation methods in linear low-pressure turbine cascade simulations.

3.1 Smooth Wall Channel Flow

Before moving on to the rough wall channel cases, a smooth wall channel case at

U0

:7:1 .1
Re; = == = 180 (3.1)

was simulated as a reference case, with the skin friction velocity, u,, and the channel half height,

0. A sketch of the channel domain is given in figure 3.1

26

116

FIGURE 3.1: Domain of smooth wall channel flow, which serves as a reference case.

The results will be compared to classical references (Kim et al. 1987; Vreman and Kuerten
2014) in order to verify the flow solver and to obtain needed reference values. The skin friction
Reynolds number, Re;, is based on the skin friction velocity, u,, which can be related to the

mean streamwise pressure gradient by

6dP 9
———=u:=1.0 3.2
p dx U‘T Y ( )
which drives the flow through the channel that is defined by the half height §. The mean

pressure gradient was kept constant throughout the simulation and chosen in a way such that
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the skin friction velocity remains u, = 1.0 for all channel simulations within this work. The
Mach number, based on the centre-line velocity, u., was set to M = 0.3 in order to ensure
an “incompressible”-like solution and giving a reasonable simulation time. The domain size
was chosen to be 11§ x 20 x 46 in the streamwise, the wall-normal and the spanwise direction,
respectively, comparable to Kim et al. (1987). An important point to note is that periodic
boundary conditions with 98 equidistantly distributed points in the spanwise direction were
used, allowing a Fourier spectral method with 48 Fourier modes for the spatial discretisation.

140 points in the wall-normal direction were spatially distributed by means of the function

_ tanh (bx)

~ tanh(b) (3:3)

with constant b = 1.5. Furthermore, 100 equidistantly spaced points were used for the streamwise

direction, resulting in a total number of 1,372,000 grid points.

The time and spatially averaged streamwise velocity @' and the Reynolds stresses u'2, v'2, u'v’
2

T

and w2 - all normalised by u, and uZ, respectively - are shown in figure 3.2. The results from
Kim et al. (1987) and Vreman and Kuerten (2014), where case FD1 was chosen based on the
grid resolution, are shown as well for verification purposes. As can be seen, the slopes of the
averaged streamwise velocities, 4", are identical for all cases. When looking at the Reynolds
stresses in the streamwise direction, 17/2, slight differences in the peak value at around y™ = 15
can be noticed. However, towards the middle of the channel, y© = 180, the values match very
well. A similar trend can be observed for the stresses in the wall-normal direction, 1757 with the
values being closer to Kim et al. (1987). The shear stresses, u'v' , match very well until 3y = 80
and then start to diverge slightly from the results in the references. A good agreement with
Vreman and Kuerten (2014) was achieved for the stresses in the spanwise direction, E’E, with

only a minor deviation in the peak values.
Furthermore, in table 3.1 the flow and grid values are summarised and compared to the references.

TABLE 3.1: Summary of the smooth channel flow results compared to the references.

Re:  u Azt AYhar AZLae Urms  Urms  Wems
HiPSTAR 181.5 18.33 11.16 4.4 6.05  0.7822 0.6048 0.5947
Kim et al. (1987) 178.1 18.3 17.7 4.4 5.9 0.8140 0.6118 0.5893
Vreman and 180 18.42 8.8 4.4 5.9 0.7976 0.6154 0.6103

Kuerten (2014)

In the wall-normal and the spanwise direction the maximum grid spacings are the same for all
three simulation. The streamwise resolution lies between the two reference cases. As can be
seen, the skin friction Reynolds number, Re, = 181.5, is slightly above the goal values of 180.
This might be due to some compressibility effects, as the Mach number based on . is very close

to a value of 0.3, which was necessary to reduce the simulation time.



38 Chapter 3 The Representation of Surface Roughness

20
175 ] Kim, Moin and Moser -
" || —— Vreman and Kuerten _—
15 HiPSTAR
12.5
7.5
5 —
2.5 S
0 T T T T T T T T T T T T T T T T 1
10° 101 102
yt
8 1
7 ]
7 0.8
6 1 —
57 0.6
29‘: 4 j “\ 29‘@ i
3 “‘ 0.4
A‘ -
2 4/ ™ \
il S 0.2
14 ~ ]
0 T T L T T T T T T T 1 O T T T T T T T T T T ]
0 30 60 90 120 150 180 0 30 60 90 120 150 180
17 1.4 -
| 1.2
0.8 ]
- 1 —
= 1 3 1 N\
! 0.4 0.6 i | \\
7 0.4 -/ N
0.2/
| 0.2 1|
O / T T L T T T T T T T | O ‘ T T T T T T T T T T ]
0 30 60 90 120 150 180 0 30 60 90 120 150 180
y* y*

FIGURE 3.2: Time and spatially averaged streamwise velocity @ and Reynolds stresses u'2,

v'2, w'v' and w'? are shown for HIPSTAR as well as the results of Kim et al. (1987) and
Vreman and Kuerten (2014)

The centre line velocities, u., are very similar for all cases and the root mean square values,

taken at the centre line and which are defined by

Prps =\ P2, (3.4)
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lie within an error range of around 4.0%.

Given the very small differences for all three cases, it can be concluded that the smooth wall
channel reference case is sufficiently resolved and hence can be used for the normalisation of the

following rough wall cases.

3.2 Roughness Represented by the Boundary Data Im-

mersion Method

In the following sections, the boundary data immersion method will be tested by means of simple
and cost effective channel cases before moving to cascade simulations. Firstly, turbulent channel
cases with wavy bottom and top walls were simulated, where the waviness of the channel walls
was restricted to the streamwise direction. The boundary data immersion method case will be
compared to a bodyfitted case. Secondly, a channel simulation with a grit blasted surface profile
was carried out in order to test the suitability of the BDIM for the representation of complex
rough surface geometries. The grit blasted surface profile was taken from Thakkar et al. (2017a)
and Thakkar et al. (2017b) and the results will be compared to the results in the mentioned

article.

3.2.1 Channel with Streamwise Waviness

Firstly, in order to test the functionality of the implementation of the extended 3D boundary
data immersion method, a wavy wall channel was chosen as a test case. This test case serves as

an initial step for the follow-up simulations with a real rough surface.

In figure 3.3 the domain dimensions of the wavy channel case is shown.

26

86

FIGURE 3.3: Domain of the streamwise wavy channel case.

The bodyfitted grid consists of 240 x 187 x 98 gird points, whereas the BDIM grid has a resolution
of 240 x 210 x 98. The wavy wall is defined by

Y(T) = Ywau + @ - cos (27rzxx) (3.5)

xT



40 Chapter 3 The Representation of Surface Roughness

with the mean wall locations yﬁj’jll = —1.0 and yfuofll = 1.0, the amplitude a = 0.04, the number
of waves n, = 4 and the length of the domain L, = 8.0. The same Reynolds and Mach numbers

(Rer = 180, Ma. = 0.3) as in the reference simulation were used.

Figure 3.4 shows the velocity profiles and the Reynolds stresses of the smooth reference case and

the two wavy-wall cases.
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FIGURE 3.4: Time and spatially averaged streamwise velocity %" and Reynolds stresses <17/2>,

<175>, <1711/'> and <ﬁ> are shown for HiPSTAR.
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The profiles were extracted along the channel and then averaged in the spanwise and the stream-
wise directions, denoted by () notation. The top position of the wavy wall, i.e. y/d = 0.04
(y* = 7.26), is indicated by the vertical grey dashed line. As can be observed, the streamwise
velocity, (™), for the body-fitted and the BDIM case match very well and only small deviations
towards the top wavy wall position occur. A fairly good agreement for the <'L/L'\§> Reynolds
stresses were obtained, with a slight overestimation of the peak value for the BDIM case. The
same is true for <175>, where the immersed boundary overestimates the stresses. In case of the
shear stresses, the near wall and peak values match very well. However, towards the centre line

of the channel the stresses are slightly underestimated in case of the BDIM.

In table 3.2 the velocity deficit, AU, which is defined by

AU = ai—,smooth - <ﬂj,wavy> ) (3.6)
and the peak T K FE for both wavy wall cases are shown. As can be seen, the velocity deficits due

to the wavy walls match very well. The same is true for the peak T K E values, defined by

(vint)
TKEmaw = 2 ’

max

(3.7)

which differ by around 3.6%.

TABLE 3.2: Velocity deficit, AUT, and peak TKE values for the wavy channel flow.

Bodyfitted BDIM

AU* 3.47 3.50
Peak TKE 3.51 3.63

Based on the results of this initial test it can be concluded that, firstly, the domain dimensions,
the initial and boundary conditions for the boundary data immersion method were chosen appro-
priately. Secondly, fairly reliable results with the BDIM were obtained compared to a bodyfitted

case and hence gives confidence for the following simulation of a much more complex geometry.

3.2.2 Channel with Grit Blasted Roughness

In this section the extension of the boundary data immersion method will be tested by represent-
ing a complex rough surface geometry. A grit blasted roughness patch, using case s8 provided
by Thakkar et al. (2017a) and Thakkar et al. (2017b), was used in a periodic turbulent channel
flow at Re; = 180. The heightmap of the surface is presented in figure 3.5. The roughness
height is k = §/6, and denotes the mean peak-to-trough height, S, 5x5. S, 5x5 is obtained by
decomposing the roughness patch into 5 x 5 smaller regions, for each of which the minimum
and maximum heights are determined and then averaged. The difference between the averaged
maxima and minima denotes the mean peak-to-trough height. This results in a non-dimensional
roughness height of

ot — ku,

=30 3.8
i =30, (38)
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which falls into the transitionally rough regime according to the authors (Thakkar et al. 2017b).

0.0 1.0 2.0 3.0 40 5.0
x/0

FIGURE 3.5: Height map of the grit blasted roughness patch, where the peaks and troughs
are denoted by the colours yellow and blue, respectively.

The domain dimensions are shown in figure 3.6 and were based on the case of Thakkar et al.
(2017b). According to the authors’ meshing criteria, a uniform grid in the streamwise and the
spanwise direction were chosen, with 320 and 162 grid points, respectively. This resulted in
dimensionless wall units of AzT = Ay™ = 3.3. For the wall-normal direction a uniform grid
from the outer walls to slightly above the highest roughness peak was used. After the peak, the
grid spacing was gradually increased towards the centre line of the channel. The spacing for the
uniform portion of the grid resolving the roughness is Az™ < 0.92. In the middle of the channel,
the maximum spacing is below AzT < 2.6.

Firstly, the roughness was applied to the bottom wall, where the average roughness height,
defined by

1 M,N
h=3re z]: |hi ;| = 0.0, (3.9)

is on the level of y/6 = 0.0. Here the discrete number of roughness points in the streamwise and
the spanwise direction are denoted by N and M, respectively. h; ; is the roughness height at
the respective discrete point. The roughness on the top wall is first mirrored and then shifted in
the streamwise and the spanwise direction by L, /2 and L, /2. The averaged roughness height is
located at y/§ = 2.0. Hence, the effective channel half height between the bottom and the top

rough surfaces is 2. The grey areas in figure 3.6 represent the extent of the surface roughness.

L, = 2.3245

L, =282

L, =5.630

FIGURE 3.6: Domain of the grit blasted rough surface channel flow.
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The resulting channel with grit blasted walls is shown in figure 3.7 and the highly irregular,

complex surface geometry is apparent.

FIGURE 3.7: Grit blasted walls for the transitionally rough channel flow simulation. The top
roughness was mirrored and shifted by L,/2 and L./2 in the streamwise and the spanwise
directions.

The results for the time and spatially averaged streamwise velocity and Reynolds stresses are
shown in figure 3.8. For the spatial averaging ((-)) profiles in the time averaged (%) flow field
at randomly chosen locations were extracted and then averaged by only considering the fluid
part outside of the boundary data immersion region. The results are compared to Thakkar et
al. (2017b), who used an incompressible DNS flow solver with an immersed boundary method
(Busse et al. 2015) to represent the roughness. The top of the roughness is denoted by the grey
dashed line at y™ = 30. As can be seen, the streamwise velocity profiles match very well above

the roughness towards the channel centre line.

As to the Reynolds stresses, larger differences are evident. For <1/L7/2> HiPSTAR slightly overes-
timates the peak value, whereas towards the channel centre a marginal underestimation can be
observed. The wall-normal and the spanwise stresses show the opposite trend, where the peak
stress values are lower compared to Thakkar et al. (2017b). The same is true for the stress values

towards the channel centre.

As can be seen in table 3.3, the velocity deficits, AU, compared to the smooth reference case
match fairly well. Furthermore, the peak TKE for HIPSTAR is slightly higher by around 5.5%
compared to the reference. This is due to the relatively higher streamwise Reynolds stresses, as

seen in figure 3.8.

TABLE 3.3: Velocity deficits, AU, compared to the smooth reference case and peak TKE
values.

HiPSTAR Thakkar et al. (2017Db)

AUT 4.32 4.36
Peak TKE 3.24 3.06
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In figure 3.9 the Reynolds shear stresses, — <u/v'>, are compared. The spanwise-normal plane
at z/d = 1.44 is shown, with the greyed out area representing the grit blasted surface geometry.
Qualitatively the flow fields look very similar and shows the same trends in the vicinity of the
rough surface. Furthermore, the roughness peaks and troughs are well represented by the BDIM.
At around x/0 & 2.3 the shear stresses are slightly lower compared to Thakkar et al. (2017b),
whereas higher values of — <17v/' > at the end of the channel can be observed, which enter into

the start of the domain.
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FIGURE 3.9: Reynolds shear stresses, — <171)/' >, in the spanwise-normal plane at z/0 = 1.44.
Note the different axis denotations for the wall-normal directions.

Based on the presented results it can be concluded that the extended boundary data immersion
method is suitable for representing complex geometries like surface roughness. Hence, it will
be used for the linear low-pressure turbine cascade simulations in chapter 5, where an as-cast

roughness patch is mapped onto the suction surface of the turbine blade.

3.3 Modelling Roughness by Means of the Parametric Forc-
ing Approach

In this section the implementation of the parametric forcing approach will be verified by com-
paring DNS results of a fully rough channel at a friction Reynolds number of Re, = 180 with
results of Busse and Sandham (2012), obtained by an incompressible flow solver. After that
the behaviour of the forcing model in terms of transition will be investigated by looking at a
laminar-turbulent transitional channel flow at Re,; = 80. The resulting forcing parameters will
be used in a transitionally rough channel case at Re, = 180 and compared to the results of the
grit blasted channel.
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3.3.1 Verification of the Parametric Forcing Approach

Firstly, the implementation of the parametric forcing approach into HIPSTAR will be verified by
means of the results of Busse and Sandham (2012). An important point to remember is that, as
opposed to the simulations done by Busse and Sandham (2012), HIPSTAR uses the compressible
Navier-Stokes equations, which required an additional forcing term in the energy equation; see
section 2.2.3. Hence, a proper verification is needed before moving to the roughness parameter
studies and applying the roughness term to an actual linear low-pressure turbine cascade. For
this, a fully rough channel case at Re; = 180 was simulated. The same Reynolds number, Mach
number and streamwise pressure gradient as for the smooth reference channel case were used
for the verification case. The domain size (see figure 3.10) of the channel is 7§ x 26 x 3.5 and
the grid consists of 128 x 128 x 128 (streamwise, wall-normal, spanwise) grid points, which was
chosen according to Busse and Sandham (2012). Grid stretching in the wall-normal direction
was applied, resulting in Az < 0.9 at the wall and AzT < 4.8 in the centre of the channel.

20 2

79

FIGURE 3.10: Domain of the verification case for the parametric forcing approach.

For the verification simulations, the forcing factor was set to a, = a, = a = 1.0 for the
streamwise and the spanwise direction and to a,, = 0.0 for the wall-normal direction. The box
shape function

Flany =t 2= (3.10)

0, if z > n(h)

was used, with n(h) = 2h, which can be determined by equation 2.33. The height parameter,
h, denotes the mean roughness height in wall-normal direction from the channel wall. Hence,
the top of the box profile roughness is at 2h, which was chosen to be 0.111 for this verification
case. In the simulation of Busse and Sandham (2012) these parameters resulted in a roughness
function of AU = 8.0, which indicates that the channel flow is in the fully rough regime. The
reasons for using a box profile instead of other profiles are two-fold. Firstly, the definition of
the roughness height is simpler and a distinct region can be defined where the forcing is applied.
Busse and Sandham (2012) found a dampening of the velocity fluctuations for shape functions
extending too far into the flow. Secondly, based on channel flow simulations of Chung et al.
(2015), the transition behaviour of the box shape function closely matched that of sand-grain

roughness.

The comparison between the results of Busse and Sandham (2012) and the parametric forcing
implementation in HIPSTAR are presented in figure 3.11. The streamwise velocity profiles, (u*),

show good agreement close to the wall. However, from y* = 20 towards the middle of the channel
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marked differences can be observed, where the profile from the reference shows higher values.

This leads to a velocity deficit of
AU = (e smooth) — (Uepfa) = 8.55, (3.11)

compared to AUT = 8.0 obtained by Busse and Sandham (2012), representing a difference of
~ 6.5% in AUT. It should be noted that there is almost no density variation between the wall
(pw = 1.006) and the centre line (p. = 0.999) of the channel and thus non-density weighted
profiles are compared in this case. A kink in the profile at y*+ = 20, stemming from the top edge

of the box profile, is apparent for the incompressible case, but not for the compressible one.

The streamwise Reynolds stresses match fairly well towards the centre of the channel. On top of
the forcing region, however, the peak values are overestimated compared to Busse and Sandham

(2012). The same can be observed for the wall-normal stresses, <v'2>, and the spanwise stresses,
</fu;'5>7 where the values in the roughness region are slightly higher. Interestingly, a very good

agreement for the shear stresses, — <u'v'>7 are apparent.

The first derivative of the streamwise velocity in wall-normal direction, & (u*) /dy, and the
velocity defect, <u~c+> — (u™), are shown in figure 3.12. The first thing to notice is the discon-
tinuity in the derivative due to the sharp box shape function. Compared to the reference case
O (u") /Oy|wan at the wall is slightly higher. The behaviour, however, is opposite on top of the
roughness region, where the peak values are markedly lower. Furthermore, a plateau rather than
a peak is apparent, which might be due to the additional filtering that is needed for the stability
of compressible flow simulations. The sharp edge induces wavenumbers in the flow field that
are filtered out, leading to the observed plateau and might also explain the differences in the
Reynolds stresses. The differences in the streamwise velocity derivative diminish towards the
centre of the channel. As can be seen, the slopes of the velocity defect along the wall-normal

direction match well, indicating that outer similarity is preserved.

To summarise, the results of the implemented parametric forcing approach in HIPSTAR compare
well to the results of Busse and Sandham (2012). The observed differences might be attributed
to the fairly different flow solvers, i.e. compressible vs. incompressible, additional forcing term

in the energy equation as well as the needed additional filtering for numerical stability.
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FIGURE 3.11: Comparison of the implemented parametric forcing approach in HIPSTAR with
the reference case at Re, = 180. The vertical dashed line at y™ = 20 denotes the top of the
box shape function.
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FIGURE 3.12: First derivative of the streamwise velocity in wall-normal direction, 0 <ﬁ+> /0y,
and velocity defect, <1’[c+> - <ﬁ+> for HIPSTAR and the reference case.
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3.3.2 Laminar-turbulent Channel Flow with the Parametric Forcing

Approach

The boundary layer on the low-pressure turbine blade in the linear cascade transitions from
a laminar to a turbulent state (Halstead et al. 1997b). However, so far the behaviour of the
parametric forcing approach has only been investigated in the turbulent boundary layer regime
(Busse and Sandham 2012). Hence, in this section laminar-turbulent channel cases with the
roughness model are examined. For this, the transition study of Thakkar (2017) was replicated
by using the forcing term instead of a real rough wall. The domain dimensions are shown in
figure 3.13 and were chosen according to the reference case of Thakkar (2017), who used grit

blasted walls; see also section 3.2.2 for roughness specifications.

2.3246

. 1.40756

2.8156

FIGURE 3.13: ChannelCasePFALaminar

The domain was discretised by 96 x 112 x 48 grid points in the streamwise, the wall-normal and
the spanwise direction. With grid stretching in the wall-normal direction, the resulting spacing
at the wall was AzT < 1.3 and at the channel centre AzT < 3.1. Moreover, the box profile with
a height of 2h = 0.324 was used, because, as mentioned above, the transition behaviour of this
shape function was found to be similar to that of sand-grain roughness (Chung et al. 2015). The
reason for using an extended wall-normal length of 2.3249 instead of 29 is the aforementioned

blockage effect of the box shape function in Busse and Sandham (2012).

Thakkar et al. (2017b) used grit blasted wall channel flow at different Reynolds numbers ranging
from Re, = 45 to 95. They found that the grit blasted roughness caused laminar-turbulent
transition at a Reynolds number of Re, = 89.5. For the transition study of the parametric
forcing approach only one case at Re, = 80 was chosen. The flow field was initialised with
a turbulent channel solution and the forcing parameter, o, was decreased from a high value,
a = 1.0, until the flow turned from a turbulent to a laminar flow state. The forcing parameter
was applied in the streamwise and the spanwise direction. A monitor point at the centre of the
channel was used to track the streamwise velocity, u., in order to check the state of the flow
field.
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Figure 3.14 shows the time history of u,. for three different roughness densities, close to laminar-

turbulent transition.
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FIGURE 3.14: Channel flow at Re. = 80, where the roughness density, «, was decreased until
a laminar state was achieved.

As can be seen, the a values are relatively low, compared to o« = 1.0 used in the turbulent flow
study in the previous subsection. For a = 0.025 two peaks are apparent, indicating that the
flow is close to the critical transition point. By further decreasing the roughness density the
flow slowly becomes laminar, but then suddenly and rapidly recovers to a turbulent state again.
The time span of the this process is almost 200t/7 time units. After 250¢/T time units and
without any indication of sudden transition peaks the roughness density was further reduced to
« = 0.015. Eventually, the flow transitions to a laminar state and remains so for more than
400¢t/T time units, after which the simulation was stopped as no further changes were to be

expected.

The transition study proves the capability of the parametric forcing approach to successfully
model transition behaviour. Furthermore, the resulting roughness density, o = 0.015, can be
regarded as a model representation of the grit blasted wall used in (Thakkar et al. 2017b) and
section 3.2.2. The next step is to compare the parametric forcing approach with a real rough

surface in a turbulent channel flow at a skin friction Reynolds number of Re, = 180.

3.4 Comparsion between the Parametric Forcing Approach
and the Boundary Data Immersion Method in a Grit
Blasted turbulent Channel Flow

In this section the implemented parametric forcing approach and the extended boundary data
immersion method for complex geometries are compared by means of turbulent channel flow at
a skin friction Reynolds number of Re; = 180. The aim is to further test the capabilities of

the PFA to model a real rough surface, which will then later be used for the linear low-pressure
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turbine simulations. The results of the grit blasted channel flow in section 3.2.2 were used,
where the BDIM compared well to the reference case. For the parametric forcing approach
the roughness density value a = 0.015 was used, based on the transition study in the previous

section.

The domain is shown in figure 3.15, which is the same as for the grit blasted grid presented in
section 3.2.2. Furthermore, the roughness height was chosen to be 2h = 0.324 and thus covering
the same flow area as the grit blasted surface patch, denoted by the grey area in figure 3.15. This
will also clarify whether the blockage effect due to the forcing model is sufficient to reproduce
a similar effect as the real roughness. The grid resolution and stretching are the same for both
cases, with 320 x 288 x 162 grid points in the streamwise, the wall-normal and the spanwise

directions, respectively, in order to obtain grid independent results.

L,=23248 || gessssssssssssssssiiinnn

- L, =2.826

L, =5.63

FIGURE 3.15: Domain of the grit blasted and parametric forcing rough surface channel flow.

Figure 3.8 shows the time and spatially averaged streamwise velocity (™) and the Reymnolds
stresses <175>, <17§>, <1717> and <;)\'5> for the PFA, the grit blasted and the smooth reference
cases. Looking at the streamwise velocity component it is evident that the parametric forcing
approach with the fairly low roughness density of a = 0.015 is not able to reproduce the results
of the grit blasted walls and rather follows the trend of the smooth wall case. The streamwise
Reynolds stresses reveal that the peak values even exceed the values of the reference case. Fur-
thermore, the peak is within the forcing region, rather then outside and slightly above the top
peak, as observed for the grit blasted case. This is a very good indication that the roughness
density value is too low for simulations in the turbulent flow regime and does not exert a sufficient
blockage effect. The wall-normal, the shear and the spanwise stresses show the same behaviour.
Moreover, the outer similarity was not achieved, as is apparent from the offset in the stresses
at the centre of the channel. The reason for this is the missing blockage effect in the larger
wall-normal domain size 2.3246. Because the same pressure gradient,

— %% =u? =10, (3.12)
was applied, with 6 = 1.0 based on the smooth reference case rather than § = 1.162 for driving
the channel flow, the resulting skin friction velocity increased and hence a higher Reynolds
number, Re, = 225, was obtained for the larger domain. This could already be observed in the
transition study in figure 3.14, where the centre line velocity of u. > 45 in the laminar region

exceeded u,. = 40, which is obtained for a smooth laminar channel at Re, = 80.
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FIGURE 3.16: Time and spatially averaged streamwise velocity <ﬂ+> and Reynolds stresses
<u'2>, <v'2>, <u'v'> and <w/2> for the PFA, the grit blasted and the smooth reference cases.

Figure 3.17 shows the time and spatially averaged streamwise velocity derivative in the wall-
normal direction, d (u™) /9y, for the PFA and the smooth reference cases. The vertical black

line at y/d = 0.0 denotes the wall for the reference case.
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FI1cURE 3.17: Time and spatially averaged streamwise velocity derivative in the wall-normal
direction, 0 <17+> /0y, for the PFA and the smooth reference cases.

As can be seen, the forcing only has a marginal effect on 9 (") /@y within the roughness re-
gion and even reaches the same wall value, & (U") /Oy|wai, as the smooth case, indicating the

insufficiency of the low roughness density value.

In order to further investigate why the parametric forcing at a low roughness density level of
a = 0.015 was able to induce transition at the current Re,, but had no real effect in the turbulent
channel flow, the laminar and turbulent states of the transition study case in section 3.3.2 are
compared. Figure 3.18 shows the time and spatially averaged streamwise velocity derivative in

the wall-normal direction, 9 (u*) /dy, in the laminar and turbulent channel flow at Re, = 80.
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FIGURE 3.18: Time and spatially averaged streamwise velocity derivative in the wall-normal
direction, 0 <ﬂ+> /0y, in the laminar and turbulent channel flow of the transition study case
at Re; = 80 or rather Re, = 100 when based on the real channel half height 6 = 1.162.
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It has to be noted, however, that due to the marginal blockage effect the channel half height
is also larger than ¢ for the transition study case, resulting in an effective Reynolds number of
Re,; = 100 when based on the real channel half height § = 1.162; see equation 3.12. For the
laminar state the flow in the time range of t/T < 1,400 was averaged. In order to get statistical
data in the turbulent state, the flow solution was averaged between 923 < ¢/T < 1,097 time units.
Again, in the turbulent state the forcing only has a very weak effect on 9 (a™) /dy, explaining
why the flow in the middle of the channel is barely influenced. Moreover, this allowed the channel
flow to transition to the laminar state. The forcing effect in the laminar state, however, is only
apparent in the forcing region itself for y/d < 2h and hence is neither able to force the flow
back to a turbulent state nor reduce the centre line velocity. For the slightly higher roughness
densities, o > 0.02, this forcing effect must have been strong enough to cause transition to a

turbulent boundary layer.

This was confirmed by a laminar parameter study at Re, = 45 in a minimal channel, see
figure 3.19, with 106 x 112§ x 104 grid points in the streamwise, the wall-normal and the spanwise

direction.
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Fi1GURE 3.19: ChannelCasePFALaminar

As can be seen in figure 3.20, only with the highest o = 1.0 value the forcing model was able to
have a considerable effect on the streamwise velocity, u, in the laminar channel compared to the
analytical solution. For the lowest roughness density no effect is noticeable for u and barely any

effect is seen for du/dy.
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FIGURE 3.20: Time and spatially averaged streamwise velocity; 26 = 2.324

To summarise, the parametric forcing approach is able to induce transition at very low roughness
density values. However, these values are too low to have an actual effect on the channel flow
outside the roughness region due to the marginal blockage effect. In order to gain more insight,
a further parameter study with different domain sizes needs to be carried out. To circumvent
this problem for the linear low-pressure turbine simulations in the later chapters, much higher
roughness densities, a > 1, will be used, appropriate to the turbulent flow regime. This makes the
comparison between the roughness forcing model and a real rough surface in terms of transition
difficult, but valuable insights in the turbulent boundary layer region can be gained. It can
be concluded that a ’tuning’ of the roughness parameters to a real rough surface in a simple
channel regarding the roughness function AUT is possible, but meaningful only in the fully
rough flow regime. Regarding the turbine design stage, the parametric forcing could be used as
an inexpensive and readily implementable means for transition control. Furthermore, during the
time span of this work a modified version of the PFA was proposed by Forooghi et al. (2018),
who added an additional linear term to the formulation in order to account for the viscous drag.
They achieved satisfactory results compared to a fully resolved geometry, but application to

transition were not considered.

3.5 Summary

In this chapter the extended boundary data immersion method for complex geometries and the
compressible formulation of the parametric forcing approach were investigated and verified by
means of simple channel flow. This serves as the foundation for the linear low-pressure turbine
cascade simulations in the later chapters, where both approaches are incorporated. The boundary
data immersion method will be used to represent the wake generating bars as well as real surface
roughness patches on the turbine blade. However, real roughness simulations in turbines are
computationally expensive, rendering this approach less appropriate for the turbine designing

phase. For this reason, a simple roughness model, namely the parametric forcing approach can be
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used, allowing for roughness parameter studies in order to gain first insights during the designing

process.

Firstly, a smooth wall turbulent channel flow at Re, = 180 was simulated in order to obtain
reference values and to verify the current version of HIPSTAR. The reference values were used
for the normalisation of the results of the roughness simulations within this chapter. It has been
shown that the results compared well to the reference cases in the literature (Kim et al. 1987;
Vreman and Kuerten 2014).

The next step was the verification of the extended boundary data immersion method. In order
to do so turbulent channel flow at Re, = 180 with wavy walls in streamwise direction and grit
blasted walls were simulated. The wavy channel case compared very well to the bodyfitted
fitted case. A very good agreement with the results of Thakkar et al. (2017b), who also used an
immersed boundary method (Busse et al. 2015), for the grit blasted wall case was obtained, giving
confidence in the suitability of the boundary data immersion method for the later roughness

simulations in the low-pressure turbine.

After that the compressible formulation of the parametric forcing approach was also verified for
turbulent channel flow at Re, = 180. The results were compared to Busse and Sandham (2012)
and a good agreement was observed. However, differences in the Reynolds stresses and the wall-
normal derivative of the streamwise velocity were apparent as well. These might be attributed
to the fairly different flow solvers, i.e. compressible vs. incompressible, additional forcing term

in the energy equation as well as the needed additional filtering for numerical stability.

As the boundary layer on the low-pressure turbine blade in the linear cascade transitions from
laminar to turbulent, the parametric forcing approach had to be tested in laminar-turbulent
channel flow, which had not been done yet. Hence, a transition study based on grit blasted
channel flow of Thakkar et al. (2017b) was carried out. An initially turbulent channel at Re, = 80
was simulated with different roughness density values, a. The values were decreased until the

flow transitioned from a turbulent to a laminar state.

The obtained roughness density, & = 0.015 of the transition study was then used for turbulent
channel flow at Re; = 180. A comparison between the grit blasted roughness, represented by
the BDIM, and the forcing model revealed that the roughness density was too low to sufficiently
affect the flow at the centre of the channel due to the marginal blockage effect. This led to the
conclusion that a further parameter study with different domain dimension is necessary. For
the linear low-pressure turbine simulations higher roughness density values, a > 1, will be used,
which makes the comparison to a real rough surface in terms of transition difficult. However,
the PFA is still thought to be a valuable approach for the turbine design process in order to gain

first insights of roughness effects on the turbine flow.



Chapter 4

Influence of different Wake
Profiles in a linear Low-Pressure
Turbine Cascade’

In this chapter the research questions, given in section 1.3, i.e. whether a simple bar setup is
capable of representing an actual blade wake profile and whether the drag coefficient is reliable
as a design parameter for bars, as stated by Pfeil and Eifler (1976), are addressed. In order to
do so, the effect of different wake profiles, generated by bars with different rotation rates, on the
boundary layer of the T106A low-pressure turbine blade, as well as the overall linear LPT losses
are investigated. A total of ten large eddy simulations of the linear low-pressure turbine cascade
with the T106A blade profile were carried out. The numerical scheme, the bar rotation rate,
the boundary data immersion method - for representing the upstream bars - as well as the grid
size were varied. The wall-adapting local eddy-viscosity (WALE) model of Ducros et al. (1999)
was used, which has proven to be reliable and viable in previously conducted simulations. Wake
profiles of both the bars and the T106A turbine blade at different downstream positions were

gathered for comparison.

The structure of the chapter is as follows. First of all, the linear low-pressure turbine setup
including domain size, grid metrics and numerical methods is presented in section 5.1. An
explanation of the ten different cases and the reasons for choosing them are given. After that, in
section 4.1.1, the boundary data immersion method and the grids for the complete LPT setup
are validated. The results are compared with a simulation carried out by Michelassi et al. (2015),
where a discrete momentum forcing approach, proposed by Goldstein et al. (1993a), was used for
representing the wake generating bars. Additionally, a case with bodyfitted bars was simulated
for validation purposes. As mentioned in section 2.1.2, there is the option of two different spatial
discretisation schemes. A brief note on why the compact discretisation scheme was preferred
within this work is given. The characterisation of the bar wakes and the method of extraction
are discussed in section 4.2. This is followed by the comparison of the different bar wakes with an

actual turbine blade wake. The implications of the different wakes on the boundary layer of the

TThis chapter is an extended form of the work published of Hammer et al. (2018b)
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blade, the wake distortion itself and the loss mechanisms on the linear LPT are demonstrated

in section 4.3. This is the most crucial section, where the major conclusion are drawn.

4.1 Linear Low-Pressure Turbine Cascade Setup

In this section and the following subsection the linear low-pressure turbine cascade setup and
the simulation parameters are introduced. Furthermore, the boundary data immersion method,
which was used for the representation of the wake generating bars throughout this work, is
validated by means of simulation results of a different immersed boundary approach and a body-
fitted case.

The complete cascade-bar setup is depicted in figure 5.1. Two wake-generating bars are located
0.7 chord-lengths ¢ upstream of the blade’s leading edge (xpr = 0.0). The diameters of the
bars were chosen according to the round trailing edge diameter, D = 0.02¢, of the blade, which
has been a common design choice in the literature (Engber and Fottner 1995; Ladwig and
Fottner 1993; Michelassi et al. 2003, 2015; Pfeil and Eifler 1976). Characteristic inlet and outlet
conditions (section 2.2) were used as well as periodic conditions for the pitchwise and spanwise
directions (section 2.1.2). The grid for the cascade itself was generated by means of a multi-block
Poisson grid generator for cascade simulations (Gross and Fasel 2008). The blade is surrounded
by an O-type mesh that, in turn, is connected to an H-type mesh. In order to achieve a relative
motion between the bars and the blade the two upstream blocks are connected to the cascade
grid via a sliding interface (section 2.2.4). Using 32 Fourier modes, i.e. 66 collocation points,
for the spanwise discretisation and 181,632 grid points in the 2D plane, results in a total grid
node count of 11,987,712 for the 3D simulation. With a distance of Ay/c ~ 3.5-10~* for the
first grid point from the blade surface, a value of Ay’ =~ 2 was achieved. However, in the
aft region of the blade where flow transition and separation occurs, Ayt drops well below
1, ensuring DNS-like resolution. Furthermore, the wall-adapting local eddy-viscosity (WALE)
sub-grid model of Nicoud and Ducros (1999) was used for all simulations. Data was captured
across ‘Measurement plane 1’ (1 = —0.3¢) and ‘Measurement plane 2’ (xo = 1.26¢) in order to

calculate the different losses.

The inlet velocities, Mach number and Reynolds number for all simulations are presented in
table 5.2. They were chosen such that the isentropic Reynolds and Mach numbers, which are
defined based on the exit velocity Vis 2 at 2 = 1.26¢ (denoted ‘Measurement plane 2’ in figure 5.1)
and the true chord length ¢, are around Re;s 2 = 100,000 and M;s 2 = 0.4, respectively. In order
to fully describe the compressible Navier-Stokes equations with the ideal gas assumption, the

Prandtl number Pr and the Sutherland constant S are also given in the table.

TABLE 4.1: Inlet parameters for the cascade simulations.

Re M Va;z; Ubar Pr S/Tref
62707 0.24357 0.697 0.41 0.72 0.3686

In order to be able to investigate the influence of impinging wakes on the turbine blades, it is
desirable to chose inflow conditions that allow for distinct and pronounced bar wake develop-

ment and convection throughout the turbine cascade. There are two important parameters that
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determine the state of the incoming wakes. Firstly we have the flow coefficient

Vax

(I) =
Ubar ,

(4.1)

which gives us the ratio between the axial flow velocity V,, and the bar sliding velocity Upq.-.
The axial velocity also determines the mass flow rate of the turbine, whereas the bar sliding
velocity sets the relative velocity between the bars and the blades, which causes the periodic

nature of the flow problem. Secondly, we have the reduced frequency

Ubar &

Freqa =
e Pba’r ‘/2,is ’

(4.2)

which reveals more about the periodic behaviour within turbomachinery. Within this work the
pitch between the two bars was set t0 Poar = Phade/2 = 0.4995. Both parameters contribute to

the unsteadiness, wake mixing and turbulence levels in the low-pressure turbine cascade.

Based on the study of Michelassi et al. (2016) the flow coefficient and the reduced frequency were
set to ® = 1.7 and F}..q = 0.6, respectively. For configurations with bar counts of two or less,
distinct wakes enter the cascade passage with almost no wake mixing prior to the leading edge
of the turbine blade. Furthermore, two wake generating bars (rather than one bar) were chosen
to give the advantage of a lower wake passing time, which reduces the simulation time needed
for gathering time-averaged statistical data. Given these parameters, an equivalent background
turbulence level, due to the wake mixing within the blade passage, of Tu =~ 5% was found.

Sliding interface
Measurement

plane 2
x = 1.26¢

0.0

Moving
bars
x =-0.7c

¥/Phiadc

Inlet boundary

Measurement
plane 1
x = -0.3¢c

Outlet boundary

FIGURE 4.1: Setup of the linear low-pressure turbine with two wake generating bars upstream.

In order to establish wakes with different profiles and intensities, the bars rotate around their

axis with different rotation rates. The rotation rate

wD

= 5 (4.3)

@
is defined by the angular velocity w, the bar diameter D and the free stream velocity Us,. In the
following, the simulation cases are denoted by R, with a € R. a = 0 denotes the non-rotating
bar setups, which are commonly used in the experimental and numerical works throughout the
literature. The bars for cases with a # 0 rotate in the counter-clockwise direction if positive and
in the clockwise direction if negative, with a tangential velocity of u; = a-Uy. Counter-clockwise
rotating bars correspond more closely to the LPT configuration, creating a lift force, owing to
the Magnus effect, that points in the opposite direction relative to the blade motion. A clockwise

rotation setup was simulated as well in order to provide a range of different wake properties.
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Additionally, a simulation without upstream bars was carried out, serving as a reference case.
Validation cases for the boundary data immersion method of isolated rotating cylinders cases at

low Reynolds numbers are given in the appendix A.2.

Table 4.2 shows a summary of all simulated cases, which, in the following, are referred to by
the notation given in the reference column. For the spatial discretisation two different schemes,
the standard central difference scheme and the compact scheme (see section 2.1.2), were used
in order to draw a comparison and to see possible differences. Additionally, a case with body-
fitted bars was simulated to highlight the differences between the immersed boundary scheme
and a fully resolved wall. The previously mentioned Poisson grid generator was used in order to
generate the bar grids, resulting in a setup with 27 blocks in total. The 2D plane has 189,992
nodes, resulting in 12,539,472 points for the 3D simulations; also based on 32 Fourier modes in

spanwise direction.

TABLE 4.2: Summary of the simulation cases

Method Scheme Rotation Rate a Reference

No wakes Compact - Ryey

Discrete Forcing Standard 0.0 Ros,rr

BDIM Compact -1.0, 0.0, 1.0, 1.0 R_1, Ro, R1, Ry corr.
Standard 0.0, 0.5, 1.0, 2.0 Ros, Ross, Ris, Ros

Body-fitted Compact 0.0 Ropy

4.1.1 Validation of the Boundary Data Immersion Method

In this section the boundary data immersion method, used with both numerical schemes (R
and Rp), is validated with results of simulations by Michelassi et al. (2016), who used the
feedback forcing method of Goldstein et al. (1993b) for representing the wake generating bars
(Ros,Fr), and the body-fitted case Rgps. Only the non-rotating configurations were used for the
validation. At the inlet boundary, the inflow angle amounts to 46.05° and was kept constant for

the simulations.

Figure 4.2 shows the bar wake data for the different cases obtained at position zp,,, = —0.5¢. The
wakes show a similar level of turbulent kinetic energy, apart from the compact BDIM case, which
produces slightly higher peak values. When looking at the velocity deficit Ugey = u(y) — Uso, it
can been seen that the feedback forcing method compares best to the body-fitted case, whereas
the cases Ry and Ry, show a slightly lower and a slightly larger deficit, respectively. The same

can be observed for the spanwise vorticity component, w,.
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In order to see possible differences with regard to the cascade blade downstream, the pressure

coefficient C), is depicted in figure 4.3.
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FIGURE 4.3: Pressure coefficient C), (left) of the four non-rotating bar cases and kinetic loss
profile Q (right) at x = 1.26c.
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Interestingly, the only case that does not match with the other cases is the body-fitted one;
even though the wakes of Ry, pr and Ry match best. However, a marked difference can only
be observed on the pressure side close to the blade’s leading edge. This might be due to the
somewhat increased angle of attack a; of the blade, as listed in table 4.3. Furthermore, the
isentropic Reynolds and Mach numbers obtained at 'Measurement plane 2’ as well as the outlet
angles as ("Measurement plane 2’) are shown. A measure of loss, namely the mixed out loss wys
(Prasad 2005) is also listed and is defined by

_ Pta,M — Pt2,M

wWm )
P, M — P2,Mm

(4.4)

where M denotes flow variables at a mixed-out state, i.e. a state of complete equilibrium.

TABLE 4.3: Summary of the results for the cases without rotating bars.

Rejs o Miso  ai[?]  al] Wt
Ros ~ 98,000 0.4059 4291 -63.44 0.04085
Ry ~ 98,000 0.4058 42.89 -63.45 0.04039

Ropy ~ 98,000 0.4069 43.36 -63.50 0.04255
Ros,rr ~ 98,000 0.4030 43.00 -63.44 0.04536

As can be seen, the isentropic Reynolds and Mach numbers Re;s 2 and M;s 2, respectively,
approximate the expected values mentioned earlier and do not vary much for the different cases.
Also almost no differences in the in- and outflow angles of the blade can be observed. On the
contrary, marked variations in the mixed out losses are clearly evident. For the case with the
feedback forcing method, the loss is much higher compared to the body-fitted and especially for
the BDIM cases.

Another measure of loss is the so called total pressure loss or kinetic loss profile 2, which is
defined by

Q=P Pt,2(y)’ (4.5)

DPt,1 — P2

where p; 1 and ps are the mass averaged stagnation and static pressure, respectively, and p; 2(y) is
the stagnation pressure along the non-dimensional pitchwise direction y/Pyqqe at ” Measurement
plane 2”7. The results for the 4 cases are shown in figure 4.3 (right), where the portion on the
left side of the peak corresponds to the suction side of the blade and the right side portion to
the pressure side. The profiles of the standard scheme case Ro, and the body-fitted case Rg
fit quite well and show a higher stagnation pressure defect at the peak compared to the other
two cases. Apart from that, Ry gives the lowest defect on the pressure side part, whereas there
are no major differences for the other simulations. However, the profile of the feedback forcing
method configuration starts departing in the suction part resulting in higher losses. Here, the
BDIM together with the compact scheme show the highest defect. The negative values for €2
can be attributed to changing inlet values in the pitch-wise direction caused by the bars, as was
shown by Leggett et al. (2018).

In figure 4.4 the phase-lock averaged skin friction on the suction side is presented, where the
white spots indicate separated flow. Twelve phases per bar passing period were gathered and

then averaged over 15 flow-through times. The results of the Rys pr case can be found in
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(Michelassi et al. 2015). The main differences are slightly different separation bubble sizes and
the duration of reattachment per period. Another detail to point out is the marginally lower

skin friction in the fore- to mid-portion of the blade for the body-fitted case (right).

Even though there are some differences between the BDIM cases and the feedback forcing method
as well as the body-fitted case, it is not clear whether the results can be assessed as better or
worse, especially as there is an additional dependency on the numerical discretisation scheme
that is used. The main advantage of the boundary data immersion method over the feedback
forcing method is that there is no additional timestep constraint. For large simulations this is
paramount and the timestep can be solely chosen based on the grid resolution of the blade. The
same holds true for the body-fitted case. Additionally, the BDIM is more flexible and convenient
with regards to geometry alterations, e.g. changes in diameter, and to the computational setup,
as the body-fitted case requires a cascade like grid per bar. Therefore, the BDIM was used for
the simulations that are presented in the following sections. As to the differences between the
numerical discretisation schemes, more simulations were conducted with both the compact and

the standard scheme and a final assessment is made in the following section.
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FIGURE 4.4: Phase-locked averaged skin friction on the suction surface of the blade; Left: Ro;
Middle: Ros; Right: Ro

4.2 Rotating Bar Wakes

As already mentioned in section 1.3, the question is whether it is possible to compute wakes that
better resemble the wake of an actual turbine blade - here a T106A - by means of a rotating bar,

which creates circulation due to the Magnus effect.

In this section, the results of the bar wakes for all cases are presented and discussed. After that

the wakes of the bars are compared to an actual blade wake. Firstly, the wake extraction process



64 Chapter 4 Influence of different Wake Profiles on the linear Low-Pressure Turbine Cascade

- along the wake centre lines - at different downstream positions is briefly explained. Then the
wake shapes and development are compared to a turbine blade wake. In the conclusion section

a final assessment of the two numerical discretisation schemes is made.

4.2.1 General Considerations: Flow Turning

Before jumping to the comparison between the bar wakes and an actual blade wake the focus
in this section is on the general considerations that are needed for the following sections. When
applying rotating bars to the cascade setup the flow that enters the cascade passage is altered due
to flow turning. However, in order to make a meaningful comparison between different incoming
wake profiles it must be ensured that

1. the angle of attack of the blade, oy, and

2. the mass flow rate, m,

are approximately the same for all cases.

In order to see the effect of the flow turning, the domain inflow angle, before the bars, was set to
6 = 46.05° except for cases R,ef, Ri corr. and R_;, where © was adjusted in order to account for
the flow turning and to achieve similar angle of attack values. The results are listed in table 4.4
and as can be observed, owing to the rotation of the bars, the wakes are deflected and thus the

velocity triangles upstream of the cascade changes; see angle of attack, a;.

TABLE 4.4: Results of the angle of attack, the drag and lift coefficients as well as the mixed
out loss of the rotating bars.

Rref RO ROS ROSS Rl Rls R2s Rl,corr. R,1

oy 43.04 4291 4289 44.06 46.53 45.68  48.58 42.64 42.76

Chb - 0.728  0.687 1236  2.166  2.005  3.588 2.205  -0.412
Cr - 1.041 1.061  0.594 -0.338 -0.024 -1.072 -0.636 1.664
Cpy¢ - 1.271 1.264 1.166  0.832 1.033  0.870 0.684 1.224
Crny - -0.042  0.005 -0.723 -2.028 -1.719 -3.643 -2.191 1.200
Wt - 0.1317 0.1298 0.1214 0.0936 0.1090 0.1012 0.0748  0.1434

Additionally, the drag, Cp, and lift, C, coefficients in the streamwise and the pitchwise direc-

tion, respectively, are shown. By means of the rotation matrix

] —sin[g(s)]
I cos[o(s)]

0
0 (4.6)
0 0 1

the drag and lift coefficients in the flow direction Cp ¢ and Cp, are calculated. As can be
seen, the drag and lift coefficients of the non-rotating bar cases are very similar. For increasing
rotation rates in counter-clockwise direction both the streamwise drag and a; increase as well.
The lift coefficient, on the other hand, decreases and eventually changes sign for the two highest

rotation rates.
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Looking at the drag and lift coefficients in the rotated coordinate system, Cp ¢ and Cf, ,, respec-
tively, one sees the same results and trends as were already observed for the 2D rotating cylinder
validation cases in section A.2.1. Having large changes in the lift for increasing rotation rates,
the drag shows much more moderate changes. Furthermore, by setting the bars into rotation
the mixed out losses wy; are reduced, which might be due to the lower shedding frequency and
the narrowing of the wakes. The mixed out losses also show a strong correlation with the drag

coeflicients.

In order to account for the deflection for cases R,cf, Ri corr. and R_; with the compact scheme,
the velocity component in pitchwise direction, Vjicn, was changed in order to achieve the same
cascade inflow angle, «ay, as for the non-rotating bar configurations. The streamwise velocity
component, V,,, was kept the same in order to maintain the same mass flow rate, flow coefficient
and reduced frequency. This resulted in very similar angle of attacks for these cases, as can be
seen by the grey-shaded entries in table 4.4. Here R,y is the reference case without bars, R1 corr.
has counter-clockwise rotating bars and the bars for case R_; rotate in clockwise direction. For
case Rj corr. a reduction of drag, Cp ¢, and mixed out losses compared to the uncorrected case
Ry can be observed. The reason for this is the lower absolute velocity - in the bar reference
frame - as the streamwise velocity component was not altered to keep a constant mass flow rate.

The opposite is true for case R_;.

The reduction in losses and the narrowing can also be observed from the kinetic loss profiles
shown in figure 4.5 for the standard and compact scheme cases. The profiles were extracted 0.2¢
(10D) downstream of the centre of the bars in pitchwise direction. Here the deflection of the

wakes, leading to different a;; values due to the rotation is apparent.
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FIGURE 4.5: Kinetic loss profiles, Q, of the standard (left) and the compact (right) scheme
cases at 0.2c downstream of the rotating bars.

Thus, for the investigation of the effect of different wakes on a low-pressure turbine cascade it
is paramount to take the flow turning due to the rotation into account. However, this does not
affect the comparison of the bar wakes with an actual blade wake, as a different reference frame

is used, which is explained in more detail in the next subsection.
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4.2.2 Comparison with a T106A Blade Wake

In this section the different bar wakes for the boundary data immersion method, given in table 4.2,
are compared to an actual blade wake. As mentioned above, the deflection due to the rotation
does not matter for this comparison. The differences between the bar wakes and the actual blade
wake are first shown by means of time-averaged statistics. In order to do so, wake profile data
perpendicular to the wake centre lines at three different positions 5.5D (6.0D), 11D (11D) and
16.5D (17D), based on the bar diameter D, downstream of the bars and blade, were extracted,
see figure 4.6; with positions for the standard scheme given in the brackets. The centre of the
extracted lines were determined by the peak velocity deficit locations in the wakes. Flow axes
z¢ and x, denote the streamwise and pitchwise direction in the bar reference frame, respectively.
Moreover, the results were split up for the standard scheme and the compact scheme in the
following. Based on the findings, a brief note on why the compact scheme was preferred is given
at the end.

FIGURE 4.6: Wake extraction positions 5.5D (6.0D), 11D (11D) and 16.5D (17D).

4.2.2.1 Compact Scheme

The turbulent kinetic energy, TKE (top) and the velocity deficit, Uges (bottom) profiles for the

three different positions are shown in figure 4.7.
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FIGURE 4.7: Comparison of the normalised turbulent kinetic energy, TKE, (top), the z-

vorticity, w;, (middle) and the velocity deficit, Uger, (bottom) of the bar and blade wakes

for different downstream positions. x, and x, denote the axes parallel and perpendicular to

the wakes, respectively. The non-rotating bar case is denoted by Ry, the counter-clockwise

rotating bar cases by Ri1 and R corr., the clockwise rotating bar case by R_1 and the wake of
a low pressure turbine (LPT) blade by ‘Blade’.

These quantities were normalised by u?2, 7 and uycf, respectively, with the local velocity, .
obtained outside the wakes. A fairly rapid mixing of all the wakes, indicated by the decreasing
TKE and widening of the profiles while moving downstream, is evident. The clockwise rotating
bars, R_1, generate wakes with the highest levels of turbulent kinetic energy, followed by the
stationary bar case. Slightly skewed and much weaker wake profiles are achieved by the counter-
clockwise rotating bars, which are more similar in shape to an actual blade wake. However,

the turbulent kinetic energy is still a factor of three higher. The fact that the bars generate
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much higher levels of turbulent kinetic energy is in agreement with the experimental findings of
Halstead et al. (1997b, p. 442).

The different wake profiles, in the rotating bar cases, at a given position can also be seen as a
change in distance to the given position with respect to a non-rotating bar setup. For example, in
order to obtain similar TK FE values for cases Ry (non-rotating bars) and Ry copr. (rotating bars)
at position a fixed position, the bars in case Ry would have to be either located much further
upstream in order to give the wakes more time to dissipate or the measurement position would
have to be moved further downstream. This means that the lower the given values of TKE at

a particular position, the larger the distance or “gap” size if one were to use non-rotating bars.

The velocity deficits of the bar wake profiles, aligned at point x,, = —0.1, for the cases Ry and
R_; are quite similar for all three downstream positions. In the R; case, the amplitude of the
velocity deficit is markedly lower and decays in a similar manner to the blade wake. Interestingly,
the profiles of the bar wakes compare better to the blade wake profiles, as opposed to the TK E
profiles.

4.2.2.2 Standard Scheme

The different profiles for the standard scheme cases are depicted in figure 4.8. The first thing that
can be seen is that by increasing the rotation rate the velocity deficit reduces. This is apparent
especially for the Ry, case. Compared to the blade wake (blue) this rotation case comes closest,

but does not quite match the growth rate.

The same can be observed in the vorticity plot. The kinks in the profiles are due to the sliding
interface, as the profiles further downstream partly reach over the domain boundary. Interest-
ingly, some similarities between the blade wake and the Rys are the shape - especially for the
downstream position /D = 6 at around z,, = —0.05 - and the asymmetry, which is indicated
by the different magnitudes of the positive and the negative peaks of the profile.

Again, figure 4.8 reveals that the bars create wakes with much more turbulent kinetic energy
than the blade.
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FIGURE 4.8: Comparison of the normalised turbulent kinetic energy, TKE, (top), the z-
vorticity, w;, (middle) and the velocity deficit, Uger, (bottom) of the bar and blade wakes
for different downstream positions. z, and x, denote the axes parallel and perpendicular to
the wakes, respectively. The non-rotating bar case is denoted by Rys, the different counter-
clockwise rotating bar cases by Ross, Ris and Ros and the wake of a low pressure turbine

(LPT) blade by Blade.

However, the T K E profile shape itself of the Ros case shows a remarkable resemblance compared
to the blade wake.

4.2.2.3 Conclusions

Given the results from the previous sections, no conclusive assessment between the standard and

the compact scheme can be made. However, due to the fact that the compact scheme theoretically

has a lower numerical dissipation and dispersion error, see section 2.1.2, this scheme was used

for the remainder of this work. Furthermore, only the cases with the adjusted angle of attack,

a1, given in table 4.4 in the gray coloured cells were considered. Case Rj corr. Was renamed to

R, for the following sections.
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4.3 Effect of Different Wakes on the Low-Pressure Turbine

In this section the effects of the different bar wake profiles on the linear low-pressure turbine
cascade are investigated. As mentioned in the literature review in chapter 1, the state of the
blade wakes is dependent on the state of the boundary layers, which in turn are influenced by the
bar wakes passing through the blade passage. A mutual dependence between the bar wakes and
the blade wakes is the result, which will be investigated more deeply in the following sections.
In order to do so, firstly, the influence of the bar wakes on the blade itself is presented. After
that, the combined effects of the merged blade and bar wakes in terms of loss quantification are
examined. Lastly, the question whether simple bars, by using the Magnus effect, show similar

trends to a full turbine stage regarding different gap sizes is answered.

Both time and phase-locked averaged statistics were gathered in order to investigate the flow
field. All simulations were restarted based on an initial simulation and then run for more than
15 non-dimensional time units in order to go past the transient, where one non-dimensional time
unit corresponds to the time it takes for the flow with unit velocity to convect over one chord
length, c. After that, data over another 16 non-dimensional time units were collected for the
averaged statistics. The periodicity in the spanwise direction allowed for a spatial averaging in
this direction while the simulation was running, reducing the costs for I/O. The already spatially

averaged data were then averaged over time.
For the phase-locked averaging, each bar passing period, defined by

Pyiade

T = —tade
nbarUbar

(4.7)
with the bar count ny,, was divided into 24 phases and each phase was then averaged over 16

bar passing periods T'.

4.3.1 Effect on the Boundary Layer

Table 4.5 shows the cases with the correction angle o+ that was needed in order to compensate
the flow turning and establish a constant angle of attack ;. This also ensured that the same
turbine conditions, determined by the isentropic Reynolds, Re;s2 and Mach numbers, M;s o,
could be achieved. Hence, the differences shown in the results section can be solely attributed
to the different bar wake properties. As can be seen, the correction only has a small effect on

the bar Reynolds number, Repq,..
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TABLE 4.5: Resulting low-pressure turbine flow conditions.

Re;s2 Mis2 Repar a1(°) iniet(®) Cbye Crny W
Rrey 98,000 0.4074 - 43.04 40.00 - - 0.0001
Ry ~98,000 0.4059 1663 42.91 46.05 1.5503 —0.0914 0.1317
Ry ~98,000 0.4074 1714 42.64 37.45 0.9307 —2.8347 0.0748
R_1 =98,000 0.4053 1545 42.76 50.15 1.6730 1.6400 0.1434

Isentropic Reynolds number Re;s 2, isentropic Mach number M;s 2, bar Reynolds number

Repqr, angle of attack ai, flow correction angle, ajnjet, at the domain inlet, drag Cp ¢ and

lift Cp,,, coefficients, mixed out loss wps

The drag, Cp ¢, and lift, Cf, ,,, coeflicients will allow us later to check whether the drag coeflicient

is a reliable parameter as a design criterion for bars.

Phase-locked averaged results enable the tracking of the wakes passing through the cascade at

different time instants. As already mentioned, one bar passing period was divided into 24 phases,

which were averaged over a total of 16 periods. The phase-lock averaged turbulent kinetic energy,

TKE, for the three different bar wakes at two different phases is shown in Figure 4.9.

FIGURE 4.9: Phase-lock averaged turbulent kinetic energy (T'K E) at different phases for the
non-rotating bar case Ry (a,d), the counter-clockwise rotating bar case Ri (b,e) and the
clockwise rotating bar case R_; (c,f).
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As can be seen, the wakes of the cases Ry (a,d) and R_; (c,f) passing through the turbine
passage are much more pronounced than the wake of case R; (b,e). The typical wake distortion,
as described by Smith (1966), and an increase in turbulent kinetic energy in the passing wake
close to the suction surface, as observed by other authors (Michelassi et al. 2003; Stieger and
Hodson 2005), were apparent for all cases. Furthermore, the levels of TKE of the blade wakes

are substantially higher compared to the bar wakes, but merge with them further downstream.

Given a clearer picture of the strength and development of the incoming wakes, the effect on the
blade can now be examined. Time-averaged plots of the pressure coefficient C'p over the whole

blade surface and the wall shear stress 7, on the suction surface are shown in figure 4.10 (a,c).
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FIGURE 4.10: Comparison of the time-averaged pressure coeflicient Cp (a,b) and the wall shear

stress T, (c,d) for the four cases. With the non-rotating bar case Ry, the counter-clockwise

rotating bar case R1, the clockwise rotating bar case R—; and the reference case R,.; without
bars.

For all cases, there are virtually no differences in Cp for most of the blade surface. The portion
most affected by the bar wakes is restricted to the aft region of the suction surface of the blade.
The strongest wakes, case R_1, slightly increase the pressure on both the suction and the pressure
surface compared to the other cases. A separation bubble for the R; case, which starts at around
x/cqr =~ 0.89 and reattaches near z/c,, ~ 0.95, can be observed (fig. 4.10 (b,d)). The reference
case R,.r shows a marked difference from x/cq, =~ 0.58 up to the trailing edge, indicating an

even larger separation bubble.
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The wall shear stress, 7, on the suction surface is identical for cases Ry and Ry up to z/cq, ~
0.73. After that point, 7, drops for R; and goes below zero, but then rapidly recovers. The wall
shear stress for the R_; case drops at around z/c,, ~ 0.4 and then increases at x/cq, = 0.67,
yielding the highest values. These differences correlate with the strength of the bar wakes, where
the strongest wakes R_; produce the highest 7,, due to the mixing with the turbulent boundary
layer in the aft portion, whereas the weakest wakes R; are not able to prevent the separation
bubble. Furthermore, the wall shear stress level for the reference case R,.s is marginally lower
from the leading edge up to z/c., =~ 0.65. Towards the trailing edge, 7, is significantly lower
compared to the cases with bars, leading to a large separation bubble. This large separation
bubble decreases the peak velocity on the blade and hence results in the aforementioned reduction
of 7, before x /¢4, = 0.65. The latter bubble, indicated by a sharp dip in wall shear stress, closes
again at the trailing edge. The kink in the Cp and 7, slopes is caused by an additional small

separation region behind the trailing edge.

Phase-locked averaged data are used in order to further investigate the effects on the cascade
blade. A space-time diagram of the wall shear stress on the suction surface along the blade
surface s, normalised by the total suction surface length S, for three bar-passing periods t/T
is shown in figure 4.11. Additionally, the time-averaged free stream velocities are plotted on
top of the contours, where the peak velocity is aligned with the peak 7,, location at s/S =~ 0.4.
The white spots denote wall shear stress levels below zero, i.e. flow separation. Qualitatively,
the cases with bars are fairly similar for the majority of the blade, as already observed for the
time-averaged results. The wall shear stress levels at the mid-chord, where the wakes hit the
blade surface, seem to be slightly lower for case R;. This is consistent with the experimental
results of Halstead et al. (1997b), who found increasing levels of wall shear stress for stronger
wakes impinging on the blade. However, as already observed in figure 4.10, the wakes in case

R_; cause slightly lower stress levels compared to case Ry in the mid-chord region.

Looking at the aft section of the blade, a large separation bubble for most of the time period
can be observed for R;. The size, the start and end point, as well as the duration of the bubbles
markedly vary over the bar passing periods. At some time instants, two distinct separation
bubbles occur. In the case of Ry, the size and the duration of the bubbles are substantially
reduced. For case R_1, the separation bubbles are almost completely suppressed. Owing to the
absence of incoming wakes, the reference case R,.; does not show much variation over time,
although there is clearly unsteadiness. Looking at a highly resolved time signal close to the
bubble, the frequency and period of this unsteadiness could be calculated, yielding f = 6.9531/T
and 0.1447, respectively. The values correspond to the vortex shedding frequency at the trailing
edge and do not necessarily correlate with the frequencies of the instabilities that eventually lead
to transition, as was also found by Wheeler et al. (2016), although for a high-pressure turbine
blade.
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FIGURE 4.11: Space-time diagram of the suction side wall shear stress 7, along the streamwise
direction for three bar passing periods, for cases R,.y (no bars), R1 (counter-clockwise), Ry
(non-rotating) and R_; (clockwise).

The reason for the larger separation bubble for case R; can be explained by looking at the
incoming wakes passing through the blade passage; see figure 4.9. Due to the sensitivity of the
separated flow to inflow disturbances, like incoming wakes, the weaker wakes of the R, case seem
to be less effective at reducing the size of the bubble, whereas the wakes for case R_1, which have
the highest TK E levels, are most effective. As can be seen, this results in larger calmed regions,
yielding a reduced separation bubble. This is also consistent with the experimental results of
Halstead et al. (1997b) and the simulation results of Sarkar (2009).

As the size of the separation bubble is related to the loss generation (Coull and Hodson 2011), the
largest overall loss values are to be expected from the reference case R,.s, whereas the resulting
loss values for the bar cases depend on both the incoming wakes and the size of the separation
bubble. Furthermore, time varying losses for all cases should be linked to unsteadiness, which

was even observed for the case without bars.

4.3.2 Effect on Loss Mechanisms

The total pressure loss profiles (eq. 4.5) for all cases are shown in figure 4.12. The profile peaks,
denoting the total pressure loss due to the blade wake, of Ry and R_; are very similar. The
slightly lower peak loss value might be explained by the smaller separation bubble, only observed
in the phase-lock averaging, for case R_;. For the bar case with the largest separation bubble,

Ry, the peak loss value is the lowest, and the blade wake is slightly shifted, as well. The reference
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case shows a significant deflection and widening of the blade wake, which is the result of the
large separation bubble. Interestingly, the peak value of €2 is lower than for the bar cases and

the total pressure losses are more distributed along the wide wake.

Y/ Poiade

FIGURE 4.12: Time-averaged total pressure loss profile {2 extracted at ‘Measurement Plane 2’
(1.26¢) for cases Ryey (no bars), R (counter-clockwise), Ro (non-rotating) and R_; (clock-
wise).

The losses in the region of the profile away from the peak values can be attributed to the passing
wakes or rather to the losses generated in the turbine passage. At around y/Pyqqe = —0.4, the
losses are most elevated for case R_1 with the clockwise rotating bars, which produced the most
pronounced wakes and hence had the strongest wake distortion. For case R;, with the weakest
incoming bar wakes, the smallest amount of pressure loss in the blade passage can be seen. The
negative loss between —0.3 < y/Ppiaqe < —0.1 is due to varying inlet values in the pitch-wise
direction caused by the bars (Leggett et al. 2018).

Denton (1993) identified three sources accounting for the overall profile loss, which will be referred

to as Denton loss (;

(4.8)

(= Cpp (07 +trE) n 20rE " ( Orp tire )2

Pyiage cos as Pyiage cos az Pyiade cos az

The first term of the right-hand side is the base pressure loss (A) consisting of the base pressure
coefficient Cp, and the displacement thickness, d7 5, at the trailing edge with thickness t75. The
losses due to the momentum and the displacement thickness at the trailing edge are given by
the second (B) and the third (C') term, respectively.

The total Denton losses, ¢ (D), and the respective terms (A, B and C), the overall mixed-out
losses (E; see eq. 4.4) and the wake distortion losses (F*), where only the part of the profile
outside the blade boundary layer is taken into account, are shown in figure 4.13. For the latter,
only values less than roughly 10% of the peak total pressure loss of the respective profile were

considered.

*not to be confused with the roughness shape function introduced in the previous chapter
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FIGURE 4.13: Denton loss terms, A—D, where D = A + B + C, overall mixed-out losses, E,
and wake distortion losses, F'.

There are no apparent differences in the base pressure losses, A, for the three bar cases. The
same observation can be made for the losses due to the momentum thickness, B. Owing to the
larger separation bubble and hence a larger displacement thickness for case Ry, the displacement
thickness loss term, C, is increased. This is due to blockage effects, leading to a higher overall
Denton loss, D, compared to the other cases. For the reference case, a negative base pressure
was obtained due to a small second separation region behind the trailing edge. Furthermore, the
momentum loss, B, is lower compared to the bar cases. The very large separation bubble causes
a marked increase in the displacement loss, C'; however, a significantly lower overall Denton loss,

D, is achieved.

The highest mixed out loss, F, is produced in the reference case R,.s, as was already expected
due to the large separation bubble. The bar case R;, which led to the largest bubble, generated
the lowest loss, whereas for case R_; with the almost non-existent separation bubble, the highest
loss out of the three bar cases is obtained. Another reason for this can be found by looking at
the wake distortion losses F'. As can be seen, the wakes with the lowest TKE levels, as well
as the lowest drag coefficient and mixed out loss (table 4.5) in case R, also produce the least
loss as opposed to the case with the most pronounced wakes, R_. The TKFE production term,
defined by

P=—pulul S (4.9)
J

explains this behaviour, as already pointed out by Stieger and Hodson (2005). The higher the
turbulent stresses ﬁll,/gl\l_l,? , as is the case for R_1, the higher the production of turbulent kinetic
energy and hence an increase in wake distortion losses. A comparison between the Denton losses,
D, and the mixed out losses, F, in combination with the wake distortion losses, F', reveals the
importance of wake mixing effects. Stronger incoming wakes are able to further reduce the size
of the separation bubble, which leads to decreasing Denton losses. However, the higher wake
mixing losses diminish this beneficial effect in terms of the overall mixed-out losses. This is in line
with the findings of Pichler et al. (2018), who conducted large eddy simulations of a full turbine

stage with two different stator-rotor gap sizes. They found that a smaller gap size resulted in
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the suppression of a separation bubble, but the overall mixed-out losses were increased due to
higher wake mixing losses. The reference case represents a special case, where due to the strong
widening of the blade wake, the highest overall mixed out loss is achieved, but with the lowest

profile loss, as a result of the second separation bubble behind the trailing edge.

The phase-lock averaged mixed-out losses for one bar passing period are presented in figure 4.14.
A distinct minimum and maximum peak loss for all bar cases is evident. Furthermore, all bar
cases reach a similar minimum loss at around t/7" = 0.333. Considering the TKE contours
in figure 4.9a—c (the black dashed line denotes the loss accounting plane) and the space-time
diagram (figure 4.11) for t/T° < 0.333, it is clear that the minimum loss occurs at the time
without a separation bubble on the blades and when the bar wake has not mixed with the blade
wake yet. The opposite effect can be seen from ¢t/T = 0.6 onwards, where a separation bubble
occurs for all cases, and the bar wakes mix with the blade wake. Lower losses are generated in the
R case, whereas cases Ry and R_; reach a similar maximum loss. The deviation between the
cases from ¢/T = 0.1 to 0.25 can be attributed to the influence of the larger separation bubble in
the Ry bar case. This again demonstrates that the absence or reduction of a separation bubble
in a low-pressure turbine does not necessarily lead to reduced overall losses, since wake distortion

and combined effects play an important role.
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FIGURE 4.14: The variation of the mixed-out losses was for one bar passing period.

As already expected from the space-time diagram in figure 4.11, the reference case shows an
unsteady loss behaviour, with a period related to the vortex shedding frequency of the blade,
but has a smaller amplitude due to the absence of the bar wakes. Hence, in this case, the time
varying mixed-out losses can be solely attributed to the large separation bubble and the vortex

shedding at the trailing edge.

In conclusion, the interaction between the weaker incoming wakes in case R; and the blade wake
leads to considerably lower overall and maximum losses, even though a much larger separation
bubble is present, leading to higher profile losses. The consideration of the TKFE levels is
important when choosing wake-generating bars in the design process. This can be realised by
using rotating bars and changing the drag coefficient, as already stated by Pfeil and Eifler (1976);
it has been proven to be a viable alternative to using different bar diameters. The very different

lift coefficients did not contribute to any observable effect in our simulations.
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As mentioned, the reduced frequency was chosen such that distinct wakes enter the blade passage.
For higher reduced frequencies, the strength of the wakes might no longer be as important, as
wake mixing occurs before the blade’s leading edge (Michelassi et al. 2016). Moreover, added
inlet turbulence and higher Reynolds numbers can positively affect the losses (Michelassi et al.
2015), and hence, the importance of the wake strength might change, as well. Coull et al. (2010)
have shown that for higher Reynolds numbers, the wakes dominate the profile loss generation

due to the increase of the momentum thickness of the turbulent boundary layer.

4.4 Summary

Large eddy simulations of the T106A linear low-pressure turbine cascade were carried out. The
bar representation by means of the boundary data immersion method achieved comparable
results to the feedback forcing method and body-fitted bars. Moreover, the BDIM allows for
quick changes in the geometry, e.g. increasing or decreasing the diameter, without the need for
creating a new grid. The timestep independence that comes with the BDIM is another reason

for choosing this approach within the scope of this work.

Three different bar wakes, generated by means of different bar rotation rates, and a blade wake
were investigated. By setting the wake-generating bars into rotation, it was possible to achieve
similar wakes compared to an actual blade wake in terms of wake width. It has been shown that
the TKFE levels of the wakes for the non-rotating bars, which are commonly used, are several
times higher compared to a turbine blade wake. In the experimental study of Halstead et al.

(1997b), who used different bar diameters, the authors came to the same conclusion.

The effect of the three different bar wake profiles on the loss mechanisms of the low-pressure
turbine was also considered, as incoming wakes have a profound effect on the profile losses
(Hodson and Howell 2005a). Mean pressure and wall shear stress profiles of the blade differed
only in the rear part of the blade’s suction surface, where a separation bubble could be observed
in the R; case with the weakest incoming wakes. A space-time diagram of the wall shear
stress on the suction surface revealed a markedly bigger and longer-lasting separation bubble
per blade passing period for R;. For case R_i, with clockwise rotation, the bubble could be
almost completely prevented. A reason for the larger separation bubble is due to the weaker
wake boundary-layer interaction and thus the positive effects of earlier transition and calmed
regions are less pronounced. It was also shown that the maximum and overall loss was lower for
the clockwise rotating bar case, even though a larger and longer-lasting separation bubble was
present. Both mechanisms, the strength of the incoming wakes and the size of the separation
bubble, and the combined effect on the overall loss generation have to be considered in the design
process. Hence, it is paramount to choose a bar setup that generates reasonable wakes in terms
of TKE levels. The results are also in line with the large eddy simulations of a full turbine stage

of Pichler et al. (2018), who investigated two different stator-rotor gap sizes.



Chapter 5

Influence of Surface Roughness in

a linear Low-Pressure Turbine
Cascade!

As mentioned in section 1.2.3 surface roughness plays an important role in low-pressure turbines.
It can have a profound effect on the onset of transition, on the turbulent boundary layer devel-
opment on the blade and the turbine losses in general. Thus, an attempt was made to further
investigate the influence of surface roughness in a linear low-pressure turbine cascade with the
T106A profile by means of large eddy simulations. This chapter is partly based on, and has
to be understood in the light of the results of the previous chapter (Ch. ). In particular the
laminar, transitional and fully rough behaviour of the flow over roughness are important, as all

three regimes play an important role on a blade in a low-pressure turbine.

The chapter starts with a presentation of the numerical setup and the simulation parameters and
then moves on to the surface roughness cases with the boundary data immersion method. An
as-cast patch representing surface roughness, introduced in the previous chapter for the channel
cases, was used. After that the grid convergence is checked followed by the investigation of the

roughness effects on the boundary layer and the loss mechanisms.

Next is an investigation of the parametric forcing approach and its usage as well as its suitability
as a roughness model for low-pressure turbine simulations. In order to do so, different roughness
parameters - densities and heights - were chosen and the effects on the boundary layer develop-
ment and the loss mechanisms are explored. Furthermore, different roughness patch sizes - in
terms of length, i.e. covering the blade’s suction surface - are considered as well. In the final

section the findings of this chapter are summarised.

TThis chapter is an extended form of the work published of Hammer et al. (2018a)
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5.1 Numerical Setup and Simulation Parameters

The setup and domain decomposition of the linear low-pressure turbine with two wake generating

bars is shown in figure 5.1.
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FIGURE 5.1: Setup of the linear low-pressure turbine with two wake generating bars upstream.
The green line depicts the region where the roughness patch and the roughness forcing are
applied.

The region where the roughness patches and forcing equations were applied is denoted by the
green line. Interface, boundary, inlet and outlet conditions are identical to the ones used in
chapter 4. However, the grids for all roughness simulations were refined in the wall-normal
direction, where the number of points was increased by a factor of 1.5. Furthermore, the grid
stretching was reduced to achieve a higher resolution for both the as-cast and the parametric
forcing surface roughnesses. The resulting Ay™ values at the blade surface and in the vicinity
of the surface roughness is below 1. This ensures DNS-like resolution in the critical regions and
eliminates the need to rely on the LES model. A comparison between the old (red lines) and the

refined mesh (black lines) close to the blade surface, where the roughness is applied, is shown in

figure 5.2.

FIGURE 5.2: Comparison between the old grid (red lines) used in chapter 4 and the refined
grid (black lines) for the roughness simulations.
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In table 5.1 the simulation cases are listed. Using 9 to 11 blocks for the cases without and with
wake generating bars as well as 32 to 64 Fourier modes - equivalent to 66 and 130 collocation
points - for the spanwise discretisation depending on the different cases, resulted in grid sizes
ranging from 12,539,472 to 27,256,320 points in 3D.

TABLE 5.1: Summary of the roughness simulation cases.

Case No. of Spanwise modes No. of grid points  Reference
blocks (Collocation points) 2D / 3D

BDIM as-cast 9 48 (98) 154,368 / AC, nw

without wakes 15,128,064

BDIM as-cast 9 64 (130) 154,368 / ACp

without wakes 20,067,840

BDIM as-cast 11 64 (130) 209,664 / AC
27,256,320

Parametric 11 32 (66) 209,664 / Foxhy

Forcing 13,837,824

Approach

Reference case 11 32 (66) 189,992 / Ry

without wakes 12,539,472

Similar to the simulations in chapter 4, the inlet velocities, based on the reference velocity
Ures = 1.0, Mach and Reynolds numbers for all simulations were chosen such that the isentropic
Reynolds number is around Re;s2 = 100,000 and the isentropic Mach number approximates
Mg 2 = 0.4, see table 5.2.

TABLE 5.2: Inlet parameters for the cascade simulations.

Re / Re?,is M / M2,is Vax Vpitch Qinlet [o] Pr Csut/Tref

62,707 / 100,000 0.24357 / 0.4 0.697 1.13 46.05 0.72  0.3686

The flow coeflicient and the reduced frequency were kept the same as well, with values of & = 1.7
and Fr.q = 0.6, based on the bar sliding velocity Uy, = 0.41. Statistically converged time-
statistics were gathered over 16 bar passing periods, where the data were first spatially averaged
in the spanwise direction before performing the time-averaging. The simulations were restarted
from a fully converged simulation that had been previously conducted and run a further 5 bar
passing periods, allowing the flow to pass through a short transient period due to the added

roughness, after which time-statistics were collected.

*The reference case without bars consists of 11 blocks, because the two blocks for the incoming bars were still
used in this simulation in order to check the sliding interface. Since the obtained results proofed reliable, the case
was used as a reference case.
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5.2 Surface Roughness with the Boundary Data Immer-
sion Method

In this section surface roughness is added to the T106A turbine blade and the flow is investigated.
The chosen roughness patches are represented by the boundary data immersion method, see
sections 2.2.2 and 2.2.2.1.

The structure of the section is as follows. Firstly, the particular surface roughness used in the
simulations is introduced and the relevant parameters are presented. Contrary to the channel
cases, the roughness samples for the low-pressure turbine simulations need to be scaled and
mapped onto the blade surface. The procedure to do so is explained in some detail. After that a
grid resolution test is undertaken, where the clean setup without bars was used. This is followed
by the results sections, where the effect of the roughness with and without combined incoming

wakes on the boundary layer and the aerodynamic losses are investigated.

5.2.1 As-cast Roughness on the linear Low-Pressure Turbine Blade

An as-cast roughness patch, using case (s1) provided by Thakkar et al. (2017b), was used for the
roughness patch simulations. The roughness patch is periodic in the streamwise and spanwise
directions and has a distinct peak (yellow spot) as can be seen in the height map shown in
figure 5.3.
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FIGURE 5.3: Height map of the as-cast roughness patch, where the peaks and troughs are
denoted by the colours yellow and blue, respectively. The as-cast patch has a distinct roughness
peak at around s/C = 0.6 and y/C = 0.1.

The patch had to be scaled down first to fit on the blade surface on the one hand, and to obtain
the desired roughness parameters on the other hand. The procedure, also used in literature
(Licari and Christensen 2011; Rao et al. 2014b), is illustrated in figure 5.4.
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FIGURE 5.4: Scaling, attaching and distribution of the as-cast roughness patches before map-
ping onto the turbine blade.

After the scaling several patches were attached to each other, resulting in a larger patch. Before
mapping the obtained large patch onto the blade surface, the Hann window function was applied
at the beginning and end region of the patch in order to achieve a smooth transition between the
blade surface and the roughness. After that the mapping onto the turbine blade along the green
line depicted in figure 5.1 was performed. The suction surface starts at so = 0.0c (s9/S = 0.0)
and ends at s4 = 1.294¢ (s4/S = 1.0), having a total suction surface length of S = 1.294c. The
point s = 0.647¢ (s2/5 = 0.5) denotes the middle of the suction surface. The patch ranges from
$1/S = 0.31 to s3/S = 0.94, covering around 63.32% of the blade’s suction surface. Various
authors (Bons 2010; Rao et al. 2014b) noted that this is the critical region where the boundary

layer is most sensitive to roughness. The mapping was done by means of a rotation matrix,

0
Ag(s) - k(s) = | sin[g(s 0f < [ky(s)] - (5.1)
1

where E(s) is the vector pointing from the blade surface, s to a discrete surface roughness point.
¢ gives the angle between the blade surface tangent and the x-axis. The obtained low-pressure

turbine blade with the added as-cast patch is depicted in figure 5.5.
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FIGURE 5.5: T106A turbine blade with multiple patches mapped onto the blade’s suction
surface by means of a rotation matrix.

In table 5.3 the roughness parameters of the final as-cast patch are presented together with
a typical range of roughness values for turbine blades, including a clean surface and a surface
covered by deposits. Furthermore, common values used in the literature, and that mainly serve
for research purposes only, are displayed as well. Here h/c denotes the average roughness height,

defined by
M,N

he= 1t > bl (5.2)
with the discrete number of roughness points in the spanwise, M, and streamwise direction, N.
The roughness height at the respective discrete point is given by h; ;. The mean peak-to-trough
height, S, 5x5, is denoted by k/c and is obtained by first segmenting the roughness patch into
5 x 5 smaller areas. For each area the minimum and maximum height is determined and the
mean values for both are calculated. The difference between the mean maximum and minimum

height is the mean peak-to-trough height, S 5xs5.
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TABLE 5.3: Roughness parameters of roughness patches based on chord length ¢ = 1.0m.

Ra [um]  kpms [pm] Sk Ku h/c[1074] k/c[107?]
As-cast 467 596 0.6 4.0 4.7 4.5
Surface B (Rao 417 520 -0.72 3.3 5 -
et al. (2014b))
Deposit (Bons et al. 3.7 4.8 0.72 4.15 0.04 -
(2001))
Clean surface (Bons 1.1 1.3 -0.4 3.0 0.01 -
et al. (2001))
Typical (Bons et al. 1.1-41.3 1.3-52.5 -4.1 - 3.0 - 0.01 - -
(2001)) 2.18 36.0 0.41
Hydraulically 0.38 - - - - -
smooth (Hummel
et al. (2005))
Ceramic sprayed 11.78 - - - - -

rough (Hummel
et al. (2005))

As can be seen, the values of the centerline average roughness, Ra, and the rms roughness, ks,
are up to two orders of magnitudes higher compared to typical surface roughness values found in
real applications. However, the main purpose of this work is to test the viability of the extended
immersed boundary method for surface roughness simulations in turbine flows as well as more
fundamental flow mechanisms and for this it is important to be in a roughness regime where
effects can be observed. The chosen values are in line with the more research-oriented literature,
where many researchers used elevated surface roughness values or even isolated roughness ele-
ments, protruding into and in some cases through the boundary layer (Bons 2010; Montomoli
et al. 2010; Redford et al. 2010; Roberts and Yaras 2005; Tsikata and Tachie 2013). Furthermore,
the larger roughness values do not require such fine grids and hence allow for more simulation

cases.

Before moving on, another important parameter has to be defined, namely the admissible rough-
ness height, ks gam., which is widely used in industry for turbomachinery applications (Bons

2010). Roughness is expected to have no influence on the turbulent boundary layer as long as

ks adm. 100
i hebalthdd
c ~ Re.

(5.3)

holds true, where Re. is the Reynolds number based on the chord length, c. In order to calculate
the admissible roughness height for the setup within this work, Re. was chosen to be the isen-
tropic Reynolds number, Re;s 2 = 100,000. The chord length for the simulation setup is ¢ = 1.0,
which results in ks gam. < 1.0 - 1073, This correlates to another often-mentioned parameter,
namely the roughness Reynolds number, Rey, o, which is defined by

Usoks

Rep. oo = , 5.4
€k, V (5.4)
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where U,, denotes the free stream velocity and ks the equivalent sandgrain roughness.

However, as Bons (2010) noted, in order to obtain the equivalent sandgrain roughness, ks, for
real surface roughness, i.e. the as-cast patch used within this work, a correlation between the
measurable roughness parameter, Ra, and ks has to be determined. This is not an easy task,
as the wide range of different correlations used throughout the literature suggests (Bons 2010).
Bons (2010) stated a current range of 1 < ks;/Ra < 10, which results in equivalent sandgrain
roughness values for the chosen as-cast roughness of 4.7 -107* < k, < 4.7-1073. Hence, the

roughness Reynolds number for the present surface roughness lies in between Rey, o = 47 — 474.

The admissible roughness height and the roughness Reynolds number thresholds are based on the
assumption that a turbulent boundary layer is present. Bons (2010) noted that for triggering
transition the relation is less clear, with values found to be Rey, o, ~ 120 for low Reynolds
number at low freestream disturbance levels and Rey, -, = 600 for a single roughness element
at elevated freestream turbulence levels, which is common in turbomachinery. With cases AC),,,

and AC it is hoped to shed more light on this aspect.

5.2.2 Grid Convergence and Verification of the LES Simulation

Before moving on to the result sections, the grid convergence for the as-cast patch, represented
by the boundary data immersion method, is examined. In order to do so, two cases with as-
cast patches and without incoming wakes were used, see tables 5.1 and 5.3 for the number of
grid points and the roughness parameters. The absence of incoming wakes serves two purposes.
Firstly, two additional blocks could be saved and thus significantly reduce the overall grid count
by approximately 7,000,000 — 12,000,000 grid points for the normal, AC,,, and the coarse
case, AC. ny, respectively, compared to the as-cast roughness case, AC, with incoming wakes.
Secondly, the periodicity due to the relative motion between the bars and the blade is removed,
allowing for a shorter simulation time to obtain converged statistical data. The absence of
additional free stream turbulence, also caused by the incoming wakes, does not affect the validity
and accuracy of the convergence test, as a grid convergence study concerning this had already

been done (see chapter 4).

For the grid convergence study for the roughness simulations, both grids have the same number
of points in the 2D plane and only the number of spanwise modes was changed. Decreasing the
number of modes from 64 (130 collocation points) to 48 (98 collocation points) increased the
spanwise cell size by a factor of about 1.3. As acceptable results were obtained with these two

configurations there was no need to run further cases for the convergence study.

The following results mainly serve to highlight the similarities and differences between the two
cases. Thus, the discussion is only done in a qualitative rather than a quantitative way. A more

thorough analysis, however, is done in the coming sections.

Figure 5.6 shows the displacement thickness, *, the momentum thickness, ©, and the shape

factor, H = 0*/©, along the blade’s suction surface.
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FIGURE 5.6: Lines of the displacement thickness, 6*, the momentum thickness, ©, as well as
the shape factor H along the blade surface.

As can be seen, there is only a marginal difference for the displacement thickness in the mid-
section of the blade, whereas the momentum thickness is identical. The shape factor shows the
same marginal difference owing to the displacement thickness. This is a good indication for a

reasonable grid resolution.

Turbulence levels, Tu, at different wall normal positions along the suction surface are shown in
figure 5.7. The different wall normal positions along the blade are denoted by the subscripts
max (maximum T'u level position), bl (T'u levels at boundary layer height) as well as 04 and 08,
which are constant heights above the surface at n = 0.004C and n = 0.008C, respectively. For
the T'u levels taken at the height of the boundary layer (bl), the coarse case reveals markedly
lower values. However, both slopes still show very similar characteristics. The same behaviour
can be observed for the values of Tugg, where the differences between the two cases, however,
are less significant. For case Tugs almost no differences can be observed, where the Tu levels
were captured closer to the roughness surface at n = 0.004C. As is evident from the bottom
plot of figure 5.7, the maximum turbulence levels, Tt q:, lie around n = 0.004C up to a blade
position of s/S = 0.68 and hence show similar results. For turbulence levels taken at different

positions - apart from bl - past s/.S ~ 0.68 no significant discrepancies are apparent.
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FI1GURE 5.7: Turbulence levels, T'u, at different wall-normal heights along the blade surface
indicate the onset of transition for the fine and coarse roughness cases.

In order to check the influence of the grid resolution on the losses, the profile and the mixed-out

loss quantities were calculated and are shown in figure 5.8.
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FIGURE 5.8: The Denton losses and its different contribution terms (A-D) as well as the

overall mixed-out losses (E).
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As can be seen, the profile losses, D, and its three contribution terms A — C are nearly the
same. However, a marked difference for the mixed-out loss, E, which takes the blade wake into
account, is evident. The reason for this might be the mixed-out loss accounting plane, which
is located at a distance of 40%c behind the trailing edge. Thus, the coarse grid seems to be
sufficient for resolving the as-cast patch and the resulting profile losses, but insufficient in terms

of blade wake resolution.

To summarise, both grids have almost no differences in the flow quantities and characteristics
close to the as-cast patches. This gives high confidence in a sufficient mesh resolution for case

AC),,, which serves as a basis for all following roughness simulations.

5.2.3 Effects of an As-cast Roughness Patch on the linear Low-Pressure
Turbine Cascade

In this section the effects of the chosen as-cast patch configuration, see section 5.2.1, on the
boundary layer and the loss mechanisms are investigated. For this purpose, cases Rcf, Faono,
ACy,, and AC, given in table 5.1, were chosen. This allows for an analysis of several important

questions:

1. What happens when roughness is added in a clean case setup, i.e. Ryey and AC,,?

2. What is the combined effect of incoming wakes and surface roughness, i.e. cases Fyono,
AC,, and AC?

The analysis of these questions is split into two part. Firstly, the effect on the boundary layer

development is investigated. After that, the impact on different loss quantities is examined.

5.2.3.1 Effect of Added As-cast Roughness on the Boundary Layer

In this section the questions above are addressed with respect to the effects on the boundary

layer of the low-pressure turbine blade.

In figure 5.9 contour plots of the time-averaged and normalised tangential velocity, Uy, for the
different cases are presented, where negative velocities, Uy < 0.0, are denoted by white contours.
The contours are plotted along the suction surface, s/S, and the wall normal distance, n, which is
normalised by the chord length, c. The thick black, white and red dashed lines show the boundary
layer edge, the displacement thickness, 6*, and the momentum thickness, O, respectively. An
important point to note is that, due to the strong curvature of the blade and the changing
pressure gradients - from favourable to adverse - along the suction surface, it was difficult to
obtain a reliable boundary layer edge by means of the 99% approach. Hence, instead of using the
U; = 0.99U,, as a threshold, the derivative of the tangential velocity in wall-normal direction,
OU;/0n, was used. Owing to the pronounced wake regions in the boundary layer profiles under
adverse pressure gradients (APG), this approach has been found to be more consistent and
reliable. The position where the derivative is minimal, i.e. min (0U;/dn), or crosses a given

value

. 8Ut o aUt

wall
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denotes the edge of the boundary layer. This formulation is still not perfect and in particular

the definition is problematic near the trailing edge.

For cases AC,,, and AC the mean peak-to-trough roughness heights are denoted by the thin
white dashed line. As mentioned in section 5.2.1, the start and end of the as-cast patch was
smoothed by means of a Hann window, resulting in the observed “ramps”. It has to be noted
that this is just a simplified representation of the smooth transition between the blade surface
and the roughness patch. The roughness case therefore includes a step in the surface, but as will

be shown later, the transition is due to the roughness rather than then the step.
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FIGURE 5.9: Tangential velocity, U, contours along the blade suction surface, s/S. The dashed

black, white and red lines depict the boundary layer edge, the displacement thickness, 6, and

the momentum thickness, ©, are denoted by the dashed black, white and red lines, respectively.

The thin white dashed line in the roughness cases denotes the mean peak-to-trough heights,
k/c.

As already observed in chapter 4, there is a large separation bubble for the reference case,
R.cf, resulting in a rapid and considerable increase of the displacement thickness, §*. The

momentum thickness, ©, starts growing after the transition to a turbulent boundary layer at
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around s/S = 0.98. Furthermore, for the two roughness cases AC,,, and AC sudden increases
in the boundary layer and displacement thickness are apparent, which was to be expected as the
blade becomes thicker due to the added roughness. Hence, the actual displacement thickness has
to be regarded relative to the surface roughness patch itself, i.e. the thin white dashed lines. The
sudden thickening causes an abrupt rise in U; indicated by a vertical contour line sightly before
s/S = 0.3. However, the displacement and boundary layer slopes start to differ as of s/S = 0.5,
with ACy,, following a laminar trend similar to R,.y and AC resembling similar behaviour of
the incoming wake case without roughness, F,on0. Moreover, the roughness in case AC),,, is not
able to completely suppress a separation bubble, as transition does not seem to be triggered by

the as-cast roughness.

In order to check whether a detached shear layer is caused by the as-cast roughness, the z-
vorticity, w,, in the x — y and y — z planes for AC,,, is shown in figure 5.10, ranging between
—300 < w, < 300.

-300 = 0 150 300

FIGURE 5.10: Instantaneous z-vorticity contours, w;, in the z — y and y — z planes for case
ACy.. The vorticity ranges between —300 < w, < 300.

As can be seen, the flow stays attached and remains laminar along the blade surface. Given the
results of the velocity contours and the fact that the boundary layer in case AC,,, is laminar
for a large portion of the blade indicates two important things. Firstly, as mentioned above,
the roughness Reynolds number, Reg, based on the peak-to-trough roughness height k is around
Rey, = 370. According to Redford et al. (2010), who investigated an isolated roughness element
in a compressible boundary layer, for roughness Reynolds number values Re; > 300 the single
element was able to trigger transition at very low Mach numbers. The reason that the as-cast

patch did not induce transition right at the beginning, even though this threshold was exceeded, is
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probably due to the slight ramp between the blade surface and the roughness surface, obtained by
means of the Hann window. Secondly, given that the as-cast patch does not seem to trigger earlier
transition compared to the no-roughness case and considering the findings presented by Bons
(2010), with the given transition threshold for turbomachinery applications of Rey, oo > 120
for the equivalent sand-grain roughness, ks, the above mentioned critical roughness Reynolds
number range for the used as-cast patch can be reduced to Rey . = 47 — 120, with regard to
the rest of the roughness surface. It will be evident later from the instantaneous flow fields that

Rey,, o for the roughness patch is around the critical threshold of 120.

The displacement, §*, and the momentum thickness, ©, as well as the shape factor, H = §*/0,
along the suction surface are shown in figure 5.11, in order to obtain a clearer picture of the

boundary layer development.
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FIGURE 5.11: Lines of the displacement thickness, 6*, the momentum thickness, ©, as well as
the shape factor H along the blade surface.

Again, the sudden jump for §* due to the roughness patches is apparent. A slightly higher
displacement thickness for the roughness case without incoming wakes can be observed. At
around s/S = 0.68 the slopes start to diverge, following a laminar development for case AC,,,
and a turbulent development for case AC, when compared to R,y and Fuono. This behaviour
is especially evident when looking at the momentum thickness. Cases Fyong and AC show very
similar results, indicating a negligible roughness effect on ©. The same can be seen for cases
R,ey and AC),,, which only reveal a difference towards the trailing edge due to the different
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separation bubble sizes, highlighted by §*. Interestingly, the momentum thickness is very similar
for all cases until transition for AC' and F,op occurs at about s/S = 0.6, which means that the

incoming wakes play the major role in terms of boundary layer transition.

The abrupt increases in displacement thickness for both roughness cases lead to high shape factor
values. For AC,, these values remain fairly high until shortly before the trailing edge, where
a sharp drop is evident. Whereas for case AC, H starts to decrease as of s/S ~ 0.6 to a value
of H = 1.8, which is common for a turbulent boundary layer for turbine flows and matches the
results of Rao et al. (2014a).

Furthermore, AC' and AC,,, expose the same characteristics indicated by the small bumps in
the slopes. Both cases also show a kink in the momentum thickness slightly before the start
of the as-cast patches due to the higher effective blade thickness. When compared to R,.; and
Fono the roughness seems to slightly increase © in the laminar boundary layer and then causes

a sudden decrease once the flow reaches the roughness elements.

In order to further investigate the roughness effects on the boundary layer transition, the maxi-

mum turbulence intensity levels, Tu,q., along the blade surface are analysed, see figure 5.12.
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FIGURE 5.12: Maximum turbulence levels, Tumqz, along the blade indicate the onset of
transition. A rapid increase denotes the start of the transition process.

The turbulence levels were not normalised in order to be able to compare the disturbance free

cases with the incoming wake cases.

The first thing to notice is the large difference in turbulence levels due to the presence or absence
of the incoming wakes. Furthermore, the laminar and turbulent boundary layer developments
are apparent. Apart from the four peaks in case AC shortly after the beginning of the as-cast
patch, the slope is very similar to the one of F,gng, indicating the dominant influence of the
bar wakes. Case AC), shows much higher turbulence levels along the surface roughness with
respect to R,.r, but does not quite reach the levels of AC and F,ono. The slope then follows
again the behaviour of the reference case in the aft section of the blade. This means that the
chosen roughness heights are not high enough to cause earlier transition, no matter if incoming

wakes are present or not. Interestingly, the cases AC and AC),,, reveal similar features indicated
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by the apparent peaks and thus can be solely attributed to roughness effects rather than to a

combined effect of bar wakes and roughness.

Turbulent kinetic energy, T K E, contours for the four cases are presented in figure 5.13. For
all cases the TK E levels outside of the boundary layer remain very low. At the trailing edge a
rapid increase of turbulent kinetic energy can be observed for R,.; and AC,,, after turbulent
reattachment of the large separation bubbles. The increase of T K FE for the incoming wake cases
is more gradual and a larger elevated region is evident due to the earlier transition induced by the
wakes and hence resulting in a longer turbulent boundary layer. The as-cast roughness patches
in both cases, however, slightly shift and “clip” the T K E regions, owing to the higher effective

blade thicknesses.
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F1GURE 5.13: Contour plots of the normalised turbulent kinetic energy, TKFE, along the
blade’s suction surface, s/S.

This further explains the observed sudden jumps in the momentum thicknesses, ©. Moreover,
two small TKFE spots at the start of the patch and a third one at around s/S = 0.5 can be

observed, but neither grow nor influence the boundary layer downstream.
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The highest peak TKE is achieved by R,.; due to the large separation bubble, followed by

AC,,,, with a significantly lower value, see table 5.4.

TABLE 5.4: Peak TKFE values for the different cases.

R’I‘Ef FonhO Acnw AC

0.2100 0.0783 0.1295 0.0830

One of the reason for this might be the smaller separation bubble in the latter case. The combined
effects of incoming wakes and roughness are manifested in the slightly higher turbulent kinetic

energy for case AC' compared to Fyono-

Figure 5.14 shows the turbulent kinetic energy production, P, contours over the blade’s suction

surface for the four cases.
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F1GURE 5.14: Contour plots of the production of the turbulent kinetic energy, P.
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The production of turbulent kinetic energy is part of the turbulent kinetic energy transport

equation and is defined by
(5.6)

where u/;’\u/;’ are the Reynolds stresses. P remains zero for most of the blade for the reference
case, owing to the absence of incoming wakes, disturbances and the long laminar boundary layer.
Shortly before the trailing edge, when the shear flow over the large separation bubble begins to
transition, the production of TK E rapidly increases. A very similar behaviour is seen for case
AC,,,. However, for both roughness cases at the start of the as-cast patches, at the height of §*,
small spots of P are evident, which rapidly switch between positive and negative values. This
explains the observed TK E spots and the presence of negative P explains why the growth to

larger T K F regions was prevented.

When looking at case Fion0, the production of turbulent kinetic energy is slightly elevated along
the blade surface at the height of the displacement thickness due to the incoming wakes. The
same can be seen for the case with the added roughness, AC. There is a slight, but visible
combined effect of the incoming wakes and the roughness on P. However, this effect is only

marginal and not sufficient for triggering earlier transition.

5.2.3.2 Effect of Added As-cast Roughness on the Loss Mechanisms

In this section the effect on the different loss mechanisms of the low-pressure turbine cascade is
addressed. In order to do so, the LPT cascade and blade losses are quantified by four different
measures, which were already introduced in chapter 4. As a reminder, these are, firstly, the
mixed-out losses (Prasad 2005), which are defined by

wy = pt,l,M _pt,27M’ (5.7)

Pta,Mm — P2, M
where p; 1,0 and py 2 ar are the mixed out total pressures at measurement planes 1 and 2 shown
in figure 5.1. Then, secondly, the bar wake distortion losses, wyqke, through the blade passage,
which are obtained by excluding the wake of the blade. These were shown to be significant
at the reduced frequency, F..q = 0.6, used in this work (Michelassi et al. 2016). Thirdly, the
Denton losses (Denton 1993)are considered. These are sometimes also denoted as profile or

control volume losses and are defined by

(=

¢ * 2
Cpb(dTE' -I—tTE) I 201 < 5TE +itrg ) (58)

Pyiade cos ap Pyiade cos ap Pyiage cos ap

based on the base pressure coefficient Cp;, the displacement thickness, 675, and the momentum
thickness, O g, at the trailing edge with thickness t7p. Lastly, the total pressure losses are
considered, given by

Q= P PWha (5.9)

Pt — P2

which shows the changes of total pressure before and after the blade along the pitchwise direction.
For brevity and overview purposes in the following sections, the different loss terms are denoted
by the letters A-F', see table 5.5.



Chapter 5 Influence of Surface Roughness in a linear Low-Pressure Turbine Cascade 97

TABLE 5.5: Loss terms, descriptions and abbreviations.

Momentum Displacement Overall Mixed- Wake
Base pressure ) . ) .
o thickness thickness Denton out distortion
contribution o o
contribution contribution loss loss loss
A B C D E F
Cpp(07p + trE) 20rg 8y +tre \’
e R C W Wwake
Phiade cos oz Phiade cos oz Pylade cOS g

Figure 5.15 shows the Denton loss, D, and its respective loss contribution terms, A-C, as well

as the mixed-out losses wjy; and wygke-
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FIGURE 5.15: Denton losses with its respective contribution terms (A-D) and the overall
mixed-out as well as wake distortion losses (E,F).

Firstly, the profile losses for the four cases are analysed. As can be observed, the Denton loss,
¢ (D), is lowest for the reference case. By adding incoming wakes the profile loss increases, as
already discussed in chapter 4. For the added as-cast patch case without the upstream bars the
loss further slightly increases. The combination of both the roughness and the wakes results in
the highest Denton loss. When looking at the different loss contributions the pictures becomes
clearer. The base pressure contribution, A, rises with rising disturbances of the flow environment,
see figure 5.12. The same is true for the momentum thickness contribution, B. A very important
point to remember, however, is that due to the higher effective blade thicknesses, or rather the
bump, for the roughness cases, the momentum thickness is affected. This might explain why the
momentum thickness loss contribution, B, is the same between F,ono and AC,,,,. The differences
for the loss contributions based on the displacement thickness, C, can be solely attributed to the

presence and size of the separation bubble. Based on the fact that F,gpo and AC reveal the same
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value, it can be argued that the added as-cast patch on top of the blade does not have a direct

impact on C, as long as there is no separation bubble and the incoming wakes are dominant.

The mixed-out losses, F, show a different trend compared to the profile losses, D. The highest
generated overall loss is by far due to the large separation bubble in case R,.s. Interestingly,
the same trend as seen for the displacement thickness contribution, C| is present, indicating that
for the chosen cases 6* is the primary parameter determining the overall low-pressure turbine
losses. This shows and emphasises again the important benefits of incoming wakes preventing
the formation of laminar flow separation and separation bubbles, see chapter 4. The additional

wake distortion losses, F', are lower than the additional losses due to the separation bubbles.

Figure 5.16 shows the total pressure losses, €2, extracted at measurement plane 2 along the

pitchwise direction. As can be observed, the losses for each case differ widely.
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FIGURE 5.16: Total pressure loss profiles, €2, for the reference, the Fhono and the roughness
cases.

A wide blade wake and a strong flow deflection for case R,.y are apparent, further explaining
the high overall losses. Case F,opno reveals the highest peak loss followed by AC, which shows
a slightly lower peak for 2 and a weaker flow deflection, resulting in a decreased wj;. For the
added as-cast patch case without incoming wakes the peak losses are similar to the reference
case, but the flow deflection is markedly reduced, which is due to the smaller separation bubble
size and the added roughness patch. The reason for the higher mixed-out loss, E, compared to

the incoming wake cases is the noticeably wider blade wake profile.

5.2.3.3 Instantaneous Flow Field Analysis for the As-cast Roughness Patch

In order to further investigate the combined effect of the incoming wakes and the as-cast surface
roughness patch, instantaneous flow data at different time instants for case AC' are shown in
figure 5.17. Contours of the tangential velocity, Uy, taken at a distance of h/c = 5.3-1073 above

the blade surface in the z/c and y/c plane at different time instants are presented. The two black
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low velocity spots at around z/c¢ = 0.18 show the distinct roughness peaks that could be seen in
the height map in figure 5.3, reflecting the previously mentioned mirroring and distribution of the
scaled as-cast patches in section 5.2.1 is apparent. Further downstream, at around x/c¢ = 0.35,

two more peaks can be seen.

The first striking observation to be made is the highly uneven onset of transition across the
whole span between ¢/T° = 0.08 — 0.49, which is the time range between wake passings. This
is caused by the high and low velocity streaks, denoted by the dashed white ellipses, behind
and between the mentioned roughness peaks upstream, respectively. Rao et al. (2014b) also
observed streaks emerging from roughness peaks, however, as opposed to streaks induced by
free-stream turbulence they were “steady and fixed”. The fact that this is not seen in the case
of the low-pressure turbine cascade is due to the periodic nature and the dominant incoming
wake structures. Furthermore, the apparent streak at y/c = 0.2 in the first time instants causes
a partial transition further downstream, which is followed by a calmed region, indicated by the

lower velocity region.

At time instant /T = 0.24 small streaks behind the two roughness peaks emerge, which start
growing and causing a large transition region at z/c ~ 0.6 in between the wake passings. Here,
the turbulent region, which moves further downstream, is followed by a large calmed region. The
observed erratic values for P along the blade at the height of the displacement thickness, after
s/S =~ 0.5 in figure 5.14 for case AC, can be explained by these emerging streaks. Moreover,
due to the additional turbulent regions between the wake passings the slightly higher momentum
loss contribution compared to F,gno can be clarified, even though the effect on the overall loss

is small.

The incoming wake at time instant ¢/7° = 0.57, denoted by the white long-dash ellipse, can be
observed as well. Wake-induced streaks are visible and transition occurs at around z/c = 0.5.
However, the calming effect due to the roughness induced streaks seems to be resilient enough
to prevent the generation of streaks induced by the incoming wake, indicated by the enclosed
low velocity region at ¢/T = 0.89 and 0.97.

Iso-surfaces of the Q-criterion coloured by the spanwise velocity component, w, over the blade
in a top view position are shown at the same time instants in figure 5.18. Large flow structures
are observed at the beginning of the as-cast patch. However, a rather stationary behaviour is
apparent and the structures do not convect past the mid-section of the blade and remain in
the higher adverse pressure gradient region. This also explains the noticeable turbulent kinetic

energy production spots in figure 5.14.

Furthermore, distinct vortices and the transition behaviour are more visible and clear in the @
iso-surfaces. Especially the small vortices emerging from the roughness peaks are evident, which
cause the large transition region in the aft section of the blade. The incoming wake generates

somewhat larger vortices, but only outside the observed calmed region.

Based on the fact that the roughness induces transition between the wake passings, it can be
concluded that the as-cast patch must have an equivalent sand-grain roughness Reynolds number

somewhere around Rey, - ~ 120. This explains the dominant effect of the incoming wakes.
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FI1GURE 5.17: Contour plot of the tangential velocity, U;, along the z — y plane extracted
slightly above the highest roughness peak, h/c = 5.3 - 1072, The formation and development
of streaks due to the roughness peaks is apparent.
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FIGURE 5.18: Perspective top view of the turbine blade with as-cast patch. The iso-surfaces of
the @Q-criterion (Q = 1000) are coloured by the spanwise velocity component, —0.3 < w < 0.3.

5.3 Modelled Surface Roughness with the Parametric Forc-
ing Approach

As already mentioned in the previous chapter, another approach to represent surface roughness
is the usage of a surface roughness model, see section 2.2.3. In contrast to the complex and
computationally costly low-pressure turbine cascade simulation with fully represented rough
surfaces, the parametric forcing allows for a significantly lower number of grid points. Hence,
a greater number of simulations is possible in order to investigate roughness effects on the
low-pressure turbine. The main goal of this section is the analysis of different rough surfaces,
expressed in terms of different combinations of roughness densities «; and heights h as well as

lengths [ along the blade surface. This was done in order to answer the following questions:
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e Can a simple roughness model, namely the Parametric Forcing Approach, be used for

transitional cascade flows?
e What are the effects of surface roughness on the blade’s boundary layer and the overall
loss mechanisms.
Ten different parameter combinations, given in table 5.6, were simulated.
TABLE 5.6: Roughness density and height parameters of the conducted simulations. The mean

roughness height to chord length ratio, h/c, the roughness height to chord length ratio, k/c,
and the roughness Reynolds numbers Re; and Rey,~ are given as well.

Case e ht h/c 1074 k/c Rer  Repoo!

Foono 00 00 00 0.0 00 0
Foanis 40  94.0 0.003 190 300
Foghis 6.0  94.0 0.003 190 300
Faghis.ape 6.0 94.0 0.003 190 300
Fognis.oe 6.0 940 0.003 190 300

Fosiis 94.0 0.003 190 300
Foionts 94.0 0.003 190 300
Foions.a 340 5.4 0.00108 30 100
Fo10n30 188.0  30.0 0.006 560 600
Foronso 314.0  50.0 0.01 1000 1000

Compared to the channel cases, the roughness density « is now given for the tangential direction
along the blade surface. An important point to note is that, as already mentioned in the earlier
chapter, the z-component - or rather the tangential component - of the roughness density «,
is the most significant, whereas the densities in the other two directions only have almost no
effect. Hence, in the following the given density values are denoted by «, where o = «, and
ay = a, = 0. This can be thought of as a representation of 2D or 3D ribs, as demonstrated
by Busse and Sandham (2012); see also section 3.3. Owing to the simplicity of 2D and 3D
ribs, they were used to model surface roughness within DNS studies in order to investigate the
effects in turbulent flows (Tsikata and Tachie 2013). Furthermore, higher roughness density
values («/geq4) were chosen, because insufficient form drag and blockage effects were observed

for lower values in the turbulent channel flow simulations.

The height parameter, i, denotes the mean roughness height in wall-normal direction from the
blade surface. For all of the simulations the box profile (figure 5.19)

1, if 2 <n(h)
F(z,h) = .
=7 0, ifz>n(h) (5.10)

was used, with n(h) = 2h - determined by equation 2.33. This means that the top of the box

profile roughness is located at 2h.

The range of roughness heights and hence the resulting roughness Reynolds numbers, Rej, was

chosen for two reasons. Firstly, the roughness model can be tested for the admissible roughness
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height, Ewam.F. As long as the roughness does not exceed this threshold, there is no influence on
the boundary layer. As stated in section 5.2.3, the admissible roughness height for the simulation

setup is kqgm. < 1.0 - 1073 and is valid for the turbulent boundary layer part.
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z

FIGURE 5.19: The box profile form function, F(z,h), that was used for the low-pressure
turbine simulations.

Furthermore, k can be imagined to have the same total height as the box profile, i.e. 2h. This is
consistent with other studies (Klebanoff et al. 1992; Rao et al. 2017; Redford et al. 2010), where
the height of a single roughness element was equated with the roughness height, k. Case F10n5.4
has a mean roughness height of b = 5.4-10~% and hence a roughness height of k = 2h = 1.08-1073,
which is right on the admissible threshold. The other cases have roughness heights well above
this threshold and are expected to trigger transition to varying degrees, as well as showing an

impact on the turbulent boundary layer.

Secondly, another transition parameter, namely the roughness Reynolds number,

Rey, = (5.11)
Vk

can be investigated, where Uy and vy are the tangential velocity and the kinematic viscosity at
roughness height k for a laminar case without roughness (Klebanoff et al. 1992). An important
point to remember is that this definition of the roughness Reynolds number is different to that
used in section 5.2.3, which was based on the free stream velocity, Uy, rather than Uy and on
the equivalent sandgrain roughness, kg, rather than k. Redford et al. (2010) conducted direct
numerical simulations of a single roughness element in a compressible flat plate boundary layer
and found that transition occurs for Rej > 300 for incompressible flows. However, the critical
Reynolds number heavily depends on the flow environment. It increases for increasing Mach
numbers (Redford et al. 2010), but decreases when free-stream turbulence is present (Tani 1969)
as well as for adverse pressure gradients (Tsikata and Tachie 2013). This criterion was chosen
because of the sudden change between the smooth and rough surface for the forcing model and
thus is expected to act in a similar way to the single roughness elements. With the chosen

modelled roughness heights ranging from Re; = 30 — 1000, see table 5.6, this will be examined.

In figure 5.20 (top), the length over which the forcing terms were applied is depicted. For eight out
of the ten cases the roughness force was applied between s1/S5 = 0.31 and s3/5 = 0.94, covering

around 63.32% of the blade’s suction surface, as this is the critical region where roughness

tFor the forcing model kqgm,. is based on k rather than ks (ks,adm.)
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affects the boundary layer the most (Bons 2010; Rao et al. 2014b). Additionally, the case
Foenis,Le (fig. 5.20; bottom right) was simulated in order to see the effect of a roughness patch
covering almost the whole suction surface. The patch starts at around s;/S5 = 0.01 and ends at
s3/S = 0.94, resulting in a coverage of 93.47% of the suction surface. As the T106A blade has
a strong curvature until about so/S = 0.5, another case, Fuen1s,47¢ (fig. 5.20; bottom left), was
simulated, where the roughness force starts slightly after half way (s1/S5 = 0.52) of the suction
surface. The end point is the same as for the other cases, leading to a patch length of 42.71%.

In this region the curvature effects are only minimal.

<S

Measurement
5 plane 2
So 52
Measurement S3
plane 1 S4

FiGURE 5.20: Blade coverage of the applied parametric forcing terms for the different cases
(top). On the bottom left and right the special cases Faenis,af¢ and Fuenis,LE, respectively,
are depicted, for which a different patch length was chosen.

In the following, results and discussion of the ten simulations are presented, where the effects
on the boundary layer and the loss mechanisms are investigated. The different cases are split
up into three distinct groups. Firstly, the influence of different roughness densities at a constant
roughness height is examined. After that the focus is on varying roughness heights at a constant
roughness density. Then, for a fixed pair of roughness density and height the effect of roughness
patch length is analysed.

5.3.1 Effect of different Roughness Parameters on the Boundary Layer
In this subsection the effect of the varying roughness parameters, namely the density, the height

and the lengths, on the boundary layer are investigated. The simulation setup and conditions

are the same ones given in section 5.1.

5.3.1.1 Varying Roughness Densities, o, at constant Roughness Height, i = 15

The effects of different roughness densities at a constant roughness height are investigated in the

following section. In the earlier section 5.2 the as-cast roughness patch was introduced, having
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a roughness height of h/c = 4.7-107%. It was shown that, due to the low roughness to boundary
layer height ratio, there was only a low impact on the boundary layer and the losses. Thus,
in order to get a clearer picture regarding the implications of the surface roughness model, the
height for the following simulations was increased to h/c = 15 - 1074, elevating the roughness
height to & = 3.0 - 1073, which is above the admissible roughness height kqgm. = 1.0 - 1073,
Furthermore, the roughness Reynolds number for this case is Rer = 190, which is below the
critical roughness Reynolds number threshold Rej, = 300. Hence, it is expected that the sharp
edge imposed at the beginning of the forcing region does not cause transition itself, but only
the roughness along the blade’s suction surface due to the exceeded admissible roughness height.
Even though it does not present a representative roughness height for manufactured blades,

valuable research insights can be gained.

Figure 5.21 shows the development of the displacement thickness, §*, and momentum thickness,

O, as well as
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FIGURE 5.21: The displacement, §*, and momentum thickness, ©, as well as the shape factor,
H, along the blade surface.

the shape factor, H = 6*/0, in order to get a clearer picture on the influence of the varying

roughness densities on the boundary layer. As already observed in the previous contour plot,
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0* rapidly and considerably increases for the reference case, R,.y, due to the large separation
bubble, whereas the momentum thickness remains low until the point of laminar to turbulent
transition. As a result, a strong increase of the shape factor, H, is seen. For case F,ono the
displacement thickness increases until a fully turbulent boundary layer (TBL) is achieved and
remains constant afterwards. In contrast, once the TBL is established, the momentum thickness
rapidly increases due to the incoming wakes, which was already discussed in chapter 4. The
shape factor values for the laminar (around H = 2.5) and turbulent boundary layer (around
H = 1.6 — 1.8) match the ones given by Rao et al. (2014a).

Things become more interesting when looking at the different roughness cases. In the laminar
boundary layer region before the start of the roughness patches, all but the reference case coin-
cide, confirming two important points. Firstly, the cases are statistically converged and secondly,
the sudden jump between no roughness and roughness does not impact the upstream laminar
boundary layer. Furthermore, the roughness does not seem to have a large influence on the
development of the displacement and momentum thickness of the laminar boundary layer, which
is in line with the findings of Stripf et al. (2009) as well as the ones in section 5.2.1. Both remain
fairly constant over the range s/S = 0.35 — 0.55, which is more evident when looking at the
shape factor, H. However, a slight offset in this region for increasing roughness densities can be

seen.

Once the transition point is reached, both 6* and © increase for increasing « values, which again
is in line with Stripf et al. (2009). An important point to note is that the growth of momentum
thickness is more rapid compared to the growth of the displacement thickness, which is revealed
by the shape factor, H. After the roughness patch ends at s3/S = 0.94, the shape factors

coincide for all roughness cases and start to level off.

In order to further investigate the onset of transition for the different roughness parameters, the

maximum turbulence intensity, Tu,,q., along the blade surface is used, defined by

T =\ (w0} + (07) + (w7

Figure 5.22 shows the results for the different roughness densities at constant roughness height.

(5.12)

max
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FIGURE 5.22: Onset of transition, indicated by a rapid increase of the maximum turbulence
intensity, TUmaqq, for the different roughness densities at constant roughness height h = 15 -
1074

The start and end of the roughness patch is denoted by the dotted grey lines. As can be seen,
by increasing the density value of the modelled roughness the transition point moves upstream.
Furthermore, the rate of transition, based on the inclination of the slopes, is higher for higher
values of . It is apparent from this plot again that the added roughness force does not have
an effect on the laminar boundary layer, apart from the transition onset, before and after the
start of the roughness patch. This was already observed in chapter 5 for the channel cases with
the parametric forcing, where there was only a minimal effect on AUT. However, in case of
the low-pressure turbine it can be argued that the deficiency of the forcing model to impact the
laminar boundary layer does not play the most important role, because the effect of roughness

in this region is considered to be small anyway, as stated by Stripf et al. (2009).

5.3.1.2 Varying Roughness Heights, h, at constant Roughness Density, a = 10

In this section the effects of different roughness heights at constant roughness density, a = 10, are
investigated. The structure and result presentation is similar to the previous section. The forcing
model is examined with respect to the admissible roughness height threshold kqgm. < 1.0-1073
as well as the critical roughness Reynolds number Rej > 300. As already observed for the
cases with Regr = 190 in the previous chapter, the sudden jump due to the roughness force did
not cause transition. For this reason two cases with higher roughness Reynolds numbers were
simulated, with Re; = 560 and Rej = 1000. The relatively high density value, o = 10, was
chosen because of the profound effect it has on both the onset of transition and the development
of the turbulent boundary layer. Thus, a more reliable picture for case Fyi0n5.4 is expected,
where the roughness height £ = 1.08- 1073 is right on the important and widely used admissible
roughness height threshold, kq 4.

Figure 5.23 shows the velocity contours, the edge of the boundary layer (black dashed) and the

displacement thickness, 6* (white dashed), on the suction surface of the turbine blade.
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FIGURE 5.23: The tangential velocity, Uy, contour plots along the blade suction surface for
different roughness heights at constant roughness density are shown.

To determine 0*, the tangential flow velocity, Uy, was extracted as a function of the wall normal
direction. Due to the pronounced wake regions in the boundary layer profiles, the first derivative
of the tangential velocity in the wall normal direction, dU,;/On, was used to determine the
boundary layer edge. The edge of the boundary layer is denoted by the position where the
derivative is minimal, i.e. min (OU;/dn), or crosses a given value

oU,

AN

wall

Cases Foono and Fa10p5.4 look very similar in terms of the velocity contours and the boundary
layer displacement and momentum thickness, which gives a first hint that the roughness with
height £ = 1.08 - 102 does not have a strong impact. When the roughness height is tripled
(Faton1s) a clear effect on the boundary layer can be observed. For heights higher than that,
i.e. cases Fuion30 and Fuion50, dramatic changes occur. A low velocity region at the beginning
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of the roughness area is apparent and a sudden deflection of the boundary layer is seen, which

results in a rapid increase in displacement and momentum thickness.

In order to get a clearer picture of the boundary layer development, the displacement thickness,
0*, and momentum thickness, ©, as well as the shape factor, H, along the suction surface are

shown in figure 5.24.
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FIGURE 5.24: The displacement, §*, and momentum thickness, ©, as well as the shape factor,
H, along the blade surface.

The first thing to notice is that the cases Faono and Fuions.4 - with & = 1.08-1072 and thus only
marginally higher than kqg,. < 1.0 - 1073 - show almost the same behaviour and only a slight
difference in the shape factor curve can be observed. Any further increase in roughness height

is now expected to have a stronger effect on the boundary layer.

Increasing the roughness heights above the admissible level leads to strong increases in both
the displacement and momentum thickness. For case F,1on30 the change in shape factor from
around 2.5 to well above 3 at the beginning of the rough region indicates a stronger influence
on the displacement rather than the momentum thickness. After the peak and when transition
occurred H decreases to a value of about 1.9, which is common for low-pressure turbine blades as

already mentioned. The picture is different for case F,19n50, where a steep drop of H before the
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start of the forcing region is apparent, i.e. the roughness has a strong influence on © upstream.
Right at the start of the roughness region, the shape factor increases again, as observed for case
Foi10n30, and then decreases to about 2.0 at s/S ~ 0.5. Towards the trailing edge of the blade
H slowly goes up to a value of 2.2, which means that at this high roughness height the influence

on the displacement thickness is stronger than on the momentum thickness.

The onset of transition for the different roughness heights at a constant roughness density is

shown in figure 5.25.
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FIGURE 5.25: The maximum turbulence levels, TUumaqz, along the blade surface for the different
roughness height cases. Strongly increasing values indicate the onset of transition.

The slope and start of transition for the case without roughness and the case with the minimum
roughness height are almost identical, which also confirms the admissible roughness height as-
sumption. For case F,10p5.4 the transition point is shifted marginally downstream compared to
Foono. By tripling the minimum height, for case F,10n15 & considerable change of the transition
onset can be observed. For the two cases with the highest roughness heights (Re, = 560 and
1000) transition starts immediately at the beginning of the forcing region. This is consistent
with a roughness Reynolds number threshold, Rey > 300 (or Rey, - > 600 (Bons 2010)), after
which transition due to a roughness element is induced. As seen in the velocity contour and
the boundary layer thickness plots, the start of the roughness region for these two cases indeed

appears to act like a single roughness element.

To further examine the change in boundary layer development for Re; > 300, instantaneous

z-vorticity contours, w,, of cases Fyui0n15, Faion3o and Faions0 are shown in figure 5.26.
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FIGURE 5.26: Instantaneous z-vorticity contours, w., (—300 < w, < 300) for different rough-
ness heights. For cases with Rer > 300 a detached shear layer is evident.

As can be seen, for case F,19p15 there is no apparent disturbance in the transition region from
a smooth to a rough surface. However, when the critical roughness Reynolds number threshold
is crossed, a short detached shear layer emerges at the start of the forcing region, which then
immediately transitions. The effect is strongest for the highest roughness height case. The
appearance of a detached shear layer was also observed in the simulations of Rao et al. (2017)
for Rey = 400, whereas for Re, = 800 sudden transition shortly after the roughness element
occurred. It can be concluded that the sudden transition from smooth to rough surface in terms
of the roughness model does not impact the boundary layer as long as Rej < 300 is maintained.

This allows for specific roughness patch placements on the suction surface if necessary.

In this section the existence of both the admissible roughness height, kqq,,. < 1.0-1073, as well as
the critical roughness Reynolds number threshold Re; = 300 was confirmed with the parametric
forcing approach simulations, increasing the confidence in the viability and reliability of this

simple forcing model for linear low-pressure turbine cascade simulations.
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5.3.1.3 Varying Roughness Lengths, [, at constant Roughness Density, « = 6 and
Height, h =15

As mentioned in the last section, when maintaining roughness Reynolds numbers below the
threshold Rej; < 300, the sudden change between smooth and rough surface does not cause
transition. This allows roughness patches to be placed at different positions on the blade’s
suction surface in order to further investigate the boundary layer development. In this section
three different roughness patch lengths are investigated. In addition to case Fugn15, which was
already introduced above, cases Fyenis,qaf¢ and Fuenis,Lr were simulated, see also table 5.6 and
figure 5.20. The forcing region for Fuenis,q5: starts after half of the suction surface length,
s/S = 0.5, and thus mainly acts in the low adverse pressure gradient part of the blade passage.

For case Fo6n15, . @ roughness patch covering almost the whole suction surface was used.

The height A = 15 was chosen, so that the roughness Reynolds number Rey = 190 is slightly less
than the critical value Rey crit. = 300. The roughness density, a = 6, is in the medium range
and showed a noticeable effect on the onset of transition and the turbulent boundary layer. The
aim is to gain more insights of the roughness model effect on the laminar boundary layer around
the leading edge as well as the influence on the transition onset and the TBL in a lower adverse

pressure gradient region.

Figure 5.27 presents the development of the displacement and momentum thickness as well as
the shape factor. For comparison purposes, case Fyopo is shown too. Case Fueni5,Lr shows an
elevated displacement and momentum thickness starting from the leading edge compared to the
other cases, owing to the added roughness in this region. At the start of the roughness patch
of Faep1s this difference is minimised for 6* and both cases coincide until about s/S = 0.7.
After that the slopes diverge with case Fia6h15, 5 showing the largest displacement thickness.
The momentum thickness is higher along the whole suction surface, as can also be seen in the
shape factor plot. The change in H when transition occurs is less dramatic in case Fugnis,LE-
Compared to the no roughness case, F,ono, this means that the transition process induced by

the incoming wakes is calmer and less rapid.

When comparing cases Fuenis,af¢ and Foenis it can be observed that the sudden jump in dis-
placement and momentum thickness due to the change from smooth to rough surface is not
present. In fact the boundary layer values are very similar to the no roughness case values until
earlier transition is induced, starting at around s/S ~ 0.51. Towards the trailing edge, all cases

converge to similar shape factors of H = 1.6 — 1.8.
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FIGURE 5.27: The displacement, §*, and momentum thickness, ©, as well as the shape factor,
H, along the blade surface, s/S

The maximum turbulence level along the suction surface for the different cases is shown in
figure 5.28. The onset of transition is only slightly shifted upstream for the roughness patch
covering the whole blade compared to case F,g,15. However, as already noted, the transition
process is less sudden and rapid, indicated by the smaller inclination of the slope starting at
about s/S & 0.48, as well as calmer, indicated by the lower levels of maximum turbulence.
Furthermore, the roughness forcing in the laminar region around the leading edge has an effect
on the boundary layer. Given the only slight shift of the transition position, this is probably due
to the fact that the blade itself is slightly thicker because of the roughness patch. This was also

the reason for the higher displacement and momentum thicknesses.

Transition for cases Foono and Fienis,aft start at the same position, but the rate is increased
by the roughness. Even though Fiep15 and Fiaepis,qr+ have the same roughness parameters, the
transition rate for case F,gp15 is higher. As the roughness patch for the latter case starts further
upstream in a higher adverse pressure region, a possible explanation might be the combined
effects of roughness and higher APG, as also observed by Tsikata and Tachie (2013).
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FIGURE 5.28: Onset of transition indicated by the maximum turbulence levels, TUmaqz-

In conclusion, some significant findings have been found in this section. Firstly, the transition
position is barely affected by the patch extending to the leading edge compared to case Fagp1s-
Secondly, the shortened transition length due to the roughness effect, when comparing F,oro and
Foe6his,aft, whose onset of transition position is the same, but a fully turbulent boundary layer is
achieved first by Fieni5,qr¢- Thirdly, the shortening of the transition length due to the combined
effects of roughness and adverse pressure gradient, when comparing Fen15 and Fuenis,qaf:- Both
cases have the same roughness parameters, but are placed in different APG regions. Case Fgp15,

being exposed to higher gradients, showed a more rapid transition process.

5.3.2 Effect of different Roughness Parameters on the Loss Mecha-

nisms

Having dealt with the effect of roughness on the state and development of the boundary layer,
the focus of this section is on the loss mechanisms. The structure follows the same as above,
starting with the analysis of varying roughness densities at constant roughness height, followed

by the roughness height variation and ending with the different forcing patch lengths.

5.3.2.1 Varying Roughness Densities, «, at constant Roughness Height, h = 15

In this subsection the effects on the loss mechanisms for varying roughness densities at constant
roughness height, h = 15, are investigated. The Denton, mixed-out and wake distortion losses
(A-F) are presented in figure 5.29.
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FIGURE 5.29: Denton losses and the respective loss contribution terms (A-D) and the overall
mixed-out as well as wake distortion losses (E,F').

Firstly, the profile losses and its different terms are examined. As can be seen, the overall Denton
losses, D, increase for increasing « values as well as for the addition of incoming wakes - compared
R,ey and Fiono. That is due to the earlier onset of transition, exposing the turbulent boundary
layer to the roughness for a longer period of time as well as to denser roughness patches, resulting
in higher momentum thicknesses. This is apparent when looking at the momentum loss term,
B, which shows exactly the mentioned trend. As already observed in the shape factor plots, the
displacement thickness plays a less dominant role towards the trailing edge, which is also true
for the loss contribution, C'. The reference case, R,.f, however, reveals a much higher influence
for term C' due to the large separation bubble, whereas term A, the base pressure contribution,
is negative. The reason for the negative value is a second separation bubble right behind the

trailing edge, as noted in chapter 4. Because of this, ¢ (D) is low compared to the other cases.

The mixed-out losses, F, have the same trend as the profile losses, but are slightly higher due to
the mixing out of the incoming wakes, wyake (F'), within and after the blade passage. There is no
apparent reason for the different wake distortion losses, which show a rather random behaviour,
appearing to be independent of the roughness effects. Owing to the large separation bubble in the
reference case, the mixed-out losses are relatively high when compared to the larger roughness

density values.

The total pressure losses extracted at measurement plane 2 along the pitchwise direction for the

varying roughness densities are given in figure 5.30.
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FiGURE 5.30: Total pressure loss profiles, €2, for different roughness densities at constant
height h = 15 - 107%.

As can be observed, the total pressure losses in the blade wake increase for increasing density
values. Furthermore, owing to the roughness a slight flow deflection is evident, indicated by
the slight shift of the profile peaks in positive pitchwise direction. Interestingly, in the blade
passage region a small bump in the F,gp15 profile can be seen, which is in line with the high

wake distortion loss for that case.

To summarise, a clear positive correlation between the different roughness densities, «, and the

four loss measures was observed.

5.3.2.2 Varying Roughness Heights, h, at constant Roughness Density, a = 10

Figure 5.31 shows the different losses for the different roughness heights, h, at constant roughness
density, « = 10. Looking at the overall profile losses, D, a rapid increase for increasing roughness
heights above the admissible roughness height kyq.,./c > 1.0- 1073 can be observed. As already
mentioned, the reason for this is in particular due to the higher momentum thicknesses, caused
by the longer exposure times to the roughness patches and the extreme roughness heights. The
momentum thickness loss term, B, dramatically increases. Furthermore, the loss contribution
of the displacement thickness, C, also plays a more pronounced role once the critical roughness
Reynolds number threshold, Rej =~ 300, is exceeded, i.e. for cases Fion30 and Fyuions0- Inter-
estingly, the base pressure term, A, slightly decreases for increasing h values, but only have a
marginal effect on the overall Denton loss. The results for the no roughness and the minimum
roughness case are identical for the profile loss terms, giving confidence in the validity of the

admissible roughness height threshold when using the forcing model.
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FIGURE 5.31: Denton losses and the respective loss contribution terms (A-D) and the overall
mixed-out as well as wake distortion losses (E,F).

Again, the mixed-out losses (E) follow the same trend as the profile losses (D). Compared, they
are slightly elevated for cases Fnono, Fuions.a and Fuion15 due to the mixing out of the incoming
wakes (F'). The reason for the higher wys for F10p5.4 compared to Fiopo is the augmented wake
distortion loss. Hence, even though the profile losses are the same, the added roughness seems

to effect the wakes passing through the blade passage.

For the two highest roughness cases, however, the mixed-out loss is lower than the profile loss.
Moreover, the wake distortion losses decrease as well. This might be an indication for a mixing
effect between the passing wakes and the thick turbulent boundary layers. The T'K E production
is very high for these cases (see figure C.9, which means an energy transfer between the flow in
the passage towards the blade surface. Additionally, after the blade, the blade wake and the bar
wakes seem to merge, resulting in a further reduction of the bar wake mixing effects.

Figure 5.32 shows the total pressure loss for the different roughness heights. As already observed
for the Denton and mixed-out losses, the roughness height has a significant effect on the total
pressure losses. A very strong deflection due to the extreme forcing model heights can be
seen, causing the observed shift of the blade wake loss peaks in the positive pitchwise direction.
Furthermore, the rapid widening of the blade wake for increasing roughness heights results in a
decrease of the blade passage region. This is a confirmation for the mentioned merging effect
between the blade and the bar wakes, leading to the lower wake distortion losses, wyqke- The

profiles for cases Fono and Fy10p5.4 are very similar.
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FI1GURE 5.32: Total pressure loss profiles, €2, for different roughness heights at constant rough-
ness density o = 10.

5.3.2.3 Varying Roughness Lengths, [/, at constant Roughness Density, a« = 6 and
Height, h = 15

In this section the investigation of roughness effects on the loss mechanisms is completed by
looking at different roughness patch lengths. Proceeding in the same way as above, the profile
loss and its respective terms (A-D) as well as the mixed-out and wake distortion losses are

depicted in the bar graph in figure 5.33.
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FIGURE 5.33: Denton losses and the respective loss contribution terms (A-D) and the overall
mixed-out as well as wake distortion losses (E,F).

As can be observed, the roughness patch covering almost the whole blade suction surface,
Fo6his,LE, generates the highest Denton loss, D. This was to be expected given the slightly
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earlier transition and hence longer exposure of the turbulent boundary layer to roughness. In
contrast, the shortest patch, Fignisaft, results in the lowest profile loss. For all cases the base
pressure and displacement thickness contributions, A and C, respectively, only show slight differ-

ences, whereas the main profile loss contribution can be attributed to the momentum thickness.

The same can be observed for the mixed-out losses, which again are slightly higher compared to
¢ owing to the bar wake mixing effects. Interestingly, Fen15, 1. shows the lowest wake distortion
loss, F', of the roughness cases. A possible explanation for this might be the mixing of the bar
wakes within the passage with the boundary layer due to the roughness. In figure C.12 an elevated
TKE production along the blade suction surface was apparent and thus resulting in energy
transfer from the mean flow to the smaller scales, generated slightly above the long roughness
patch. Hence, the bar wakes are weakened leading to the observed lower wake distortion losses

at measurement plane 2. However, wqy,qke is still higher than for the no roughness case.

By comparing cases Fiono and Fyep1s,qf¢, Which have the same transition onset position, higher

losses are generated due to the added roughness, as was to be expected.

The total pressure loss profiles in figure 5.34 show the same trend as the mixed-out losses.
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FI1GURE 5.34: Total pressure loss profiles, €, for different roughness patch lengths.

Foenis,.r has the highest profile peak and a slight widening of the blade wake can be seen,
probably generated by both the roughness effects on the boundary layer itself and the bar wake
mixing within the blade passage, which in turn is also caused by the presence of roughness.
As the patch shortens, the total pressure losses decrease, with F,ono having the lowest peak.

Moreover, the deflection of the blade wakes due to the roughness forcing is evident as well.

5.4 Summary

In total 14 different large eddy simulations of the low-pressure turbine cascade were carried

out in order to investigate the effects of roughness on boundary layer transition and losses.
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A roughness model and an immersed boundary method were incorporated to simulate different
roughness surface conditions. The sufficiency of the chosen grid for the as-cast and forcing model

roughness patch simulations was tested by means of a grid convergence study.

It was shown that the admissible roughness height, ks q4m. = 1.0 - 1073, and hence the criti-
cal roughness Reynolds number, Rey, oo =~ 120 (Bons 2010), was not exceeded for the as-cast
roughness patch in case AC,,,, as no observable earlier transition was induced compared to the
reference case. Furthermore, even though the roughness was present, the boundary layer fol-
lowed the laminar trend seen for R,.r. However, the large separation bubble was reduced due
to the patch, leading to a lower overall loss. Interestingly, the added roughness increased the
momentum loss contribution of the total profile loss, (. Neither did the added roughness cause

immediate transition at the beginning of the patch.

The turbulence levels along the blade revealed that the incoming wakes were much more dominant
than the roughness. Hence, only a small interaction effect of wakes and roughness were observed.
This was mainly seen in the higher profile loss, as the as-cast patch increased the momentum
loss contribution, caused by additional turbulent streaks and transition between wake passings.
The overall loss, however, was higher for the case without roughness due to slightly higher wake

distortion losses.

Another aim was to investigate the suitability and behaviour of the roughness model in cascade
simulations. The computational cost with such a model can be greatly reduced compared to full
roughness representations with immersed boundary methods. It was shown that the model was
capable of altering the onset of transition and affecting the turbulent boundary layer, whereas
the laminar boundary layer was not affected, which is in line with findings in the literature, e.g.
Stripf et al. (2009). The model also behaved well regarding the admissible roughness height and
the critical roughness Reynolds number. For the lowest height case, with a roughness height
that is the same as the calculated admissible roughness height, no transition was induced. In
case Foi10n15 the kqogm. was exceeded, but the critical roughness Reynolds number was below the
critical value, Rey < 300. Earlier transition was induced, but the sudden change between smooth
and rough blade, i.e. a bump or single roughness element, at the start of the forcing region did
not cause immediate transition. For the cases with critical roughness Reynolds number above
Rej, > 300 immediate transition was observed. Larger modelled roughness heights and density

values led to higher profile and overall losses.

Based on the results it can be concluded that the parametric forcing approach is a promising
method to incorporate roughness in linear low-pressure turbine simulations in a more cost-
effective way than full roughness simulations. The findings also demonstrate the capabilities of
the simple and easily implementable roughness model in producing the same trends as other

more costly methods.
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Summary and Outlook

6.1 Summary and Conclusions

The low-pressure turbine in a jet engine is typically responsible for driving the fan, which gives a
large amount of thrust for the aeroplane. They make up 20-30% of the total jet engine weight and
are exposed to a highly unsteady and disturbed flow environment. Hence, low-pressure turbines
play an integral part in design process, where numerical flow simulations play an important role.
In industry mainly the Reynolds Averaged Navier-Stokes (RANS) equations are used and serve
as a design tool for prototypes. However, in order to get deeper insights into the flow mechanisms
direct numerical simulations (DNS) and large eddy simulations (LES) are increasingly used. The
aim of this work was to numerically investigate a linear low-pressure turbine cascade by means

of large eddy simulations in order to further the understanding of flow phenomena.

The main focus was on two important aspects regarding turbine flows. Firstly, the unsteady
incoming wakes, which affect in particular the sensitive boundary layer on the suction side of the
blade that is prone to separation due to the high loading blades and hence strong adverse pressure
gradients. The effect of the incoming wakes is dependent on the wake mixing prior to the turbine
blade. Wake mixing is a function of the flow coefficient, ®, the reduced frequency, F..q4, as well
as the gap size between the stator and the rotor. The latter is a particularly important design
parameter, as it not only affects the turbine flow itself, but also the overall size and weight, which
influences the economical side of a jet engine (Pichler et al. 2018). Within this work different
incoming wake profiles, characterised by their velocity deficit and turbulent kinetic energy, were
investigated. One of the main objectives was to find out the relation between the velocity deficit
and the turbulent kinetic energy of bars with different drag coefficients, based on the statement
of Halstead et al. (1997a). Furthermore, what are the effects of different wakes on the boundary
layer of the blade and the overall losses of the turbine? It was also examined whether simple
bars, by using the Magnus effect, show similar trends to a full turbine stage regarding different

gap sizes.

Secondly, surface roughness effects were considered. During a life cycle of a turbine the blades
become rougher due to the harsh environment the turbine operates in. The overall trend is that

roughness negatively affects the efficiency and overall performance of a low-pressure turbine.
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Furthermore, numerical simulations of roughness on actual low-pressure turbine blades still pose
a difficulty in terms of computational power. This is especially problematic during the design
phase of an engine. In order to reduce the computational cost it is common to investigate
roughness in simple channel flows or by using simple and ‘artificial’ roughness elements. Another
possibility is the use of transition or roughness models, where the wall boundary functions are
altered based on empirical data. However, in order to get a better understanding of roughness
effects in an actual linear low-pressure turbine cascade, two different approaches were used within
this work. An immersed boundary method was employed to fully resolve a real rough surface
on a turbine blade, which was computationally expensive. Much more suitable for the design
process was the parametric forcing approach (PFA) (Busse and Sandham 2012), where additional
forcing terms were added to the momentum and energy equations to account for the form drag
and blockage of roughness. The question whether a simple roughness model (PFA) can be used
for transitional cascade flows was addressed. Moreover, the feasibility of carrying out large eddy
simulations of a real surface roughness patch, represented by an immersed boundary method, on
a turbine blade with periodically incoming wakes was tested. By means of a parameter study
with the PFA and the fully resolved roughness the effects of surface roughness on the blade’s

boundary layer and loss mechanisms were investigated.

The parametric forcing approach had not been implemented into the flow solver prior to this
work and had only been tested for incompressible and turbulent channel flows. For this rea-
son the implementation and validation of the PFA for different flow problems was part of this
study. Moreover, the boundary data immersion method (BDIM) (Maertens and Weymouth 2013;
Schlanderer and Sandberg 2018; Schlanderer et al. 2017; Weymouth and Yue 2011) was only ca-
pable of dealing with two-dimensional geometries and three-dimensional geometries that did not
have any spanwise variations. Hence, it had to be extended to be able to simulate complex

three-dimensional geometries like surface roughness.

Before moving to the numerical investigation of the linear low-pressure turbine cascade, the
validity and suitability of the two approaches were examined by means of turbulent channel flow
simulations in chapter 5. Firstly, a simulation of a turbulent channel flow at Re, = 180 with
smooth walls was carried out in order to test the computational setup and to obtain reference
values for the normalisation of the rough channel solutions. It was shown that the results
compared well to the common reference cases in the literature (Kim et al. 1987; Vreman and
Kuerten 2014).

The extended boundary data immersion method for complex geometries was then validated and
investigated by using turbulent channel flows with wavy and grit blasted walls at a friction
Reynolds number of Re, = 180. Comparing the streamwise wavy wall flow with the boundary
data immersion method to a bodyfitted grid case showed very good agreements. The confidence
in the validity and suitability of the BDIM was further established by the grit blasted case, where
the results matched well with the results of Thakkar et al. (2017b). Hence, it could be concluded
that the extension was successful and could later be used for the roughness simulations in the

low-pressure turbine.

As to the compressible formulation of the roughness forcing model, a good agreement with the
results of Busse and Sandham (2012) was observed. The differences could be mainly attributed to

the inherently different flow solvers. Furthermore, the model had to be tested for the suitability
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of laminar-turbulent transition in channel flow, which had not been tested prior to this work.
The test was needed owing to the transitional state of the boundary layer of the turbine blade
and the importance of transition induced by roughness on the turbine performance (Stripf et
al. 2009). A transition study in turbulent channel flow at Re, = 80 showed the transition
capability of the forcing approach. The resulting roughness density value of & = 0.015, matching
the transition behaviour of the grit blasted walls in Thakkar et al. (2017b), was then used for a
comparison with real roughness turbulent channel flow at Re; = 180. The real rough surfaces,
grit blasted walls, were represented by the boundary data immersion method. It was shown that
the forcing model only had a marginal effect on the flow in the centre of the channel due to the
low roughness density value leading to insufficient form drag and blockage effects. Hence, it was
concluded that for the linear low-pressure turbine simulations higher roughness density values,
« > 1, had to be used to ensure that the boundary layer on the blade was effect. Even though
this made the comparison with a real rough surface difficult, valuable insights during the design

process in terms of transition and boundary layer development could be gained.

In chapter 4 it was shown that rotating bars were able to generate wakes with a certain level of
asymmetry and circulation, which is characteristic for blade wakes. Furthermore, the results of
Halstead et al. (1997a) could be confirmed. They stated that the wake strength is more important
for the incoming wake characterisation than the velocity deficit. Non-rotating bars, which are
commonly used in the literature (Engber and Fottner 1995; Ladwig and Fottner 1993; Michelassi
et al. 2003, 2015; Pfeil and Eifler 1976), cause wakes with turbulent kinetic energy levels that are
markedly higher compared to an actual blade wake and lead to a different wake-blade interaction

behaviour.

Furthermore, the effects of three different incoming wake profiles on the blade’s boundary layer
and the loss mechanisms of the low-pressure turbine were investigated. The wakes differed in
strength, indicated by the turbulent kinetic energy, representing varying stator-rotor gap sizes,
which is an important design parameter (Pichler et al. 2018). The time-averaged statistics for
the clean reference case without any disturbances exposed a large separation bubble in the aft
region of the blade, whereas with incoming wakes the size could be considerably reduced and even
suppressed. Only the weakest incoming wakes were not able to fully prevent the formation of a
separation bubble. In the phase-averaged statistics, however, all cases revealed an intermittent
separation bubble during one bar passing period, varying in size depending on the strength of
the incoming wake. The wakes with the highest TKFE levels, representing the smallest gap
size, almost completely prevented laminar separation, which was in line with Pichler et al.
(2018), who simulated two full stages with different stator-rotor distances. The much smaller
separation bubble was due to the stronger wake boundary-layer interaction and thus the positive
effects of earlier transition, and calmed regions were more pronounced. Moreover, it was found
that combined effects of wake mixing and separation bubble size influenced the overall loss
generation. Even though the change in separation bubble size in the case of the strongest wakes
was only marginal, the wake mixing diminished this positive effect and resulted in overall higher
losses compared to the case with the largest separation bubble and weakest wakes. Hence, it is
paramount to characterise the wake generating bars based on the turbulent kinetic energy levels

rather than the velocity deficit.

In chapter 5 the effects of surface roughness on boundary layer transition and losses in a linear

low-pressure turbine cascade were investigated. In order to represent the rough surfaces, two
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approaches were incorporated, namely the parametric forcing approach and the boundary data
immersion method, which fully resolved a real as-cast roughness patch on the turbine blade. The
suitability of both approaches for roughness simulations had been confirmed in a prior chapter.
The study comprised 14 different large eddy simulations, including a parameter study for the

PFA and two fully resolved as-cast surface roughness patch cases.

For the as-cast simulations it was shown that the chosen roughness levels did not exceed the
critical roughness Reynolds number, Rej, o =~ 120 (Bons 2010) and hence earlier roughness
induced transition was not apparent. This was further confirmed by the as-cast case without
incoming wakes, which showed a similar laminar boundary layer trend as the clean reference
case without disturbances and surface roughness. A reduction of the large separation bubble,
however, was observed, having a beneficial effect on the overall turbine losses. Moreover, it was
evident that the incoming wakes had a larger effect on the boundary layer than the roughness
and it was shown that there was only a small combined effect between the as-cast patch and
the impinging wakes. The combined effect resulted in a higher Denton (profile) loss due to an
increased momentum thickness loss contribution, that could be attributed to the presence of the
rough surface. Between the wake passings, additional low and high velocity streaks and vortices
emerging from the roughness peaks were observed in a series of instant time snapshots of the

flow field slightly above the as-cast patch, leading to the additional loss effect.

The computational cost of roughness simulations could be decreased by means of a forcing model,
enabling the conduction of a parameter study. Different roughness densities, roughness heights
and roughness patch lengths were simulated in order to obtain deeper insights into the effects
of roughness on turbine flows. As noted in chapter 5, higher roughness densities had to be used
for the turbine cascade simulations compared to the values obtained in the transition study with
grit blasted walls. The fully turbulent channel flow results exposed an insufficient roughness
form drag and blockage effect, showing no influence on the roughness function AUT. With
the higher roughness density values it was shown that the model was capable of altering the
onset of transition and affecting the turbulent boundary layer, whereas the laminar boundary
layer was not affected, which was in line with findings in the literature, e.g. Stripf et al. (2009).
Furthermore, the model showed good behaviour regarding the admissible roughness height, kqgqm.,
and the critical roughness Reynolds number, Rey. Especially case F,i10n15 demonstrated the
viability of the forcing model, which exceeded kyg4m., but was below Rej, < 300. Earlier transition
was induced by the presence of the additional forcing, but the sudden change between the smooth
and rough blade region, imposing a bump or single roughness element, at the start of the forcing
region did not cause immediate transition, which happened for the cases with Re; > 560. It
was also demonstrated that increasing roughness densities and heights increased the profile and
overall losses, which was in line with the surface roughness literature (see section 1.2.3). Hence,
it was concluded that the parametric forcing model presented a promising model for the low-

pressure turbine design process.

6.2 Main Achievements

A summary of the main achievements of this work is given in this section.
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e It was shown that the commonly used non-rotating wake generating bars have markedly
higher turbulence levels compared to an actual blade wake. Hence, rather than using the
wake velocity deficit to characterise wake generating bars, as proposed by Pfeil and Eifler
(1976), the strength of the wakes, indicated by the turbulent kinetic energy, should be
used in the turbine design process. Using the Magnus effect is an easy approach in order

to control and vary the wake profiles.

e By using the Magnus effect for the wake generating bars it was possible to imitate different
stator-rotor gap sizes, posing a computationally effective means to conduct parameter
studies without the need to generate and change new meshes, which might introduce errors.

The results compared well to the gap size study of a full stage of Pichler et al. (2018).

e By employing a simple roughness model, namely the parametric forcing approach (Busse
and Sandham 2012), the computational costs were able to be reduced compared to fully

resolved roughness cases, allowing for a roughness parameter study.

e Based on the roughness parameter study in the linear low-pressure turbine cascade it was
shown that the forcing model behaves well regarding the admissible roughness height, kqg.m.,
and the critical roughness Reynolds number, Rej. Furthermore, the same behaviour as
fully resolved rough surfaces were observed. Hence, it was possible to simulate transitional
cascade flows with the roughness model, which renders the PFA a valuable approach for
parameter studies during the turbine design stage in order to gain first insights into the

effects of roughness.

e Large eddy simulations of a linear low-pressure turbine cascade with a fully resolved as-cast
roughness patch on the blade’s suction surface were carried out. The extended boundary
data immersion method for complex geometries was able to successfully represent the as-
cast roughness. The simulation showed the combined effect of incoming wakes and surface
roughness, leading to higher profile losses due to additional turbulent streaks and vortices
during the wake passing cycle, which emerge from the distinct roughness peaks of the

as-cast patch.

6.3 Future Work

During this work it was not possible to address all the emerging questions. Hence, some ideas

and suggestions for future work are outlined in this section.

As noted in chapter 5 the obtained roughness density values in the transition study were too low
in order to have an effect on the turbulent channel flow at friction Reynolds number Re, = 180.
This was due to the only marginal blocking effect of the forcing model. Hence, it is recommended
to test the modified parametric forcing approach proposed by Forooghi et al. (2018), who used
an additional linear forcing term to account for viscous drag effects, and run further parameter
studies in laminar-turbulent channel flows. Furthermore, it is still not clear how the box shape
function height, 2h, and the domain dimensions should be chosen when comparing to a real
roughness case. More simulations with different domain heights need to be carried out to further

investigate the form drag and blockage effects of the forcing model.



126 Chapter 6 Summary and Outlook

The first order formulation of the extended boundary data immersion method was used for the
roughness simulations. Implementing the second order formulation (Schlanderer et al. 2017) for
the complex geometry treatment should result in more accurate flow solutions, allowing for a
better assessment of the roughness effects in the vicinity of the surface. This might also remove
the differences in the Reynolds stresses observed in the grit blasted channel flow simulations in

section 3.2.2.

Regarding the surface roughness simulations in the linear low-pressure turbine cascade several
things might be worth considering. So far the roughness patch was merely mapped onto part of
the blade surface. In order to further investigate the effects of roughness on the laminar boundary
layer of the turbine blade, an as-cast roughness patch covering the whole suction surface, and
even the pressure surface, is recommended. This might also clarify the combined effects of
roughness with strong surface curvature and favourable pressure gradients. Moreover, the used
roughness patches increased the effective blade thickness, making it difficult to draw conclusions
between smooth and rough blade simulation cases. Hence, a thinner blade or cavity needs to be
used in order to align the roughness mean height with the original T106 blade surface, similar
to the grit blasted channel flow case. Following the example of Thakkar et al. (2017b), a set of
different rough surface geometries could be simulated to further enhance the understanding of
roughness effects. This would also make it possible to narrow down the vast range of equivalent
sand-grain roughness correlations for turbomachinery applications, as noted by Bons (2010), and

give manufacturers more reliable roughness manufacturing and maintenance thresholds.

Another point worth investigating might be the combined effect of different incoming wake
profiles and surface roughness, similar to the investigation in chapter 4. However, in order
to keep things more simple and computationally less costly the imposition of wake profiles as
inlet conditions is suggested, rather than simulating upstream bars. Especially when one is not
particularly concerned with the potential effect between the stator and the rotor (Hodson and
Howell 2005b; Korakianitis 1993; Pichler et al. 2018).
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Rotating Cylinder

A.1 Literature Review

Even though a rotating cylinder is a very basic case it is still extensively investigated. Rao et al.
(2014a) presented a review of the past and present research of the wake transition of rotating
cylinders. In figure A.1 different wake states for different Reynolds numbers and rotation rates

a are shown (Rao et al. 2014a). The rotation rate « is defined as follows

o= %, (A1)
where w, D and Uy, are the angular velocity, the cylinder diameter and the freestream velocity,
respectively. There are two main flow states, namely the ‘Shedding’ and the ‘Steady’ state that
depend on the rotation rate. In the steady state there is no wake shedding and the flow is
completely time independent. Furthermore, Mittal and Kumar (2003) and Pralits et al. (2010)
observed two modes in the steady state, ‘Mode I’ and ‘Mode II’, characterising the shape and
structure of the cylinder wakes. In ‘Mode I’ the wake “forms a ‘tail-like’ structure”, whereas in
‘Mode I’ “the shear layers wrap around the rotating cylinder” (see fig. 1.6) (Rao et al. 2014a).
In the ‘Mode I’ shedding region (Rao et al. 2014a) a van Kérmén vortex street is generated.
‘Mode IT’ shedding is characterised by a single-sided vortex that is shed by the cylinder (Rao
et al. 2014a). As can also be noticed, for certain Reynolds numbers and rotation rates the
wake can reach a completely steady state where no vortex is shed. The steady states and the
shedding modes I and II are characterised as two-dimensional modes. In contrast to that, modes
A-F’ are three-dimensional modes that grow on the two-dimensional modes and are unstable to

perturbations in the spanwise direction.

Mittal and Kumar (2003) carried out two-dimensional DNS simulations of a rotating cylinder at
Reynolds number Re = 200 and various rotation rates. As can be seen in figure A.2 fairly high

lift coefficients C|, can be achieved.
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FIGURE A.1: Wake state and instability mode regions for different Reynolds numbers and

rotation rates (Rao et al. 2014a).
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FIGURE A.2: Cf and Cp of a rotating Cylinder for varying rotation rates «; reproduced from

Mittal and Kumar (2003)
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In the rotation rate region for 0 < a < 1.9 mode I shedding occurs. After that the flow reaches
a steady state until a rotation rate of & = 4.3. A smaller region of mode II shedding is followed
by a second steady state area. However, the focus in this work is to mimic blade wakes and thus

rotation rates in the mode I shedding region will be chosen.

A.2 Further Validation Cases

As already mentioned, in this work moving bars are used to generate the periodically incoming
wakes in the linear cascade simulations. The aim is to represent the bars by the boundary data
immersion method (see section 2.2.2) on a Cartesian grid rather than a body-fitted mesh. This
simplifies the mesh generation and additionally reduces the required number of blocks and thus

characteristic interfaces.

In the following subsections three validation cases are presented. Additionally, a BDIM validation
case in a linear LPT setup is given in section 4.1.1. Compressible DNS simulations at a Reynolds
number Re = 200 and rotation rates o = 0.0,0.5 and 4.8 were carried out. Time dependent data
was captured at 360 points around the cylinder with an offset of one smoothing region thickness
of € from the actual wall boundary. Furthermore, a bilinear interpolation was used to obtain the
flow values at the 360 capturing points. For the comparison the drag and lift coefficients Cp

and Cp, respectively, are used which are defined as follows:

Fp,+ F
Fr,+ F
CL=CrLp+CrLys= %- (A.2)

where po is the free stream density, Uy, is the free stream velocity and D denotes the cylinder
diameter. The pressure and friction contributions to the drag coefficient Cp, and Cp ¢, as
well as the contributions to the lift coefficient C' , and C ¢ are calculated by the pressure and

friction forces pointing into the respective direction. These forces are defined by

Fp,= f{ (p-ng)ds, Fp = 7{ (Tw - 1z)ds,
Iy Ty

Fr,= % (p-ny)ds and Fp, y = ?{ (Tw - My)ds. (A.3)
Iy

Ty

Here p, 7, n, and n, are the surface pressure, the skin friction, the normal surface vector in

the streamwise and in the pitchwise direction, respectively.

In the following the test cases and the results are discussed.

A.2.1 Flow Past a Circular Cylinder

For the non-rotating cylinder a grid convergence study is conducted and a comparison between

values found in the literature and the obtained results is made.
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The flow domain and grid is depicted in figure A.3. The domain and cylinder size was chosen
according to the incompressible simulations done by Maertens and Weymouth (2013). Char-
acteristic inflow (red line), non-reflecting boundary (green) and non-reflecting outflow (blue)
conditions were used which are mentioned in section 2.2.4. A zoomed view of the cylinder region

shows a uniform Cartesian grid which is stretched towards the boundaries.

FIGURE A.3: Domain and grid of the non-rotating cylinder case 2NR120. The size is 29D x29D

and the cylinder has a diameter of size D. The red line denotes the soft characteristic inlet

condition mentioned in subsection 2.2.4; the blue and green lines are characteristic outlet
conditions.

Several simulations with different cylinder resolutions and Mach numbers were carried out and
a summary is listed in table A.1. For the grids 1INR120 and 2NR120 the second-order BDIM
approach, indicated by ‘(2nd)’, was used as well. The cylinder is resolved by D/Az grid points
along its diameter. Even though the flow at a Mach number of M = 0.2 can be considered as in-
compressible, two additional simulations at M = 0.1 were run in order to examine compressibility

effects.

TABLE A.1: Summary of non-rotating cylinder cases at Re = 100

Grid Points D/Axz  Mach number M
INR120 (2nd) 145,161 120 0.1
2NR80 103,041 80 0.2
2NR120 (2nd) 145,161 120 0.2
2NR200 251,001 200 0.2

Grid Convergence:

For the grid convergence study three different grids are used where the cylinder is resolved by

D/Az = 80,120 and 200 points across its diameter. The simulations were carried out at Mach
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number M = 0.2 and the first-order BDIM approach was applied. The drag coefficient C'p and

its pressure and friction contribution Cp , and Cp, s, respectively, are shown in figure A.4.

1.3} —-— Cp
1.2} ——Cp, ||
1.1 *
1 | | |
2NR8&0 2NR120 2NR200
0.4
—-—-Cp ¢
0.35 - !
—e
035  o— —— .
0.25 |- |
| | |
2NR8&0 2NR120 2NR200

FIGURE A.4: Overall drag coefficient as well as pressure and friction contribution for different
grid resolutions.

As can be seen Cp remains almost constant for all three cylinder resolutions. This is due to the
decreasing pressure and increasing friction contribution that do not show a converged state even
for the highest chosen resolution. As the 2NR200 grid consists already of about 250,000 points
in the 2D plane, the BDIM approach might not be feasible for 3D simulations where an accurate

prediction of the drag, and especially its pressure and friction contributions, is necessary.
Validation:

For a comparison of the obtained data, the results from Maertens and Weymouth (2013) are
used which validated the BDIM in their flow solver with other numerical and experimental data.
In contrast to the bilinear interpolation that was used within this work to extract data at the
points close to the BDIM boundary, they used a one-sided direct informed kernel (DIK) method,
which is derived in Weymouth (2008). Even though the xNR120 grid is not fully converged, as
shown in the last section, it was used for the comparison as it matches the cylinder resolution of
the case in Maertens and Weymouth (2013). Simulations with the first- and second-order BDIM
approach and two different Mach numbers M = 0.1 and 0.2 were carried out. The results are
shown in tables A.2 and A.3.
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TABLE A.2: Comparison of drag and lift coefficient with Maertens and Weymouth (2013).
Kernel half-width € = 2Ax and cylinder resolution D = 120Az

Source Cp Cr,
2NR120 1st 1.36 &£ 0.010 £ 0.327
INR120 1st 1.35 £ 0.007 =+ 0.340
2NR120 2nd 1.34 £ 0.008 =+ 0.314
1INR120 2nd 1.32 £ 0.008 £ 0.320
Maertens and Weymouth (2013) 1st  1.31 £ 0.009 =+ 0.321
Maertens and Weymouth (2013) 2nd  1.31 £ 0.009 =+ 0.313

In the table A.2 the total drag Cp and the total lift C, coefficients are compared. As can be
seen, both total coeflicients compare well with the reference data. However, by choosing the
second-order approach and decreasing the Mach number, C'p decreases slightly and matches
values from the literature more closely. Moreover, a decrease in Mach number also results in a

slightly higher amplitude of the lift coefficient.

Table A.3 shows the friction and pressure contributions to the lift and drag coefficient. Again,
the first-order BDIM approach results in slightly higher values. What can also be seen from this
table is, that decreasing the Mach number causes an increase in the friction contribution to the

drag and a decrease in the pressure contribution.

TABLE A.3: Results of the friction and pressure contribution to the drag and lift coefficient.
Comparison with Maertens and Weymouth (2013). Kernel half-width e = 2Az and cylinder
resolution D = 120Ax

Source Cpy Cpyp Cry Crp
2NR120 1st 0.31 £ 0.0009 1.05 £ 0.0096 =+ 0.037 =+ 0.296
INRI120 1st 0.32 £ 0.0006 1.03 £ 0.0067 =+ 0.039 =+ 0.307
2NR120 2nd 0.30 4+ 0.0006 1.04 4+ 0.0080 =+ 0.035 =+ 0.287
1INR120 2nd 0.30 £ 0.0008 1.02 £ 0.0071 £ 0.034 =£ 0.292
Maertens and Weymouth (2013) 1st  0.30 & 0.0008 1.01 £+ 0.0085 =+ 0.035 =+ 0.292
Maertens and Weymouth (2013) 2nd  0.30 + 0.0007 1.00 £+ 0.0081 + 0.034 =+ 0.285

A.2.2 Flow Past a Slowly Rotating Cylinder

The domain size for the rotating cylinder cases is 60D x 60D and the boundary conditions are

the same as for the non-rotating case.
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FIGURE A.5: Domain of the rotating cylinder cases. The size is 60D x 60D and the cylinder
has a diameter of size D.

A summary of the simulations at the low rotation rate is listed in table A.4. Four different
cylinder resolutions at a Reynolds number of Re = 200 and Mach number M = 0.1 were used.

The extension 'B’ denotes the cases where a bigger domain size of 150D x 150D was used.

TABLE A.4: Summary of rotating cylinder cases with rotating rate a = 0.5 and Re = 200

Grid Points D/Axz  Mach number M
1NR60 70,531 60 0.1
1NR60 2nd 70,531 60 0.1
1INR120 126,511 120 0.1
1NR200 267,841 200 0.1
1NR300 446,641 300 0.1
1NR300B 521,451 300 0.1
1INR300B 2nd 521,451 300 0.1

Grid Convergence and Validation: Figure A.6 shows the grid convergence of the total drag

coefficient C'p and its pressure and friction contribution Cp , and Cp f, respectively.
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FIGURE A.6: Convergence of the drag coefficient and its pressure and friction contribution
parts.

A similar convergence behaviour to that in the non-rotating case can be seen. The overall drag
changes only slightly on account of the contrary trend of the pressure and friction parts. The
lift coefficient C, and its parts show the same pattern, as can be observed in figure A.7. An
important point to note is that the rotating cylinder at this rate already creates a fairly high lift
coefficient.

The slightly slower convergence rate, compared to the non-rotating case, may be due to both
the additional rotation and the higher Reynolds number and thus a less resolved boundary layer
by the BDIM approach.
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FIGUurReE A.7: Convergence of the lift coefficient and its pressure and friction contribution
parts.

The Cp, — Cp plot in figure A.8 shows one complete shedding cycle. As can be seen, the lowest

resolved case with the first order BDIM framework over-predicts the drag coefficient, whereas
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with the second order enhancement an under-prediction of both, the drag and the lift coefficient
is apparent. By increasing the domain size for the highest cylinder resolution there is only a
slight change in the result. When the second order BDIM is used, a very good fit with the
incompressible DNS results of Mittal and Kumar (2003) is achieved. It can be concluded that a
sufficient resolution is needed in order for the second order method to perform better than the
first order BDIM.

The values of the lift coefficient and the shape of all three refinement levels compare fairly well
with the data from the literature. However, the drag is slightly off, which is a general problem
already mentioned in the literature. Rao et al. (2013) compared results for three different rotation
rates a = 1,2 and 3 with Mittal and Kumar (2003) and Padrino and Joseph (2006). All three
obtain lift coefficients that compare quite well, but have large discrepancies in the drag coefficient.
Martin-Alcantara et al. (2015) simulated rotating cylinders with the CFD solver OpenFOAM®
and noticed a large discrepancy in the drag coefficient for « = 3.0 compared to Mittal and Kumar

(2003), whereas the lift coefficients agree very well.

—— NR60

—— NR60 2nd

— NR300

—— NR300b

—— NR300b 2nd
e Mittal

FIGURE A.8: Comparison of the drag and lift coefficients with Mittal and Kumar (2003)

A.2.3 Flow Past a Fast Rotating Cylinder

A high rotation rate of o = 4.8 was chosen to test the capabilities of the BDIM approach. At this
rate the flow reaches a steady state and the streamlines wrap around the body and the stagnation
point (black dot) moves away from the cylinder boundary, as can be seen in figure A.9. In total,
nine different cases were simulated which are summarised in table A.5. For the grid convergence
study 5 different cylinder resolutions are compared. The highest resolved grid reaches almost
one million cell points in the 2D plane. A comparison is drawn between the data obtained by the
BDIM and the results from Mittal and Kumar (2003). Furthermore, the influence of the Mach

number on the drag and lift coefficient is investigated.
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FIGURE A.9: Streamlines and velocity magnitude contour of rotating cylinder with rotation
rate a = 4.8. The black dot denotes the stagnation point.

TABLE A.5: Summary of rotating cylinder cases with rotating rate o = 4.8 and Re = 200

Grid Points D/Az Mach number M
03NR60 70,531 60 0.03
03NR120 (2nd) 126,511 120 0.03
03NR200 267,841 200 0.03
03NR350 551,425 350 0.03
03NR500 939,241 500 0.03
01NRG60 70,631 60 0.01
02NR60 70,631 60 0.02
03NR60 70,531 60 0.03

Grid Convergence:

The results of the grid convergence of the rotating cylinder with high rotation rate is shown in
figure A.10. The total drag and lift coefficients and their pressure and friction contributions are
plotted for 5 different levels of resolution. As can be seen, both the drag and the lift values are
not fully converged even for the most resolved grid with almost one million grid points. Similar
to the previous cases, the friction contribution is underestimated and the pressure contribution
is overestimated for coarser cylinder resolutions. This can be observed in particular for the lift
coefficients. A reason for this might be due to the data capturing, which is done at a distance
of one smoothing region length € away from the actual body surface. As a consequence, the
boundary layer is not properly captured and resolved. An indicator for this could also be the
results obtained by the second-order BDIM approach denoted by the squares for the 03NR120
case. As already mentioned in section 2.2.2, the second-order approach tries to tackle the velocity
gradient discontinuity at the boundary. Especially for the lift coefficients the difference between

the first- and second-order approach is apparent.
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FiGURE A.10: Convergence of the drag and lift coefficients and their pressure and friction
contribution parts. The squares denote the results with the second-order BDIM approach.

Validation:

As before, the results are compared with the data from Mittal and Kumar (2003) and the
comparison can be seen in table A.6. The drag and lift coefficients of both the coarsest and
the finest grid are listed. A large discrepancy in the drag coefficient Cp is apparent. Even for
the finest grid the value is an order of magnitude off compared to the results obtained from the
literature. However, the lift coefficient C', compares fairly well. As already mentioned earlier, the
drag coeflicient seems to give different results for different flow solving methods used throughout
the literature. These differences increase as the rotation increases. Martin-Alcdntara et al.
(2015) found in their simulations that the domain size plays an important role. They noticed a
large change of the drag coefficient when they increased the radius of their circular domain from
30R to 100R. The value of Cp dropped from above 0.5 to under 0.2 and by further increasing
the radius to 250R it reached approximately a value of 0.1. Thus, as the chosen domain size in
this work lies in the range where marked changes are present, further simulations with a bigger
domain have to be done. Additionally, a control volume approach is used in order to calculate
the total drag Cp and the total lift C';, by the momentum exchange. The results obtained by
this approach match the ones gathered at the boundary of the body. This gives confidence in

the simple bilinear interpolation method used for the data-capturing.
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TABLE A.6: Comparison

Grid Cp Cr
03NR60 1.58 27.81
03NR500 1.37 25.86

Mittal and Kumar (2003) 0.15 25.70

As the previously mentioned results in the literature were all obtained using the incompressible
Navier-Stokes equations, simulations at three different Mach numbers were carried out in order
to investigate the influence of possible compressibility effects. The coarsest grid xXNR60 was used
and the results are shown in figures A.11 and A.12. As can be seen, by decreasing the Mach
number the drag slightly decreases and the lift slightly increases. As far as the drag is concerned,
only the friction contribution changes and the pressure contribution stays constant. In the case
of the lift, both contributions change. It can be concluded that, even though the local Mach

number in the vicinity of the rotating body is lower than 0.3, compressibility effects occur.
In figure A.13 the distribution of the pressure coefficient Cp, which is defined as follows

P — Poo

Cp=——to
P 0.5p U2

(A.4)
along the cylinder surface is shown. The coefficient is fairly low on the bottom part of the
cylinder, where the highest flow velocity is reached, compared to the top part, where the flow is

slowed down. This explains the high lift forces achieved by the fast rotating cylinder.
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FIGURE A.11: Influence of Mach number variation on Cp for cases xNR60.
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FIGURE A.13: Pressure coefficient Cp distribution on cylinder surface of coarsest and finest
grid.

The main purpose of this work is to investigate the potential effects created due to the lift of a
rotating cylinder on the LPT cascade. The results for the lift show that they match the data
taken from the literature for all three cases @ = 0.0,0.5 and 4.8 fairly well. This gives confidence

in the suitability of the BDIM approach as wake generates in the linear LPT cascade.






Appendix B

Influence of different Wake
Profiles on the linear

Low-Pressure Turbine Cascade

Figure B.1 shows the velocity contours, the edge of the boundary layer (black dashed) and the

displacement thickness, 6* (white dashed), on the suction surface of the turbine blade.
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FIGURE B.1: Velocity contours, edge of the boundary layer (black dashed line) and displace-

ment thickness, %, (white dashed line) along the suction surface for the non-rotating bar case

Ry, the counter-clockwise rotating bar case Ri, the clockwise rotating bar case R_; and the
reference case R,.y without bars.

The most striking feature that can be observed is the length of the separation bubble for the
reference case and its wall-normal extension into the blade passage. The boundary layer remains
laminar until the top of the bubble, then transitions and closes the separation shortly before the
trailing edge. The cases Ry and R_; show very similar contours. A small separation bubble for
case R; can also be observed. The most apparent differences can be observed in the thickening

of the displacement thickness for cases R,.; and R; due to the separation bubbles.



Appendix C

Influence of Surface Roughness in
a linear Low-Pressure Turbine

Cascade

C.1 Grid Convergence of the LES Simulations with the

As-cast Surface Roughness

In this section further plots concerning the grid convergence study (see sec. 5.2.2) of the as-cast

roughness patch simulations are presented.

Figure C.1 shows the different spanwise roughness resolutions for AC),, and AC. 5.
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FicurRE C.1: Comparison between the spanwise roughness resolution for cases ACy., (left)
and AC¢ nw (right). The spanwise cell size of the finer case, ACy., is around 75% compared
to the coarser case.

Figures C.2 to C.4 show the tangential velocity, U, the turbulent kinetic energy, TKE, and the

turbulent kinetic energy production, P, contours along the blade suction surface, s/S.
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Ficure C.2: Tangential velocity, Us, contours along the blade suction surface, s/S. The

dashed black, white and red lines depict The boundary layer edge, the displacement thickness,

0%, and the momentum thickness, ©, are denoted by the dashed black, white and red lines,
respectively.
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F1GURE C.3: Turbulent kinetic energy, T K E, contours along the blade suction surface, s/S.
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FiGURE C.4: Production of turbulent kinetic energy, P, contours along the blade suction
surface, s/S.

The normalised wall normal distance is denoted by n. Furthermore, the dashed black, white and
red lines depict the boundary layer edge, the displacement thickness, §*, and the momentum
thickness, ©, respectively. The white tangential velocity, U;, regions indicate velocity values
< 0.0.

Almost identical flow features can be observed in all contour plots. The negative velocity region
only shows marginal differences. In both cases the small TK FE spots between s/S = 0.3—0.34 are
captured. Furthermore, the same erratic turbulent kinetic energy production behaviour ranging
from s/S = 0.3 to 0.55 can be seen for AC),, and AC. ,.,, which gives confidence in the chosen

grid resolution.

C.2 Modelled Surface Roughness with the Parametric Forc-
ing Approach

C.2.1 Varying Roughness Densities, «, at constant Roughness Height,
h =15

In figure C.5 contour plots of the time-averaged and normalised tangential velocity, Uy, for the
reference case, R,.f, - no bars and no roughness - and the varying roughness density cases are

depicted.
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Ficure C.5: Contour plots of normalised tangential velocity, U, along the blade suction
surface for different roughness densities at constant roughness height.

The contours are plotted along the suction surface, s/S, and the wall normal distance, n, which is
normalised by the chord length, c¢. The thick black, white and red dashed lines show the boundary
layer edge, the displacement thickness, §*, and the momentum thickness, O, respectively, whereas
the thin dashed white line represents the height, h, as well as the start and end point of the

roughness forcing term.

As can be observed, for all cases but the reference one, R,.¢, the separation bubble is suppressed
and the contours reveal a fairly similar velocity profile, with a peak velocity of U; ~ 1.8 at
around s/S ~ 0.5 (s2/5) and n =~ 0.01. Furthermore, by increasing the roughness densities the

boundary layer thickness increases once the transition to a turbulent boundary layer occurrs.

Figure C.6 shows the turbulent kinetic energy, T K E, contour plots for the different roughness
densities at constant roughness height.
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FIGURE C.6: Contour plots of the normalised turbulent kinetic energy, T K F, along the blade
suction surface.

As one would expect, for the reference case the TKE remains minimal along the blade and
only rapidly increases once the laminar separated shear layer has fully transitioned, leading to
a reattachment. For increasing roughness densities three things can be observed. Firstly, the
upstream shift of the transition point is apparent. Secondly, the peak T'KE location follows
this trend. Thirdly, the transition point and peak T K FE location shift allow for larger elevated
turbulent kinetic energy regions for higher a values, which leads to the observed increase in
momentum thickness. However, the peak TKE drops by about 5% between cases F,gx0 and

F.6n15 and then reaches its maximum for F10x15; see table C.1.

TABLE C.1: Peak TKE values for the different roughness density cases.

Rref FaOhO Fa4h15 Fa6h15 Fa8h15 FathlS

0.2100 0.0783 0.0751 0.0747 0.0782 0.0864
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The decrease might be explained by the slight blocking effect (form drag increase) due to the
added roughness forcing, which was already discussed in chapter 5. For the highest density value
this blocking effect is overshadowed, leading to an enhancement of the velocity fluctuations rather

than a damping.

In figure C.7 contour plots of the TK E production P for the different cases are shown.
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FicUure C.7: Contour plots of the production of turbulent kinetic energy, P, along the blade
suction surface.

Small spots with high P values can be observed at the leading edge within the boundary layer
for all but the reference case, which is due to the missing incoming wakes. Furthermore, white
regions denote negative T K E production and hence indicate energy transfer towards the mean

flow.

Moving further along the blade’s suction surface P remains fairly low until the transition point
occurs, where a sudden increase of TKE production can be observed. These spots occur right

before the high TK F spots shown in figure C.6. The increase of production of turbulent kinetic
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energy is at the height of the displacement thickness, *, and not directly at the roughness,
which was also observed by Tsikata and Tachie (2013). For increasing roughness densities the
high regions of P move upstream and increase the production values. Moreover, an L-shape form
is apparent, which explains the observed wedge-like increase of TK E as well as the thickening of
the momentum rather than the displacement thickness. This was also shown by the dominance
of momentum growth expressed by the decrease of the shape factor, H, once transition has
occurred. Owing to the suppression of the separation bubble, the extreme TKFE production

observed for the reference case is prevented.

The results are in line with Stripf et al. (2009), who stated that roughness has no effect on
the laminar boundary layer, but on the onset of transition and the turbulent boundary layer.
The fluctuations prior to transition were not affected by the different roughness density values.
However, for increasing a values the transition location and the turbulent boundary layer were

changed.
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C.2.1.1 Varying Roughness Heights, h, at constant Roughness Density, a = 10

Figure C.8 shows the turbulent kinetic energy, T K FE, contour plots.
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Ficure C.8: Contour plots of normalised turbulent kinetic energy, TKF, along the blade
suction surface for different roughness heights at constant roughness density.

Again, there are no observable differences between the cases with no roughness and the smallest

roughness height apart from a slightly higher peak T K E value, see table C.2.

TABLE C.2: Peak TKFE values for the different roughness height cases.

Ry Foono  Fatonsa  Fatonis  Faionso  Fatonso

0.2100 0.0783 0.0801 0.0864 0.1130  0.1366
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By further increasing the height both the location of the peak TKE as well as the peak TKE
value itself substantially change. Moreover, the elevated T K E region increases considerably in

a wedge-like shape.

Looking at the turbulent kinetic energy production in figure C.9, large values of P for cases

Foio0n30 and Fui0n50 can be observed right after transition occurred.
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a10h30
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FicUure C.9: Turbulent kinetic energy production, P, contour plots along the blade suction
surface.

The high production regions are slightly above the displacement thickness height, fairly distant
from the roughness, indicating the sudden transition in the shear layer. Interestingly, a small
negative T K E production spot is located directly before the start of the forcing region for case

Foi0n50 very close to the wall, where the steep drop of the shape factor was seen.
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C.2.1.2 Varying Roughness Lengths, [, at constant Roughness Density, o = 6 and
Height, h = 15

Figure C.10 shows the velocity contours along the blade’s suction surface from the leading to

the trailing edge of the different roughness patch length cases.

0.05

0.04

0.03

0.02

0.01

0.00

0.05

0 h15,aft
0.04

0.03
0.02
0.01
0.00

0.05

s/S

Ficure C.10: Tangential velocity, Uy, contour plots along the blade suction surface for the
different roughness patch length cases.

The velocity field outside the boundary layer is similar for all cases. In case of Fuenis,LE a
slightly increased boundary layer thickness can be observed, which can probably be attributed
to the turbulent boundary layer being exposed to roughness for a longer distance. A bump in
the displacement thickness and boundary layer edge between s/S = 0.6 — 0.8 for case Fagp15,a 1t

is apparent, too.

The TKE contours for the three cases are presented in figure C.11.
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FiGure C.11: Normalised T K E contour plots over the blade’s suction surface.

The most apparent differences that can be observed are the different onset of transition positions,
marked by the tip of the wedge-like TK FE regions. Furthermore, the highest TK E values are
achieved by the shortest roughness patch, whereas the full length surface roughness generates

the lowest turbulent kinetic energy levels, see table C.3.

TABLE C.3: Peak TKFE values for the different roughness patch length cases.

Foonis  Fasnisaft  Fashis,LE

0.0747  0.0803 0.0687

The contour plots of turbulent kinetic energy production, P, see figure C.12, reveal the same

behaviour as the TK E contour plots.
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F1GUuRE C.12: Turbulent kinetic energy production, P, contour plots along the blade surface.

Interestingly, for case Foen15,1E elevated T K E production values along the whole suction surface
at the displacement thickness height, 0*, are evident. This explains the slightly earlier onset of

transition, compared to Fygn15, and the smoother and less rapid transition process.
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