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UNIVERSITY OF SOUTHAMPTON
ABSTRACT

FACULTY OF ENGINEERING AND PHYSICAL SCIENCES
PHYSICS AND ASTRONOMY

Doctor of Philosophy

ISOSPIN-BREAKING CORRECTIONS AND QED FINITE-VOLUME
EFFECTS FOR MESON MASSES AND THE HADRONIC VACUUM

POLARISATION

by James C. Harrison

The search for new physics requires experimental tests of the Standard Model, with the aim of
identifying the limits of its validity. In an effort to produce more precise theoretical predictions
with which to confront experimental results, lattice quantum chromodynamics calculations of
some hadronic quantities are now reaching a precision at which isospin-breaking corrections
become significant. An example is the hadronic vacuum polarisation (HVP) contribution to the
muon anomalous magnetic moment. In the first part of this work, we compare two different
methods for including electro-quenched QED corrections in lattice QCD calculations; a non-
perturbative, stochastic approach, and a perturbative approach. We calculate isospin-breaking
corrections to meson masses and the HVP on a 243⇥64 lattice with pion mass m

⇡

= 340MeV and
inverse lattice spacing a�1 = 1.78 GeV. We find agreement between results obtained using the
two methods, up to O �↵2

�

effects which are present only in the data from the stochastic method.
We find that the electromagnetic correction to the HVP contribution to the muon anomalous
magnetic moment is less than 1% for the up quark and 0.1% for the strange quark, and the
strong isospin-breaking correction is ⇡ 0.9%. These results constituted the first calculation of
isospin-breaking corrections to the HVP, although this is an exploratory calculation at larger-
than-physical light quark mass. Comparing the precision achievable with the same computational
cost from each method, we find that the stochastic method can produce results with smaller
statistical errors.

Large systematic effects typically arise as a result of restricting QED to a finite volume, and
correcting for these effects in lattice calculations including QED is an important area of study.
In the second part of this work, we develop a new technique for numerical calculation of QED
finite volume effects using efficient lattice simulations of scalar QED. We verify the method by
comparing numerical calculations of QED finite volume effects for the self energy of a scalar
particle and for the HVP with analytical calculations of the same effects. We find that our
numerical method can produce results with sufficiently high precision to resolve discretisation
effects, and that after correcting for these effects our results agree with the analytical predictions
up to exponentially-suppressed finite volume effects neglected in the analytical calculations. We
find that the leading QED finite volume correction to the HVP is O �1/L3

�

, meaning that these
effects are negligible in lattice calculations of the HVP at current achievable precision. We also
implement a new technique to suppress QED finite volume effects by modifying the photon
action, and demonstrate that it can be used to suppress the relative size of scalar mass finite
volume effects to less than 1%. The numerical method we have developed is applicable to a
wider range of processes, towards cases where analytical computations would be difficult.
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Chapter 1

Introduction

The Standard Model (SM) is currently our best theoretical description of the universe at the
smallest length scales, and has been verified by many experimental measurements [9–12]. How-
ever, there are observations that the SM is unable to explain, including the nature of dark matter
and dark energy [13], and it is also unable to describe gravitational interactions. Physicists hope
that, by improving the precision of both theoretical predictions and experimental measurements,
a discrepancy between the SM and experiment will be found which gives clues as to the nature
of new physics beyond the SM. While there are discrepancies between SM predictions and exper-
imental measurements of some quantities, none have yet reached the significance of 5 standard
deviations required to constitute a discovery of new physics [10].

One example of a quantity for which there is a discrepancy between theory and experiment is
the muon anomalous magnetic moment, a

µ

. For many years there has been a tension between
Standard Model predictions and experimental measurements of a

µ

, which currently stands at 3.5
standard deviations [10]. New experiments E989 at Fermilab [14] and E34 at J-PARC [15] are set
to reduce the experimental error in the measurement, and the proposed MUonE experiment [16]
will measure the leading-order hadronic contribution to a

µ

. It is therefore important to also
increase the precision of the SM prediction. The largest source of theoretical uncertainty in the
SM prediction of a

µ

comes from the hadronic sector, described by quantum chromodynamics
(QCD) [10].

The low-energy regime of QCD cannot be studied from first principles using perturbative tech-
niques, due to the strong coupling. Lattice QCD is a non-perturbative numerical approach
which can be used to calculate QCD expectation values. Until recently, lattice QCD calcula-
tions usually used an isospin-symmetric approximation, in which electromagnetic interactions
are neglected and the up and down quarks are treated as identical particles. This choice was
justified, as isospin-breaking corrections enter at O (↵) and O ((m

d

� m
u

) /⇤QCD), where ↵ is
the fine-structure constant, m

u

and m
d

are the masses of the up and down quarks, respectively,
and ⇤QCD is the energy scale at which QCD becomes strongly coupled, and these corrections
are therefore expected to be O (1%) of the isospin-symmetric values. Until recently, these effects
were smaller than the typical error in lattice QCD results, and could therefore be neglected.
However, lattice calculations of some quantities, including the leading hadronic contribution to
a
µ

, are now approaching 1% precision [17], at which point isospin-breaking corrections become
important.

1



2 Chapter 1 Introduction

There are challenges involved with the inclusion of isospin-breaking effects in lattice QCD cal-
culations. The numerical simulations involved in lattice QCD require significant computational
resources, and this computational cost is increased by the necessity to treat up and down quarks
as non-identical particles. Several methods for including electromagnetic effects on the lattice
have been developed and used by different groups within the lattice QCD community [18–25].
In the first part of this work, we make a direct comparison of results from two commonly-used
methods, in order to establish which method produces the more precise results. We also assess
practical issues with the interpretation of results from these methods. As a part of this com-
parative study we also make a first exploratory calculation of isospin-breaking corrections to the
leading hadronic contribution to a

µ

, for unphysical simulation parameters, and find that they
are of the order of 1%, as expected [3].

A further issue arises when electromagnetic interactions are included in lattice QCD calculations.
These interactions have an infinite range, and electromagnetic corrections therefore suffer from
large systematic effects when restricted to a finite volume [21]. Calculations of these finite volume
(FV) effects are required so that they can be used to correct lattice results. In the second part
of this work we develop a numerical framework for calculating electromagnetic FV effects. We
compare our numerical calculations of FV effects with analytical predictions, to validate both
the numerical method and the analytical calculations, and we demonstrate that electromagnetic
FV effects are negligible in lattice calculations of a

µ

at the precision currently achievable [7, 8].
We also implement a method to suppress electromagnetic FV effects in lattice calculations, and
demonstrate its effect on calculations of the mass of a scalar particle.

This thesis begins with a review of some theoretical details. In Chapter 2 I introduce the Stan-
dard Model, with a particular focus on quantum electrodynamics (QED), the theory describing
electromagnetic interactions, and QCD, describing the strong interaction. Chapter 3 contains
an overview of lattice quantum field theory, including the formulation of QCD on a discrete
space-time lattice, calculating correlation functions on the lattice, and methods for extracting
observables from lattice simulation data. Chapter 4 introduces the muon anomalous magnetic
moment, with an overview of experimental measurements and SM predictions of a

µ

, followed
by a method for calculating the hadronic vacuum polarisation (HVP) from lattice QCD, and
the connection between the HVP and the leading hadronic contribution to a

µ

. The chapter
concludes with a brief review of lattice calculations of the HVP and its contribution to a

µ

.

Chapter 5 begins with an overview of efforts to include isospin-breaking corrections in lattice
QCD calculations. This is followed in Sec. 5.1 by a formulation of QED on the lattice. Sec. 5.2
introduces a non-perturbative method for calculating QED corrections to hadronic observables
through the stochastic generation of QED gauge field configurations, a method which we call
the “stochastic method”. Sec. 5.3 describes an alternative method to calculate QED corrections,
through a perturbative expansion of correlators in powers of the electromagnetic coupling. We
refer to this method as the “perturbative method”. The chapter finishes with a brief discussion of
isospin-breaking effects arising from the different masses of the up and down quarks in Sec. 5.4.

An exploratory study of isospin-breaking corrections using both the stochastic and the pertur-
bative method is presented in Chapter 6. Parameters used in the simulations are summarised
in Sec. 6.1. In Sec. 6.2, we calculate isospin-breaking corrections to pseudoscalar meson masses.
We start by introducing two different techniques required to extract mass corrections from data
generated using the two different methods, before comparing results from the two methods
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and checking that they are consistent. We calculate isospin-breaking corrections to the HVP
in Sec. 6.3, and again compare results from the two methods. In Sec. 6.4, statistical errors in
results calculated using the two methods are compared.

In Chapter 7 we present a numerical study of QED finite volume effects. After a review of previ-
ous work, an efficient numerical method for calculating QED FV effects using lattice simulations
of scalar QED is detailed in Sec. 7.1. This method is applied to the calculation of QED FV
effects for the self energy of a scalar particle in Sec. 7.2, extending previous calculations of scalar
mass FV effects. A detailed derivation of methods for extracting the self energy from lattice
correlators, and a calculation of excited-state contributions which contaminate the lattice data,
is followed by a comparison of data from our numerical calculations with analytical expressions.
The section finishes with the implementation of a method to suppress QED FV effects by modi-
fying the photon action, which we call “infrared improvement”. In Sec. 7.3, our numerical method
is applied to calculate QED FV effects for the HVP. We first derive the conserved vector current
in our lattice formulation of scalar QED, before describing the method used to calculate QED
FV effects for the HVP numerically. After deriving the counterterms necessary to renormalise
the calculation, our numerical results are compared with analytical calculations of the FV effects.

Finally, we summarise our results and draw conclusions in Chapter 8.





Chapter 2

The Standard Model

There are four fundamental interactions which describe the phenomena seen in nature. These
are the electromagnetic and gravitational interactions, which are familiar in our macroscopic
experience of the universe, along with two short-range interactions: the weak interaction, which
is responsible for radioactive decay, and the strong interaction, which binds together atomic
nuclei. The Standard Model (SM) provides a theoretical description of the electromagnetic,
weak and strong interactions as consequences of local gauge symmetries.

The SM has been verified through many experimental tests [9–12], but there are observations
which it fails to explain. These include the existence of dark matter, inferred from astrophysical
and cosmological observations including galaxy rotation curves [26] and the cosmic microwave
background [13], and the non-zero neutrino masses required to explain experimentally-observed
neutrino oscillations [27, 28]. There are other measurements which are showing tension with SM
predictions, although none are yet significant at 5 standard deviations, the accepted requirement
for a new discovery in particle physics [10]. One example of such a tension is the muon anomalous
magnetic moment [1], for which there is currently a 3.5� discrepancy between experimental
measurements and SM predictions [10]. This will be discussed further in Chapter 4. It is
hoped that by improving the precision of both experimental measurements and SM predictions,
discrepancies will be found which can give clues as to the nature of new physics beyond the SM.

In this chapter we will introduce the SM, with a particular focus on the electromagnetic and
strong interactions, which play an important role in this work. We start by summarising the par-
ticle content of the SM in Sec. 2.1. An action describing free fermions is introduced in Sec. 2.2,
and this is modified in Sec. 2.3 to produce an action which is invariant under local U(1) gauge
transformations. This section also summarises a procedure for fixing the gauge in a quantum
field theory. In Sec. 2.4 the theory of quantum electrodynamics (QED), which describes elec-
tromagnetic interactions in a quantum field theory, is introduced. The U(1) gauge-symmetric
action is generalised to the case of non-Abelian SU(N) symmetries in Sec. 2.5, and this is used
to define the theory of quantum chromodynamics (QCD), which describes the strong interac-
tion, in Sec. 2.6. The electroweak theory, describing the weak and electromagnetic interactions,
is introduced in Sec. 2.7 along with the Higgs mechanism which breaks electroweak symmetry.
Sec. 2.8 introduces Ward identities, and the chapter finishes in Sec. 2.9 with a discussion of chiral
symmetry in QCD, including the isospin symmetry which is of particular relevance to the work
presented in this thesis.
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6 Chapter 2 The Standard Model

2.1 Particle content

The SM is described by an action which is invariant under Lorentz and local SU(3)⇥SU(2)⇥U(1)

gauge transformations.

The elementary particles of the SM can be categorised according to their spin. The fermions
have spin 1

2 and are described by anti-commutative spinor fields, and the bosons have integer
spin and are commutative.

There are twelve fermions which fall into three generations, with particles in different generations
differing only by their masses. The fermions are further categorised into quarks, which interact
via all three of the fundamental gauge interactions, and leptons which do not interact via the
strong interaction. The leptons consist of the electron and its heavier cousins the muon and tau,
which have charge �1, and the neutrinos (one for each generation of electron-type lepton) which
are electromagnetically neutral and only interact through the weak interaction. Within the SM,
neutrinos are massless particles, although experimental observations of neutrino oscillations show
that they actually have very small but non-zero masses [10, 27, 28].

The up-type quarks (up, charm and top) have electromagnetic charge + 2
3 , and the down-type

quarks (down, strange and bottom) have charge � 1
3 (in units of the positron charge e). The

quarks also carry a colour charge, with three components labelled red, green and blue, which
describes their coupling to the strong interactions. At low energies the theory of strong interac-
tions exhibits confinement, causing quarks to be bound together into colour-neutral states called
hadrons. The hadrons fall into two categories: baryons, consisting of three quarks, and mesons,
consisting of one quark and one anti-quark. The property of confinement will be introduced in
more detail in Sec. 2.6.

The three gauge interactions are mediated by vector bosons, with spin 1. Electromagnetism is
carried by the photon, which is a massless, chargeless boson. The massive W± and Z bosons carry
the weak interaction, and their masses are responsible for the short range of this interaction. The
W± bosons have charges ±1 and therefore interact electromagnetically, while the Z is charge-
neutral. The strong interaction is carried by the gluons. Like the photon, gluons are massless
and charge-neutral. The finite range of the strong interaction is due to confinement.

The SM also contains the Higgs boson, a scalar boson (spin 0) which is responsible for the masses
of the weak bosons through spontaneous symmetry breaking. The recent experimental detection
of the Higgs boson at the LHC completed the experimental verification of the matter content of
the SM [11, 12].

Some properties of the SM elementary particles are summarised in Table 2.1.

2.2 The Dirac fermion action

The action for a fermion  , without interactions, is [29]

SDirac

⇥

 . ̄
⇤

=

ˆ
d4x  ̄ (x) D (x) , (2.1)

where D is the Dirac operator
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Particle Spin EM charge Interactions

up-type quarks (u,c,t) 1
2 + 2

3 EM, strong, weak

down-type quarks (d,s,b) 1
2 � 1

3 EM, strong, weak

charged leptons (e,µ,⌧) 1
2 �1 EM, weak

neutrinos (⌫
e

,⌫
µ

,⌫
⌧

) 1
2 0 weak

photon (�) 1 0 EM

W± 1 ±1 EM, weak

Z 1 0 weak

gluons (g) 1 0 strong

Higgs (H) 0 0 weak

Table 2.1: Summary of the Standard Model particles, along with some of their properties.

D = i�µ@
µ

� m , (2.2)

and m is the mass of the fermion. Throughout this chapter we will use the Einstein summation
convention, where repeated indices are summed over. The Dirac gamma matrices �

µ

are 4 ⇥ 4

matrices which obey the Clifford algebra [30]

{�
µ

, �
⌫

} = 2g
µ⌫

. (2.3)

In the chiral representation, the gamma matrices are

�0 =

 

0

0

!

, �i =

 

0 �
i

��
i

0

!

, (2.4)

where each element here represents a 2 ⇥ 2 matrix, and �
i

are the Pauli matrices [31]

�1 =

 

0 1

1 0

!

, �2 =

 

0 �i

i 0

!

, �3 =

 

1 0

0 �1

!

. (2.5)

In this representation, the four-component spinor  can be written  =

 

 
L

 
R

!

, where  
L

and

 
R

are the left-handed and right-handed components of  , respectively.

We can define a fifth gamma matrix �5 = i�0�1�2�3, which satisfies {�5, �µ} = 0. In the chiral
representation this takes the form

�5 =

 

� 0

0

!

. (2.6)

Using �5 we can define the chiral projection operators
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P± =
1

2
( ± �5) , (2.7)

such that  
L

= P� and  
R

= P+ . The only term in the action which mixes the left- and right-
handed components is m ̄ = m

�

 ̄
L

 
R

+  ̄
R

 
L

�

, so for massless fermions these components
are independent, resulting in chiral symmetry which will be discussed in Sec. 2.9.

2.3 U(1) gauge symmetry

2.3.1 U(1) gauge-invariant action

In addition to Lorentz invariance, the Dirac action in Eq. (2.1) is invariant under a global U(1)

transformation  ! ei! , for constant phase !. However, if the phase ! is allowed to vary with
position (i.e.  (x) ! ei!(x) (x)) then the action is not invariant due to the derivative in the
Dirac operator acting on the phase factor ei!(x). The action can be made gauge invariant under
local U(1) gauge transformations by replacing the derivative @

µ

by a gauge-covariant derivative

D
µ

= @
µ

+ igA
µ

, (2.8)

where A
µ

is a vector gauge field which transforms as

A
µ

(x) ! A
µ

(x) +
1

g
@
µ

!(x) , (2.9)

and g is the coupling of the gauge field to the fermion. We can also include in the action any
Lorentz- and gauge-invariant term which depends only on A

µ

. The most general U(1) gauge-
invariant action is

S
⇥

 ,  ̄, A
⇤

=

ˆ
d4x

�L
 

[ ,  ̄, A] + L
A

[A]
�

, (2.10)

L
 

[ ,  ̄, A] =  ̄ (x) (i�µD
µ

� m) (x) , (2.11)

L
A

[A] = �1

4
Fµ⌫(x)F

µ⌫

(x) , (2.12)

where F
µ⌫

is the antisymmetric field strength tensor

F
µ⌫

(x) = [D
µ

, D
⌫

](x) = @
µ

A
⌫

(x) � @
⌫

A
µ

(x) . (2.13)

2.3.2 Quantisation and gauge fixing

A quantum field theory described by the action in Eq. (2.10) can be derived by defining the
expectation value of an observable O through the path integral [32]

hOi =
1

Z

ˆ
D ⇥ ,  ̄, A

⇤

O
⇥

 ,  ̄, A
⇤

eiS[ , ̄,A] , (2.14)
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where D ⇥ ,  ̄, A
⇤

is the integration measure and the integral runs over all possible configurations
of the fields  ,  ̄ and A

µ

. The partition function

Z =

ˆ
D ⇥ ,  ̄, A

⇤

eiS[ , ̄,A] (2.15)

normalises the path integral so that h1i = 1.

Since the action is invariant under a U(1) gauge transformation, physical observables must also be
gauge invariant. As a result, integrating over all possible field configurations includes integration
over an infinite set of physically equivalent fields. For the path integral to be well-defined, the
integral over the gauge field A

µ

must be restricted to a domain over which all field configurations
are physically distinct. Such a domain can be described by a gauge-fixing condition F [A

µ

] = 0,
and choices for this condition include the Lorenz gauge F [A

µ

] = @µA
µ

[33] and the Coulomb
gauge F [A

µ

] = @
i

A
i

, i = 1, 2, 3 [34].

The following procedure can be used to fix the gauge in the path integral [35]. Considering a
gauge transformation A

µ

! A!

µ

= A
µ

+ 1
g

@
µ

!, we have the identity

ˆ
D!� �F ⇥A!

µ

⇤�

det

 

�F
⇥

A!

µ

⇤

�!

!

⌘ 1 , (2.16)

Inserting this into Eq. (2.14) gives

hOi =
1

Z

ˆ
D ⇥ ,  ̄, A

⇤D!� �F ⇥A!

µ

⇤�

det

 

�F
⇥

A!

µ

⇤

�!

!

O
⇥

 ,  ̄, A
⇤

eiS[ , ̄,A] . (2.17)

We can see from Eq. (2.9) that det
�

�F
⇥

A!

µ

⇤

/�!
�

is independent of A
µ

, so this can be factorised
out of the integral over A

µ

. As the action and the operator O are gauge-invariant, we can change
the variable A!

µ

! A
µ

. The integral over ! can then be factorised out, leaving

hOi =
1

Z

"ˆ
D! det

 

�F
⇥

A!

µ

⇤

�!

!# ˆ
D ⇥ ,  ̄, A

⇤

� (F [A
µ

]) O
⇥

 ,  ̄, A
⇤

eiS[ , ̄,A] . (2.18)

The same factorisation can be applied to the partition function, so that the integral over !
cancels, and the gauge-fixed path integral is

hOi =
1

Z

ˆ
D ⇥ ,  ̄, A

⇤

� (F [A
µ

]) O
⇥

 ,  ̄, A
⇤

eiS[ , ̄,A] , (2.19)

Z =

ˆ
D ⇥ ,  ̄, A

⇤

� (F [A
µ

]) eiS[ , ̄,A] . (2.20)

Alternatively, the Dirac delta function � (F [A
µ

]) can be replaced by a Gaussian function [35]:

hOi =
1

Z

ˆ
D ⇥ ,  ̄, A

⇤

O
⇥

 ,  ̄, A
⇤

eiS[ , ̄,A]e�i

1

2⇠

´
d

4

xF [Aµ(x)]2 . (2.21)
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Choosing F [A
µ

] = @µA
µ

, this defines the R
⇠

gauges. In the limit ⇠ ! 0 this is the Landau
gauge [36], which is equivalent to the Lorenz gauge, and the choice ⇠ = 1 defines the Feynman
gauge [37].

2.4 Quantum electrodynamics

In a classical field theory defined by the action in Eq. (2.10), the Euler-Lagrange equation for
the field  is the Dirac equation [29]

(i�µD
µ

� m) = 0 , (2.22)

and the Euler-Lagrange equations for A
µ

are Maxwell’s equations of electromagnetism

@
µ

Fµ⌫ = j⌫ , (2.23)

with j⌫ = g ̄�⌫ . After quantisation, this is a quantum field theory describing the electromag-
netic interactions of fermion fields  with photon fields A

µ

, and the coupling g is the electro-
magnetic charge of the fermion. This is the theory of quantum electrodynamics (QED) [37–44],
and the U(1) symmetry corresponds to conservation of the electromagnetic current jµ(x), as will
be shown in Sec. 2.8.

The charge of an electron is �e, where e is usually expressed through the fine structure constant
↵ = e

2

4⇡ ⇡ 1
137 . Expectation values in QED can be calculated by Taylor expanding the path

integral in powers of e. Since the action is invariant under charge conjugation e ! �e, physical
observables must also share this symmetry, and therefore terms in the expansion with odd powers
of e cannot contribute. Each successive term in the expansion of the path integral has one higher
power of ↵ than the previous term, and thus gives an O (1%) correction. A full result can be
obtained with a given precision by calculating all terms in the path integral expansion up to
sufficiently high order in ↵.

There is a problem which arises when attempting to make these perturbative calculations. Be-
yond the leading order, Feynman diagrams involve integration over the momentum in closed
loops, and some of these integrals are divergent. As a result, calculations of expectation values
give infinite results. In QED there are three divergent one-loop diagrams, shown in Fig. 2.1.
A solution to this problem is to “renormalise” the theory by absorbing the infinities into the
parameters of the theory [45, 46]. Denoting the bare parameters with a subscript 0, we can
define renormalised parameters by introducing renormalisation constants:

 0 =
p

Z
 

 
R

, Aµ

0 =
p

Z
A

Aµ

R

, m0 = Z
m

m
R

, g0 = Z
g

g
R

. (2.24)

The constants Z
i

can be chosen to absorb the infinite parts of the divergent terms, so that the
renormalised parameters are finite. The Lagrangian can be written as a sum of two contribu-
tions L = L

R

+ L
CT

, where L
R

is the original Lagrangian with bare parameters replaced by
renormalised ones, and L

CT

depends on the renormalisation constants. Additional tree-level
diagrams, called counterterms, arise from the Lagrangian L

CT

, and these counterterms cancel
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Figure 2.1: The three divergent one-loop diagrams in QED: self-energy, vacuum polarisation
and vertex correction.

Figure 2.2: The three counterterms which cancel the divergent one-loop diagrams shown
in Fig. 2.1.

the infinite parts of the divergent one-loop terms. The three counterterms in QED are shown
in Fig. 2.2.

A consequence of this renormalisation procedure is that the renormalised parameters depend on
the energy scale at which they are defined.

2.5 SU(N) gauge symmetry

Suppose that the fermion field  in Eq. (2.1) is not just a single fermion, but a multiplet of
N fermion fields  i(x), i = 1, . . . , N . The free fermion action in this case is invariant under a
global SU(3) rotation  (x) ! ei!

a
T

a

 (x), where the N2 � 1 matrices T a are the generators of
the group SU(N). The T a are basis elements of the Lie algebra su(N), which obey

⇥

T a, T b

⇤

= ifabcT c , (2.25)

where fabc are the fully antisymmetric structure constants of su(N). This global symmetry of
the action can be promoted to a local gauge symmetry  (x) ! ei!

a(x)Ta

 (x) by replacing the
partial derivative by the gauge-covariant derivative

D
µ

= @
µ

+ igAa

µ

(x)T a , (2.26)

with vector fields Aa

µ

which transform as Aa

µ

(x) ! Aa

µ

(x) + 1
g

D
µ

!a(x).

Defining a field strength tensor F
µ⌫

= [D
µ

, D
⌫

], as in the U(1) case, we find F
µ⌫

= F a

µ⌫

T a, where

F a

µ⌫

(x) = @
µ

Aa

⌫

(x) � @
⌫

Aa

µ

(x) � gfabcAb

µ

(x)Ac

µ

(x) , (2.27)

and we can define a local SU(N) gauge-invariant Lagrangian [47]
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L ⇥ ,  ̄, A
⇤

=  ̄ (x) (i�µD
µ

� m) (x) � 1

4
Fµ⌫,a(x)F a

µ⌫

(x) . (2.28)

One significant difference between this theory and QED is the term gfabcAb

µ

(x)Ac

µ

(x) in the
field strength tensor. As a result, terms involving three or four vector fields Aa

µ

appear in the
Lagrangian, leading to self-interactions of the gauge bosons through three-boson and four-boson
vertices. A further consequence, which is not relevant for the work presented here, is that the
Jacobian determinant in Eq. (2.17) depends on the gauge field and cannot be factorised out
of the path integral. This complicates the gauge-fixing procedure due to the introduction of
unphysical degrees of freedom [35].

2.6 Quantum chromodynamics

The theory of quantum chromodynamics (QCD) describes the strong interaction, which couples
quarks and gluons. Quarks carry colour charge, and are represented as triplets of spinor fields
 i, i = r, g, b. QCD is described by the SU(3) gauge-invariant Lagrangian [48, 49]

LQCD

⇥

 ,  ̄, A
⇤

=
X

f

 ̄
f

(x) (i�µD
µ

� m
f

) 
f

(x) � 1

4
Fµ⌫,a(x)F a

µ⌫

(x) , (2.29)

where the index f runs over the six quark flavours. The field strength tensor F a

µ⌫

is defined
as in Eq. (2.27), where Aa

µ

(x) are the eight gluon fields. The covariant derivative is D
µ

=

@
µ

+ ig
s

Aa

µ

(x)ta, where g
s

is the strong coupling and the generators of SU(3) are the 3 ⇥ 3

matrices ta = 1
2�a, where �

a

are the Gell-Mann matrices [49]

�1 =

0

B

@

0 1 0

1 0 0

0 0 0

1

C

A

, �2 =

0

B

@

0 �i 0

i 0 0

0 0 0

1

C

A

, �3 =

0

B

@

1 0 0

0 �1 0

0 0 0

1

C

A

,

�4 =

0

B

@

0 0 1

0 0 0

1 0 0

1

C

A

, �5 =

0

B

@

0 0 �i

0 0 0

i 0 0

1

C

A

, �6 =

0

B

@

0 0 0

0 0 1

0 1 0

1

C

A

,

�7 =

0

B

@

0 0 0

0 0 �i

0 i 0

1

C

A

, �8 =
1p
3

0

B

@

1 0 0

0 1 0

0 0 �2

1

C

A

. (2.30)

In analogy with the perturbative approach used to calculate QED processes, one could attempt
to make QCD calculations by expanding the path integral in powers of the strong coupling g

s

.
However, this approach is only valid when the coupling is a small parameter, g

s

⌧ 1. The
renormalised strong coupling constant ↵

s

= gs

4⇡ at energy scale µ is [50, 51]

↵
s

�

µ2
�

=
2⇡

�

11 � 2
3N

f

�

ln
⇣

µ

2

⇤2

QCD

⌘ , (2.31)
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where N
f

is the number of quark flavours. The coupling constant ↵
s

! 0 as µ ! 1, a property
called asymptotic freedom [50, 51]. The coupling constant has a pole at the QCD scale µ = ⇤QCD,
which is empirically observed to be ⇤QCD ⇠ 300 MeV [10]. At low energy the coupling constant
g
s

⇠ O (1), and QCD becomes non-perturbative. This leads to the property of confinement,
whereby the degrees of freedom of QCD at low energy are not quarks and gluons, but colour
singlet states known as hadrons [52]. The hadrons fall into two categories: baryons, which are
fermionic bound states of three quarks  r

f

1

 g

f

2

 b

f

3

, and mesons, which are bosonic states  ̄i

f

1

 i

f

2

containing one quark and one anti-quark. Confinement leads to QCD having a mass gap, with
the lightest states having a mass of O (⇤QCD). The properties of hadrons cannot be studied
using perturbation theory, and a non-perturbative approach is required to investigate QCD at
low energies. One such approach is lattice QCD, which will be introduced in Chapter 3.

2.7 Electroweak sector

2.7.1 SU(2)
L

⇥ U(1)
Y

symmetry

In the SM, the weak and electromagnetic interactions are combined in the electroweak theory [53–
55]. The symmetry of the electroweak theory is SU(2)

L

⇥ U(1)
Y

, where the symmetry SU(2)
L

applies only to the left-handed components of fermions, and the symmetry U(1)
Y

corresponds to
the conserved weak hypercharge Y . The left-handed fermion components are placed into SU(2)

doublets

 lepton
L

=

 

⌫
L

`
L

!

,  quark
L

=

 

u
L

d
L

!

, (2.32)

and the right-handed components  
R

are singlets. As the SM neutrinos are massless, and the
mass term is the only source of mixing between the left-handed and right-handed components, the
right-handed neutrinos are completely decoupled from the theory, and therefore do not appear
in the SM.

The Lagrangian describing the dynamics of these fermions is

L [ 
L

, 
R

, W, B] =
X

i

⇥

 ̄
L,i

(x) (i�µD
µ

) 
L,i

(x) +  ̄
R,i

(x) (i�µD
µ

) 
R,i

(x)
⇤� 1

4
Fµ⌫(x)F

µ⌫

(x) ,

(2.33)

where F
µ⌫

= [D
µ

, D
⌫

] and the covariant derivatives acting on the left-handed and right-handed
fields are

D
µ

 
L

(x) =

✓

@
µ

+ igW a

µ

(x)⌧a +
i

2
g

0
B

µ

(x)Y

◆

 
L

(x) , (2.34)

D
µ

 
R

(x)

✓

@
µ

+
i

2
g

0
B

µ

(x)Y

◆

 
R

(x) . (2.35)
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The SU(2) generators are ⌧a = 1
2�

a, where �a are the Pauli matrices defined in Eq. (2.5).
This Lagrangian is invariant under rotations of the form  

L

(x) ! ei!
a(x)⌧a

ei�(x)Y
2  

L

(x) and
 

R

(x) ! ei�(x)Y
2  

R

(x).

2.7.2 Electroweak symmetry breaking

Gauge invariance forbids us from adding explicit mass terms for the vector boson fields in Eq. (2.33) [53–
55]. Since the weak vector bosons W± and Z are observed experimentally to be massive, a
different method is required to introduce mass terms for these fields. This can be achieved by
spontaneous symmetry breaking, using the Higgs mechanism [56–59].

We introduce a scalar field �(x) by adding to the Lagrangian the terms

L
�

[W, B,�] = (D
µ

�(x))
†
(Dµ�(x)) + µ2�†(x)�(x) � �

�

�†(x)�(x)
�2

, (2.36)

where µ and � are positive real constants. �(x) is an SU(2) doublet of complex scalar fields

� =
1p
2

 

�1 + i�2

�3 + i�4

!

, (2.37)

where �
i

are real scalar fields. �(x) transforms in the same way as a left-handed fermion under
a gauge transformation: �(x) ! ei!

a(x)⌧a

ei�(x)Y
2 �(x). We can use gauge transformations to

eliminate the fields �1,2,4, leaving

�(x) =
1p
2

 

0

�(x)

!

, (2.38)

where �(x) is a real scalar field.

The scalar Lagrangian L
�

is invariant under SU(2)
L

⇥ U(1)
Y

transformations. However, the
potential �µ2�†�+ �

�

�†�
�2 has a minimum at �†� = µ

2

�

= v

2

2 . The scalar field therefore has
a non-zero vacuum expectation value

h�i =
1p
2

 

0

v

!

. (2.39)

Rewriting Eq. (2.36) in terms of the fields

W±
µ

(x) =
1p
2

�

W 1
µ

(x) ⌥ iW 2
µ

(x)
�

, (2.40)

Z
µ

(x) =
1

p

g2 + g02

�

gW 3
µ

(x) � g0B
mu

(x)
�

, (2.41)

A
µ

(x) =
1

p

g2 + g02

�

gW 3
µ

(x) + g0B
mu

(x)
�

, (2.42)

h(x) = �(x) � v , (2.43)
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the Lagrangian gains mass terms with masses

m
W

= g
v

2
, (2.44)

m
Z

=
p

g2 + g02
v

2
, (2.45)

m
A

= 0 . (2.46)

The spontaneous symmetry breaking gives mass to the W± and Z bosons. There is one massless
boson remaining, corresponding to the unbroken U(1)

EM

symmetry. This massless field A
µ

(x)

is the photon, and the remaining U(1) symmetry describes QED. The generator corresponding
to A

µ

is Q = ⌧3 + Y , which defines the conserved electromagnetic charge Q.

2.8 Ward identities

Having defined a Lagrangian which is symmetric under certain transformations of the fields, we
can investigate the consequences of these symmetries. The identities which arise from symmetries
of the Lagrangian are Ward identities [60, 61]; the quantum field theory equivalent of Noether’s
theorem [62], which relates symmetries of a Lagrangian to conservation laws in a classical field
theory.

We start by generalising the path integral in Eq. (2.14) to a quantum field theory with fields
�
i

(x):

hO [�]i =
1

Z

ˆ
Y

i

D�
i

O [�
i

] eiS[�i] . (2.47)

Consider a symmetry transformation of the fields � ! �0. If
Q

i

D�
i

eiS[�i] is invariant under
this transformation, then

hO [�]i =
1

Z

ˆ
Y

i

D�0
i

O [�0
i

] eiS[�0
i]

=
1

Z

ˆ
Y

i

D�
i

O [�0
i

] eiS[�i]

= hO [�0]i , (2.48)

so the expectation value hOi is also invariant. Ward identities are derived from the condition
� hOi = hO[�0]i � hO[�]i = 0.

It is possible that there are symmetries under which the action S is invariant but the integration
measure

Q

i

�
i

is not. This introduces an anomalous contribution to the Ward identity. An
example is the axial anomaly, due to the non-invariance of the fermion integration measure
under an axial vector rotation  ! ei↵�5 , which leads to the non-conservation of the axial
vector current  ̄�

µ

�5 [63–65].
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Considering an infinitesimal transformation �
i

! �
i

+ ��
i

, the infinitesimal changes to the
operator O and action S are �O and �S, respectively. Assuming that the integration measure is
invariant, so that there is no anomaly, we can calculate the terms in the path integral which are
linear in infinitesimal quantities, finding

� hOi = h�Oi + i hO�Si = 0 . (2.49)

As an example, consider the effect of an infinitesimal U(1) vector transformation  (x) !
ei"(x) (x) = (1+ i"(x)) (x) on the U(1) gauge-invariant action in Eq. (2.10). The Ward identity
for the operator O = 1 is

i h�Si = 0 . (2.50)

The variation of the action under this transformation is

�S = �i

ˆ
d4x "(x)@

µ

�

 ̄(x)�µ (x)
�

. (2.51)

In order for the Ward identity i h�Si = 0 to hold for arbitrary "(x), we require

@
µ

�

 ̄(x)�µ (x)
�

= 0 , (2.52)

so the vector current

jµ(x) =  ̄(x)�µ (x) (2.53)

is conserved.

2.9 Chiral symmetry in QCD

As discussed in Sec. 2.2, the independence of left-handed and right-handed components in a
theory of massless fermions leads to chiral symmetry, meaning that the action is invariant under
global U(1)

V

⇥U(1)
A

transformations of the form  ! ei↵1ei↵2

�

5 . In a theory with N
f

flavours
of massless fermions, the action is invariant under the larger symmetry group

U (N
f

)
L

⇥ U (N
f

)
R

= SU (N
f

)
L

⇥ SU (N
f

)
R

⇥ U(1)
V

⇥ U(1)
A

. (2.54)

However, the U(1)
A

symmetry is explicitly broken in the path integral by the axial anomaly [63–
65], and the remaining flavour symmetry group is SU (N

f

)
V

⇥ SU (N
f

)
A

⇥ U(1)
V

.

We can introduce non-zero fermion masses, which explicitly break chiral symmetry. Defining
the mass matrix M = diag(m1, . . . , mNf ), and the fermion multiplet  = ( 1, . . . , Nf ), the
fermion action can be written as

L =  ̄ (i�µD
µ

�M) . (2.55)
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The Noether current associated to the U(1)
V

symmetry is the vector current  ̄(x)�
µ

 (x), which
is conserved even for non-zero, non-degenerate masses. The Noether currents for the SU (N

f

)
V

and SU (N
f

)
A

symmetries are

jµ,a
V

(x) =  ̄(x)�µT a (x) , (2.56)

jµ,a
A

(x) =  ̄(x)�µ�5T a (x) , (2.57)

where T a are the generators of SU(N
f

), and the Ward identities associated with these currents
are

@
µ

jµ,a
V

=  ̄ [M, T a] , (2.58)

@
µ

jµ,a
A

=  ̄ {M, T a} �5 , (2.59)

In the limit in which all flavours have the same mass, the commutator [M, T a] is zero and
SU (N

f

)
V

is an exact symmetry, called isospin symmetry [66, 67]. The SU (N
f

)
A

symmetry is
only exact in the chiral limit, where m

f

= 0 for all flavours f , and in the limit of degenerate
quark masses the divergence of the current jµ,a

A

is proportional to the pseudoscalar density,
@
µ

jµ,a
A

= 2m ̄T a�5 [68].

A consequence of the SU (N
f

)
A

symmetry is that for each state with positive parity there is a
degenerate negative-parity state with the same isospin. In QCD, the three lightest quarks have
masses m

u

, m
d

, m
s

⌧ ⇤QCD, so the action has an approximate three-flavour chiral symmetry.
Additionally, the strange quark mass m

s

is an order of magnitude larger than the lightest quark
masses m

u

and m
d

[10], so the QCD action could alternatively be considered to possess only a
two-flavour approximate chiral symmetry. As a result, we would expect to find pairs of approxi-
mately mass-degenerate hadronic states with opposite parity. However, this phenomenon is not
observed experimentally [49, 69].

This observation could be explained by spontaneous symmetry breaking, similar to the Higgs
mechanism introduced in Sec. 2.7.2 to give mass to the weak bosons. If the scalar density has a
non-zero vacuum expectation value hūui, then the SU (N

f

)
A

symmetry is spontaneously broken
in the QCD vacuum, and only the SU (N

f

)
V

⇥U(1)
V

isospin and vector symmetries remain [70].
Although there is no analytical proof of this non-zero vacuum expectation value, it has been
calculated using lattice QCD and found to be non-zero [17, 71–75]:

⌃1/3 = �hūui1/3 = 272(5) MeV . (2.60)

Goldstone’s theorem [53, 76] predicts the existence of N2
f

�1 massless bosons resulting from this
spontaneous symmetry breaking. In the case N

f

= 2, these are the three pions ⇡±,⇡0. The
pions are the lightest hadronic states, although their mass is non-zero due to the small explicit
chiral symmetry breaking from the quark masses m

u

, m
d

6= 0, and for this reason they are often
referred to as “pseudo-Goldstone bosons”. For N

f

= 3, the eight pseudo-Goldstone bosons are
the pseudoscalar octet, consisting of the pions along with the ⌘ meson and the kaons K±, K0, K̄0.
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The approximate isospin symmetry SU (N
f

)
V

remains even after spontaneous symmetry break-
ing. Restricting to the case N

f

= 2, the approximately degenerate u and d quarks can be grouped
into a light-quark doublet ` with isospin I = 1

2 , where u and d are the eigenstates with I3 = ± 1
2 ,

respectively. The four pseudoscalar mesons ¯̀̀ form an I = 1 triplet of pions

⇡+ = �d̄u , ⇡0 =
1p
2

�

ūu � d̄d
�

, ⇡� = ūd , (2.61)

and an I = 0 singlet

⌘ =
1p
2

�

ūu + d̄d
�

. (2.62)

This isospin symmetry is broken by the mass difference m
d

�m
u

, and by the different electromag-
netic charges of the light quarks. The size of the mass isospin-breaking effect is O ((m

d

� m
u

)/⇤QCD),
and the size of the charge isospin-breaking effect is O (↵), where ↵ ⇡ 1

137 is the fine-structure
constant. Corrections from both of these isospin-breaking effects are therefore expected to be
O (1%) relative to isospin-symmetric quantities. The challenges involved in calculating isospin-
breaking effects in lattice QCD will be discussed in Chapter 5.



Chapter 3

Lattice Quantum Chromodynamics

At low energies, perturbative calculations of QCD fail due to the strong coupling ↵
s

⇠ O (1).
A non-perturbative approach is required to make theoretical predictions for QCD processes. In
this chapter we introduce lattice QCD, an ab initio method for non-perturbative calculation
of QCD quantities. In this approach, QCD is formulated on a finite, discrete space-time lat-
tice. This imposes ultraviolet and infrared cut-offs, regulating the theory in a non-perturbative
manner, and is well-suited for numerical simulation. Extrapolation to the infinite-volume and
continuum limits, in which the regulators are removed, allows numerically-calculated quantities
to be compared with experimental results.

In this chapter I will outline a discretised formulation of QCD, and describe methods for nu-
merical calculations of observables in this discretised theory. I will define the path integral on
a space-time lattice in Sec. 3.1, and derive a discretised form of the QCD action in Sec. 3.2.
In Sec. 3.3 the “fermion doubling” problem is discussed, and I define a discretised fermion action
which does not suffer from this problem. I introduce an alternative fermion action, the domain
wall fermions, in Sec. 3.4. Sec. 3.5 is an outline of the strategy used for numerical simulations
of lattice QCD, and the chapter finishes in Sec. 3.6 with a method for calculating the ground-
state energy from correlation functions computed on the lattice. More comprehensive reviews of
lattice QCD can be found, for example, in textbooks including [77, 78].

3.1 Discretising the path integral

Lattice QCD calculations are carried out in Euclidean space-time (with metric �
µ⌫

) via Wick
rotation t ! i t [79]. After this Wick rotation, the path integral in Eq. (2.47) becomes [52, 80]

hOi =
1

Z

ˆ
D [�] O [�] e�S[�] , (3.1)

where � represents all relevant fields, which in QCD are fermion fields  ,  ̄ and gluon fields A.

We wish to define this theory on a four-dimensional rectangular space-time lattice

⇤ = {x = an = a (n1, n2, n3, n4) , n
µ

= 0, 1, 2, . . . , N
µ

� 1} , (3.2)

19
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where a is the distance between neighbouring lattice sites, or “lattice spacing”, with mass dimen-
sion -1. The physical extent of the lattice in direction µ is L

µ

= aN
µ

. Commonly, the lattice
extent is equal in the three spatial directions, and the notation L4 = T, L

i

= L, i = 1, 2, 3 is
used.

In this discretised space-time, derivatives @
µ

can be replaced by finite differences �
µ

, defined as

�
µ

f (x) =
1

a
(f (x + aµ̂) � f (x)) , (3.3)

�⇤
µ

f (x) =
1

a
(f (x) � f (x � aµ̂)) , (3.4)

where µ̂ is the unit vector in direction µ, and integrals become Riemann sums

ˆ
d4x f(x) ! a4

X

x2⇤

f(x) . (3.5)

The finite extent of the lattice requires that we impose boundary conditions. Periodic boundary
conditions are often used, in which

f(x + r
µ

L
µ

) = f(x), r
µ

2 Z . (3.6)

The non-zero lattice spacing a restricts the accessible momentum modes p
µ

to the Brillouin zone
�⇡

a

 p
µ

< ⇡

a

, and the finite extent L
µ

quantises the momentum, so that the momenta are
restricted to the set

⇤̃ =

⇢

p
µ

=
2⇡l

µ

aN
µ

, �N
µ

2
 l

µ

<
N

µ

2
, l

µ

2 Z
�

, (3.7)

which defines a momentum lattice with extent 2⇡
a

and lattice spacing 2⇡
Lµ

. The space-time lattice
therefore regulates the theory, with an ultraviolet cut-off provided by the inverse lattice spacing
a�1 and an infrared cut-off provided by the finite size of the lattice L�1

µ

.

A discrete form of the Fourier transform F and its inverse F�1 can now be defined:

(Ff) (p) = a4
X

x2⇤

f(x)e�ip·x , (3.8)

⇣

F�1f̃
⌘

(x) =
1

V

X

p2⇤̃

f̃ (p) eip·x , (3.9)

where V =
Q

µ

L
µ

is the volume of the lattice. We can derive a momentum representation of
the finite second derivative �2 =

P

µ

�
µ

�⇤
µ

:

�2 = �F�1p̂2F , (3.10)

where we have introduced the lattice momentum
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p̂
µ

=
2

a
sin
⇣ap

µ

2

⌘

, (3.11)

and p̂2 =
P

µ

p̂2
µ

.

On the lattice, with fields defined on the lattice sites x 2 ⇤, the integration measure in the path
integral Eq. (3.1) becomes a product over all field configurations:

D [�] =
Y

x2⇤

Y

a

d�
a

(x) , (3.12)

where the index a runs over all the fields which enter into the operator and action. The number
of degrees of freedom has been rendered finite by the lattice formulation. In order to calculate
expectation values from the discretised path integral, the action must be defined on the lattice
⇤. The process of defining a discretised QCD action is addressed in Sec. 3.2.

3.2 Discretising the QCD action

The QCD action can be split into a fermion action S
F

⇥

 ,  ̄, A
⇤

and a gluon action S
G

[A]. In
Euclidean space, the QCD action takes the form

S
F

⇥

 ,  ̄, A
⇤

=

ˆ
d4x

X

f

 ̄
f

�

�E
µ

D
µ

+ m
�

 
f

, (3.13)

S
G

[A] =
1

2g2

ˆ
d4x F a

µ⌫

(x)F a

µ⌫

(x) , (3.14)

where the index f runs over quark flavours, g is the QCD coupling, and the Euclidean gamma
matrices �E

µ

are defined in terms of the Minkowski-space gamma matrices by

�E
i

= �i�
i

, �E4 = �0, �
E

5 = �E1 �
E

2 �
E

3 �
E

4 . (3.15)

In the remainder of this thesis we will drop the superscript E, and gamma matrices are assumed
to take their Euclidean-space form.

Defining the fermion fields on the lattice sites, and replacing the derivative @
µ

by the central
difference (�

µ

+ �⇤
µ

)/2, the free fermion action for a single flavour can naïvely be written

Sfree
F

⇥

 ,  ̄
⇤

=
a4

2

X

x2⇤

X

µ

 ̄(x)
⇥

�
µ

�

�
µ

+ �⇤
µ

�

+ m
⇤

 (x) . (3.16)

This action is not invariant under an SU(3) gauge transformation

 (x) !  
0
(x) = ⌦(x) (x) ,

 ̄(x) !  ̄
0
(x) =  ̄(x)⌦†(x) , (3.17)
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since the discretised derivatives mix the fermion fields at neighbouring lattice sites, resulting in
terms which transform as

 ̄(x) (x + aµ̂) !  ̄(x)⌦†(x)⌦(x + aµ̂) (x + aµ̂) . (3.18)

To define a gauge-invariant action, we can introduce a new variable U
µ

(x) defined on the link
between sites x and x + aµ̂, which transforms as

U
µ

(x) ! U
0

µ

(x) = ⌦(x)U
µ

(x)⌦†(x + aµ̂) . (3.19)

These link variables are group elements of SU(3), and can be related to the gauge field A
µ

(x)

appearing in the continuum action by U
µ

(x) = eiaAµ(x). This definition of gauge links ensures
that the quantity

 ̄(x)U
µ

(x) (x + aµ̂) (3.20)

is gauge invariant, and we can define a gauge-invariant fermion action

S
F

⇥

 ,  ̄, U
⇤

=
a4

2

X

x2⇤

X

f

X

µ

 ̄
f

(x)
⇥

�
µ

�r
µ

+ r⇤
µ

�

+ m
⇤

 
f

(x) , (3.21)

where we have introduced the lattice gauge-covariant derivatives [52]

r
µ

 (x) =
1

a
(U

µ

(x) (x + aµ̂) �  (x)) , (3.22)

r⇤
µ

 (x) =
1

a

�

 (x) � U†
µ

(x � aµ̂) (x � aµ̂)
�

, (3.23)

and U†
µ

(x � aµ̂) = U�µ

(x).

The next step is to define a discretised version of the gluon action in Eq. (3.14) in terms of the
gauge links U

µ

(x). The simplest gauge-invariant object which can be constructed on the lattice
is the trace of the plaquette, which is the product of four gauge links around the smallest closed
loop [52]:

U
µ⌫

(x) = U
µ

(x) U
⌫

(x + aµ̂) U †
µ

(x + a⌫̂) U†
⌫

(x) . (3.24)

The plaquette can be used to define the Wilson plaquette action [52]

S
G

[U ] =
2

g2

X

x2⇤

X

µ<⌫

Re tr [ � U
µ⌫

(x)] , (3.25)

where g is the coupling strength of the fermion fields to the gauge field. Substituting U
µ

(x) =

eiaAµ(x) and performing a Taylor expansion

A
⌫

(x + aµ̂) = A
⌫

(x) + a@
µ

A
⌫

(x) + O �a2
�

, (3.26)
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it can be shown that

S
G

[U ] =
a4

2g2

X

x2⇤

X

µ,⌫

tr [F
µ⌫

(x)F
µ⌫

(x)] + O �a2
�

, (3.27)

and the Wilson plaquette action reduces to the continuum action in the limit a ! 0.

This gauge action can be modified by including additional terms to further suppress the O �a2
�

discretisation errors. Improved gauge actions include the Lüscher-Weisz action [81–83] and the
Iwasaki action [84–86].

3.3 Fermion doubling

There is a problem with the naïve fermion action in Eq. (3.21), which can be illustrated by
considering the free theory, with U

µ

(x) = . Using a Fourier transform, the free fermion action
in momentum space is

S
F

⇥

 ,  ̄
⇤

=
X

p2⇤̃

 ̄(p)D̃(p) (p) , (3.28)

with the momentum-space Dirac operator

D̃(p) =
i

a

X

µ

�
µ

sin(ap
µ

) + m . (3.29)

Inverting the Dirac operator gives the free fermion propagator

D̃�1(p) =
�ia�1

P

µ

�
µ

sin(ap
µ

) + m

a�2
P

µ

sin2(ap
µ

) + m2
. (3.30)

Physical particles correspond to the poles of this propagator. Considering the massless case as
an example, the propagator has poles when

P

µ

sin2(ap
µ

) = 0. In four dimensions there are
16 poles in the Brillouin zone, at momentum p

µ

2 {0, ⇡
a

}. The pole at p = (0, 0, 0, 0) is the
physical quark and the other 15 poles are unphysical quarks which appear as a consequence of
the discretisation. This phenomenon is known as fermion doubling.

The first solution to the fermion doubling problem was proposed by Wilson [52], by adding to the
discretised Dirac operator a higher-dimensional term which disappears in the continuum limit.
The modification proposed by Wilson is

D̃Wilson(p) = D̃naïve(p) +
1

a

X

µ

(1 � cos(ap
µ

)) . (3.31)

This additional term does not modify the physical pole at p = 0, but it contributes an additional
mass term of 2

a

for each momentum component p
µ

= ⇡

a

. The doublers therefore gain a mass at
the order of the cut-off scale a�1, and decouple from the theory in the limit a ! 0.

Transforming Eq. (3.31) back into position space, the Wilson fermion action is
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SWilson
F

⇥

 ,  ̄
⇤

= a4
X

x2⇤

 ̄ (x)
�

�µ
�

�
µ

+ �⇤
µ

�

+ m
�

 (x) � a5

2

X

x2⇤

 ̄ (x) �⇤
µ

�
µ

 (x) . (3.32)

As for the naïve fermion action, the Wilson action can be made gauge invariant by replacing
the finite differences �

µ

and �⇤
µ

by the lattice gauge-covariant derivatives defined in Eqs. (3.22)
and (3.23).

3.4 Domain wall fermions

The condition for chiral symmetry, satisfied by the massless continuum Dirac operator, is

{D, �5} = D�5 + �5D = 0 . (3.33)

The Wilson action in Eq. (3.32) does not satisfy this condition, even in the massless limit, so the
Wilson term breaks chiral symmetry. One consequence of this is that the fermion mass gains
an additive renormalisation proportional to a�1. As a result, Wilson fermions with bare mass
m = 0 are not massless, and the bare mass must be carefully tuned to reach the continuum
limit [87].

It is desirable to find a lattice fermion action which is chirally symmetric and free from dou-
blers. However, the Nielsen-Ninomiya theorem states that it is not possible to find a lattice
Dirac operator in an even number of dimensions which is simultaneously local, doubler-free,
satisfies Eq. (3.33) and has the correct continuum limit [88].

The Ginsparg-Wilson equation, derived using renormalisation group transformations, is an al-
ternative condition for chiral symmetry on the lattice [89]:

{D, �5} = 2aD�5D . (3.34)

Domain wall fermions are a formulation of lattice fermions which approximately satisfies the
Ginsparg-Wilson equation by introducing a fifth dimension, with left- and right-handed fermions
separated in this extra dimension. This formulation was proposed in [90], and has been developed
further in [91–96].

We first consider the continuum theory. Introducing a fifth dimension with coordinate s, and an
s-dependent mass M5(s) with a discontinuity at s = 0

m (s) =

8

<

:

+M5, s > 0

�M5, s < 0
, (3.35)

we define a Dirac operator

DDWF = �
µ

@
µ

+ �5@s + m (s) , (3.36)

which obeys the five-dimensional Dirac equation
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[�
µ

@
µ

+ �5@s + m (s)] (x, s) = 0 . (3.37)

The chiral projection operators P± = (1 ± �5)/2 can be used to rewrite the five-dimensional
spinor field  (x, s) in terms of the eigenstates  

n

(x) of the four dimensional Dirac equation

[�
µ

@
µ

+ m
n

] 
n

(x) = 0 , (3.38)

with eigenvalues m
n

, as

 (x, s) =
X

n

[a
n

(s)P+ + b
n

(s)P�] 
n

(x) . (3.39)

Substituting Eq. (3.39) into Eq. (3.37) gives

(@
s

+ M5(s)) a
n

(s) = m
n

b
n

(s) , (3.40)

(�@
s

+ M5(s)) b
n

(s) = m
n

a
n

(s) . (3.41)

For the ground state m0 = 0, this has the solution

a0(s) = Ne�
´ s
0

m(s
0
) ds

0

= Ne�M

5

|s| , (3.42)

where N is a normalisation factor. The solution b0(s) = NeM5

|s| is not normalisable, and is
therefore unphysical. The other solutions are an infinite tower of mass states m

n

⇠ O (M5), which
do not contribute significantly provided M5 is sufficiently large. This action therefore produces a
massless, right-handed chiral fermion which is exponentially localised at the discontinuity s = 0.

On the lattice, the fifth dimension cannot have an infinite extent. Restricting to a finite extent
L
s

, with periodic boundary conditions, requires that the mass term m(s) must have two discon-
tinuities, which can be fixed at s = 0 and s = L

s

/2. In this case the left-handed solutions are
also normalisable, resulting in a left-handed chiral mode localised at s = L

s

/2. For finite L
s

the
left- and right-handed modes will mix, resulting in a small residual chiral symmetry breaking
which disappears in the limit L

s

! 1.

The domain wall fermion action can be coupled to four-dimensional gauge fields by replacing the
partial derivatives in the four physical dimensions with covariant derivatives. The domain wall
action used in Chapter 6 of this work is [94, 97]
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S
F

⇥

 ,  ̄, U
⇤

= �
X

x,x

02⇤

LS�1
X

s,s

0=0

 ̄(x, s)
h

�
s,s

0 Dk(x, x
0
) + �

x,x

0 D?(s, s
0
)
i

 (x
0
, s

0
) , (3.43)

Dk(x, x
0
) =

1

2

4
X

µ=1

h

(1 � �
µ

) U
µ

(x)�
x+aµ̂,x

0 + (1 + �
µ

) U†
µ

(x
0
)�

x�aµ̂,x

0 + (M5 � 4) �
x,x

0

i

,

(3.44)

D?(s, s
0
) =

1

2

h

(1 � �5) �
s+1,s0 + (1 + �5) �

s�1,s0 � 2�
s,s

0

i

� m
f

2

h

(1 � �5) �s,Ls�1�0,s0 + (1 + �5) �s,0�
Ls�1,s0

i

. (3.45)

As mentioned earlier for Wilson fermions, chiral symmetry breaking introduces an additive mass
renormalisation. This residual mass mres is a measure of the degree of chiral symmetry breaking,
and domain wall fermions are approximately chiral provided mres is small relative to the quark
masses m

f

. The residual mass is derived from the axial Ward identity [94]

�⇤
µ

A
µ

(x) = 2m
f

J5(x) + 2J5q(x) , (3.46)

where J5(x) = P (x) =  ̄(x)�5 (x) is the pseudoscalar density, A
µ

(x) is the conserved axial
vector current and J5q(x) is a current defined at the midpoint of the fifth dimension,

J5q(x) =  ̄

✓

x,
L
s

2
� 1

◆

P+ 

✓

x,
L
s

2

◆

�  ̄
✓

x,
L
s

2

◆

P� 

✓

x,
L
s

2
� 1

◆

, (3.47)

which is sensitive to the residual chiral symmetry breaking. The final term in the expectation
value

⌦

�⇤
µ

A
µ

(x)J5(0)
↵

= 2 h[m
f

J5(x) + J5q(x)] J5(0)i (3.48)

= 2 hJ5(x)J5(0)i
✓

m
f

+
hJ5q(x)J5(0)i
hJ5(x)J5(0)i

◆

(3.49)

is the residual mass, which can be calculated by fitting to the plateau region of the effective
residual mass

me↵
res(t) =

P

x2⇤

hJ5q(x, t)J5(0)i
P

x2⇤

hJ5(x, t)J5(0)i . (3.50)

3.5 Numerical lattice QCD simulations

3.5.1 Ensemble generation

The aim of lattice QCD calculations is to numerically compute expectation values from the
discretised path integral
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hOi =
1

Z

ˆ
D ⇥ ,  ̄, U

⇤

O
⇥

 ,  ̄, U
⇤

e�SF [ , ̄,U]e�SG[U ] , (3.51)

where the partition function is

Z =

ˆ
D ⇥ ,  ̄, U

⇤

e�SF [ , ̄,U]e�SG[U ] . (3.52)

The fermion action has the bilinear form S
F

⇥

 ,  ̄, U
⇤

=
P

f

´
d4x  ̄

f

D
f

[U ] 
f

. The Grassman
variables can be integrated out, so that the partition function becomes [98, 99]

Z =

ˆ
D [U ]

0

@

Y

f

det D
f

[U ]

1

A e�SG[U ] . (3.53)

On the lattice, the number of degrees of freedom in the path integral is finite, but still extremely
large due to the large number of lattice sites. The computational cost of directly integrating
over all degrees of freedom would be prohibitive, so an alternative approach is needed.

A Monte Carlo method can be used for this purpose: a random process can be used to sample
field configurations from the probability distribution

P (U) /
0

@

Y

f

det D
f

[U ]

1

A e�SG[U ] . (3.54)

An ensemble of Nconf gauge field configurations is generated using a Markov chain process,
which generates a configuration U (i+1) from a previous configuration U (i). In order for this
process to sample gauge field configurations from the probability distribution P (U), the prob-
ability T (U (i+1)|U (i)) of generating this new configuration must satisfy the detailed balance
condition [100]

T
⇣

U (i+1)|U (i)
⌘

P
⇣

U (i)
⌘

= T
⇣

U (i)|U (i+1)
⌘

P
⇣

U (i+1)
⌘

. (3.55)

One Markov chain Monte Carlo process which is often used to generate lattice gauge ensembles
is the hybrid Monte Carlo (HMC) algorithm [101].

Since each configuration is generated from the preceding configuration, consecutive configurations
will be correlated. It is therefore necessary to calculate expectation values on ensembles of
configurations separated by a number of Monte Carlo steps, so that there is no correlation
between configurations.

Once Nconf independent configurations have been sampled, the expectation value of an operator
O [U ] can be estimated by evaluating O(i)

⇥

U (i)
⇤

on each configuration, and taking the ensemble
average:

hO [U ]i =
1

Nconf

N

conf

X

i=1

O(i)
h

U (i)
i

. (3.56)

By the central limit theorem, the statistical uncertainty in this estimate is O �1/
p

Nconf

�

.
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3.5.2 Quark propagators

When the operator O in Eq. (3.56) depends on the quark fields  and  ̄, this can be reformulated
as a dependence on quark propagators through Wick contractions. Wick’s theorem states that
any n-point function of Grassman numbers ⌘

i

, ⌘̄
j

can be expressed as [102]:

h⌘
i

1

⌘̄
j

1

. . . ⌘
in ⌘̄jni =

1

Z

ˆ
N

Y

k=1

d⌘
k

d⌘̄
k

⌘
i

1

⌘̄
j

1

. . . ⌘
in ⌘̄jn exp

 

N

X

m,n=1

⌘̄
l

M
lm

⌘
m

!

= (�1)
n

X

P (1,...,n)

sign (P ) M�1
i

1

jP
1

. . . M�1
injPn

, (3.57)

where P (1, . . . , n) are the permutations of the numbers 1, . . . , n. For example, setting M
ij

=

�D(i, j) in Eq. (3.57), the fermion 2-point correlator becomes

⌦

 (x)  ̄ (y)
↵

 , ̄

= G(x, y) , (3.58)

where the fermion propagator G = D�1 is the inverse of the Dirac matrix

D(x, y)G(y, z) = �(x � z), x, y, z 2 ⇤ , (3.59)

and the angle brackets hi
 , ̄

denote the path integral over the fermion fields. The expectation
value can then be rewritten

⌦

O
⇥

 ,  ̄, U
⇤↵

 , ̄,U

=
⌦

OWick [U ]
↵

U

, (3.60)

where OWick is obtained from O by summing all possible pairwise contractions of quark fields
 
f

,  ̄
f

.

Lattice calculations of correlation functions therefore require the computation of quark propa-
gators. In principle, the propagator could be computed directly by inverting the Dirac matrix
D. However, D is an extremely large matrix due to the large number of lattice sites, and a full
inversion would therefore be too costly. Instead, one column of the propagator can be computed
at a time, by solving

D(y, z)G(z, x0) = �(y � x0) (3.61)

for a single source position x0. This is a linear equation of the form

A~x = ~b , (3.62)

which must be solved for the vector ~x. This is equivalent to finding ~x which minimises

~xA~x � ~x~b . (3.63)
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This minimisation is typically done using variations of the conjugate gradient (CG) algorithm [103],
an iterative process which approaches the minimum of this expression and stops when

�

�

�

A~x �~b
�

�

�

�

�

�

~b
�

�

�

< �res (3.64)

for some small residual �res.

3.5.3 Stochastic Z2 noise sources

The condition in Eq. (3.61) assumes a point source, which is sensitive to spatial variations in the
gauge fields. This inversion process is typically repeated for several source positions x0 on each
configuration, and the values of operators are averaged over these source positions. Since each
propagator inversion is costly, it is interesting to consider sources which are distributed over the
lattice volume, such as Z2 noise sources [104–106]. We can generate a set of stochastic sources
⌘(x), where each element is a Z2 ⇥ Z2 complex number

⌘(x) 2
⇢

1p
2

(±1 ± i)

�

, (3.65)

and invert the Dirac matrix using the condition

D(y, z)G(z, x) = ⌘(x)⌘†(y) . (3.66)

Averaging over Nhit noise sources ⌘
n

(x),

1

Nhit

N

hit

X

n=1

⌘
n

(x)⌘†
n

(y)
N

hit

!1�����! �(y � x) , (3.67)

so the point source is reproduced in the large-Nhit limit.

These noise sources can be used to stochastically average over the entire lattice volume. Alter-
natively, Z2 wall sources can be used, in which ⌘(x, t) are non-zero only for a single time-slice
t = t0, resulting in a stochastic average over the spatial sub-lattice. The use of Z2 wall sources
has been seen to improve the statistical precision in calculations of quantities including meson
masses, compared with calculations using point sources [106].

3.5.4 Physical limit

In order to compare the results of lattice calculations with experimental measurements, the lat-
tice results must be extrapolated to the point where the lattice theory reduces to the physical
continuum theory. This requires taking the infinite-volume limit L

µ

! 1, which removes the
infrared cut-off, and the continuum limit a ! 0 which removes the ultraviolet cut-off. Addition-
ally, if the lattice quark masses are larger than the physical masses of the quarks, the limit in
which these masses take their physical values must be taken.
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The effects of finite volume are expected to be proportional to e�mL for a particle with mass
m [107], and a lattice volume m

⇡

L ? 4 is usually sufficient to ensure that finite volume effects
are O (1%) corrections [108]. This is not the case when electromagnetic effects are calculated
on the lattice, and other methods are required to remove finite volume effects. This will be
discussed further in Chapter 7.

The physical value of a on an ensemble is set by calculating a physical quantity, such as a meson
mass, and fixing its value to be equal to that in the continuum. An additional physical input
is required to fix each bare quark mass. The continuum limit a ! 0 is obtained by repeating
this process on several gauge ensembles with different lattice spacings, and extrapolating lattice
results by fitting an ansatz for the dependence on the lattice spacing a.

3.6 Calculating observables

3.6.1 Resampling

When the expectation value of an operator O is computed as the average over a set of field
configurations, as in Eq. (3.56), the statistical error in this evaluation of the expectation value
is straightforward to calculate via the standard deviation of the measurements O(i). However,
the statistical error in the value of an observable computed as a combination of correlator ex-
pectation values is less straightforward to compute. A naïve propagation of errors, assuming all
measurements are independent, is not valid and is liable to overestimate the error, because two
values computed on the same configuration will typically be correlated.

A valid method for computing the statistical error in an observable is to evaluate the observable
K times on different sets of N configurations, and calculate the standard deviation of these K

values. This requires a method for generating K samples of N data from the existing sample of
Nconf data. Two such methods are outlined below.

3.6.1.1 Jackknife

Given a dataset of size Nconf , the error in an observable ✓ computed on this dataset can be
estimated as follows [109].

Nconf subsets of this dataset, each with size Nconf � 1, can be constructed by excluding the nth

entry of the dataset for each n = 1, . . . , Nconf . The standard deviation of ✓ is defined as

�
✓

⌘
v

u

u

t

Nconf � 1

Nconf

N

conf

X

n=1

⇣

✓
n

� ✓̂
⌘2

, (3.68)

where ✓̂ is the value of ✓ computed on the original dataset and ✓
n

is the value of ✓ computed on
the subset with the nth entry removed.
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3.6.1.2 Bootstrap

New samples of size Nconf can be constructed from the original dataset by choosing Nconf entries
at random, allowing for repetition. Using this process to generate K new samples, the standard
deviation of an observable ✓ can be estimated as [110]

�
✓

⌘
v

u

u

t

1

K

K

X

k=1

�

✓
k

� ✓̄
�2

, ✓̄ ⌘ 1

K

K

X

k=1

✓
k

, (3.69)

where ✓
k

is the value of ✓ computed on the kth sample.

3.6.2 Extracting the ground-state energy

Often, the aim of a lattice calculation is to calculate the ground-state energy of the 2-point
correlation function

⌦

O (x) Ō (0)
↵

of an operator O. For example, for a pseudoscalar meson O

and Ō are the pseudoscalar annihilation and creation operators P and P̄ respectively:

P (x) =  ̄f

1 (x) �5 
f

2 (x) , (3.70)

P̄ (x) =  ̄f

2 (x) �5 
f

1 (x) ,

where f1 and f2 denote quark flavours. Projecting to a fixed spatial momentum defines a time-
momentum correlator

C (t,p) = a3
X

x2⇤

⌦

O (x, t) Ō (0, 0)
↵

e�ip·x . (3.71)

In the limit T ! 1, a spectral decomposition of C (t,p) gives

lim
T!1

C (t,p) =
X

k

h0|O |ki hk| Ō |0i e�Ek(p)t . (3.72)

At sufficiently large times, ignoring the effects of periodic boundary conditions, the states with
larger energy E

k

will be exponentially suppressed and the correlator will be dominated by the
ground state

C (t,p) ⇠ A0(p)e�E

0

(p)t , (3.73)

where E0 is the ground-state energy and A0 is a constant. On a lattice with periodic boundary
conditions, Eq. (3.73) gains an extra exponential term from propagation in the backward time
direction:

lim
t!1,t⌧T

C (t,p) = A0(p)
⇣

e�E

0

(p)t + e�E

0

(p)(T�t)
⌘

= A
0

0(p) cosh

✓

E0(p)

✓

t � T

2

◆◆

. (3.74)
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The ground-state energy can be extracted by minimising

�2 =

t

max

X

t,t

0=t

min

(C (t,p) � f (t,p))⌃�1
⇣

t, t
0
⌘⇣

C
⇣

t
0
,p
⌘

� f
⇣

t
0
,p
⌘⌘

, (3.75)

f (t,p) = A0(p) cosh

✓

E0(p)

✓

t � T

2

◆◆

, (3.76)

where ⌃
⇣

t, t
0
⌘

is the covariance matrix of C (t,p), which can be estimated using the bootstrap
resampling procedure:

⌃(t, t
0
) =

1

K

N

conf

X

k=1

⇣

C(k) (t,p) � hC (t,p)i
⌘⇣

C(k)
⇣

t
0
,p
⌘

�
D

C
⇣

t
0
,p
⌘E⌘

. (3.77)

If there is strong correlation between the values of C (t,p) at different times t, the covariance
matrix may be ill-conditioned, meaning that it cannot reliably be inverted. In this situation, the
correlated fit in Eq. (3.75) can be reduced to an uncorrelated fit by setting off-diagonal elements
of the covariance matrix to zero. The inverse covariance matrix becomes

⌃�1(t, t
0
) =

�(t, t
0
)

�2(t)
, (3.78)

where �(t) is the standard deviation of C(t).

The sum in Eq. (3.75) runs over the interval [tmin, tmax] where C (t) is dominated by the ground
state. To determine this region, we can define an effective mass function me↵(t) by solving

C (t,p)

C (t + 1,p)
=

cosh ((t � T/2) me↵)

cosh ((t + 1 � T/2) me↵)
(3.79)

at each t. The effective mass has a plateau at me↵ = E0 in the region where C (t,p) is dominated
by the ground state, and the interval [tmin, tmax] is determined from this plateau region.
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The muon anomalous magnetic
moment

The Landé g-factor g
`

of a charged lepton ` is defined by

~M = g
`

q

2m
`

~S, (4.1)

where ~M is the lepton magnetic moment, ~S is the lepton spin, m
`

is the lepton mass and
q is the lepton charge. At tree level, the Dirac equation (Eq. (2.22)) predicts the value of the
dimensionless magnetic moment to be g

`

= 2, but loop corrections will give an extra contribution
to this value, characterised by the anomalous magnetic moment:

a
`

⌘ g
`

� 2

2
. (4.2)

The magnetic moment of a lepton appears in the vertex function describing the interaction of a
lepton with a photon, as shown in Fig. 4.1. At tree level this vertex function is simply �iq�⌫ [41],
but loop corrections will give extra contributions. The overall vertex function can be expressed
as �iq�⌫ (p1, p2), where Lorentz invariance and the Ward-Takahashi identity k

µ

�µ = 0 [61]
constrain the form of this vertex to be [111]

p1 p2

k

Figure 4.1: Muon interacting with a photon. The muon magnetic moment enters into
the vertex function describing this diagram. The shaded circle represents all orders of loop

corrections to this vertex.

33
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�⌫ (p1,p2) = �⌫F1

�

k2
�

+
i�⌫⇢k

⇢

2m
`

F2

�

k2
�

. (4.3)

The two form factors F1 and F2 are functions of the square of the photon momentum k = p2�p1,
and �⌫⇢ = i

2 [�⌫ , �⇢]. In the k2 ! 0 limit, the vertex renormalisation condition �µ
�

k2 = 0
�

= �µ

implies that F1 (0) = 1, and the combination g
`

= 2 [F1 (0) + F2 (0)] = 2 + 2F2 (0) is equal to
the dimensionless magnetic moment as defined in Eq. (4.1) [111]. From Eq. (4.2), the lepton
anomalous magnetic moment can be expressed as a

`

= F2 (0), and is given by the loop corrections
to the vertex in Fig. 4.1.

The electron anomalous magnetic moment has been calculated up to 5 loops in quantum elec-
trodynamics (QED) using perturbation theory, and this result has been used to calculate the
Standard Model prediction for the value of the fine structure constant, a value which agrees with
experiment to a precision smaller than one part per billion [9, 10]. This offers an excellent test
of the validity of QED.

All particles which couple to a lepton, either directly or indirectly, contribute to the value of
its anomalous magnetic moment, giving this value a high sensitivity to any new physics beyond
the Standard Model. The electron is too light to be particularly sensitive to new physics, so the
muon anomalous magnetic moment a

µ

offers a better candidate for observing the effects of new
physics; the size of the contribution from new physics at energy scale M scales with m2

`

/M2, so
the muon anomalous magnetic moment is more sensitive to the effects of new physics than that
of the electron by a factor of m2

µ

/m2
e

⇡ 43000. The tau is more sensitive still, but decays too
quickly for the anomalous magnetic moment to be measured precisely [10]. Current experimental
measurements of a

µ

are sensitive to effects at mass scales up to O (TeV) [112].

Currently, the most precise measurement of a
µ

is that from the E821 experiment at Brookhaven
National Laboratory [113], and there is a discrepancy greater than three standard deviations be-
tween this result and the Standard Model prediction [10]. This long-standing theory-experiment
discrepancy can be seen in Fig. 4.4. This discrepancy may be an indication of new physics,
or there may be theoretical or experimental uncertainties which have not been fully taken into
account.

A new experiment at Fermilab, which will improve the precision in the experimental measurement
of the muon anomalous magnetic moment by a factor of four, has recently begun, and is expected
to produce results in 2019 [14, 114]. An experiment at J-PARC, which will improve this precision
still further, is currently under construction [15]. The proposed MUonE experiment will measure
the leading hadronic contribution to a

µ

through muon-electron scattering, and is aiming to start
collecting data around 2022 [16]. It is therefore important that the precision of the Standard
Model theoretical prediction of a

µ

should also be improved, in order to investigate further the
observed theory/experiment discrepancy. The leading source of uncertainty in the Standard
Model prediction comes from hadronic contributions, which cannot be calculated analytically
from first principles due to the non-perturbative nature of low-energy QCD, and the current best
calculations of these hadronic contributions rely on model-based estimates or the use of dispersion
relations along with experimental measurements of the cross-section � (e+e� ! hadrons) [115–
117].

A first-principles calculation of these effects is desirable, and currently the only method for
achieving this calculation is lattice QCD. Over the past years, several groups have begun to
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compute the hadronic contribution to a
µ

using lattice QCD [3, 118–135], and lattice calculations
of the leading-order hadronic contribution are now approaching percent-level precision [123, 125,
131, 133, 134].

4.1 Experimental measurement of aµ

The technique used to measure the muon anomalous magnetic moment experimentally involves
measurement of muon spin precession in a magnetic field. As seen from Eq. (4.1), the muon has
a magnetic moment which is aligned with its spin. Applying an external magnetic field exerts a
torque on this magnetic moment, causing the muon spin to precess with frequency

~!
S

= �g
µ

e ~B

2m
µ

� e ~B

�m
µ

(1 � �), (4.4)

where ~B is the external magnetic field and � =
�

1 � v2/c2
�� 1

2 . The spin direction is measured
by detecting electrons emitted when the muon decays; electrons are preferentially emitted in the
direction opposite to the muon spin. This measurement allows the determination of ~!

S

, and
hence g

µ

[136].

The first measurement of g
µ

began in 1957 at the Columbia-Nevis Cyclotron. This experiment
was the first observation of muon spin precession in a magnetic field, and found the result
g
µ

= 2(1.00113+0.00016
�0.00012). This result was consistent with the value for the electron, showing that

the muon behaves like a heavy electron [137].

In 1961, the first of three experiments at CERN measured the muon anomalous magnetic mo-
ment. At the CERN synchrocyclotron, polarised muons were injected into a 6-metre long magnet.
The spin precession relative to the muon’s momentum was measured, and a

µ

computed through

~!
a

= ~!
S

� ~!
C

= �a
µ

e ~B

m
µ

, (4.5)

where ~!
C

is the cyclotron frequency. This experiment found the result a
µ

= 0.001145(22), an
error of 1.9%, allowing for the first observation of the effects of the ↵2 term in the QED expansion
of a

µ

[138].

A second experiment at CERN measured the value of a
µ

in 1968. This experiment used polarised
muons which were produced via pion decay in a storage ring. The result was a

µ

= 0.00116616(31),
a precision of 265 parts per million, which probed the QED contribution at the three-loop
level [139].

The final CERN experiment to measure a
µ

began in 1975. The second CERN muon experiment
was improved through the use of an injected pion beam, increasing the polarisation of the muon
beam from 26% to 95%, and a more uniform magnetic field [136]. The result from this experiment
was a

µ

= 0.001165911(11), the precision of 7.3 ppm making this the first measurement of a
µ

with
sensitivity to hadronic effects [140].

The most recent measurement of a
µ

comes from the E821 experiment at Brookhaven National
Laboratory (BNL), which began in 1999. This experiment was modelled on the third CERN
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muon experiment, but with precision improved to 0.54 ppm [141]. The final result announced
from this experiment was

a
µ

= 116592091(54)(33) ⇥ 10�11, (4.6)

where the first error is statistical and the second systematic [10, 113].

A new experiment, E989 at Fermilab, has recently begun collecting data for a new measurement
of a

µ

, and is expected to produce its first results in 2019. This experiment re-uses the 14m
muon storage ring from experiment E821, and a more intense muon beam will improve on the
precision of experiment E821 by a factor of four, to 0.14 ppm [14, 114].

A further experiment, E34, is in development at J-PARC. This experiment will use an ultra-cold
muon beam and a 66 cm storage ring. The smaller size of this storage ring compared to those
used in previous experiments would allow for a more uniform magnetic field, offering a predicted
precision of 0.1 ppm. The experiment is currently under construction, with the first muon beam
expected in 2019 [15]

Another experiment, MUonE, has been proposed to measure the leading hadronic contribution
to a

µ

through muon-electron scattering. This experiment is aiming to achieve a precision of
⇠ 0.3% with two years of data, and data collection is predicted to begin around 2022 [16].

4.2 Standard Model prediction for aµ

Currently, the most precise Standard Model prediction of the muon anomalous magnetic moment
is

a
µ

= 116591823(1)(34)(26) ⇥ 10�11, (4.7)

where the errors come from the electroweak, leading-order hadronic and higher-order hadronic
contributions respectively [10]. The precision of this prediction is approximately equal to the
precision of the most precise experimental measurement so far (see Eq. (4.6)).

The largest contribution to a
µ

comes purely from QED. For the pure QED contribution, the
5-loop perturbative calculation of the electron anomalous magnetic moment can be used. This
contribution is known with great precision: aQED

µ

= 116584718.95(0.08) ⇥ 10�11 [9].

At one-loop level, the electroweak diagrams which contribute to a
µ

are shown in Fig. 4.2. The
electroweak contribution has been calculated up to two loops in perturbation theory, finding the
result aEW

µ

= 153.6(1.0) ⇥ 10�11 [142, 143].

The largest source of uncertainty in the Standard Model prediction of a
µ

stems from hadronic
contributions. The leading-order (LO) hadronic effects enter at O(↵2) through the hadronic
vacuum polarisation (HVP), and next-to-leading-order (NLO) contributions include hadronic
light-by-light (HLbL) scattering. These contributions are shown in Fig. 4.3. Unlike the QED and
electroweak contributions, these hadronic effects cannot be calculated using perturbation theory
because at low energies the QCD coupling is too large to permit a perturbative expansion.
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µ µ µ µ µ µ

� � �

Z H
⌫

W W

Figure 4.2: Feynman diagrams for the one-loop electroweak contributions to aµ.

Contribution a
µ

⇥ 1011 Uncertainty
QED [9] 116 584 718.95 0.08

Electroweak [142, 143] 153.6 1.0
HVP,LO [115] 6931 34

HVP,NLO [145] �98.7 0.9
HVP,NNLO [145] 12.4 0.1

HLbL [150] 105 26
Total [10] 116 591 823 43

Table 4.1: Contributions to the Standard Model prediction of aµ.

The LO HVP contribution to a
µ

is typically calculated using dispersion relations. This contri-
bution is given by [1]

aHVP,LO
µ

=
1

3

⇣↵

⇡

⌘2
ˆ 1

4m2

⇡

ds
R(s)K(s)

s
, (4.8)

where ↵ is the fine structure constant, R(s) is the ratio of the cross-section for the process
e+e� ! hadrons to the tree-level e+e� ! µ+µ� cross-section in the limit s � m2

µ

:

R(s) =
� (e+e� ! hadrons)

�0 (e+e� ! µ+µ�)
=
� (e+e� ! hadrons)

�

4⇡↵2

3s

� , (4.9)

and K(s) is a QED kernel

K(s) =
x2

2
(2 � x2) +

(1 + x2)(1 + x)2

x2

✓

ln(1 + x) � x +
x2

2

◆

+
(1 + x)

(1 � x)
x2 ln(x) . (4.10)

At high energy, the ratio R(s) can be calculated from perturbative QCD, but at lower energies
where QCD is non-perturbative the calculation relies on experimental data for R(s). Higher-order
HVP contributions to a

µ

can also be calculated using the same experimental cross-section data,
with different kernels K(s) [144]. For the LO HVP contribution, this calculation gives aHVP,LO

µ

=

6931(33)(7)⇥10�11, where the first error is a predominantly systematic experimental uncertainty,
and the second error originates from the use of perturbative QCD at high energy [115]. The NLO
and NNLO HVP contributions from dispersion relations are aHVP,NLO

µ

= �98.7(0.9)⇥10�11 and
aHVP,NNLO
µ

= 12.4(0.1) ⇥ 10�11 [145]. The HLbL contribution, which is also a NLO hadronic
contribution, is typically estimated from models derived from QCD at large N

c

[146–151]. One
such estimate of the HLbL contribution is aHLbL

µ

= 105(26) ⇥ 10−11 [150].

The contributions to the Standard Model prediction of a
µ

, along with their respective errors,
are summarised in Table 4.1. It can be seen that the error is dominated by hadronic effects.
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Figure 4.3: Hadronic vacuum polarisation (HVP, left) and hadronic light-by-light scattering
(HLbL, right) contributions to the muon anomalous magnetic moment.

Figure 4.4: Comparison of experimental measurements of aµ with Standard Model predic-
tions over the period 1979-2009 [1].

The difference between the experimental measurement of a
µ

in Eq. (4.6) and the Standard Model
prediction in Eq. (4.7) is

�a
µ

= aexp
µ

� aSM
µ

= 268(63)(43) ⇥ 10�11, (4.11)

This is a discrepancy of 3.5 standard deviations. Fig. 4.4 compares experimental measurements
of a

µ

with Standard Model predictions over the period 1979-2009, showing that the theory/ex-
periment discrepancy in a

µ

has persisted over many years.

This discrepancy may be an indication of new physics beyond the Standard Model. One possible
candidate for an explanation of this discrepancy comes from supersymmetry. Supersymmetric
models predict a contribution to a

µ

[112]
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Figure 4.5: Two supersymmetric contributions to the muon anomalous magnetic moment.
Left: chargino-sneutrino loop. Right: smuon-neutralino loop.

�

�aSUSY
µ

�

� ⇡ 130 ⇥ 10�11

✓

100 GeV

mSUSY

◆2

tan� , (4.12)

where tan� ⇠ 3 � 40. The observed discrepancy �a
µ

could be explained by supersymmetric
particles with mass mSUSY ⇠ 100 � 500 GeV. However, there have been no direct observations
of such particles so far [10]. Fig. 4.5 shows two diagrams with supersymmetric contributions to
the muon anomalous magnetic moment: a chargino-sneutrino loop and a smuon-neutralino loop.

However, this discrepancy could also be an indication that the theoretical or experimental errors
are not fully under control. In particular, the experimental data used in the calculation of the
HVP contribution may contain the effects of new physics beyond the Standard Model, and the
model dependence of calculations of the HLbL contribution may introduce systematic errors
which are not fully understood. To investigate this discrepancy further, it is important that the
precision of the Standard Model prediction for ahad

µ

should be improved, and a first-principles
calculation is desirable so that systematic errors arising from the use of experimental and model-
based input are avoided. The only method for computing these hadronic effects from first
principles is lattice QCD.

4.3 Lattice calculation of the muon anomalous magnetic

moment

4.3.1 Theory

The first step in a calculation of aHVP.LO
µ

on the lattice is the calculation of the HVP tensor

⇧
µ⌫

(Q) = FC
µ⌫

(x) , (4.13)

where F is the Fourier transform defined in Eq. (3.8), and C
µ⌫

(x) is the electromagnetic current
2-point function
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C
µ⌫

(x) = hJ
µ

(x)J
⌫

(0)i . (4.14)

In the continuum (in Euclidean space), the electromagnetic current is

J
µ

(x) =
X

f

q2
f

 ̄
f

(x)�
µ

 
f

(x) , (4.15)

where the sum runs over quark flavours f and q
f

is the electromagnetic charge of quark flavour
f . The vector Ward identity hJ

µ

�Si = h�J
µ

i imposes the condition

X

µ

@
µ

C
µ⌫

(x) = 0 . (4.16)

In momentum space this condition is
P

µ

Q
µ

⇧
µ⌫

(Q) = 0, which implies that the HVP tensor
has a transverse structure

⇧
µ⌫

(Q) =
�

�
µ⌫

Q2 � Q
µ

Q
⌫

�

⇧(Q2) , (4.17)

which defines the HVP form factor ⇧(Q2).

On the lattice, one can define a local vector current in analogy with the continuum electromag-
netic vector current:

V `

µ,f

(x) =  ̄
f

(x)�
µ

 
f

(x) . (4.18)

However, this vector current is not conserved and consequently a renormalisation constant Z
V

is required to renormalise the local vector current. This local vector current reduces to the
conserved vector current in the continuum, and therefore the renormalisation constant must
have the behaviour Z

V

! 0 in the continuum limit. As in the continuum, a conserved vector
current on the lattice can be derived from the Ward identity h�Si = 0 under a U(1) vector
transformation of the quark field  . This allows us to define a conserved vector current V c

µ

(x)

which satisfies

X

µ

�⇤
µ

V c

µ

(x) = 0 , (4.19)

and requires no renormalisation (i.e. Z
V

c ⌘ 0). For the domain wall fermion action used for the
study described in Chapter 6, the conserved vector current is [3]

V c

µ

(x) =

Ns�1
X

s=0

1

2

⇥

 ̄(x + aµ̂, s)(1 + �
µ

)U†
µ

(x) (x, s) �  ̄(x, s)(1 � �
µ

)U
µ

(x) (x + aµ̂, s)
⇤

.

(4.20)

The vector Ward identity
⌦

V c

µ

�S
↵

=
⌦

�V c

µ

↵

imposes the condition



Chapter 4 The muon anomalous magnetic moment 41

X

µ

�⇤
µ

⇥⌦

V c

µ

(x)V c

⌫

(0)
↵

+ �(x)�
µ⌫

hT
µ

(x)i⇤ = 0 . (4.21)

This is similar to the continuum condition Eq. (4.16) if we define the correlation function
C

µ⌫

(x) =
P

f

q2
f

hD

V c

µ,f

(x)V c

⌫,f

(0)
E

+ �(x)�
µ⌫

hT
µ,f

(x)i
i

. The second term here is a contact
term which arises when the gauge links in the two non-local vector currents coincide. For the
domain wall action used in this work, the tadpole operator T

µ

is [3]

T
µ

(x) =

Ns�1
X

s=0

1

2

⇥

 ̄(x + aµ̂, s)(1 + �
µ

)U†
µ

(x) (x, s) +  ̄(x, s)(1 � �
µ

)U
µ

(x) (x + aµ̂, s)
⇤

.

(4.22)

This operator will become relevant when we consider QED corrections in Chapter 5.

Alternatively, following the methodology used in [128], the electromagnetic vector current 2-point
function can be defined as

C
µ⌫

(x) = Z
V

X

f

q2
f

⌦

V c

µ,f

(x)V `

⌫,f

(0)
↵

, (4.23)

which again satisfies the Ward identity

X

µ

�⇤
µ

C
µ⌫

(x) = 0 . (4.24)

The HVP tensor is defined through a modification of Eq. (4.13):

⇧
µ⌫

(Q) = FC
µ⌫

(x) � a4
X

x2⇤

C
µ⌫

(x) . (4.25)

The second term on the right-hand side is the subtraction of the zero mode ⇧
µ⌫

(0), which
vanishes in the infinite-volume limit but is non-zero in finite volume [152, 153]. This zero-mode
subtraction has been shown to improve the signal-to-noise ratio for ⇧

µ⌫

(Q) at low Q2 [128].

On the lattice, discretisation breaks rotational symmetry to hypercubic symmetry, and as a
result the tensor decomposition of ⇧

µ⌫

takes the form

⇧
µ⌫

(Q) =
⇣

�
µ⌫

Q̂2 � Q̂
µ

Q̂
⌫

⌘

⇧
�

Q2
�

+ · · · , (4.26)

where the ellipsis represents terms of the form
P

µ

Qn

µ

for even n and Qm

µ

Qn

⌫

for odd m and n [152,
154], which are invariant under hypercubic symmetry transformations. These contributions can
be removed exactly by only considering momenta with Q

µ

= 0 or Q
⌫

= 0. Considering only
momenta with vanishing spatial part, and taking µ = ⌫ = j with j running over spatial directions
only, the HVP form factor can be calculated from the 2-point function C

µ⌫

as

⇧
�

Q2
�

=
1

3

X

j

⇧
jj

(Q)

Q̂2
=

1

3
a4
X

j

X

x2⇤

C
jj

(x)

✓

e�iQt � 1

Q̂2

◆

. (4.27)
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The HVP form factor ⇧(Q2) is UV divergent, and can be renormalised through the subtraction

⇧̂
�

Q2
�

= ⇧
�

Q2
��⇧ (0) . (4.28)

The zero mode ⇧ (0) cannot be evaluated directly by substituting Q = 0 into Eq. (4.27). Instead,
the subtracted HVP can be determined using a modified kernel [153]:

⇧̂
�

Q2
�

= ⇧
�

Q2
��⇧ (0) =

1

3
a4
X

j

X

x2⇤

C
jj

(x)

✓

e�iQt � 1

Q̂2
+

t2

2

◆

. (4.29)

Once the subtracted form factor ⇧̂(Q2) has been calculated on the lattice, the leading-order
hadronic contribution to the muon anomalous magnetic moment a

µ

can be obtained through the
integral [111]

aHVP,LO
µ

= 4↵2

ˆ 1

0
dQ2f

�

Q2
�

⇧̂
�

Q2
�

, (4.30)

where the QED kernel f
�

Q2
�

is

f
�

Q2
�

=
m2

µ

Q2Z3
�

1 � Q2Z
�

1 + m2
µ

Q2Z2
, Z = �

Q2 �
q

Q4 + 4m2
µ

Q2

2m2
µ

Q2
. (4.31)

The integral in Eq. (4.30) can be evaluated numerically using, for example, the trapezium rule.
However, the kernel Eq. (4.31) has a peak close to Q2 ⇠ m2

µ

/4, and as a result the low-Q2 region
of ⇧̂(Q2) gives a large contribution to aHVP,LO

µ

. This causes a problem for lattice calculations,
as aHVP,LO

µ

gains a large contribution from energies below the lattice infrared cut-off T�1 [128].
One solution is to use the process of “sine cardinal interpolation”: instead of only computing the
Fourier transform in Eq. (4.29) at discrete momenta Q

t

= 2⇡t/T where at 2 Z,�T

2  t < T

2 ,
the Fourier transform can instead be computed for any t 2 ⇥�T

2 , T

2

�

[155]. This method allows
access to the low-Q2 region which gives a large contribution to aHVP,LO

µ

, and thereby reduces
the size of cut-off effects. This interpolation of ⇧̂(Q2) introduces finite-time effects, which are
believed to decay exponentially with m

⇡

T [128, 156].

An alternative method for constructing ⇧(Q2) in the low-Q2 region is the method of time mo-
ments [124]. Using the time moments

G2n ⌘
ˆ 1

�1
dx0 x2n

0 G (x0) , (4.32)

the HVP form factor can be expanded as

⇧
�

Q2
�

= ⇧0 +

1
X

j=1

⇧
j

Q2j , (4.33)

where

⇧
j

= (�1)j+1 G2j+2

(2j + 2)!
. (4.34)
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Collaboration Year aHVP.LO
µ

⇥ 1010

ETMC [123] 2014 674(21)(18)
HPQCD [125] 2017 667(6)(12)

CLS/Mainz [131] 2017 654(32)(+21
�23)

BMW [134] 2018 711.1(7.5)(17.4)
RBC/UKQCD [133] 2018 715.4(16.3)(9.2)

Table 4.2: Summary of lattice QCD calculations of aHVP,LO
µ . In each case, the first error is

statistical and the second is systematic.

The time moments method is not used in this work, but has been used in several other stud-
ies [157].

4.3.2 Summary of lattice QCD calculations of a
µ

Over the past few years, much work has been done in computing the HVP contribution to a
µ

on
the lattice [3, 118–135]. A summary of recent lattice QCD results is given in Table 4.2. In addi-
tion, a calculation by the RBC/UKQCD collaboration combines lattice data with experimental
R-ratio data to find the result aHVP,LO

µ

= 692.5(2.7)⇥10�10, which is currently the most precise
determination of aHVP,LO

µ

[133].

From Table 4.2 it can be seen that lattice calculations of aHVP,LO
µ

are able to achieve precision
of a few percent. In order for lattice calculations to compete with predictions from e+e� !
hadrons, a precision better than 1% is required. At this level of precision, isospin-breaking
effects are expected to be significant, so it is important that these effects are also computed.
We have made the first calculation these isospin-breaking effects [3], in an exploratory study
which laid the groundwork for the inclusion of isospin-breaking effects at the physical point in
the RBC/UKQCD HVP calculation [133]. Several other lattice calculations of isospin-breaking
corrections to aHVP,LO

µ

have also been made [132, 134, 135, 158]. These effects are discussed
in Chapter 5, and our exploratory calculation [3] is described in Chapter 6.

In addition to the HVP contribution to a
µ

, it can be seen from Table 4.1 that an improved
prediction is needed for the NLO hadronic contribution from HLbL scattering. Computing
this contribution on the lattice is much more complex than the HVP calculation, due to the
presence of a four-point correlation function of electromagnetic currents [159]. Nevertheless,
lattice calculation of the HLbL contribution to a

µ

is an active area of research [160–170].





Chapter 5

Isospin breaking

In nature, isospin symmetry is broken due to the different masses and electromagnetic charges of
the up and down quarks: the masses of the quarks are m

u

= 2.2+0.5
�0.4 MeV, m

d

= 4.7+0.5
�0.3MeV in

the MS scheme at 2 GeV [10] and their electromagnetic charges are q
u

= 2
3e, q

d

= � 1
3e. In the

majority of lattice QCD simulations, however, the masses of the up and down quarks are set equal
to each other; m

u

= m
d

= m
l

. This choice reduces the computational cost of simulations, since
the number of distinct flavours is reduced. In addition, electromagnetic effects are not included,
with the quarks treated as charge-neutral particles. These simulations therefore respect isospin
symmetry, since the up and down quarks are treated as identical particles.

This decision is justified by consideration of the scale of corrections introduced by breaking isospin
symmetry. Electromagnetic corrections enter at O (↵), where ↵ ⇡ 1/137 is the fine structure
constant. Corrections arising from the light quark mass difference enter at O ((m

d

� m
u

) /⇤QCD),
where m

d

�m
u

⇡ 2.5 MeV is the light quark mass difference and the QCD scale ⇤QCD ⇡ 200 MeV.
Both of these effects are therefore expected to be approximately two orders of magnitude smaller
than the QCD effects. Until recently, the scale of isospin-breaking effects has been smaller than
the resolution of lattice QCD calculations, so these effects could be safely neglected.

However, lattice QCD calculations of several quantities, including hadron masses and the ratio
of kaon and pion decay constants, have now achieved precision of 1% or better [17], and oth-
ers (including the HVP contribution to the muon anomalous magnetic moment, as discussed
in Sec. 4.3.2) are now approaching percent-level precision. At this level it is expected that
isospin-breaking effects become significant, so it is important to include these effects in lattice
calculations.

In principle, isospin-breaking effects can be included in the quark sea by including QED terms
in the action, along with non-degenerate light quark masses, when an ensemble of configurations
is generated. However, the process of generating a new lattice ensemble is very computationally
expensive, and it is therefore preferable to re-use existing ensembles where possible. A few recent
studies have carried out fully dynamical simulations of lattice QCD+QED with non-degenerate
light quark masses in the sea [20, 21, 171, 172], but the majority of studies of isospin-breaking
effects make use of various techniques which allow the use of isospin-symmetric QCD ensembles.

A common method for including QED effects in lattice QCD simulations is to generate U(1)

gauge configurations stochastically, and superimpose these onto isospin-symmetric QCD config-
urations before computing correlation functions [18]. Using this method, the fermion determinant
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in the path integral is not modified, and therefore only valence quarks interact electromagneti-
cally, while sea quarks remain charge-neutral. The theory is said to be “electro-quenched”. At
O (↵), the systematic uncertainty arising from this electro-quenching is suppressed by approx-
imate flavour SU (3) symmetry, and is estimated to be ⇠ 10% of the QED correction [173].
At the present precision levels of lattice calculations, electro-quenching effects can generally be
neglected. Generation of U(1) gauge configurations is computationally cheap, as will be dis-
cussed in Sec. 5.2, making this an efficient method for computing QED effects. This method
has been used to compute meson and baryon mass splittings, displaying good agreement with
experiment [2, 18, 173–175]. For the remainder of this report, this method will be referred to as
the “stochastic method”, and a more detailed description of the method is given in Sec. 5.2.

An alternative method for including isospin-breaking effects for valence quarks with an isospin-
symmetric background is based on a perturbative expansion of the path integral in terms of the
fine structure constant ↵, with the photon propagator inserted analytically [19]. This method has
been demonstrated for the calculation of QED corrections to leptonic decay rates [176], meson
masses [177] and HVP contribution to the muon g� 2 [132, 178]. We refer to this method as the
“perturbative method”, and more details are given in Sec. 5.3.

It is possible to perform a lattice calculation in which sea quarks gain an electromagnetic charge,
using an ensemble of isospin-symmetric configurations, by reweighting the configurations. This
technique has been demonstrated in a few studies [22, 179, 180].

A further technical difficulty when including QED on the lattice is that, since electromagnetism
is a long-range interaction due to the massless photon, the effects of finite volume are typically
much larger for QED than for QCD. It is therefore important to correct for these finite-volume
effects, and these corrections are the focus of Chapter 7 of this report. An alternative approach
is to couple lattice QCD in a finite volume to photons in infinite volume, to suppress QED finite-
volume effects. This approach has been applied to a lattice QCD calculation of the hadronic
light-by-light contribution to the muon anomalous magnetic moment [164].

In [3], we made the first exploratory calculation of isospin-breaking corrections to the HVP. This
calculation is described in Chapter 6. More recently, lattice calculations have been made of HVP
isospin-breaking corrections in [132, 133, 135], corrections due to the light quark mass difference
have been calculated in [158], and electromagnetic corrections to the HVP have been calculated
from phenomenology [134].

In this project, I have applied the stochastic method to the calculation of QED corrections
to meson masses and the HVP, and this has been compared with the same results obtained
using the perturbative method. Our comparative study of these methods has been published
in [3], and Chapter 6 is an account of this comparison. A discretised QED action is defined
in Sec. 5.1, which is followed by a description of the stochastic method in Sec. 5.2, and of the
perturbative method in Sec. 5.3. This chapter ends with a note on the calculation of isospin-
breaking corrections arising from the different masses of the up and down quarks in Sec. 5.4.

5.1 Discretising the QED action

In the infinite-volume, continuum theory, the Feynman-gauge electromagnetic gauge action is
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S
�

[A] =
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ˆ
d4x
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(x) F
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(x) , (5.1)

F
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(x) = @
µ

A
⌫

(x) � @
⌫

A
µ

(x) . (5.2)

where A
µ

(x) is the electromagnetic vector potential. As discussed in Sec. 2.3.2, it is necessary
to fix the gauge. Feynman gauge can be imposed by adding an extra term to the Lagrangian:

S
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The photon propagator D
µ⌫

(x � y) = hA
µ

(x) A
⌫

(y)i is related to the inverse of the Laplacian
operator @2:

D
µ⌫

(x � y) = ��
µ⌫

�

@2
��1

�(x � y) = �
µ⌫

ˆ
d4k

(2⇡)4
eik·(x�y)

k2
. (5.4)

On a finite lattice ⇤, the Feynman-gauge electromagnetic gauge action could naively be defined
as

S
�,Feyn. [A] = a4
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where the electromagnetic vector potential A
µ

(x) is defined on the link between lattice sites x

and x + aµ̂, and �
µ

is the forward difference defined in Eq. (3.3). This gauge action is defined
as a function of the non-compact gauge potential A

µ

, in contrast to the Wilson plaquette action
introduced in Eq. (3.25) which is defined in terms of the compact group-valued gauge field U

µ

,
which can be constructed here as U

µ

(x) ⌘ eiqaAµ(x) for electromagnetic charge q. While the
Wilson action could be used here, this would introduce unphysical photon self-interactions as
cut-off effects.

As a function of the gauge potential in momentum space,

Ã
µ

(k) = [FA
µ

(x)] (k) = a4
X

x2⇤

A
µ

(x) e�ik·x, (5.6)

the action Eq. (5.5) is

S
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2V
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. (5.7)
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where k̂
µ

= 2
a

sin
⇣

akµ

2

⌘

, V ⌘Q
µ

L
µ

is the volume of the lattice, and the momentum domain is

⇤̃ =

⇢

2n
µ

⇡

L
µ

, µ = 0, 1, 2, 3, n
µ

= �L
µ

2a
, · · · ,

L
µ

2a
� 1

�

. (5.8)

The photon propagator defined by this action is

D
µ⌫

(x � y) =
�
µ⌫

V

X

k2⇤̃

eik·(x�y)

k̂2
, (5.9)

which is not well-defined due to the divergent k = 0 term in the sum. This zero-momentum
mode of the photon field is associated with a constant shift symmetry of the electromagnetic
action Eq. (5.5),

A
µ

(x) ! A
µ

(x) + c
µ

, (5.10)

which must be broken to avoid the unphysical divergence seen in Eq. (5.9).

The minimal scheme for breaking this shift symmetry is to subtract the zero-momentum mode
of the photon field, by setting Ã

µ

(k = 0) = 0. This scheme is typically named QED
TL

, and has
been used in several lattice calculations [18, 19, 173, 174]. However, the removal of the photon
zero-mode results in a non-local theory, in which the photon field at position x couples to charged
matter fields at all points in spacetime. As a result, charged particle propagators are divergent
if the T ! 1 limit is taken before the L ! 1 limit [21].

QED
TL

is not the only choice to solve the zero-mode problem. One could subtract a larger subset
of the modes of A

µ

containing Ã
µ

(k = 0) without affecting the continuum limit, provided the
subset reduces to one with measure zero in the continuum limit. An alternative choice, proposed
in [23], is to remove the spatial zero-mode on every time slice:

Ã
µ

(k0,0) = 0 8k0 . (5.11)

This choice, usually known as QED
L

, results in a theory which is still non-local in space, but is
local in time, and as a result does not suffer from the problem stated above for QED

TL

[21]. This
scheme has been used in a number of lattice QCD+QED studies [2, 21, 132, 133, 177, 181–183].

In the QED
L

scheme, the action Eq. (5.7) becomes

S
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2
, (5.12)

where the primed sum indicates that the zero-momentum mode is excluded from the sum.

Other approaches have been proposed to solve the zero-mode problem without violating locality.
One such scheme is QED

M

, in which the photon is given a small mass, and the physical limit
is reached by extrapolating to zero photon mass [24]. Another alternative is QED

C

, in which
boundary conditions on the lattice are periodic up to charge conjugation [25, 184–188]. This
approach allows the construction of charged states without requiring gauge fixing, although there
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are additional effects which must be controlled as a result of the boundary conditions breaking
charge conservation.

In this thesis, the QED
L

scheme is chosen to solve the photon zero-mode problem. Chapter 7 is
an investigation of finite-volume dependence in the QED

L

theory.

5.2 Stochastic method

One method for calculating QED corrections is to generate U (1) gauge configurations inde-
pendently of SU (3) gauge configurations, and calculate expectation values using the combined
U (1) ⇥ SU (3) gauge fields, as proposed in [18]. A method for stochastically generating lattice
U (1) gauge configurations according to the action Eq. (5.12) is described in this section.

5.2.1 Generation of gauge configurations in momentum space

In order for the expectation value of a correlator to be equal to the average value of the correlator
evaluated on a set of field configurations, as explained in Sec. 3.5, field configurations must be
sampled from the probability distribution given by the Boltzmann weight:

p [A] / e�S� [A] . (5.13)

This sampling process is easiest in momentum space. As the action Eq. (5.12) is diagonal in
both the momentum k and space-time index µ, all gauge field values Ã

µ

(k) are independent
Gaussian random variables. When generating a random set of gauge configurations according
to the probability distribution in Eq. (5.13), each value of Ã

µ

(k) must therefore be randomly
chosen such that

�

�

�

Ã
µ

(k)
�

�

�

is drawn from a Gaussian distribution with variance 2V/k̂2, except

for the zero-modes Ã
µ

(k0,0) which are set equal to 0 in the QED
L

scheme. In addition, since
the variance matrix is real, the real and imaginary parts of Ã

µ

(k) do not mix and so each of
Re
⇣

Ã
µ

(k)
⌘

and Im
⇣

Ã
µ

(k)
⌘

can be drawn directly from a Gaussian distribution with variance

V/k̂2.

The Box-Muller procedure can be used to generate these Gaussian random numbers. This
procedure generates pairs of numbers Z1, Z2, with a standard normal distribution (mean 0,
variance 1), from pairs of random numbers U1, U2 which are uniformly distributed in the interval
(0, 1) [189]:

Z1 =
p

�2 ln U1 cos (2⇡U2) ,

Z2 =
p

�2 ln U1 sin (2⇡U2) . (5.14)

In this study, the ranlux random number generator is used to generate the uniform random
numbers. This generator is well-suited for lattice Monte Carlo simulations which require the
generation of many random numbers, as it has an extremely long period [190].

In position space, A
µ

(x) is a real-valued field. Therefore, only half of the modes Ã
µ

(k) can be
independent. Imposing this constraint when generating values of Ã

µ

(k) involves communication



50 Chapter 5 Isospin breaking

between lattice sites, which requires communication between compute nodes when computing
on a distributed architecture. Instead, since the real and imaginary parts of Ã

µ

(k) do not mix,
it is equivalent to generate all modes independently in momentum space and set Im (A

µ

(x)) = 0

after Fourier transforming into position space.

5.2.2 Transformation to Coulomb gauge

It is convenient to generate gauge configurations in Feynman gauge because the U(1) gauge
action is trivially diagonal with respect to the space-time index. However, it is useful to make
calculations also in a different gauge in order to check gauge invariance. It is possible to transform
these Feynman-gauge configurations into Coulomb gauge using the transformation [21]

A
µ

! A0
µ

= (P
C

)
µ⌫

A
⌫

, (5.15)
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5.2.3 Combining with SU (3) gauge fields

In order to compute observables in the QCD + quenched QED framework, it is necessary to
combine the U (1) gauge field configurations generated according to this process with SU (3)

gauge field configurations, to form U (3) gauge fields. This is achieved by multiplying each
SU (3) gauge link with the corresponding U (1) gauge link:

UU(3)
µ

(x) = UU(1)
µ

(x) · USU(3)
µ

(x) , (5.17)

where UU(1)
µ

(x) are U (1) group elements defined as

UU(1)
µ

(x) = eiqaAµ(x) (5.18)

for electromagnetic charge q, and USU(3)
µ

(x) are SU (3) group elements. The position-space pho-
ton field A

µ

(x) can be efficiently obtained from the photon field Ã
µ

(k) generated in momentum
space, using a Fast Fourier Transform (FFT).

5.2.4 Reducing statistical noise

Due to charge-conjugation symmetry, expectation values are invariant under the transformation
q ! �q. However, charge conjugation invariance on the lattice is recovered only in the limit
of infinitely many U (1) gauge configurations, and the statistical noise therefore gains an O (q)

contribution. In order to remove this O (q) noise, results can be computed twice on each config-
uration: first with q = +q0 and then with q = �q0. These two measurements are then averaged,
so that the O (q) effects cancel exactly on each configuration.



Chapter 5 Isospin breaking 51

5.3 Perturbative method

An alternative method for calculating QED effects was developed in [19], in which QED correc-
tions are treated perturbatively. The QCD+QED path integral

hOi =
1
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ˆ
D ⇥ ,  ̄, U, A

⇤

O
⇥

 ,  ̄, U, A
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is expanded in powers of the electromagnetic charge q:
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where hOi0 is the expectation value without QED. The O (↵) contributions contain one photon
propagator, with both ends coupled to quarks through the conserved vector current V c

µ

. Because
the operator V c

µ

is non-local, as discussed in Sec. 4.3.1, a contact term arises when the gauge
links in these two vector currents coincide. Consequently, the O (↵) term receives contributions
with two insertions of the conserved vector current V c

µ

and contributions with one insertion of
the tadpole operator T

µ

[19]:
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For the domain wall action used in our study in Chapter 6, the operators V c

µ

and T
µ

are defined
in Eq. (4.20) and Eq. (4.21), respectively.

Using the QED
L

scheme, the photon propagator in Feynman gauge is
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The sum over positions x and y of the photon vertices can be converted into a stochastic average
by factorising the photon propagator into two parts, one which depends only on x and the other
which depends only on y. In our study, two such factorisations are used.

For the “single-µ” insertion, the photon propagator is factorised as

D
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X
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D
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where the stochastic noise sources ⌘ are chosen such that
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Correlation functions are then constructed from sequential propagators with insertions of the
operators

P

x

V c

µ

(x) D̃
µ⌫

(x),
P

x

V c

µ

(x) ⌘† (x) and
P

x

T
µ

(x) D
µµ

(0), where D
µµ

(0) can be cal-
culated exactly. The stochastic average is taken over QCD gauge configurations and stochastic
sources ⌘, and is then summed over the Lorentz indices µ, ⌫.
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For the “summed-µ” insertion, different stochastic sources are used for each of the four Lorentz
indices. The photon propagator factorisation is
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with stochastic sources which satisfy
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such as Z2 noise sources.

Using this method, the operators used for sequential insertions are
P

x

P

µ

V c

µ

(x) D̂
µ

(x),
P

x

P

µ

V c

µ

(x) ⇠†
µ

(x)

and
P

x

P

µ

T
µ

(x) D
µµ

(0). The sum over Lorentz indices is carried out within the insertion, so
the number of sequential propagator inversions is reduced by a factor of 4 compared with the
single-µ insertion method.

5.4 Strong isospin-breaking on the lattice

In addition to isospin-breaking effects from the electromagnetic interactions of quarks, isospin
symmetry is also broken by the different masses of the up and down quarks. We refer to effects
arising from this difference in masses as strong isospin-breaking effects. Such effects can be
calculated on the lattice by choosing different input bare masses for the up and down quarks.
As for the calculation of QED corrections, this can be done in a quenched setup by assigning
different masses to the valence up and down quarks while keeping the masses of the sea quarks
equal. This allows for the re-use of existing isospin-symmetric gauge ensembles.

When both strong and electromagnetic isospin-breaking corrections are included, the separation
of these two effects will depend on the choice of renormalisation scheme. This is because the
different charges of the up and down quark will result in different corrections to their masses.
For a physical calculation of electromagnetic isospin-breaking corrections, the bare quark masses
should be tuned so that the renormalised masses of the light quarks are equal. The strong
isospin-breaking corrections can be calculated by changing the mass of either the up or down
quark, while keeping the other mass fixed, to reproduce the physical mass difference m

d

� m
u

.



Chapter 6

Comparison of isospin-breaking
methods

This chapter is an account of a comparative study of the stochastic and perturbative methods
introduced in Chapter 5. This study has been published in [3].

As isospin-breaking effects become more important in lattice calculations, it is important to
investigate efficient methods for calculating these effects. The aim of this study is to implement
both the stochastic and the perturbative method, and make a comparison of results obtained
from exploratory calculations using the two methods. In doing so, in addition to providing a
valuable cross-check of the implementation of each method, the statistical precision achieved
by both approaches can be compared. This comparison provides useful input when choosing a
method for calculating QED corrections in more expensive calculations at the physical point.

QED and strong isospin-breaking corrections are calculated for meson masses, and for the HVP
and its contribution to a

µ

. This constitutes the first lattice calculation of isospin-breaking
corrections to the HVP, although it must be noted that this is an exploratory calculation at
larger-than-physical light quark masses, and no attempt is made to extrapolate the results to
the physical point.

Sec. 6.1 contains a summary of the parameters used in our study. The calculation of isospin-
breaking corrections to meson masses is described in Sec. 6.2, and for the HVP in Sec. 6.3.
In Sec. 6.4, the precision of the two methods is compared at equal computational cost.

This work was a collaborative effort. I implemented the stochastic method and carried out the
analysis of data obtained using this method, while the perturbative method was implemented
and analysed by Vera Gülpers. I present results from both methods in this chapter, since the
primary purpose of the study is the comparison of the two methods.

6.1 Parameters

For the comparison of isospin-breaking methods, we use a 243 ⇥ 64 domain wall fermion en-
semble, with 2+1 sea quark flavours (mass-degenerate up/down, and strange), generated by the

53
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RBC/UKQCD collaboration [191]. This isospin-symmetric ensemble has the following parame-
ters [192]:

a�1 = 1.78 GeV,

am
u,d

= 0.005, (6.1)

am
s

= 0.04,

m
⇡

= 341MeV.

The masses m
u,d,s

are input parameters whose values are determined, along with the scale a�1,
by fixing a set of hadron masses in the isospin-symmetric situation. The isospin-symmetric
pion mass on this ensemble is larger than the physical pion mass, so we do not calculate at
physical light quark masses. For this exploratory study we are primarily interested in the relative
performance of the two QED methods, and we therefore make no effort to extrapolate results to
the physical point.

The mass of the valence up quark is chosen to be equal to that of the light sea quark: am
u

=

0.005. The valence down quark is given a mass different from that of the up quark, to break strong
isospin symmetry. The down quark mass is chosen to be am

d

= 0.005915, so that converting the
bare mass difference am

d

� am
u

to MS using results from [193] reproduces the physical value
of the light quark mass difference m

d

� m
u

as calculated in [175]. The mass of the valence
strange quark is set equal to the physical strange quark mass which, in these lattice units, is
am

s

= 0.03224.

To calculate with physical masses, the quark masses would need to be re-tuned in the presence
of QED such that a selection of meson masses are fixed to their experimental values. In this
study, the quark masses have not been retuned in the presence of QED. We therefore choose to
define the QED correction to an observable as the difference between its value with QED effects
and its value without QED, keeping the bare quark masses constant.

The quark electromagnetic charges are chosen to be equal to their physical values: q
u

= 2
3e,

q
d

= q
s

= � 1
3e, where e =

p
4⇡↵ = 0.302822 is the positron charge.

Quark propagators are calculated for 87 QCD gauge configurations, with 16 complex Z2 wall
sources per configuration [106]. One U (1) gauge configuration is used per QCD gauge configu-
ration for the stochastic method. For the perturbative method, one Z2 noise source is used per
configuration and source position when the single-µ insertion is used, and four Z2 noise sources
(one for each Lorentz index) per configuration and source position for the summed-µ insertion.

6.2 Meson masses

We begin the comparison of the stochastic and perturbative methods by calculating isospin-
breaking corrections to meson masses. These effects have been calculated in several previous
studies [2, 18, 19, 21, 171–175, 177]. However, our study is the first direct comparison of the
stochastic and perturbative methods.
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6.2.1 QED correction

The pion and kaon masses are extracted from the pseudoscalar two-point correlation function,
following the procedure described in Sec. 3.6.2. For correlation functions obtained using the
stochastic method, the QED correction to the effective mass can be determined by calculating
the effective mass in Eq. (3.79) for the correlation function including QED, and also for the
correlation function without QED, and taking the difference. We refer to this as the “cosh-mass”
method:

�mcosh
e↵ = me↵ (t) � m0

e↵ (t) . (6.2)

However, when correlation functions are obtained using the perturbative method, a different
technique for extracting the QED mass correction is required because QED corrections are only
included up to O (↵). Neglecting the effects of periodic boundary conditions, the correlation
function including all orders of QED is

lim
t!1,t⌧T

C (t) = Ae�mt = (A0 + �A) e�(m
0

+�m)t, (6.3)

where subscript 0 denotes quantities in the case without QED. Expanding Eq. (6.3) up to O (↵)

gives

lim
t!1,t⌧T

C (t) = A0e
�m

0

t

✓

1 +
�A

A0
� �m t

◆

= C0 (t)

✓

1 +
�A

A0
� �m t

◆

. (6.4)

The QED mass correction can then be determined from the linear time dependence of the ratio
C (t) /C0 (t). We can define the QED correction to the effective mass from this ratio:

�mratio
e↵ (t) =

C (t)

C0 (t)
� C (t + 1)

C0 (t + 1)
. (6.5)

We refer to this as the “ratio” method, and it can be extended to account for the effect of periodic
boundary conditions:

�mratio
e↵ (t) =

C(t)
C

0

(t) � C(t+1)
C

0

(t+1)
�

T

2 � t
�

tanh
�

m0

�

T

2 � t
��� �T2 � (t + 1)

�

tanh
�

m0

�

T

2 � (t + 1)
�� . (6.6)

The left-hand plot in Fig. 6.1 shows the QED correction to the effective mass of the charged
kaon, calculated using the cosh-mass method for the stochastic data and the ratio method for
the perturbative data. The single-µ insertion was used for the perturbative data. The QED
mass correction �m� can be extracted by fitting a constant to the region in which the effective
mass forms a plateau.

The right-hand plot in Fig. 6.1 shows the correlated difference between the charged kaon effective
mass from the stochastic and perturbative methods, from which we can see that there is a
small systematic difference between the two datasets. The relative size of the discrepancy is
approximately 1%, suggesting it is due to O �↵2

�

effects, which are present in the stochastic
data but not in the perturbative data. To check whether this is the case, we generated data
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Figure 6.1: Left: QED effective mass correction for a charged kaon, from the stochastic
method (blue circles) and perturbative method (red squares). Right: correlated difference of
the results from the two methods. The green line shows the O �

↵2
�

effect in the stochastic
data.

using the stochastic method with a larger electromagnetic coupling (↵ = 1/4⇡). Calculating
the QED mass correction from this data gives us three data points, at ↵ = 0, ↵ = 1/137 and
↵ = 1/4⇡, to which we fit the ansatz �m = a↵ + b↵2. The linear term, a↵, should then give
the O (↵) correction which is calculated in the perturbative method, and the term b↵2 should
be the O �↵2

�

contribution to the stochastic data, which is the difference between results from
the two methods. This O �↵2

�

contribution for the charged kaon mass is plotted as a green line
on the right-hand plot of Fig. 6.1, and it can be seen that this contribution indeed accounts for
the observed discrepancy between the two methods.

As explained in Sec. 5.2.4, the O (q) noise can be exactly cancelled in the stochastic method by
averaging over results with charges ±q. The effect of this averaging procedure on the charged
kaon effective mass correction can be seen in Fig. 6.2, which shows the ratio of the statistical
uncertainties after averaging over ±q to the statistical uncertainties before averaging. This ratio
of errors is approximately equal to the charge e = 0.302822, indicating that the errors have been
reduced from O (q) to O �q2

�

.

Our results for QED corrections to the masses of charged and neutral pions and kaons are
quoted in Table 6.1, with statistical errors calculated using the bootstrap method. These values
are converted to physical units using the lattice spacing quoted in Eq. (6.1), which has not been
corrected to account for isospin-breaking effects. A full calculation of the neutral pion mass
difference should also include the quark-disconnected contribution, which we do not calculate.
The results from the two methods differ at the level of ⇠ 1.5�, a discrepancy which can be
attributed to the higher-order effects in ↵ which are present in the stochastic data but not the
perturbative data.

In a theory with chiral symmetry, the QED correction to the neutral pion mass would vanish
in the chiral limit. This is not the case in our study using domain wall fermions due to the
small residual mass for finite L

s

[2], and we find that the size of QED correction to the neutral
pion mass is approximately half that of the charged pion. To make a physical prediction, QED
effects would need to be taken into account in the renormalisation of the quark mass to remove
this chiral symmetry breaking effect. This effect would be much more severe for actions such as
Wilson fermions which break chiral symmetry to a much larger extent [194].

An independent previous calculation of meson mass QED corrections has been made, using the
stochastic method, on the same QCD gauge ensemble that we use here [2]. In Table 6.2 we
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Figure 6.2: Ratio of statistical uncertainties in the charged kaon effective mass correction
after averaging over results with opposite charges to statistical uncertainties before averaging,

from the stochastic method.

Stochastic /MeV Perturbative /MeV
�m�

⇡

+

(= �m�

ud

) 3.504 ± 0.025 3.459 ± 0.016
�m�

⇡

0

�

= 1
2 [�m�

uu

+ �m�

dd

]
�

1.555 ± 0.015 1.538 ± 0.016
�m�

K

+

(= �m�

us

) 2.722 ± 0.022 2.677 ± 0.013
�m�

K

0

(= �m�

ds

) 0.547 ± 0.005 0.548 ± 0.005

Table 6.1: QED corrections to pion and kaon masses, from the stochastic and perturbative
methods. The values are obtained in physical units using the lattice spacing determined in

the isospin-symmetric case.

q1 q2 a2�m2
⇡

(this study) a2�m2
⇡

from [2]
2/3 e 2/3 e (5.465 ± 0.035) ⇥ 10�4 (5.406 ± 0.064) ⇥ 10�4

2/3 e �1/3 e (7.677 ± 0.052) ⇥ 10�4 (7.654 ± 0.056) ⇥ 10�4

�1/3 e �1/3 e (1.341 ± 0.009) ⇥ 10�4 (1.326 ± 0.016) ⇥ 10�4

Table 6.2: Comparison of our pion squared mass differences using the stochastic method
with results from [2]. q1 and q2 are the quark electromagnetic charges. Quantities are given

in dimensionless lattice units.

compare our stochastic results for the pion squared mass difference �m2
⇡

= (m0 + �m�)
2 � m2

0

with those from the previous study, as a cross-check. We find that our results agree with those
from the previous study.

As a further check, we calculate mass corrections in both Feynman gauge and Coulomb gauge,
using the Coulomb projector defined in Sec. 5.2.2. As shown in Fig. 6.3 we find agreement
between the gauges, except for effective masses at small times, for which the effective mass
receives contributions from the creation amplitudes of the states, which are not necessarily gauge
invariant.
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Figure 6.3: QED effective mass correction for a charged kaon, in Feynman gauge (purple
triangles) and Coulomb gauge (orange circles), from the stochastic method.

6.2.2 Strong isospin-breaking correction

We also calculate strong isospin-breaking corrections to meson masses, by using different masses
for the valence up and down quarks. As discussed in Sec. 6.1, we keep the up quark mass equal
to the mass of the light sea quarks, and choose the down quark mass to reproduce approximately
the physical light quark mass difference as calculated in [175]. Denoting meson masses calculated
with non-degenerate light quark masses but without QED as m̃, we find strong isospin-breaking
differences for the pion and kaon masses to be

m̃
K

0 � m̃
K

+ = 5.551 ± 0.031 MeV, (6.7)

m̃
⇡

+ � m̃
⇡

0 = 0.1160 ± 0.0012 MeV. (6.8)

Comparing with the results for QED corrections in Table 6.1, we find that the strong isospin-
breaking correction to the kaon mass is approximately a factor of 1.8 larger than the QED
correction, with the opposite sign. The strong isospin-breaking correction to the pion mass is
significantly smaller. It has been shown [19, 195] that the pion mass strong isospin-breaking
correction vanishes at leading order in m

d

� m
u

, and the effect we observe here is therefore an
O
⇣

(m
d

� m
u

)
2
⌘

correction.

6.3 HVP and aµ

In addition to meson masses, we calculate isospin-breaking corrections to the HVP and the
corresponding contribution to a

µ

. This exploratory calculation serves as a further comparison of
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0

x
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Figure 6.4: The QED corrections to
⌦
V c
µ (z)V `

⌫ (0)
↵

which arise from the expansion of the
conserved current at the sink. Insertions of the conserved current operator are denoted by a

red square, and tadpole insertions by a blue triangle.

the stochastic and perturbative methods, and also as preparation for a full calculation of these
effects at the physical point, which has subsequently been carried out by the RBC/UKQCD
collaboration [133]. Aside from our own calculations of these effects, an independent calculation
of QED corrections for strange and charm contributions to a

µ

has recently emerged, using the
perturbative method [132].

6.3.1 QED corrections

Our calculation of the HVP and aHVP
µ

follows the method described in Sec. 4.3.1. The vector two-
point function in Eq. (4.23) receives two QED corrections - a correction to the two-point function
itself and a correction to the multiplicative renormalisation Z

V

of the local vector current:

�C
µ⌫

(x) = �Z
V

q2
⌦

V c

µ

(x) V `

⌫

(0)
↵

0
+ Z0

V

q2�
⌦

V c

µ

(x) V `

⌫

(0)
↵

, (6.9)

where V `

µ

and V c

µ

are the local and conserved vector currents defined in Eqs. (4.18) and (4.20)
respectively,

⌦

V c

µ

(x) V `

⌫

(0)
↵

0
and Z0

V

are the vector two-point function and multiplicative renor-
malisation without QED, respectively, and �

⌦

V c

µ

(x) V `

⌫

(0)
↵

and �Z
V

are their QED corrections.
The HVP and a

µ

therefore also receive two QED corrections each:

�⇧
⇣

Q̂2
⌘

= �ZV ⇧
⇣

Q̂2
⌘

+ �V⇧
⇣

Q̂2
⌘

, (6.10)

�a
µ

= �ZV a
µ

+ �V a
µ

. (6.11)

The QED correction �V⇧ is calculated in the stochastic method by taking the difference of the
HVP with and without QED: �V⇧

⇣

Q̂2
⌘

= ⇧
⇣

Q̂2
⌘

� ⇧0

⇣

Q̂2
⌘

. For the perturbative method,
two extra terms are required in addition to those involving insertions of the conserved current and
tadpole operators into the quark propagators. These terms arise because the conserved vector
current used at the sink contains a gauge link U

µ

(x). When QED corrections are included, this
gauge link is multiplied by the U(1) gauge link, U

µ

(x) ! eiqaAµ(x)U
µ

(x), and this dependence on
the electromagnetic coupling must be taken into account in the expansion of the path integral.
The two additional terms are depicted in Fig. 6.4, with conserved current insertions indicated
by a red square and tadpole insertions by a blue triangle.

In the electro-quenched approximation, there is one disconnected diagram which contributes to
the O (↵) correction to the HVP, shown in Fig. 6.5. We do not include this diagram in our
calculation, but it would need to be included in a physically realistic calculation.
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z0

Figure 6.5: Disconnected diagram which contributes to the QED correction to the HVP.

Z0
V

�Z
V

(stochastic) �Z
V

(perturbative)
u 0.70209 ± 0.00083 (−2.674 ± 0.043) ⇥ 10�3 (−2.756 ± 0.044) ⇥ 10�3

s 0.69737 ± 0.00017 (−0.7102 ± 0.0016) ⇥ 10�3 (−0.7139 ± 0.0016) ⇥ 10�3

Table 6.3: Values of the local vector current renormalisation Z0
V without QED, and its QED

correction �ZV .

The renormalisation of the local vector current can be determined by calculating both the local-
conserved and local-local vector two-point functions, and taking the ratio:

Z
V

=

P3
µ=1

P

~x

⌦

V c

µ

(x) V `

µ

(0)
↵

P3
µ=1

P

~x

⌦

V `

µ

(x) V `

µ

(0)
↵

⌘ C`c (t)

C`` (t)
. (6.12)

The QED correction to Z
V

is given by

�Z
v

= Z
V

� Z0
V

=
C`c

0 (t) + �C`c (t)

C``

0 (t) + �C`` (t)
� C`c

0 (t)

C``

0 (t)

=
�C`c (t)

C``

0 (t)
� C`c

0 (t)

C``

0 (t)

�C`` (t)

C``

0 (t)
+ O �↵2

�

. (6.13)

The values of Z0
V

and �Z
V

are extracted from constant fits to the large-time region of these
ratios. The results of these fits are presented in Table 6.3. The QED correction to Z

V

is found
to be negative, and is approximately 0.5% of Z0

V

for the up quark, and even smaller for the
strange quark.

The QED correction �V⇧
⇣

Q̂2
⌘

is plotted for the up quark in Fig. 6.6 and for the strange quark
in Fig. 6.7. Note that, neglecting effects of O (↵ (m

d

� m
u

)), the down quark contribution can
be obtained from the up quark results by multiplying by the charge factor 1/16. The correlated
difference of results from the two methods is also shown. We find that this correlated difference
is non-zero at the 1� level. We estimate the O �↵2

�

corrections for the stochastic method, as
discussed previously for the meson masses, and find that these can account for the discrepancy
between the methods at large Q̂2.

Our results for the QED corrections to a
µ

are summarised in Table 6.4. For the up quark, the
QED correction �V a

µ

is found to be . 1% of a0
µ

. This effect is much smaller for the strange
quark, and has the opposite sign. The QED correction from the vector current renormalisation,
�ZV a

µ

, is negative for both quark flavours. For the up quark, this correction is the same order of
magnitude as the correction �V a

µ

, and for the strange quark it is an order of magnitude larger
than �V a

µ

. The statistical error in the QED correction to a
µ

is dominated by the error from the
correction �V a

µ

due to the vector two-point function.

The full HVP contribution to a
µ

in the isospin-symmetric case is found to be
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Figure 6.6: Left: QED correction �V ⇧
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to the HVP form factor for the up quark,

from the stochastic and perturbative methods. Right: Correlated difference between the two
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to the HVP form factor for the strange quark,

from the stochastic and perturbative methods. Right: Correlated difference between the two
datasets on the left.

a0
µ

⇥ 1010 �V astoch
µ

⇥ 1010 �V apert
µ

⇥ 1010 �ZV astoch
µ

⇥ 1010 �ZV apert
µ

⇥ 1010

u 310 ± 18 2.6 ± 1.2 0.7 ± 1.2 �1.212 ± 0.052 �1.249 ± 0.047
s 48.49 ± 0.23 �0.0030 ± .0014 �0.0057 ± 0.0014 �0.04886 ± 0.00028 �0.04911 ± 0.00027

Table 6.4: QED corrections to aHVP
µ , from the QED correction to the vector two-point

function (�V aµ) and from the vector current renormalisation (�ZV aµ).

a0
µ

=
5

4
au,0
µ

+ as,0
µ

= 436 (23) ⇥ 10�10, (6.14)

in agreement with a previous result calculated on this ensemble: a
µ

= 436 (50) ⇥ 10�10 [126].
The smaller statistical error achieved in our study is due to the use of stochastic Z2 wall sources.

The correlated difference between results for �V a
µ

from the two methods is (1.95 ± 0.94)⇥10�10

for the up quark and (0.0027 ± 0.0011) ⇥ 10�10 for the strange quark, a discrepancy of more
than 2� in both cases. This is due to a smaller discrepancy between the results for the HVP
form factor at small Q̂2, which is transferred across the entire Q̂2 range when the zero-mode
⇧ (0) is subtracted. The same occurs for the statistical error, which is largest at small Q̂2 (as
seen in Fig. 6.6), which accounts for the large statistical error in �V a

µ

for the up quark. Better
resolution for ⇧

⇣

Q̂2
⌘

at small Q̂2 would improve the prediction of �a
µ

.
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a0
µ

⇥ 1010 �V astoch
µ

⇥ 1010 �V apert
µ

⇥ 1010

u 318 ± 11 0.65 ± 0.31 0.37 ± 0.33
s 47.98 ± 0.25 �0.0030 ± 0.0012 �0.0049 ± 0.0011

Table 6.5: QED corrections to aHVP
µ from the QED correction to the vector two-point func-

tion, obtained using Padé R11 fits.

An alternative method to obtain ⇧ (0), which suffers less from the larger statistical errors at
small Q̂2, is to extrapolate ⇧

⇣

Q̂2
⌘

to Q̂2 = 0 using a fit to a suitable function. One choice for
this parametrisation which has been shown to be suitable is the Padé R11 approximant [196]

R11

⇣

Q̂2
⌘

= ⇧0 + Q̂2

✓

a

b + Q̂2
+ c

◆

. (6.15)

Results for a0
µ

and �V a
µ

obtained using this fit are given in Table 6.5. The error in �V a
µ

for the
up quark is significantly reduced compared to the values in Table 6.4, and the central value has
also decreased. The results for the strange quark are consistent with those in Table 6.4. The
correlated difference between the QED corrections in Table 6.5 is (0.27 ± 0.26) ⇥ 10�10 for the
up quark and (0.0019 ± 0.0010) ⇥ 10�10 for the strange quark, so the use of the Padé R11 fit
reduces the discrepancy between the methods.

None of the results presented in this section have been corrected for finite-volume effects. When
QED is included on the lattice, it is important to correct for finite-volume effects as they can be
very large. The calculation of QED finite-volume effects is discussed in Chapter 7.

6.3.2 Strong isospin-breaking correction

As for the meson masses, we calculate strong isospin-breaking corrections to the HVP for the
down quark by calculating ⇧

⇣

Q̂2
⌘

without QED, once with the down quark mass and once with
the up quark mass. We define the strong isospin-breaking correction to be the difference between
the HVP contribution from a down quark with mass am

d

= 0.005915 and the contribution from
a quark with the isospin-symmetric light-quark mass am

d

= 0.005. The strong isospin-breaking
correction to a

µ

is calculated from this form factor, with the subtracted HVP obtained using
either Eq. (4.29) or Padé R11 fits. We find

�sa
µ

/q2
f

= (�6.1 ± 8.8) ⇥ 10�10 using Eq. (4.29), (6.16)

�sa
µ

/q2
f

= (�6.7 ± 1.6) ⇥ 10�10 using Padé R11. (6.17)

Using the subtracted HVP defined in Eq. (4.29), we cannot resolve the strong isospin-breaking
correction at the current precision. We are able to resolve this correction using Padé R11 fits,
and we find it to be approximately 0.9% of the isospin-symmetric value in Table 6.5.
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Figure 6.8: Ratio of statistical errors from the perturbative method to the stochastic method,
for the charged kaon QED mass correction. Results using both the single-µ (blue circles) and
summed-µ (purple triangles) insertions are shown. Left: equal cost. Right: equal statistics.

6.4 Comparison of statistical errors

It is interesting to compare the statistical errors of results calculated with the stochastic and
perturbative methods, to investigate which method offers superior precision for the same com-
putational cost. In order to make this comparison, adjustments must be made for the fact that
the cost per QCD configuration is not equal for the different methods.

The cost is dominated by the cost of inverting quark propagators. For the stochastic method, 3
inversions are required per source position per quark flavour, since one inversion is required for
the case without QED and two are required with QED (for q = +q0 and q = �q0, as discussed
in Sec. 5.2.4). For the perturbative method with single-µ insertions in Feynman gauge, in which
off-diagonal elements of the photon propagator do not contribute, 17 inversions are required
(one propagator from the source, four sequential propagators with photon propagator insertions,
four sequential propagators with noise source insertions, a further four for double sequential
insertions, and four with tadpole insertions). When summed-µ insertions are used, the number
of inversions required is reduced to 5 per source position and flavour.

In Fig. 6.8, the ratio of perturbative to stochastic errors for the charged kaon QED mass cor-
rection is plotted, for both single-µ and summed-µ insertions. On the left, the results are scaled
to give a comparison of errors at equal computational cost. On the right, the ratio of errors is
plotted for equal statistics (i.e. for data from an equal number of QCD gauge configurations
and source positions). We find that, at equal cost, the stochastic method gives the smallest er-
rors, followed by the perturbative method with summed-µ insertions. The single-µ perturbative
method gives the largest errors. At equal statistics, the single-µ perturbative method is the most
precise, followed by the stochastic method, with the summed-µ perturbative method giving the
largest errors.

In Fig. 6.9, the same ratio of errors is plotted for the QED correction to the HVP form factor.
The order of methods by size of statistical errors is the same as for the kaon mass. It should be
noted, however, that this ordering may be mass-dependent, so these conclusions may not apply
at physical quark masses.

From this comparison we conclude that for fixed computational cost, the stochastic method
allows electro-quenched QED corrections to be calculated with smaller statistical uncertainty
than the perturbative method.
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Figure 6.9: Comparison of statistical errors, as in Fig. 6.8, but for the QED correction to
the HVP form factor for up and strange quarks.

For a calculation using unquenched QED, the comparison is less straightforward. In the per-
turbative setup, an unquenched calculation at O (↵) can be achieved by including contributions
from quark-disconnected diagrams, while an unquenched calculation using the non-perturbative
stochastic method would require generation of new QCD+QED gauge ensembles.

It has been pointed out in [177] that the stochastic and perturbative methods can be combined,
by replacing the analytic photon propagator and noise sources in the perturbative approach by
the photon propagator calculated from stochastic photon fields: D

µ⌫

(x � y) ⌘ hA
µ

(x)A
⌫

(y)i
�

.
This combined method requires 4 inversions per source position and flavour, and is identical to
the stochastic method up to O �↵2

�

effects, and can therefore be used to achieve the smaller
statistical errors of the stochastic approach in an exact O (↵) calculation. It is this combination
of the stochastic and perturbative methods that is used in the scalar QED calculations I will
describe in Chapter 7.

6.5 Summary

We have implemented the stochastic and perturbative methods for calculating QED corrections
on the lattice, introduced in Chapter 5, and used both methods to calculate electro-quenched
QED

L

corrections to meson masses, and the HVP and its contribution to a
µ

, on the same ensem-
ble of QCD gauge configurations. We have shown that the techniques required to extract mass
corrections from correlation functions depend on which method is used, since the perturbative
method is exactly an O (↵) calculation while results from the stochastic method include contri-
butions at all orders in ↵. The results from the two methods are in agreement, up to O �↵2

�

effects which can be resolved at the precision achieved here. These results are also consistent
with previous calculations on the same QCD gauge ensemble [2, 126].

The computational cost per configuration differs between the two methods, since the required
number of quark propagator inversions is larger for the perturbative method than for the stochas-
tic method. We find that, for the same computational cost, the stochastic method can produce
results with statistical errors approximately half the size of those achieved from the perturbative
method. This objective comparison of the two methods provides a useful input for decisions
about methodology in future lattice calculations including isospin-breaking corrections.

Our study was the first to calculate isospin-breaking corrections to the HVP and aHVP
µ

. We found
that corrections arising from QED effects on the vector two-point function and those from QED



Chapter 6 Comparison of isospin-breaking methods 65

corrections to the local vector current renormalisation Z
V

are similar in magnitude. The relative
QED correction to aHVP

µ

is approximately 0.1% for the strange-quark contribution, and statistical
uncertainties place an upper bound on the size of the up-quark QED correction at approximately
1%. The strong isospin-breaking correction to aHVP

µ

is calculated by assigning different bare
masses to the valence up- and down-quarks, and is approximately 0.9% of the isospin-symmetric
value. These results were obtained at unphysical quark masses and no attempt was made to
extrapolate to the physical point, so they cannot be interpreted as physical predictions. However,
the magnitude of these effects suggests that both QED and strong isospin-breaking effects must
be included in a full calculation of aHVP

µ

when aiming for 1% precision. This study served as a
starting point for the inclusion of isospin-breaking effects in a physical-point lattice calculation
of aHVP

µ

by the RBC/UKQCD collaboration, which has since been published in [133].





Chapter 7

QED Finite Volume Effects

In this chapter, I introduce a method for numerical calculations of the effects of simulating QED
in a finite volume, using lattice simulations of scalar QED. The mass gap in QCD ensures that
effects due to the finite volume of the lattice fall off exponentially with the spatial extent L of
the lattice, provided L is significantly larger than the inverse pion mass [107]. In QED, however,
there is no mass gap and the massless photon ensures that electromagnetism is a long-range
interaction. Finite volume (FV) effects for QED are therefore much larger than those for QCD,
typically scaling with inverse powers of L rather than exponentially [21], and they must be taken
into account in any physical calculation of QED effects on the lattice.

As an example of the size of QED FV effects, Table 7.1 contains our results for the QED
corrections to charged pion and kaon masses from the stochastic method (as quoted in Table 6.1),
along with the same quantities corrected for FV effects (calculated using a result from [21]). The
estimated FV correction is greater than 30% of the uncorrected QED effect.

FV effects arise from long-distance properties, and do not therefore depend strongly on UV
properties of the system. As a result, leading FV corrections are often “universal”, meaning that
they are independent of hadron structure and cutoff effects. Leading FV effects can therefore
be studied analytically using low-energy effective field theories in which hadrons are treated as
point particles. Universal FV corrections for mesons can be calculated in scalar QED, and for
baryons in spinor QED. In momentum space, infinite-volume integrals over momentum become
discrete sums in finite volume, so the task of calculating FV corrections consists of the derivation
of sum-integral differences for a set of master integrals in an appropriate effective field theory.

Much work has been done to determine QED FV corrections for hadron masses. These correc-
tions were first calculated, within the QED

L

scheme, in [182]. The universal FV corrections,
and the leading non-universal corrections for composite particles, were calculated using non-
relativistic QED (NRQED) as an effective field theory. The same FV corrections have also been

�mFV /MeV �minf V /MeV
�m�

⇡

+

3.504 ± 0.025 4.597 ± 0.025
�m�

K

+

2.722 ± 0.022 3.699 ± 0.022

Table 7.1: Results for the QED correction to pion and kaon masses on a 243 ⇥ 64 lattice,
obtained using the stochastic method, and the same results after correcting for finite volume

effects.
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calculated using relativistic QED [21]. A discrepancy between the results from these two meth-
ods has since been explained through the observation that either additional contributions from
antiparticles, or a residual mass term, must be included in the NRQED approach [7, 183, 197].

Calculations of hadron mass FV corrections have also been made for other QED schemes. For
QED

M

, in which IR regularisation is achieved by introducing a non-zero photon mass, hadron
mass FV effects are calculated in [24]. For QED

C

, in which boundary conditions are periodic up
to charge conjugation, mass FV corrections are calculated in [25].

Recently, motivated by lattice QCD+QED calculations at larger-than-physical electric charges,
FV corrections to next-to-leading-order QED effects on hadron masses have been calculated [198].

The universal QED FV corrections for leptonic decay rates have been calculated in [181], using
an extension of the method used in [21] for hadron masses.

An alternative proposal for calculating QED effects in the hadronic light-by-light contribution
to a

µ

was recently made. Instead of calculating and correcting for large FV effects, two groups
have demonstrated methods for treating the photon in infinite-volume QED while still simulating
QCD on a finite-volume lattice [164, 166]. The authors of [164] present numerical results which
show that the QED FV effects approach the infinite-volume limit exponentially, although they
acknowledge that the reduction of FV effects seen for the HLbL may not be achieved in other
contexts.

As presented in Sec. 6.3 and in [3], we have calculated QED corrections to the HVP for the
first time, using the QED

L

scheme. Several other calculations of these corrections have been
carried out more recently [132–135]. With QED corrections now becoming important in lattice
calculations of the muon g � 2, it is important to correct for QED FV effects. An analytical
calculation of finite volume effects for the HVP is a two-loop calculation, and as such is not trivial.
An alternative calculation is therefore desirable as a cross-check. Numerical simulations of lattice
scalar QED offer such an alternative. Such a calculation can make use of the computationally
cheap generation of QED gauge ensembles introduced in Sec. 5.2, and the absence of fermions
removes complications resulting from the problem of fermion doubling. Lattice scalar QED
simulations are therefore computationally cheap, and can offer an efficient numerical calculation
of QED finite volume effects.

A strategy for making numerical calculations of QED FV effects is introduced and applied in
this chapter. The strategy can be summarised as follows: leading-order QED corrections to
physical quantities of interest are calculated from the path integral using lattice simulations of
scalar QED, and this is repeated for several lattice volumes. The volume dependence of the QED
corrections can then be compared with analytical calculations. In the absence of an analytical
FV calculation, an ansatz could be assumed for the volume dependence of the QED corrections,
and coefficients could be extracted through a fit to the data points.

An efficient method for simulating scalar QED on the lattice is described in Sec. 7.1. This
method is used to calculate FV effects for the self-energy of a charged scalar particle, and
validated against an analytical calculation of the same effects, in Sec. 7.2. Finally, FV effects for
the HVP are calculated numerically, and compared with analytical calculations, in Sec. 7.3. The
numerical and analytical calculations of scalar self-energy FV effects have been submitted for
publication in [7], and the HVP FV calculations are in preparation for publication in [8]. This
method could be applied to study the leading QED FV behaviour of any hadronic quantity for
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which scalar QED is a valid effective field theory, making this a valuable tool for investigating
QED FV effects on quantities which would be difficult to calculate analytically.

7.1 Numerical simulations of lattice scalar QED

The method used here for lattice scalar QED simulations is the combination of the stochastic
and perturbative methods introduced in [177] and discussed briefly in Sec. 6.4. In addition, the
absence of non-perturbative interactions in the theory enables an efficient method for calculating
charged scalar propagators, which is described in this section.

7.1.1 Lattice scalar QED action

We define the discretised scalar QED action as

S [�, A] = S
�

[�, A] + S
�

[A] , (7.1)

where S
�

[A] is the Feynman-gauge QED
L

action defined in Eq. (5.12) and

S
�

[�, A] =
a4

2

X

x

 

X

µ

[D
µ

� (x)]
⇤ D

µ

� (x) + m2 |� (x)|2
!

, (7.2)

where � (x) is a complex scalar field. The covariant forward derivative is defined as

D
µ

f (x) = a�1 [U
µ

(x) f (x + aµ̂) � f (x)] , (7.3)

with U (1) gauge link U
µ

(x) ⌘ eiqaAµ(x) for a scalar with electromagnetic charge q.

Defining also a covariant backward derivative

D⇤
µ

f (x) = a�1
⇥

f (x) � U†
µ

(x � aµ̂) f (x � aµ̂)
⇤

, (7.4)

we can rewrite Eq. (7.2) as

S
�

[�, A] =
a4

2

X

x

�⇤ (x)�� (x) , (7.5)

� = �
X

µ

D⇤
µ

D
µ

+ m2 . (7.6)

Expectation values of observables are defined through the path integral

hOi =
1

Z
ˆ

DA

ˆ
D�O [�, A] e�S�[�,A]e�S� [A] . (7.7)

Performing Gaussian integration over the scalar field, the path integral becomes
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hOi =
1

Z
ˆ

DA OWick

⇥

��1, A
⇤

p

det (��1)e�S� [A] , (7.8)

where OWick is obtained by summing all Wick contractions of O.

Generation of the gauge fields follows the method laid out in Sec. 5.2. We work in the quenched
theory, in which we set

p

det (��1) = 1 in the path integral, so that gauge field configurations
can be generated independently of the scalar field. As explained in Sec. 6.4, an unquenched
calculation of QCD+QED at fixed order in ↵ can be achieved by including contributions from
diagrams in which photons couple to disconnected quark loops. In scalar QED the additional
contributions required for an unquenched calculation are those from diagrams involving discon-
nected scalar loops. At O (↵) there are no such disconnected diagrams, and there are therefore
no electro-quenching effects at leading order in this theory.

7.1.2 Inverting the scalar propagator

The Wick-contracted operator which enters into the path integral in Eq. (7.8) is constructed from
scalar propagators and gauge fields. Therefore, after generating U (1) gauge configurations, the
next step is to calculate the scalar propagator��1. This could be done using a conjugate gradient
algorithm, as described in Sec. 3.5.2, but we instead use an alternative method to calculate a
perturbative expansion of the scalar propagator, making use of the fast Fourier transform (FFT)
algorithm [199].

The motivation for using this method instead of the commonly-used CG method is twofold.
Firstly, this method allows a perturbative treatment of the QED effects up to fixed order, which
facilitates comparison with analytical calculations. Secondly, the computational cost of the CG
algorithm scales with the condition number of the matrix to be inverted, which diverges as
the mass decreases to zero [200]. The cost of this FFT-based method, on the other hand, is
independent of the input mass, so we expect this method to be more efficient than CG for small
masses.

Using the translation operator

⌧
µ

f (x) = f (x + aµ̂) (7.9)

and Eqs. (7.3), (7.4) and (7.6), the operator � can be written as

� = a�2
⇥

2 � eiqaAµ⌧
µ

� ⌧�µ

e�iqaAµ
⇤

+ m2 . (7.10)

Expanding in powers of the electromagnetic charge q gives
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+ + +

Figure 7.1: The four diagrams which correspond to the expansion to O (↵) of the charged
scalar propagator Eq. (7.15). We refer to these diagrams as “free”, “photon-vertex”, “sunset”

and “tadpole” respectively.

� = �0 + q�1 + q2�2 + O �q3
�

, (7.11)

�0 = �
X

µ

@⇤
µ

@
µ

+ m2 , (7.12)

�1 = �ia�1
X

µ

(A
µ

⌧
µ

� ⌧�µ

A
µ

) , (7.13)

�2 =
1

2

X

µ

�

A2
µ

⌧
µ

+ ⌧�µ

A2
µ

�

. (7.14)

We can then expand the scalar propagator:

��1 = ��1
0 � q��1

0 �1�
�1
0 + q2��1

0 �1�
�1
0 �1�

�1
0 � q2��1

0 �2�
�1
0 + O �q3

�

. (7.15)

The four terms in this expansion to O (↵) correspond to the four diagrams in Fig. 7.1. The first
term is the free scalar propagator, the second is a scalar propagator with a single photon vertex,
and the final two terms are O (↵) corrections which we refer to as the “sunset” and “tadpole”
diagrams respectively. It is worth noting that the operators �1 and �2 correspond to the
conserved current and tadpole operators discussed in Sec. 5.3 in the context of the perturbative
method.

We can use a Fourier representation of the translation operator:

⌧
µ

= F�1 
µ

F , (7.16)

where  
µ

(p) ⌘ eiapµ , and of the free scalar propagator:

��1
0 = F�1G0F , (7.17)

where

G0(p) ⌘ 1

(p̂2 + m2)
(7.18)

is the momentum-space free scalar propagator, and p̂
µ

⌘ 2
a

sin
�

apµ

2

�

is the lattice momentum.
The operators �1 and �2 can then be expressed as



72 Chapter 7 QED Finite Volume Effects

�1 = �ia�1
X

µ

⇥

A
µ

F�1 
µ

F � F�1 ⇤
µ

FA
µ

⇤

, (7.19)

�2 =
1

2

X

µ

⇥

A2
µ

F�1 
µ

F + F�1 ⇤
µ

FA2
µ

⇤

. (7.20)

Using Eqs. (7.15), (7.17), (7.19) and (7.20), along with stochastic U (1) gauge fields A
µ

(x), the
charged scalar propagator can be calculated to O (↵) using 32 Fourier transforms, which can be
computed using the FFT algorithm.

In order to calculate expectation values, scalar propagators must be computed for a large num-
ber of U (1) gauge configurations. The propagator calculation can be optimised by calculating
quantities which do not depend on the photon field A

µ

(x) only once, caching these in mem-
ory and re-using them for the inversion on each gauge configuration. We choose to cache the
phase factors  

µ

(p) for µ = 1, 2, 3, 4 and the momentum-space free propagator G0(p), to avoid
unnecessary repetitive calculation of trigonometric quantities. We also cache the position-space
free scalar propagator F�1G0F� and the quantity G0F� for our chosen source field �, which
reduces the number of FFTs required per configuration from 32 to 30. We find that this process
reduces the inversion time per configuration by a factor greater than 2 for all lattice volumes
investigated.

Greater speedup could be achieved by also caching the quantities F�1 
µ

G0F� for µ = 1, 2, 3, 4,
which would remove a further 8 FFTs per configuration. However, it is important to remember
the memory requirements of caching these quantities, which can be large. For example, for a
643 ⇥ 128 lattice, storing a single complex scalar field in double precision requires 537 MB in
memory, so storing large numbers of such fields can quickly use up memory resources.

This propagator inversion method has been implemented in Grid, a data-parallel C++ library
developed by members of the RBC/UKQCD collaboration [201]. Grid is designed to provide a
simple high-level interface for implementing physics calculations, while being optimised at a low
level to provide good performance across a range of computational architectures. It is hoped
that by implementing our scalar QED simulations in Grid, it will be straightforward to extend
this framework in the future to calculate FV effects for new quantities, while still achieving good
and portable performance.

7.2 Scalar self energy finite-volume effects

In order to validate this numerical approach to the calculation of FV corrections, it is useful to
compare with results from analytical calculations of FV effects. Perhaps the simplest quantity
to calculate in our numerical scalar QED setup is the scalar self energy, which can be calculated
from a single charged scalar propagator. In Euclidean space, on a continuous space-time, the self
energy ⌃(p), for a scalar particle with momentum p = (p0,p), is defined through the first-order
electromagnetic corrections to the scalar propagator G(p):
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G(p) =
1

p2 + m2
+

⌃(p)

(p2 + m2)
2 + O �↵2

�

= G0(p) + ⌃(p)G2
0(p) + O �↵2

�

. (7.21)

That is, the self energy is the sum of the sunset and tadpole diagrams in Fig. 7.1 with external
scalar propagators amputated. In infinite volume, ⌃(p) is given by the integral of a kernel K(k, p)

over continuous photon momentum k = (k0,k):

⌃(p) =

ˆ
d4k

(2⇡)4
K(k, p) . (7.22)

In a periodic hypercubic spacetime, with infinite time extent and finite spatial extent L, the
self-energy in the QED

L

scheme is

⌃(L)(p) =
1

L3

X

0

n2Z3

ˆ
dk0

2⇡
K

✓✓

k0,
2⇡

L
n

◆

, p

◆

. (7.23)

where the photon spatial momentum has been rescaled so that k = 2⇡
L

n where the components
of n are integers. The self energy FV effect is defined as the difference between the finite-volume
and infinite-volume self energy. Defining the sum-integral difference

�
0

n

=
X

0

n2Z3

�
ˆ

d3
n , (7.24)

the self energy FV effect can be written

�⌃(p) = ⌃(L)(p) � ⌃(p) =
1

L3
�

0

n

ˆ
dk0

2⇡
K

✓✓

k0,
2⇡

L
n

◆

, p

◆

, (7.25)

7.2.1 Analytical scalar self energy FV effect

Analytical expressions for the FV effect on the QED
L

scalar self-energy are summarised here.
In the rest frame of the scalar particle, with p2

0 = �m2 and p = 0, the self energy reduces
to the lowest-order electromagnetic correction to the squared mass. In this case, the FV effect
is [21, 182]:

�m2 (L) = � q2

4⇡



L

✓

m +
2

L

◆

+ O �e�mL

�

, (7.26)

 = 2.837297 (1) , (7.27)

where q is the electromagnetic charge of the scalar and m is the bare scalar mass. This relation
gives the universal FV corrections to the squared mass of all spin-0 particles, including composite
particles such as the pseudoscalar mesons, up to structure-dependent terms which have been
shown to be no larger than O �↵/L3

�

[21, 181, 182].
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This calculation has been extended to the case of the self energy of a moving charged scalar
particle, in both on-shell (p2 = �m2

0) and off-shell (p2 6= �m2
0) frames [7]. Defining the on-shell

energy

!(p) =
p

p

2 + m2 (7.28)

and the velocity

v =
p

!(p)
, (7.29)

the FV effect on the self energy of a scalar particle with on-shell momentum po.s. = (i!(p),p) is

�⌃(po.s.) = m2q2

⇢

1

�(|v|)
c2,1(v)

4⇡2mL
+

c1

2⇡(mL)2
+



1

�(|v|)3 � 1

�(|v|)
�

1

2(mL)3
+ O �e�mL

�

�

,

(7.30)

where �(|v|) =
⇣

1 � |v|2
⌘�1/2

and the c coefficients are

c
j,k

(v) = �
0

n

"

1

|n|j (1 � v · n̂)k

#

, c
j

= c
j,k

(0) . (7.31)

An efficient method for calculating c
j,k

(v) is given in [7], and the rest-frame coefficients have the
values

c0 = �1, c1 = �2.83729748 . . . , c2 = ⇡c1 , (7.32)

from which it can be seen that Eq. (7.30) reduces to Eq. (7.26) when p = 0.

Introducing the �-ratio

� =
p2 + m2

!(p)2
=

p2
0

!(p)2
+ 1 , (7.33)

which is positive and vanishes at the on-shell point, the self energy FV effect in the off-shell case
is

�⌃(p) = m2q2
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✓
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. (7.34)

7.2.2 Extracting the self energy from lattice simulation data

The lattice scalar self energy is defined through the electromagnetic corrections to the momentum-
space scalar propagator as in Eq. (7.21), with the free momentum-space lattice scalar propagator
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defined in Eq. (7.18). The momentum-space propagator G(p) is the Fourier transform of the
charged scalar 2-point function C(x) = h�(x)�⇤(0)i:

G(p) = FC(x) = a4
X

x2⇤

C(x)e�ip·x . (7.35)

On the lattice, the C(x) can be calculated as

C(x) =
⌦

��1�(x)
↵

�

, (7.36)

where the subscript � denotes the expectation value over the U(1) gauge fields. This can be
computed to O (↵) following the method in Sec. 7.1.

The expectation value of the photon-vertex diagram in Fig. 7.1, corresponding to the O (q) term
in Eq. (7.15), must vanish due to charge-conjugation symmetry. The 2-point function C(x) can
therefore be decomposed into the tree-level function C0(x) and O (↵) QED corrections C1(x),
where

C0(x) = ��1
0 �(x) , (7.37)

C1(x) = q2
⌦⇥

��1
0 �1�

�1
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�1
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. (7.38)

The momentum modes directly accessible on the lattice are those of the form p =
�

2⇡
T

n0,
2⇡
L

n

�

,
where n0 and the components of n are integers. These modes do not include on-shell momentum,
since the on-shell condition requires p0 to be imaginary. Different methods to extract the self-
energy from lattice simulation data are therefore required in the on-shell and off-shell cases.

7.2.2.1 Off-shell

For momentum p 2 ⇤̃, the self energy is given by

⌃(p) =
G(p) � G0(p)

G0(p)2
(7.39)

= a4
�

p̂2 + m2
�2X

x2⇤

C1(x)e�ip·x . (7.40)

7.2.2.2 On-shell

On the lattice, the on-shell condition is p̂2
o.s. = �m2. Defining a lattice energy

!̂(p) =
2

a
sinh�1

✓

a!(p̂)

2

◆

=
2

a
sinh�1

⇣a

2

p

p̂

2 + m2
⌘

, (7.41)

the on-shell momentum is po.s. = (i!̂(p),p). Since this momentum is not directly accessible
on the lattice, the on-shell self energy must be extracted from the large-time behaviour of the
2-point function, as explained in Sec. 3.6.2.
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For a chosen spatial momentum p, the time-momentum representation of the scalar 2-point
function is

C(t,p) =
X

x2⇤

C ((t,x)) e�ip·x , (7.42)

where ⇤ is the three-dimensional sub-lattice of the full lattice ⇤. This can again be decomposed
into the tree-level and first-order electromagnetic contributions C0(t,p) and C1(t,p), respec-
tively.

As this is an exact O (↵) calculation, the self energy is extracted using the ratio method used
for calculating meson masses from perturbative data in Sec. 6.2.1. Due to the high precision
achievable from scalar QED calculations, however, we find that lattice cut-off effects can be
resolved, and so a careful derivation of this method in lattice perturbation theory is required.

On a lattice with infinite time extent T , the tree-level and first-order time-momentum correlators
are

C0(t,p) =

ˆ ⇡
a

�⇡
a
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2⇡

eip0

t

p̂2 + m2
, (7.43)

C1(t,p) =
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2 eip0

t . (7.44)

The integrands in Eqs. (7.43) and (7.44) have poles at the on-shell momentum po.s.. By integrat-
ing over the rectangular contour in Fig. 7.2, the p0 integral can be evaluated using the residue
theorem, giving

C0(t,p) =
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, (7.45)
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where

!̄(p) =
1

a
sinh [a!̂(p)] = !(p̂)

s

1 +

✓

a!(p̂)

2

◆2

. (7.47)

The ellipsis in Eq. (7.46) represents contributions from poles of ⌃(p) corresponding to interme-
diate scalar+photon states.

An effective self energy can be constructed from the correlators C0 and C1:

⌃e↵.

(t,p) = 2!̄(p)
sign(t)

a



C1(t + a,p)

C1(t + a,p)
� C1(t,p)

C1(t,p)

�

(7.48)

= ⌃(po.s.) + . . . . (7.49)
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�� �+

Figure 7.2: Rectangular contour used to evaluate the integrals in Eqs. (7.43), (7.44)
and (7.53). The integrals on the intervals �+ and �� cancel by periodicity. The dots represent
the poles contributing to the scalar two-point function contribution Eq. (7.56) and the crosses

the scalar-photon scattering states contributing to Eq. (7.57).

Again, the ellipsis represents contributions from excited states, which vanish in the limit |t| ! 1.
At sufficiently large times the effective self energy will reach a plateau, and the on-shell self energy
can be extracted by fitting a constant to the plateau region. As in Sec. 6.2.1, the effective self
energy can be corrected for the effect of periodic boundary conditions on a lattice with finite
time extent T :

⌃e↵.

(t,p) = 2!̄(p)

sign(t)
a

h

C

1

(t+a,p)
C

1

(t+a,p) � C

1

(t,p)
C

1

(t,p)

i

�

T

2 � t
�

tanh
�

!̂(p)
�

T

2 � t
��� �T2 � (t + a)

�

tanh
�

!̂(p)
�

T

2 � (t + a)
�� .

(7.50)

7.2.2.3 Excited-state contributions

The excited-state contributions to ⌃e↵.

(t,p) come from states with a scalar and a photon, with
combined energy

!̂
��

(p,k) = !̂(p) + !̂
�

(k) , (7.51)

where k is the spatial momentum of the photon and !̂
�

(k) is its energy

!̂
�

(k) =
2
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sinh�1

0

@

a
�

�

�

k̂

�

�

�

2

1

A . (7.52)

These contributions are suppressed at large times by a decaying exponential of the form
e�(!̂��(p,k)�!̂(p))|t|, and the ground-state dominance at large times relies entirely on the ex-
ponential suppression from the energy gap !̂

��

(p,k) � !̂(p). This gap vanishes in the infinite



78 Chapter 7 QED Finite Volume Effects

volume limit, creating a branch cut at the particle pole. This means that large-volume lattice
calculations of the effective self energy are expected to be severely contaminated by the excited
spectrum.

Since scalar QED is a perturbative theory, the excited-state contributions to C1(t,p) can be
calculated analytically and subtracted from the lattice data. It is important to keep in mind,
however, that in a full QCD+QED calculation this would not be possible, and excited-state
contamination may result in significant systematic errors in large-volume lattice QCD+QED
calculations of spectral quantities.

The self energy is the sum of the amputated O (↵) diagrams in Fig. 7.1:

⌃(p) =
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, (7.53)

where the two terms in the integrand are from the tadpole and sunset diagrams, respectively.
The integrand has poles in the upper complex plane at k0 = i!̂

�

(k) and k0 = p0 + i!̂(p � k).
Taking the k0 integral over the contour in Fig. 7.2 gives
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, (7.54)

where, similar to Eq. (7.47), we have defined !̄
�

(k) = a�1 sinh [a!̂
�

(k)]. The last two terms
in this expression have poles at p0 = ±i!̂

��

(p,k), which are the source of the excited-state
contributions to the scalar 2-point function in Eq. (7.46). The second term also has a pole
at p0 = i [!̂

�

(k) � !̂(p� k)], and the third term has a pole at p0 = �i [!̂
�

(k) � !̂(p� k)],
but taking the residues of these poles we find that they cancel each other, so the poles at
p0 = ±i!̂

��

(p,k) are the only singularities of the total expression.

Substituting Eq. (7.54) into Eq. (7.44), C1(t,p) can be separated into a contribution C1,⌃(t,p)

from the double pole at p0 = i!̂(p) and a contribution C1,�(t,p) from the single poles at
p0 = i!̂

��

(p,k):

C1(t,p) = C1,⌃(t,p) + C1,�(t,p) , (7.55)
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C1,�(t,p) =
q2

L3

X

0

k2⇤̃

A(p,k)e�!̂��(p,k)|t| , (7.57)
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Subtracting C1,�(t,p) from C1(t,p) calculated from lattice simulations, before constructing
⌃e↵.

(t,p), results in an effective self energy with a plateau at the on-shell self energy and no
excited-state contamination.

7.2.3 Infinite-volume self energy

The methods in Sec. 7.2.2 can be used to numerically calculate the scalar self energy in a finite
volume, using lattice scalar QED simulation data. The results in Sec. 7.2.1 give the difference
between the finite-volume and infinite-volume self energy. In order to compare the analytical
expressions with numerical data, the infinite-volume lattice scalar self energy is also required.

In infinite volume, the sum 1
L

3

X

0

k2⇤̃

in Eq. (7.54) becomes
´
⇡/a

�⇡/a
d

3

k

(2⇡)3 . At the on-shell point
p0 = i!̂(p), this integral can be evaluated numerically using a package such as Mathematica [202].

It may seem sensible to calculate the infinite-volume self energy by putting p on-shell in Eq. (7.53)
and numerically evaluating the four-dimensional integral, since the integrand of Eq. (7.53) is a
little simpler than that of Eq. (7.54). However, there is a subtle reason that this approach would
be incorrect. The on-shell condition is imposed by taking the integral over p0 in Eq. (7.44), and
before taking this integral p0 is real in the integrand. The poles of the integrand in Eq. (7.53)
at k0 = p0 ± i!̂(p � k) lie on opposite sides of the real axis when p0 is real, but at the on-
shell point p0 = i!̂(p) both poles will lie in the upper half-plane when |p� k| < |p|, and will
both contribute to the contour integral over k0. The correct procedure is therefore to take the
k0 integral assuming real p0, before imposing the on-shell condition and evaluating the spatial
integral in Eq. (7.54).

7.2.4 Comparison with analytical expressions

The strategy presented in the previous sections was implemented using the Grid library [201] to
compute the time-momentum representation of the charged scalar 2-point function. The scalar
self energy has been calculated numerically from the 2-point function, and its volume dependence
has been compared with the analytical expressions in Eqs. (7.30) and (7.34). This comparison
offers a valuable cross-check of the analytical calculation, and also of the lattice implementation.

7.2.4.1 Simulation setup

We calculated the 2-point function for a scalar field with bare mass am = 0.2 on 12 ensembles
of 10000 QED

L

gauge configurations with 12 different spatial volumes 12  L/a  128 and
temporal extent T/a = 128 or T/a = 256, and one ensemble of 3006 QED

L

gauge configurations
with volume 1923 ⇥ 256.

7.2.4.2 Numerical extraction of the on-shell self-energy

It was found to be essential to subtract excited-state contributions from the C1(t,p) correlator
in order to extract the on shell self-energy from a fit to the plateau region of the effective self
energy defined in Eq. (7.48). For volumes L/a  64, all (L/a)3�1 excited states were calculated
analytically and subtracted. For larger volumes, to avoid calculation of large numbers of excited
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L

a

L

2⇡p n

2
max Nsub.

 64
�

L

a

�3 � 1
80 (0,0,0) 128 6042
96 (0,0,0) 256 17076
96 (3,0,0) 256 17076
96 (3,3,0) 256 17076
96 (3,3,3) 512 48500
128 (0,0,0) 256 17076
128 (2,0,0) 512 48500
128 (2,2,0) 512 48500
128 (2,2,2) 512 48500
128 (4,0,0) 512 48500
128 (4,4,0) 512 48500
128 (4,4,4) 512 48500
192 (0,0,0) 512 48500
192 (3,0,0) 512 48500
192 (3,3,0) 1024 137064
192 (3,3,3) 1024 137064
192 (6,0,0) 1024 137064
192 (6,6,0) 1024 137064
192 (6,6,6) 1024 137064

Table 7.2: Number of excited states Nsub. subtracted from each scalar 2-point function.
When applied, the cutoff imposed on the photon modes n2

max = L
2⇡k

2
max is given.

states, excited states from all poles with |k|2  k

2
max were subtracted. The threshold k

2
max was

chosen so that halving k

2
max would change ⌃e↵.

(tmin) by less than one tenth of the statistical
uncertainty, where tmin is the lower limit of the fit interval. Table 7.2 lists the number of excited
states subtracted from each scalar 2-point function.

As an illustration, Fig. 7.3 represents results for the effective self energy with various excited
state subtractions. The importance of subtracting excited-state contributions is evident: the
effective self energy still shows significant contamination from excited states at times t/a > 20

where it may appear that a plateau has been reached. As seen in Table 7.2, the number of excited
states which must be subtracted is several orders of magnitude larger than could be achieved
through a multi-exponential fit in cases where an analytical calculation is not possible.

The statistical uncertainty in the effective self energy grows exponentially at large times, as can
be seen in Fig. 7.3. This exponential degradation of the signal-to-noise (StN) ratio is worse at
larger spatial momentum, and for sufficiently large momentum this problem prevents reliable
plateau fits.

After subtracting the excited-state contributions, the values of the on-shell self energy were
extracted through a correlated fit to the plateau region of the effective self energy. Fit intervals
are given for each volume and spatial momentum in Table 7.3. In addition to the statistical
uncertainty from the ensemble average, there is a systematic uncertainty arising from the choice of
fit interval. This systematic uncertainty was estimated by fitting to all sub-intervals

h

t
0

min, t
0

max

i

within the full fit interval [tmin, tmax] with t
0

max � t
0

min � 3, and taking the standard deviation
of central values from all sub-interval fits with p-value � 0.05. This systematic uncertainty has
been combined in quadrature with the statistical uncertainty in the results presented later in
this section.



Chapter 7 QED Finite Volume Effects 81

L

a

L

2⇡p tmin tmax

12 (0,0,0) 3 57
16 (0,0,0) 3 57
20 (0,0,0) 3 60
24 (0,0,0) 3 62
32 (0,0,0) 3 61
32 (1,0,0) 3 29
32 (1,1,0) 3 17
32 (1,1,1) 3 10
40 (0,0,0) 3 58
48 (0,0,0) 3 58
56 (0,0,0) 3 61
64 (0,0,0) 3 48
64 (1,0,0) 3 48
64 (1,1,0) 3 48
64 (1,1,1) 3 40
64 (2,0,0) 3 26
64 (2,2,0) 3 26
64 (2,2,2) 3 14
80 (0,0,0) 3 53

L

a

L

2⇡p tmin tmax

96 (0,0,0) 3 59
96 (3,0,0) 3 34
96 (3,3,0) 3 19
96 (3,3,3) 3 9
128 (0,0,0) 3 107
128 (2,0,0) 3 102
128 (2,2,0) 3 29
128 (2,2,2) 3 28
128 (4,0,0) 3 31
128 (4,4,0) 3 19
128 (4,4,4) 3 13
192 (0,0,0) 3 110
192 (3,0,0) 3 94
192 (3,3,0) 3 57
192 (3,3,3) 3 31
192 (6,0,0) 3 11
192 (6,6,0) 3 11
192 (6,6,6) 3 10

Table 7.3: Time intervals used for fits to effective on-shell self energies.
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Figure 7.3: Sunset diagram (third diagram in Fig. 7.1) contribution to the effective scalar self
energy Eq. (7.48) with various excited-state subtractions. The chosen volume here is 643⇥128
and the momentum is p = 2⇡

32a (1, 0, 0). The various subtractions are done using the spectral
representation in Eq. (7.57) and a cutoff on the integer modes n = L

2⇡k.
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Figure 7.4: Volume scaling of the scalar on-shell self energy in the rest frame. The points
come from the lattice scalar QEDL simulations described in Sec. 7.1 and the line is the ana-

lytical prediction Eq. (7.30).

7.2.4.3 Finite-volume scaling

In this section, the results of our scalar QED simulations are compared against the analytical
finite-volume effects in Sec. 7.2.1. Specifically, the scalar self energy on the lattice was computed
for several different spatial volumes at fixed physical momenta. The infinite volume self energy,
calculated in lattice perturbation theory, was subtracted from the lattice results and compared
with the analytical effects given in Eqs. (7.30) and (7.34).

For on-shell momenta, the volume scaling is shown for the rest frame in Fig. 7.4, and for a
selection of moving frames in Fig. 7.5. The agreement between the lattice results and analytical
effects is good, except for small discrepancies at smaller volumes, which are of O �e�mL

�

and
can therefore be attributed to exponential effects neglected in the analytical calculation. For
p = 2⇡

16a (1, 0, 0) or larger, the poor StN ratio does not allow a reliable extraction of the on-
shell self energy. The volume scaling for a selection of off-shell momenta is shown in Fig. 7.6.
Again, good agreement is found between numerical and analytical calculations up to exponential
corrections.

7.2.5 Infrared improvement

QED
L

is a minimal choice to implement QED in a finite volume in which photon zero-mode sin-
gularities are regulated by introducing a particular form of non-locality in space while preserving
locality in time. One could make a non-minimal choice by modifying a subset of non-zero spatial
momentum modes in addition to the zero mode, leading to a different approach to the infinite-
volume limit. A method of “infrared improvement” is introduced in [7], to remove or suppress
FV effects by tuning such extra non-localities. In this section, lattice scalar QED is used as a
testbed to implement this infrared improvement method. FV effects on the rest-frame scalar
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Figure 7.5: Volume scaling of the scalar on-shell self energy for momenta of various directions
and magnitudes. Other details are identical to Fig. 7.4.
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self energy are calculated in several infrared-improved schemes, and compared with analytical
predictions.

In principle, knowledge of the analytic form of leading QED
L

FV effects is sufficient to subtract
them from quantities calculated in finite volume, in order to obtain the infinite-volume values.
As such, an improved numerical scheme in which FV effects are suppressed seems unnecessary.
However, if the FV effects are large then the computational resources required to accurately
perform the required subtraction will be significant, prohibiting precision calculations of some
quantities in QED

L

. In addition, in studies of systems with multiple charged hadrons, such as
scattering processes, the FV corrections to the masses of incoming and outgoing particles can
affect subsequent calculations. An infrared-improved scheme in which the hadrons are already
close to their infinite-volume mass could simplify these subsequent calculations.

The method introduced in [7] is to replace the QED
L

gauge action in Eq. (5.12) by an “infrared-
improved” action

S
�,w

h

Ã
i

=
1

2V

X

k

0

X

0

k

k̂2

1 + w|n|2

X

µ

�

�

�

Ã
µ

(k)
�

�

�

2
, (7.59)

where n = L

2⇡k and the w|n|2 are real coefficients which are non-zero only for a finite number of
values of |n|. Because of this property, the contributions from the w|n|2 vanish in the infinite-
volume limit. The additional constraint w|n|2 > �1 is required to preserve the positivity of the
action. Using this improved action, FV effects such as those described by Eqs. (7.30) and (7.34)
keep the same form, but with the c

j,k

(v) coefficients replaced by

c(w)
j,k

(v) = c
j,k

(v) +
X

0

n

w|n|2

|n|j (1 � v · n̂)
k

, c(w)
j

= c(w)
j,k

(0) . (7.60)

Consider the on-shell self energy in the rest frame (v = 0). We can see from Eq. (7.30) that the
O (1/L) FV effects will be completely removed in an infrared-improved scheme where c(w)

2 = 0.
With the minimal choice w

N

= 0 for all N > 1, Eq. (7.60) can be solved to find

w1 = �1

6
c2 = �⇡

6
c1 , (7.61)

which modifies the O �1/L2
�

coefficient to become c(w)
1 = (1 � ⇡)c1.

By additionally allowing w2 to be non-zero, we can try to remove the O (1/L) and O �1/L2
�

corrections by solving Eq. (7.60) for c(w)
1 = c(w)

2 = 0. This results in the linear system

c2 + 6w1 + 6w2 = 0 , (7.62)

c1 + 6w1 + 6
p

2w2 = 0 , (7.63)

which gives
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Improvement w1 w2 c(w)
2 c(w)

1

None 0 0 -8.91363292 -2.83729748
O � 1

L

�

1.48560549 0 0 6.07633544
cumulative O � 1

L

2

�

0.86681632 0 -3.71273496 2.36360048
cumulative O � 1

L

2

�

+ O � 1
L

3

�

2.04145881 -0.93739607 -2.28925650 1.45738594

Table 7.4: Summary of improvement weight factors and FV coefficients according to the
improvement prescriptions for the mass of charged hadrons described in Sec. 7.2.5. Values
from cumulative improvement prescriptions are given for the reference scale µ0 = mL0 = 4.

w1 = �1

6

⇣

1 +
p

2
⌘⇣p

2⇡ � 1
⌘

c1 , (7.64)

w2 =
1

6

⇣

1 +
p

2
⌘

(⇡ � 1) c1 . (7.65)

Evaluating this, we find w2 = �2.44492857 . . . , which violates the condition w
N

> �1 required
for positivity of the action. It is therefore not possible to simultaneously remove the O (1/L)

and O �1/L2
�

FV effects for all volumes using this method.

We could instead try to cancel the sum of O (1/L) and O �1/L2
�

effects for a reference volume
µ0 = mL0, by solving for the condition

c(w)
2

4⇡2µ0
+

c(w)
1

2⇡µ2
0

= 0 . (7.66)

Using a single weight w1, Eq. (7.66) is satisfied by

w1 = �⇡
6

2 + µ0

2⇡ + µ0
c1 . (7.67)

Using two weights w1 and w2, Eq. (7.66) can be simultaneously satisfied along with the suppres-
sion of FV effects up to O �1/L3

�

for the self energy of a spin- 1
2 particle (calculated in [7]) by

the choice

w1 =
1

6

2
p

2⇡ + µ0 + 4⇡c1 + 2⇡µ0c1

2
p

2⇡ � 4⇡ � µ0

, (7.68)

w2 = �1

6

2⇡ + µ0 + 2⇡c1 + ⇡µ0c1

2
p

2⇡ � 4⇡ � µ0

. (7.69)

The three choices of weights introduced here are summarised in Table 7.4, for reference volume
µ0 = 4.

Infrared improvement is implemented in our numerical setup by generating photon fields using
the same procedure as for QED

L

, with Ã
µ

(k) for modified modes drawn from a Gaussian distri-
bution with variance 2V

k̂

2

⇣

1 + w|n|2
⌘

. Improved gauge ensembles of 100 configurations have been
generated for each choice of improvement weights in Table 7.4, for 5 volumes. The rest-frame
self energy (mass-squared) FV effect calculated on each of these ensembles is plotted in Fig. 7.7,
along with the analytical predictions from Eq. (7.30) with the improved coefficients in Table 7.4.
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Figure 7.7: FV contributions to the mass-squared of a scalar particle in QEDL, and the
improved versions described in Sec. 7.2.5. The points correspond to lattice scalar QED simu-
lations, with photon actions improved using the method described in Sec. 7.2.5. The lines are
the analytical predictions in Eq. (7.30), with the improved coefficients given in Table 7.4. The
dashed lines indicate the regions within which the FV contributions are below 1% relative to

the electromagnetic corrections to the mass.

Although the O (1/L) FV effects can be removed exactly for all volumes, the O �1/L2
�

effects
are magnified in the resulting improved scheme. The total FV effects in the O (1/L) improved
scheme are larger than those in QED

L

for mL ⇠ 4, as can be seen in Fig. 7.7, and this im-
provement choice is therefore of limited use in lattice calculations. The cumulative O �1/L2

�

and O �1/L2
�

+O �1/L3
�

prescriptions, in contrast, suppress the relative mass-squared FV cor-
rections to sub-percent level for volumes mL � 4, which would be comparable to or smaller than
other systematics in most state-of-the-art numerical calculations.

To check that the infrared improvement method has been implemented correctly in numerical
calculations, the difference between the self energy in improved and unimproved schemes can be
calculated analytically. From the infrared-improved action Eq. (7.59), the photon propagator is

D(w)
µ⌫

(k) =
1 + !|n|2

k̂2
, (7.70)

and each term in the sum in Eq. (7.54) gains a factor of
⇣

1 + !|n|2
⌘

. The self energy difference
⌃(w)(po.s.) � ⌃(po.s.) is then given by Eq. (7.54) with each term in the sum weighted by w|n|2 .
Since only a small subset of the weights are non-zero, this difference can be easily calculated.
All numerical points in Fig. 7.7 have been checked and found to be in perfect agreement with
this calculation, providing confidence that the numerical implementation is correct.

It appears in Fig. 7.7 that there is a discrepancy between the numerical data and the analytical
prediction Eq. (7.30) at smaller volumes in the improved cases, while the agreement is better in
the QED

L

calculation without improvement. The magnitude of this discrepancy is consistent
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with O �e�mL

�

corrections which are neglected in the analytical calculation, so it appears that
there is suppression of exponential corrections that is broken by the improvement procedure.

7.3 HVP finite volume effects

Having demonstrated the lattice scalar QED
L

method by calculating QED FV effects for the
scalar self energy, this method can be applied to the numerical calculation of leading QED

L

FV
effects for the HVP. In this section, HVP FV effects are calculated numerically and compared
with analytical expressions derived in [8].

As introduced in Sec. 4.3, the HVP form factor is defined through the HVP tensor ⇧
µ⌫

(Q) =

a4
P

x2⇤ C
µ⌫

(x)
⇥

e�iQ·x � 1
⇤

, where

C
µ⌫

(x) = hV
µ

(x) V
⌫

(0)i (7.71)

is the electromagnetic current 2-point function to be calculated on the lattice. We expect the
FV behaviour of the HVP to be dominated by the lowest-energy state, which is the two-pion
state, so we calculate the HVP in scalar QED

L

using the action defined in Sec. 7.1.1.

7.3.1 Conserved vector current

Consider an infinitesimal U(1) gauge transformation, of the form

� (x) ! �0 (x) = (1 + i" (x))� (x) , (7.72)

�⇤ (x) ! (�0 (x))
⇤

= (1 � i" (x))�⇤ (x) .

The change to the scalar QED action Eq. (7.2) under this transformation is

�S [�, A] = S
h

�
0
, A
i

� S [�, A]

=
a4

2

X

x

i" (x)

a

X

µ

�⇤
µ

h

�⇤ (x) eiqaAµ(x)� (x + aµ̂) � �⇤ (x + aµ̂) e�iqaAµ(x)� (x)
i

.

(7.73)

The vector Ward identity h�Si = 0 is satisfied by the condition

X

µ

�⇤
µ

V
µ

(x) = 0 , (7.74)

with the conserved current

V
µ

(x) =
i

a

h

�⇤ (x) eiqaAµ(x)� (x + aµ̂) � �⇤ (x + aµ̂) e�iqaAµ(x)� (x)
i

. (7.75)
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7.3.2 Contact term

The conserved vector current in Eq. (7.75) is a non-local operator, containing a gauge link. A
contact term therefore arises in the conserved vector two-point function when the conserved
vector currents at the source and sink coincide. This contact term is derived using the Ward
identity

h�V
µ

(x)i � hV
µ

(x) �Si = 0 . (7.76)

Under the transformation in Eq. (7.72), the change in the conserved vector current is

�V
µ

(x) = �i" (x) �⇤
µ

h

�⇤ (x) eiqaAµ(x)� (x + aµ̂) + �⇤ (x + aµ̂) e�iqaAµ(x)� (x)
i

, (7.77)

and

V
µ

(x) �S =
a4

2

X

y

i" (y)

a
V
µ

(x)
X

⌫

�⇤
⌫

V
⌫

(y) . (7.78)

Combining Eqs. (7.76)–(7.78) gives

X

⌫

�⇤
⌫



i

a
hV

µ

(x) V
⌫

(y)i + 2i� (x � y) �
µ⌫

hT
µ

(x)i
�

= 0 , (7.79)

where

T
µ

(x) = �⇤ (x) eiqaAµ(x)� (x + aµ̂) + �⇤ (x + aµ̂) e�iqaAµ(x)� (x) . (7.80)

The transversality of the HVP is therefore recovered by deriving it from the correlation function

C
µ⌫

(x) = hV
µ

(x) V
⌫

(0)i + 2� (x) �
µ⌫

hT
µ

(x)i , (7.81)

where the second term on the right-hand side is the contact term.

However, it is not necessary to calculate this contact term in the lattice simulation. Due to
the delta function of position, the contact-term contribution to the HVP tensor ⇧

µ⌫

(q) has
no momentum dependence, and this contribution is removed when the zero-mode of ⇧

µ⌫

is
subtracted as in Eq. (4.25). It is therefore sufficient to construct the HVP tensor from the
correlation function defined in Eq. (7.71).

7.3.3 Conserved vector two-point function

Using the conserved vector current defined in Eq. (7.75), the electromagnetic vector two-point
function is
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C
µ⌫

(x) ⌘ hV
µ

(x) V
⌫

(0)i =
1

a2

⇥⌦

�⇤ (x) U
µ

(x)� (x + aµ̂)�⇤ (a⌫̂) U †
⌫

(0)� (0)
↵

� ⌦�⇤ (x + aµ̂) U†
µ

(x)� (x)�⇤ (a⌫̂) U†
⌫

(0)� (0)
↵

� h�⇤ (x) U
µ

(x)� (x + aµ̂)�⇤ (0) U
⌫

(0)� (a⌫̂)i
+
⌦

�⇤ (x + aµ̂) U †
µ

(x)� (x)�⇤ (0) U
⌫

(0)� (a⌫̂)
↵⇤

=
2

a2
< ⇥⌦�⇤ (x) U

µ

(x)� (x + aµ̂)�⇤ (a⌫̂) U †
⌫

(0)� (0)
↵

� ⌦�⇤ (x + aµ̂) U†
µ

(x)� (x)�⇤ (a⌫̂) U †
⌫

(0)� (0)
↵⇤

, (7.82)

where the angle brackets denote the expectation value over both scalar and gauge fields. Denoting
the expectation values over scalar fields and gauge fields respectively with the subscripts � and
�, and denoting the scalar propagator as G (x | y) ⌘ h�⇤(x)�(y)i

�

, we can use Wick contractions
to write Eq. (7.82) as

C
µ⌫

(x) =
⌦

2< ⇥G† (0 |x) U
µ

(x) G (a⌫̂ |x + aµ̂) U †
⌫

(0) � G† (0 |x + aµ̂) U†
µ

(x) G (a⌫̂ |x) U †
⌫

(0)
⇤↵

�

+ disconnected terms , (7.83)

The “disconnected terms” are all contributions which contain more than one scalar loop. However,
at O (↵) the only non-zero disconnected term is

which is one-particle reducible to two tree-level HVP diagrams, and therefore no disconnected
diagrams need to be included in our calculation.

The scalar propagators in Eq. (7.83) can be rewritten in terms of Dirac deltas and the inverse
of the � operator defined in Eq. (7.6):

C
µ⌫

(x) =
⌦

2<⇥���1�(x)
�†

U
µ

(x)
�

⌧
µ

��1�(x � a⌫̂)
�

U †
⌫

(0)

� �⌧
µ

��1�(x)
�†

U †
µ

(x)
�

��1�(x � a⌫̂)
�

U†
⌫

(0)
⇤↵

�

. (7.84)

Calculation of all components of C
µ⌫

(x) therefore requires five point-to-all scalar propagators,
from point sources at x = 0 and x = a⌫̂, which can be calculated up to O �q2

�

using the method
described in Sec. 7.1.2.

The gauge links U
µ

(x) which appear in the conserved vector current at the source and sink can
also be expanded in powers of the charge q:

U
µ

(x) = 1 + iqaA
µ

(x) � 1

2
q2a2A2

µ

(x) + O �q3
�

. (7.85)
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Figure 7.8: The twelve NLO diagrams which contribute to the HVP in lattice scalar QED.
Dots represent the conserved vector current coupling to external photons.

There are twelve O (↵) terms in the expansion of Eq. (7.84), which are shown in Fig. 7.8. Seeing
that some of these diagrams are equal up to relabelling of momenta in the loops, we are left
with six topologically distinct diagrams, which we call the embedded sunrise (E), contact (C),
embedded tadpole (T ), sunset (S), photon exchange (X) and lattice-only (L) diagrams. The L

diagrams are an artifact of the non-locality of the conserved current, and vanish in the continuum
limit.

7.3.4 Reducing the computational cost

The bulk of the computation time required to calculate C
µ⌫

comes from the scalar propagator
inversions. As stated earlier, the calculation requires 5 scalar propagators, with each term
involving the contraction of a propagator from x = 0 with a propagator from x = a⌫̂. However,
at next-to-leading order (NLO) we require the O(q2) contributions to at most one of the two
propagators in any given diagram. Making use of translation invariance, we can always choose
this to be the propagator from x = 0. We therefore only need to compute the four propagators
from sources at x = a⌫̂ to O(q) (note that the construction of diagram X requires the O(q)

contributions to all 5 scalar propagators). The calculation of a scalar propagator up to O(q)

requires 12 FFTs, compared with 32 FFTs for a propagator at O(q2), so by computing the
O(q2) corrections for only one of the five propagators, the total number of FFTs required (and
therefore, approximately, the total computation time) is reduced by a factor of 1/2.

7.3.5 Renormalisation

Since the finite volume corrections are an infrared effect and the renormalisation procedure deals
with UV divergences, one might naïvely expect that the FV correction could be calculated with
unrenormalised quantities.

This assumption appears to be valid for the scalar self energy, as seen from the results in Sec. 7.2.4
where we did not renormalise the theory. However, it turns out that this is not the case for the



92 Chapter 7 QED Finite Volume Effects

�m p̂2��

�m p̂2��

�V

�V

P 0
1

P 0
2

P 00
1

P 00
2

V 0
1

V 00
1

Figure 7.9: Additional 1-loop counterterm diagrams required to renormalise the HVP.

HVP. The interplay between UV and IR effects arises because this is a 2-loop calculation. This
means that we can have contributions where the momentum passing through the photon loop
can be large (UV), while the momentum passing through the other loop is small (IR). We now
see that the FV corrections arising from the IR loop can be amplified by the UV-divergent part
of the UV loop in the unrenormalised theory.

In scalar QED the scalar 2-point function ⌃(p2) is quadratically divergent. It can be written as

⌃(p2) = ⌃(0)
|{z}

quadratic

+ p2 d⌃(0)

dp2
| {z }

logarithmic

+ ⌃̃(p2)
| {z }

UV finite

. (7.86)

We rewrite the bare quantities using the renormalised ones: �0 =
p

Z
�

�, Aµ

0 =
p

Z
A

Aµ, m0 =

Z
m

m, q0 = Z
q

q. The counterterms present in the lattice theory are:

1. (Z
�

� 1)p̂2�†� ⌘ �
�

p̂2�†� ,

2. (Z
�

Z
m

� 1)�†� ⌘ �
m

�†� ,

3. (Z
q

Z
�

p
Z
A

� 1)(iq)( \p1 + p2)
µ

�†A
µ

� = �
V

(iq)( \p1 + p2)
µ

�†A
µ

� ,

4. �(Z2
q

Z
�

Z
A

� 1)q2�†�A
µ

Aµ ,

5. (Z
A

� 1) 1
4F

µ⌫

Fµ⌫ .

The last counterterm does not contribute in our case. The remaining counterterm diagrams give
rise to new 1-loop diagrams: momentum-independent propagator correction (P 0), momentum-
dependent propagator correction (P 00) and vertex correction (V 0). There is also a tadpole cor-
rection (T 0), but it vanishes when the zero mode is subtracted. The total renormalised NLO
contribution to the HVP is 2T + 2E + 2P 0 + 2P 00 + 4C + X + 2V 0 + S + 2L.

We use the following renormalisation conditions:
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⌃(0) = 0 , (7.87)

⌃(p = p⇤) = 0 , (7.88)

�µ(0, k = p⇤) = kµ . (7.89)

Here, ⌃ is the scalar two-point function and �µ(p, k) is the amputated 3-point scalar-scalar
photon function with incoming scalar with momentum p and photon with momentum k. The
first condition fixes �

m

⌘ (Z
m

Z
�

�1) while the second one fixes �
�

⌘ Z
�

�1. The third condition
ensures that Z

q

Z
�

p
Z
A

= Z
�

so that Z
q

= 1/
p

Z
A

and �
V

= �
�

.

The renormalised scalar 2-point function can be written as

⌃(q̂2) = S(q) + T (q) + �
m

+ q̂2�
�

, (7.90)

where S and T are the sunset and tadpole diagrams in Fig. 7.1, respectively, and deltas are the
counterterm coefficients to be determined from renormalisation conditions. For convenience, we
can choose to split �

m

= �T
m

+ �S
m

and �
�

= �T
�

+ �S
�

in such a way that the renormalisation
conditions are satisfied by imposing

S(0) + �S
m

= 0 , (7.91)

T (0) + �T
m

= 0 , (7.92)

S(p⇤) + �S
m

+ (p̂⇤)2 �S
�

= 0 , (7.93)

T (p⇤) + �T
m

+ (p̂⇤)2 �T
�

= 0 , (7.94)

for a chosen reference momentum p⇤. We now focus on the tadpole contribution. We can write

T (q) = �q2

ˆ
⇡/a

�⇡/a

d4k

(2⇡)
4

1

k̂2

X

µ

cos(pµ) (7.95)

= �q2

✓

4 � p̂

2

◆

z0 , (7.96)

where z0 ⌘ ´
k

1/k̂2 = 0.154933.

Imposing the renormalisation conditions gives

�T
m

= 4q2z0 , (7.97)

�T
�

= �0.5q2z0 . (7.98)

It can be noted that at infinite volume T (p) + �T
m

+ p̂2�T
�

= 0 for all values of p.

Similarly, the sunset counterterms can be calculated using
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S(p) = q2

ˆ
⇡/a

�⇡/a

d4k

(2⇡)
4

\2p + k
2

k̂2

✓

[p + k
2

+ m2

◆ . (7.99)

Setting am = 0.2 and ap⇤ = 2⇡/128 gives

�S
m

= �0.152913q2 , (7.100)

�S
�

= �0.068590q2 . (7.101)

In our numerical calculation, the additional counterterm diagrams are

P 0 = 2�
m

<⇥���1
0 �(x)

�† �
⌧
µ

��1
0 ��1

0 �(x � a⌫̂)
�� �⌧

µ

��1
0 �(x)

�† �
��1

0 ��1
0 �(x � a⌫̂)

�⇤

, (7.102)

P 00 = 2�
�

<⇥���1
0 �(x)

�† �
⌧
µ

��1
0 F�1p̂2F��1

0 �(x � a⌫̂)
�

� �⌧
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��1
0 �(x)

�† �
��1

0 F�1p̂2F��1
0 �(x � a⌫̂)

�⇤

,

V 0 = 2�
�

<⇥���1
0 �(x)

�† �
⌧
µ

��1
0 �(x � a⌫̂)

�� �⌧
µ

��1
0 �(x)

�† �
��1

0 �(x � a⌫̂)
�⇤

. (7.103)

The cost of computing these diagrams is negligible, since they do not depend on the gauge field.

7.3.6 Analytical FV effects

The electromagnetic FV effects on the HVP have been calculated analytically in scalar QED
L

[8].
The leading effects for each of the diagrams E, T , C, S and X are found to be O �1/L2

�

. The
analytical expressions for each of the 5 diagrams are given in appendix B. Note that these results
are from a continuum calculation, so diagram L is not included.

Summing all contributions, the O �1/L2
�

terms cancel and the leading effect is O �1/L3
�

. The
total FV effect is

�⇧(Q2) =
c0

m3L3

 

� 16

3
⌦0,3 � 5

3
⌦2,2 +

40

9
⌦2,3 � 3

8
⌦4,1 +

7

6
⌦4,2 +

8

9
⌦4,3

!

+ O
✓

1

L4
, e�mL

◆

, (7.104)

where the ⌦
↵,�

are defined in appendix B. The absence of FV effects larger than O �1/L3
�

is
universal [8].
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7.3.7 Comparison with analytical expressions

We have calculated the HVP form factor in scalar QED
L

on lattices with time extent T = 128, for
8 different spatial volumes 16  L  64, with bare scalar mass am = 0.2. We used ensembles of
40000 QED

L

photon field configurations for each volume L  48, and 10000 field configurations
for L = 56 and L = 64. This calculation was implemented using the Grid library [201].

In order to compare our numerical data from lattice calculations with analytical FV expressions,
a calculation of the infinite-volume HVP is also required. The analytical expressions for diagrams
E, T , C, S and X, from lattice perturbation theory, are given in appendix A. For the results
shown below, the infinite-volume values are obtained by numerically integrating these expressions
using the vegas algorithm [203].

The vegas algorithm can also be used to numerically calculate the finite volume momentum
sums over the integrands for diagrams E, T , C, S and X, providing an alternative method with
which to check the lattice results. This can be achieved by using the identity

N

X

p=0

f(p) =

ˆ
N+1

0
dpf(bpc) . (7.105)

We find excellent agreement between lattice results and numerical results obtained using this
method, providing confidence that the lattice calculation has been implemented correctly. The
agreement between these two sets of numerical results can be seen in Figs. 7.10 – 7.13. Further
numerical calculations by the authors of [8] indicate that the errors from the vegas calculations
are underestimated, explaining the significant discrepancy between some of these points and the
analytical curves.

In Figs. 7.10 – 7.12, numerical lattice results are compared with analytical expressions in ap-
pendix B for the combinations of diagrams 2E + 2P 0(E) + 2P 00(E), 2T + 2P 0(T ) + 2P 00(T ) and
4C +S +X +2L+2V 0, respectively. In Fig. 7.13 the total O (↵) HVP is compared with the an-
alytical expression Eq. (7.104). We find that the lattice results agree with the analytical results
for small m

R

L, up to small discrepancies which we attribute to small cutoff effects which enter
at the two-loop level. For larger m

R

L we begin to see larger discrepancies between the lattice
data and the analytical expressions, particularly in Figs. 7.12 and 7.13, but these discrepancies
are consistent with the size of O

⇣

1
(mL)4 , e�mL

⌘

corrections which are neglected in the analytical
calculations.

It is evident from Figs. 7.10 – 7.12 that the largest O (↵) contribution to the infinite-volume
HVP is from diagram E. The FV effects are largest, and have opposite signs, for the E and
T diagrams, while the FV effects for the combination 4C + S + X + 2L + 2V 0 are significantly
smaller. The FV effect on the total O (↵) HVP is notably smaller than the effect on diagrams
E and T separately, as a result of the cancellation of O � 1

L

2

�

effects.

We can see from Fig. 7.13 that the FV effect for the total HVP is a few percent of the infinite-
volume QED correction, for m

R

L ? 4. Since the QED correction is itself an O (1%) effect on
the full HVP, the QED FV effects are sufficiently small to be negligible in lattice QCD+QED
calculations at the current precision.
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Figure 7.10: Renormalised contribution 2E +2P 0(E) +2P 00(E) to the HVP with momentum
Q2 = 0.654m2

R. The blue crosses are from numerical lattice scalar QEDL calculations, the red
squares are calculated using vegas, and the orange line is the analytical expression 2�⇧E ,
defined in appendix B. The shaded band is the uncertainty from the calculation of the infinite-

volume limit.
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Figure 7.11: Renormalised contribution 2T + 2P 0(T ) + 2P 00(T ) to the HVP with momentum
Q2 = 0.654m2

R. The blue crosses are from numerical lattice scalar QEDL calculations, the
red squares are calculated using vegas, and the orange line is the analytical expression 2�⇧T ,

defined in appendix B.
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Figure 7.12: Renormalised contribution 4C+S+X+2L+2V 0 to the HVP with momentum
Q2 = 0.654m2

R. The blue crosses are from numerical lattice scalar QEDL calculations, the red
squares are calculated using vegas, and the orange line is the analytical expression 4�⇧C +
�⇧S +�⇧X , defined in appendix B. The shaded band is the uncertainty from the calculation

of the infinite-volume limit.
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Figure 7.13: Total O (↵) HVP correction with momentum Q2 = 0.654m2
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are from numerical lattice scalar QEDL calculations, the red squares are calculated using
vegas, and the orange line is the analytical expression Eq. (7.104). The shaded band is the

uncertainty from the calculation of the infinite-volume limit.
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Figure 7.14: Unrenormalised embedded tadpole contribution 2T (green diamonds), and
corresponding renormalised contribution 2T +2P 0(T ) +2P 00(T ) (blue crosses). The orange line

is the analytical expression 2�⇧T , defined in appendix B.

In Fig. 7.14, the unrenormalised embedded tadpole contribution 2T and renormalised contribu-
tion 2T + 2P 0(T ) + 2P 00(T ) are plotted together. It is clear that the unrenormalised contribution
suffers from a large exponential FV effect, which is removed by subtracting the counterterms.

7.4 Summary

We have developed an efficient numerical method for calculating QED
L

FV effects, using lattice
scalar QED as an effective field theory. This method uses fast Fourier transforms, along with
stochastic photon fields, to invert scalar propagators, and is computationally cheap compared
with lattice QCD simulations. The method has been implemented in the Grid library [201] so
that good performance can be achieved on a range of computational architectures, and so that
it can be easily extended to calculate QED FV effects for different quantities.

We have used our numerical method to calculate QED
L

FV effects for the scalar self-energy
in on-shell and off-shell moving frames. These numerical results are compared with analytical
calculations of the same effects, and are found to be in good agreement up to effects proportional
to e�mL which are neglected in the analytical calculation. The extraction of the on-shell self
energy from lattice correlators is affected by severe excited-state contamination at large volumes,
due to the absence of a mass gap in QED. In lattice scalar QED we can remove these excited
state contributions through exact analytical calculations, but this would not be possible in a non-
perturbative theory. This contamination may be a problem for large-volume lattice QCD+QED
calculations in the future.

We have implemented a method of infrared improvement in our numerical framework, by weight-
ing low-energy modes of the photon action to suppress leading FV effects. We have demonstrated
that this method can be used to generate QED gauge ensembles on which hadron mass FV effects
are suppressed below O (1%) for all volumes mL ? 4.
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In addition to the scalar self energy, we have calculated QED
L

FV effects for the HVP, and again
compared with analytical calculations of these effects. Through this comparison the presence of
divergent FV effects became apparent. This is a result of mixing between UV and IR effects in
the two-loop diagrams, and the theory must be renormalised to calculate the correct FV effects
on the lattice. After calculating and subtracting the appropriate counterterms, our lattice results
are found to be consistent with the analytical predictions up to small cutoff effects and terms
neglected in the analytical calculation, and in excellent agreement with results obtained through
direct numerical integration of the lattice perturbation theory expressions. The leading QED
FV effect for the HVP is found to be O �1/L3

�

, making these effects negligible in current state-
of-the-art lattice QCD+QED calculations.

We have found the process of implementing lattice scalar QED simulations, and comparing with
analytical calculations, extremely valuable for understanding various methodological features
of lattice QED simulations, including the correct treatment of cut-off effects and excited state
contributions. We have shown this method to be efficient for numerically calculating QED
FV effects, and it would be well-suited for calculating FV effects on other quantities for which
analytical results are not known and would be difficult to calculate.





Chapter 8

Conclusions

High-precision lattice QCD calculations are now reaching a precision at which systematic errors
arising from the assumption of isospin symmetry are becoming significant, so it is necessary to
include electromagnetic effects in these calculations. Several methods for including QED on the
lattice have been proposed and used by the lattice field theory community. In this thesis, two
of these methods are compared to objectively determine which can provide better precision at
fixed computational cost. Isospin-breaking corrections to the hadronic vacuum polarisation and
its contribution to the anomalous magnetic moment of the muon have also been calculated, in
an exploratory calculation with unphysical masses, for the first time.

The photon is a massless particle, and the range of electromagnetic interactions is infinite,
unlike QCD for which the spectrum has a mass gap. The resulting effects of restricting QED
to a finite volume are therefore large, typically scaling as powers of the inverse volume. As a
result, it is important to correct for finite volume effects in lattice calculations which include
QED. Since the volume scaling is sensitive to the low-energy modes of a system, the leading FV
effects are typically insensitive to UV effects such as hadron structure and discretisation and
can be calculated in an effective theory. An efficient lattice method for numerical scalar QED
calculations has been derived and used to calculate leading QED FV effects for the meson self
energy and the HVP in the QED

L

scheme, and the results are found to be in good agreement
with analytical calculations.

In Chapter 5, two methods for calculating QED corrections on the lattice are introduced: a
non-perturbative method involving generation of stochastic U (1) gauge fields, and a method
based on a perturbative expansion of the path integral in powers of the electromagnetic charge.
Both methods have been used in the electro-quenched approximation, allowing for the re-use
of SU(3) gauge ensembles generated at considerable cost by the RBC/UKQCD collaboration.
In Chapter 6, I implemented and used the stochastic method to calculate QED corrections to
meson masses and the HVP on a 243⇥64 lattice QCD gauge ensemble with larger-than-physical
quark masses, and these results were compared with calculations using the perturbative method
on the same QCD gauge ensemble. Different methods were required to extract QED corrections
to meson masses from data using the two different methods, because data from the stochastic
method contain corrections from all orders in ↵ while data from the perturbative method include
only the O (↵) corrections. We find meson masses obtained using the two different methods to
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be in agreement, up to O �↵2
�

effects which are present only in the stochastic data, and which
we are able to resolve at the precision achieved here.

We have calculated QED corrections to the HVP and its contribution to a
µ

, both from the QED
correction to the electromagnetic vector 2-point function and to the multiplicative renormali-
sation Z

V

of the local vector current. As for the meson masses, the QED corrections to the
HVP from both methods are found to be consistent up to O �↵2

�

effects. The QED correction
to a

µ

from the up quark cannot be resolved from zero with the statistics used here, but the
statistical error places an upper bound of 1% for this correction. The QED correction to a

µ

from
the strange quark is found to be 0.1%. Strong isospin-breaking corrections to the HVP are also
calculated, by using different masses for the valence up and down quarks, and are found to be
⇡ 0.9%. Although no attempt was made to extrapolate these results to the physical point, we
conclude that isospin-breaking corrections must be included in a calculation of a

µ

to achieve a
precision of 1%.

The two methods investigated require different numbers of quark propagator inversions per gauge
configuration, and consequently their computational cost differs. Comparing results obtained
from the two methods, we find that the stochastic method produces statistical errors which
are a factor of 1.5-2 smaller than from the perturbative method, at the same computational
cost. An alternative proposal, to use a perturbative expansion of the path integral with the
photon propagator estimated from stochastic photon fields, is found in [177] to produce smaller
statistical errors than the perturbative method used in this work. Since this method requires
fewer propagator inversions than the perturbative method, and will produce identical results to
the stochastic method up to O �↵2

�

corrections, this finding is consistent with our own.

In Chapter 7 a method for numerical calculation of QED
L

FV effects using scalar QED simu-
lations is derived. Photon field configurations are generated as for the stochastic method, and
scalar propagators are calculated up to O (↵) using fast Fourier transforms. These simulations
are computationally cheap compared with full QCD+QED simulations, allowing for precise nu-
merical calculations of FV effects. This method has been implemented in the Grid library [201],
with the intention that it can be easily extended to calculate FV effects for new quantities in
the future while achieving good performance on the next generation of computing resources.

In Sec. 7.2 this lattice scalar QED framework has been used to calculate QED
L

FV effects for the
self energy of a scalar particle, extending previous studies of meson mass FV effects to moving
frames. Methods are derived to extract the self energy from the lattice scalar 2-point function,
for both on-shell and off-shell momentum. A careful treatment of discretisation effects is made,
as the high precision achieved in our numerical calculations enables these effects to be resolved.
Extraction of the on-shell self energy is affected by significant contamination from excited-state
contributions to the scalar 2-point function, due to the absence of an energy gap between the
ground state and first excited state in the infinite-volume limit. At large volumes, we find
that hundreds or thousands of individual exponential corrections must be subtracted from the
correlators, which can only be achieved here by calculating these corrections analytically. This
would not be possible in a non-perturbative theory, and the issue of excited-state contamination
may be a problem for future lattice QCD+QED calculations in large volumes. The volume
scaling of the scalar self energy is found to be in good agreement with analytical predictions,
up to a discrepancy which is consistent with exponential corrections excluded in the analytical
calculations.
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A technique to suppress QED FV effects by tuning a subset of momentum modes of the pho-
ton action, a technique we call “infrared improvement”, is implemented in lattice scalar QED
calculations. We find that this technique gives the expected suppression of FV effects for the
scalar squared mass, consistent with analytical predictions, and demonstrate a choice of tun-
ing parameters which suppresses hadron mass FV effects to < 1% for typical volumes used in
state-of-the-art lattice calculations.

Leading QED
L

FV effects for the HVP are calculated using lattice scalar QED in Sec. 7.3.
Through comparison of numerical and analytical calculations of these effects it became apparent
that the FV effects are divergent due to mixing between IR and UV effects at the two-loop level.
Renormalisation is required to remove these divergent exponential FV effects, and a scheme for
calculating the required counterterms is defined. After renormalisation we find that the volume
dependence of the numerical results is well described by analytical predictions, up to small cutoff
effects which enter at the two-loop level and O �1/L4, e�mL

�

effects which are neglected in the
analytical calculations. The leading FV correction for each of the O (↵) diagrams contributing to
the HVP is O �1/L2

�

but these effects cancel in the total O (↵) correction, leaving O �1/L3
�

terms
as the leading corrections. The absence of O �1/L2

�

effects is universal, although the remaining
O �1/L3

�

effects are not, and for mL ⇠ 4 these effects are of O (1%) of the QED correction, and
are therefore negligible in lattice calculations of the HVP at the current precision.

The lattice calculations of HVP FV effects have been checked by direct numerical integration
of lattice perturbation theory integrals, and excellent agreement is found between these two
numerical calculations, although it appears that the errors are underestimated in the direct
numerical integration. The process of implementing scalar QED calculations on the lattice has
proved valuable for understanding features including the problem of excited-state contamination
and the constraint on infrared improvement parameters imposed by requiring positivity of the
action.

Several simplifications were made in our calculation of isospin-breaking corrections to the HVP.
For a calculation at the physical point, the lattice spacing and quark masses must be retuned
so that they correspond to the physical masses in the presence of QED. Contributions from
quark-disconnected diagrams must also be included. A full calculation of the HVP contribution
to a

µ

, including isospin-breaking corrections, has been made by the RBC/UKQCD collaboration
in [133], and several other recent lattice HVP calculations have also included isospin-breaking
corrections [132, 134, 135, 158]. Lattice calculations of other quantities, such as hadron decays,
are also reaching a precision at which isospin-breaking corrections are becoming significant, and it
is hoped that the work presented in this thesis will be useful in the calculation of isospin-breaking
corrections and QED finite-volume effects for these quantities.





Appendix A

NLO HVP diagrams in lattice
perturbation theory

This appendix contains analytical expressions for the integrands of the lattice-discretised dia-
grams E, T , C, S and X shown in Fig. 7.8. The external photon momentum is Q, and the scalar
and photon loop momenta are p and k respectively.
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Appendix B

Analytical QEDL FV effects for NLO
HVP diagrams

In this appendix, analytical expressions for the QED
L

FV effects on NLO contributions to the
HVP are reproduced from [8]. The FV effects for the diagrams E, T , C, S and X shown
in Fig. 7.8 are:
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where z = �Q2/m2 for external momentum Q2. The functions ⌦
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