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UNIVERSITY OF SOUTHAMPTON

ABSTRACT

FACULTY OF PHYSICAL SCIENCES AND ENGINEERING

OPTOELECTRONICS RESEARCH CENTRE

Doctor of Philosophy

by Charlie Pooley

The observation of structures on small scales is useful for a range of applications, par-

ticularly in biological studies where higher resolution images allow examination of more

intricate organic architectures. The development of coherent, high brightness sources

at short wavelengths has driven a range of lensless imaging techniques that have been

implemented successfully and pushed the resolution limit. However, such sources tend to

be only available at large-scale, multi-user facilities. High harmonic generation (HHG)

allows spatially coherent, short wavelength radiation to be available on a table-top set

up, but with low beam stability due to the nonlinearity of the process.

The work in this thesis focuses on characterization and optimization of a HHG source

at 29 nm (42 eV) specifically for use in coherent, lensless imaging. A model of the

EUV beam is used to guide experimental efforts to empirically find the phase matching

conditions for which the spatial coherence and flux properties are maximized whilst care-

fully controlling the source position and intensity stability. The resulting illumination

is then put to the test in ptychographic imaging, where quantitative information about

biological samples is obtained at an effective transverse resolution of 80 nm and axial

sensitivity of 1 nm, with no observed radiation damage.

Finally, the images obtained with EUV ptychography are correlated with wide field and

super resolution fluorescence images of the same sample region to provide direct com-

parison of our technique with more standard microscopy methods. A clear improvement

in both resolution and contrast is observed. The fluorescence markers add information

about sample composition that verifies our sample thickness measurements, and the

object structure comparison motivates the use of EUV ptychography to complement

fluorescence microscopy and assist in interpretation of features in the image.
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Chapter 1

Introduction

The ability to observe small scale structures is an extremely useful tool in a wide range

of applications. This is particularly apparent in the field of biology; since the invention

of the microscope in the 16th century new imaging techniques have routinely opened up

new opportunities for biologists to visualize microscopic mechanisms and describe them

more accurately. More recent advances have allowed further improvements in image

quality, though every technique has its limitations.

Electron based techniques can provide sub-Ångstrom resolution, but can only image

very thin samples or surfaces and require intense sample preparation and cryo-cooling.

X-ray imaging allows for very high resolution due to short wavelengths, as well as depth

of view to observe thick structures as a result of high sample penetration, though radia-

tion damage can limit contrast and resolution if lower radiation doses must be used, and

there is a lack of availability of usable optics. Super-resolution imaging allows inspec-

tion of objects smaller than allowed by the ordinary diffraction limit and can maintain a

high depth of view; this is often beneficial for systems using optical illumination or flu-

orescence by chemical markers. However, these techniques cannot match the resolution

capabilities of x-ray and electron imaging.

The development of high brightness, coherent sources at extreme ultraviolet and x-

ray wavelengths has allowed lensless techniques to be implemented successfully, which

provide unique advantages - no lens aberrations, a transverse resolution that is limited

only by collection numerical aperture rather than focal spot or detector pixel size, and

determination of the full electric field at the sample rather than intensity information

alone. The cost of these advantages is a stringent set of requirements for the source

coherence and stability to ensure the algorithms that recover the field will converge on

an accurate solution.

Typically, short wavelength, coherent sources with high brightness and stability are only

available at large-scale facilities such as synchrotrons and free electron lasers. However,

1
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coherent soft x-ray and extreme ultraviolet sources are achievable using high harmonic

generation. This highly nonlinear process requires high input intensity, but this may be

reached with a femtosecond laser system that can be accommodated on a table-top set

up in a standard lab, greatly increasing the accessibility of the source.

Though a high harmonic source is capable of meeting the spatial coherence requirement

of a lensless imaging experiment, the extreme nonlinear nature of the process tends to

greatly reduce the stability of the output, limiting the quality of the final image and

potentially preventing the algorithm from finding a solution. Producing a functional

lensless microscope using a high harmonic source means attacking the problem from two

directions; the systematic errors during the data collection procedure must be reduced

as much as possible, and the reconstruction algorithms must be sophisticated enough to

correct any errors that can’t be removed practically.

The aim of this project is to develop an efficient and coherent source of extreme ul-

traviolet radiation using high harmonic generation, which will then be tested by use in

lensless imaging of biological samples. The resulting images will be compared with those

obtained by other methods to show the effectiveness of imaging in this spectral region

and its potential impact on other research.

In chapter 2, I will lay out the theory of high harmonic generation, from the simpler

nonlinear process of second harmonic generation to a full picture of the high harmonic

process, with a discussion of phase matching for maximizing flux and coherence, both

being crucial components for a lensless imaging source.

In chapter 3, I will provide the background needed to understand the principles of

different imaging techniques, from optical, fluorescence and super-resolution methods to

coherent techniques, including the theory of electromagnetic propagation required for

lensless algorithms. I will also give a brief account of some other imaging methods and

their uses.

Chapter 4 will contain details of how the source was developed and characterized, from

the femtosecond infrared laser input to the extreme ultraviolet output, with the em-

phasis on improving flux, spatial coherence and stability to optimize its use in imaging

experiments.

Chapter 5 will give an account of the imaging experiments performed with the high

harmonic source, with estimates of transverse and axial resolution and comparison with

other imaging techniques used to look at the same sample regions.

Finally, chapter 6 will summarize our conclusions and provide an outlook for the future

of the project.
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1.1 Motivation

Visible wavelength microscopy has been a tool used by scientists for centuries, and x-

ray microscopy has been a subject of inquiry for many decades. However, the use of

extreme ultraviolet radiation as an illumination is a much more recent approach for

imaging techniques. Since the first demonstrations of high harmonic generation [1, 2, 3],

the possibility of a short wavelength coherent source that can fit on a standard lab

bench has driven the development of sources of this type, as well as the state-of-the-art

algorithms required for lensless imaging.

The first demonstration of lensless diffractive imaging using a source of this type recon-

structed an image of a masked Carbon film with a spatial resolution of 214 nm using an

illumination wavelength of 29 nm [4]. A number of studies since have shown significant

improvements in the source and reconstruction algorithms, with the possibility of reflec-

tion geometry [5, 6, 7], 3D imaging and resolution down to 12 nm [8]. However, until

recently, images taken with coherent table-top set-ups in the extreme ultraviolet regime

have required fabricated samples with strong scattering to ensure successful reconstruc-

tions. Recent developments of the source and the algorithm, in particular increased

coherence and stability as well as introduction of methods that can better handle source

instability in post processing [9], have allowed reconstructions of real, weakly scattering

biological samples with diffraction limited resolution of 80 nm [10]. This has increased

the applicability of high harmonic sources to biological applications, and stimulated a

motivation for further study.

Many other imaging methods are already well established and widely used in a variety of

fields. Electron microscopes allow far better resolution than any microscope operating in

the extreme ultraviolet due to far shorter wavelength illumination; transmission electron

microscopes can provide sub-Ångstrom resolution for some samples [11]. Likewise, hard

x-ray sources provide a better theoretical limit for resolution. Developments in super

resolution fluorescence imaging, which is particularly popular for biological samples,

have allowed details down to 10 nm to be resolved [12], which is comparable to the

lowest resolution demonstrated using high harmonic sources.

However, coherent imaging in the extreme ultraviolet offers some unique advantages over

other methods. Lensless imaging does not depend on the quality of any optics between

the object and the camera, which means the final image is free of aberrations. Also,

the final reconstruction contains amplitude and phase information about the sample,

which is related to the thickness and composition. The final resolution is limited only

by collection numerical aperture, and is not related to focal spot or the pixel size of the

detector. Extreme ultraviolet radiation has a better penetration depth than electrons

to probe beyond the sample surface, but is more strongly absorbed than hard x-rays,

which allows far better image contrast with no sample damage [13]. Lastly, unlike

super resolution fluorescence methods, coherent imaging does not require the addition
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of fluorescent markers to produce an image, the use of which makes sample preparation

more difficult, imposes a lifetime on the samples over which they may be imaged before

bleaching occurs, and can be the cause of poor signal-to-noise ratio reducing imaging

quality, particularly for thin specimens.

The primary goal of this project is to develop a table-top, coherent, extreme ultraviolet

source specifically for use in coherent imaging by maximizing the coherence and stabil-

ity. The resulting radiation will then be used as an illumination for coherent imaging

experiments, with a particular focus on biological samples, to utilize the advantages

of both lensless imaging and extreme ultraviolet illumination. The ultimate aim is to

move this technique from a proof-of-concept to a useful microscope providing additional

information about the sample, which may be used to compliment other techniques via

correlative imaging.



Chapter 2

High Harmonic Generation

2.1 Introduction to Nonlinear Optics

When an electric field is incident on some medium, it induces a polarization response

which generates its own electric field. Usually this is a first order effect whereby the

response is directly proportional to the field amplitude; this generates a field at the same

frequency with some delay, which when combined with the original wave determines the

phase velocity of the propagation. However, particularly for strong input fields, higher

orders in the response can be realized, resulting in the possibility of energy exchange to

a number of higher frequencies. This is useful for applications in a number of areas [14].

2.1.1 Second Harmonic Generation

The polarization P of a material in which an electric field E is propagating can be

written as an expansion [15]:

P = ε0

(
χ(1)E + χ(2)E2 + χ(3)E3 + · · ·

)
(2.1)

where ε0 is the permittivity of free space and χ(n) are the optical susceptibility tensors,

which depend on the material. Here all nonlinear terms are considered as a perturbation

with a comparatively small contribution to the polarization, which is valid provided the

input field is weak compared to the atomic potential - this approach cannot be used

to describe more extreme nonlinear phenomena such as high harmonic generation, as is

discussed in section 2.2.

However, it may be used to describe second harmonic generation (SHG) for the class

of noncentrosymmetric crystals that exhibit a strong term in the second order suscep-

tibility. In this case, conversion efficiency depends on the strength of the nonlinearity,

5
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Figure 2.1: A nonlinear polarization (a) broken into its various frequency components;
a first order component (b) of equal frequency to the driving field, a second harmonic

component (c) and an average DC component (d)

and crucially on the phase matching condition between the fundamental and second

harmonic wave vectors,

∆k = k2ω − 2kω = 0 (2.2)

such that the generated light interferes constructively with the propagating second har-

monic. Provided the two beams are co-linear, this is equivalent to matching the refractive

indices, n2ω = nω, which may be achieved by selecting a particular propagation angle

if the crystal is birefringent (critical phase matching) or by choosing a temperature for

which this criterion is met for the crystal that is used (noncritical phase matching).

Figure 2.1 illustrates how a non-centrosymmetric crystal driven by an external field can

exhibit a polarization response with a component at twice the frequency; this is a simple
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demonstration of how higher order harmonics can be generated by a response to a single

frequency excitation.

For a beam with negligible depletion propagating a length L in a crystal, the conversion

efficiency follows a sinc2 relationship in ∆kL, and quadratic in L:

P 2ω

Pω
∝ L2 ·

sin2
(

∆kL
2

)(
∆kL

2

)2 (2.3)

The effect of this relationship is shown in figure 2.2, where for a given crystal length the

wave vector mismatch ∆k reduces the second harmonic intensity sharply, and in figure

2.3 where a given ∆k causes a reduction in conversion efficiency after some propaga-

tion length. The fringe separation here gives rise to a coherence length Lc = 2π
∆k , or

equivalently

Lc =
λ

nω − n2ω
(2.4)

which determines the maximum useful crystal length for SHG.

2.1.2 Ultrafast Effects

Since the second harmonic term in the polarization depends on the square of the electric

field, the conversion efficiency of the process increases linearly with power until the

input beam is significantly depleted; this means pulsed sources allow for much higher

efficiencies. However, a small delay between the input and second harmonic pulse can

mean they no longer overlap in time. The increasing temporal walk-off as one pulse

lags behind the other creates an output that is stretched in time. The group velocity

mismatch is given by

GVM =

∣∣∣∣ 1

vg1
− 1

vg2

∣∣∣∣ (2.5)

This tells us the time difference per propagation length between the two pulse peaks,

and imposes a new restriction on the maximum crystal length to prevent unwanted

lengthening effects:

Lmax =
τp

GVM
(2.6)

which is the length of propagation in the crystal for which the pulses are separated by

one input pulse length τp. Very thin crystals are often used to reduce this issue; around
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Figure 2.2: Normalized intensity vs wave vector mismatch for two different propaga-
tion lengths through a crystal. This shows the critical role of phase matching in second

harmonic generation.

Figure 2.3: Normalized intensity vs propagation length through a crystal for three
different wave vector mismatch values. Here we see that using a thicker crystal may be

counterproductive if the phase matching condition is not satisfied.
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100 µm thickness is common. Of course, the pulses are also stretched by dispersion due

to the wavelength dependence on refractive index for most materials, though this may

be corrected for after generation to re-compress the pulse.

2.2 High Harmonic Generation

High harmonic generation (HHG) [2, 3] is a highly nonlinear optical process with uses

in a number of applications [16]. Extreme input intensities are required, on the order of

1014 W/cm2. In this regime, the higher order terms in the atomic polarization from 2.1

are no longer small, and the perturbation model used to understand SHG is no longer

valid; a more careful consideration of electron dynamics is required.

2.2.1 The Three Step Model

The three step model [17] can be considered as an initial, naive approach to figure out

the origin of high frequency components in HHG. This model relies heavily on classical

mechanics, which clearly cannot give an accurate description of single electron dynamics

at the atomic scale; a full quantum model is ultimately necessary. However, it provides

a simple visualization of a highly complex process.

The three steps of the model are as follows:

1. The electron begins bound to the nucleus in the ground state, and tunnels at some

time t0 due to a distortion of the atomic potential by an incident laser field.

2. After tunneling, the electron dynamics are dominated by the laser and it acceler-

ates as a free charge.

3. As the oscillating field changes direction, the electron may return and recombine

with the nucleus at some time tf , whereby a photon with energy equal to the

ionization energy plus the additional kinetic energy is produced.

Here the processes involved during tunneling and recombination are completely ignored

and instead the path taken by the electron during the second step is calculated by solving

the equations of motion. First, the laser field is described by E = −E0 cosωt. Then the

acceleration of the free electron after tunneling is

ẍ(t) =
eE0

m
cosωt (2.7)
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Figure 2.4: Some possible classical trajectories for electrons emitted at different values
of t0 as described by equation 2.9 (dashed lines; right y-axis) with acceleration described
by equation 2.7 (solid black line) due to an intense laser field, plotted on the same time
axis. The shaded regions indicate values of t0 for which the electron will recombine

with the atomic nucleus.

Assuming the electron starts at the nucleus with zero velocity at the tunneling time t0,

we can apply the initial condition ẋ(t0) = x(t0) = 0 to find the velocity and position by

integrating:

ẋ(t, t0) =
eE0

mω
[sinωt− sinωt0] (2.8)

x(t, t0) =
eE0

mω2
[cosωt0 − cosωt+ ω(t0 − t) sinωt0] (2.9)

Some of the possible trajectories described by equation 2.9 are plotted in figure 2.4,

where the different possible paths arise from different ionization times t0, and several

implications are quickly apparent.

Firstly, only electrons that tunnel during odd quarter cycles of the laser, indicated by

the shaded regions, can provide radiation. This is because the electron will not return at

other tunneling times; the cyan trajectory is one example. This suggests high harmonics

will be emitted in bursts separated by half the laser period.
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Figure 2.5: Kinetic energy of the returning electron as a function of ionization time
for all possible values of t0 within one quarter laser period. The coloured markers

correspond to trajectories plotted with the same colour in figure 2.4.

Secondly, electrons ionized during successive quarter cycles will follow identical trajecto-

ries in the opposite direction, adding π to the phase of generated radiation. If the laser

period is T, the relative phase between two consecutive bursts is δφ = ωg
T
2 + π, where

ωg is the generated frequency. For constructive interference, the phase difference should

be some multiple of 2π; this applies to generated frequencies for which ωg = 2π
T (2n− 1).

This tells us that HHG is only efficient for odd harmonics over many cycles.

Finally, the shape of the different paths in figure 2.4 suggest something about the photon

energies that can be produced. For very small t0, the electron begins to slow down before

it recombines, and as t0 approaches T/4, there is not much time to build speed. This

implies an optimal t0 that gives a trajectory with maximum kinetic energy on return.

Furthermore, we can expect that every generated frequency (except the cutoff) will be

produced by two electron paths; one long trajectory for electrons emitted before the

optimal t0, and one short trajectory for electrons emitted after.

The kinetic energy of a returning electron can be calculated using

Kf =
1

2
mẋ2(tf , t0) (2.10)
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Figure 2.6: Representation of the shape of an HHG spectrum, indicating the pertur-
bative region for low orders, the ‘plateau’ where successive harmonics have comparable

amplitude, and the sharp decline after the cut-off energy.

where the values of t0 and tf are calculated for each trajectory. Figure 2.5 shows all

possible values of return kinetic energy for an electron ionized during a single quarter

cycle. Here it is clear that the optimal trajectory in figure 2.4 was the blue path, and

the green and magenta markers are examples of long and short trajectories that produce

the same photon energy. 2.5 gives energy in units of ponderomotive energy Up

Up =
e2E2

0

4meω2
0

(2.11)

where me is electron mass and ω0 is the laser angular frequency. This is the average

kinetic energy of an electron following simple harmonic motion in an oscillating field. It

is now apparent that the maximum photon energy, or ‘cut-off’ [18], is

Eco ≈ 3.17Up + Ip (2.12)

where Ip is the atomic ionization potential.

These implications predict an output spectrum of odd harmonics, with a decreasing

amplitude in the perturbative region, a ‘plateau’ of harmonics of comparable amplitude,

and a sharp drop off after the cut-off energy; an idealized version of what this might

look like is given in figure 2.6. In practice, the output varies greatly with the specifics of

the laser system in use as well as the experimental geometry, but most harmonic spectra

follow this characteristic shape.
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2.2.2 A Quantum Model

Of course, to provide a more accurate description that follows a deeper understanding

of these dynamics, a quantum model is required [19, 20]. Solving the time dependent

Schrödinger equation (TDSE) numerically is one approach [21]. If we consider a strong

laser field incident on a simple atom in one dimension, the TDSE for an electron is given

by

i~
∂ψ

∂t
= − ~2

2me

∂2ψ

∂x2
+ (VCoulomb + VLaser)ψ (2.13)

where ~ is the reduced Plank constant, ψ is the electron wave function, VCoulomb is the

static Coulomb potential due to the atomic nucleus and VLaser is the contribution to

potential from the oscillating laser field.

In this model, as the laser field increases, a small part of the electron wave function is

swept away from the atom, which may then return to the core after the field reverses.

The resulting interference between the returning tunnelled state and the ground state

causes oscillations in the expectation of the electron position 〈x〉, which acts as an

oscillating dipole generating an electric field proportional to acceleration a:

a(t) =
d2

dt2
〈x〉 (2.14)

from which the field may be calculated.

2.2.3 Phase Matching

Similarly to SHG, the efficiency of generation of any given harmonic can be increased

by matching the phase of the fundamental and high harmonic fields. The condition for

the high harmonic case is given by

∆k = kq − qkf = 0 (2.15)

where kq is the wave vector of the qth harmonic and kf is the fundamental wave vector.

Here we can consider the various contributions to the phase of the fundamental and high

harmonic waves in HHG.
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2.2.3.1 Dispersion Effects

First, there will be some mismatch as a result of linear dispersion in the generation

medium, which is caused by wavelength dependent refractive index. Typically the

medium in HHG will be a gas, and the input pulse will necessarily cause some ionization

over its duration; the effect of neutral gas atoms and plasma must both be considered.

The contribution from neutral gas atoms to the wave vector mismatch is given by

∆kgas = qp(1− η)
2π

λ0
δn (2.16)

where q is harmonic number, p is the gas pressure as a fraction of atmospheric pressure,

η is the fraction of ionized gas particles, λ0 is input laser wavelength and δn = nf − nq
is the difference between the refractive indices at the fundamental and high harmonic

wavelengths. The effect of extreme intensity may also be considered by including the

nonlinear refractive index n2, such that the fundamental index is modified by n2I.

The contribution from free electrons can be calculated by considering plasma refractive

index; for an input wave with angular frequency ω0, the plasma index is given by

np =

√
1−

ω2
p

ω2
0

≈ 1−
ω2
p

2ω2
0

(2.17)

where we have approximated with a Taylor expansion with the assumption that the

fundamental frequency is fast compared to the plasma response ωp, defined by

ωp =

√
e2Ne

meε0
(2.18)

where e and me are electron charge and mass, ε0 is permittivity of free space and Ne is

the density of free electrons, which may be calculated from the ionization fraction η and

neutral gas density Ng as Ne = ηNg. Putting these together,

∆kelectrons = −q π
λ0
ηNg

e2

meε0ω2
0

(2.19)

= −qηNgreλ0 (2.20)

where re is the classical electron radius.
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Since both of these phase contributions depend on number density of gas particles, the

dispersion effects are much less significant in low pressure HHG set ups.

2.2.3.2 Geometric Effects

Getting a input laser intensity sufficient to generate high harmonics requires focusing,

from which an additional phase shift arises. The solution most commonly used to ap-

proximate the field distribution for a laser is the Gaussian beam, which may be derived

from Maxwell’s equations with the assumptions that the field propagates mainly par-

allel to the z axis and that the shape of the envelope varies slowly on the scale of the

wavelength. The solution for the electric field may be written as

E(r, z) = E0
w0

w(z)
exp

[
− r2

w2(z)

]
exp

[
− ikr2

2R(z)

]
exp [iφg(z)] exp(−ikz) (2.21)

where E0 is the field amplitude, w is the beam waist defined as the radial distance after

which the beam amplitude drops by a factor of 1/e (with a minimum value of w0), R is

the radius of curvature of the wavefronts, k is the fundamental wave vector, and φg is

the Gouy phase shift that varies through the beam focus:

φg = tan−1

(
z

zR

)
(2.22)

where zR =
πw2

0
λ is the Rayleigh length, defined as the distance of propagation from the

focus before the cross sectional beam area doubles. We can then calculate the phase of

the beam at any position relative to that of a perfect planar wave at the same frequency:

∆kgeometric = ∇
(

kr2

2R(z)
+ φg

)
(2.23)

The contribution from just the Gouy phase shift is

∆kg =
dφg
dz

=
zR

z2 + z2
R

(2.24)

Given the dependence on the minimum spot size, this allows tuning of the phase match-

ing conditions by choice of the focusing geometry [22], and optimization during an
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experiment by aperturing the laser beam before the focusing optic [23, 24, 25]; though

aperturing will also change the shape of the mode and the intensity.

2.2.3.3 Atomic Phase

The atomic phase in HHG is the additional phase shift acquired during the time between

ionization and recombination causing the generated wave to lag behind the fundamental

wave, and is given by [22]

φatom = qω0tf −
1

~
S (pst, t0, tf ) (2.25)

where S is the quasi-classical action at the stationary value of electron momentum

p = pst,

S (p, t0, tf ) =

∫ tf

t0

(
p2(t)

2me
+ Ip

)
dt (2.26)

and the resulting change to the wave vector can then be found:

∆katom = ∇φatom (2.27)

The quasi-classical action at this value is a valid approximation to the full quantum

description since the only electron trajectories that give a significant contribution to the

dipole moment of the atom are those for which the action is stationary [26]. In this case,

the action can be approximated by

S ≈ −(tf − ti)Up (2.28)

which, from the definition for Up (equation 2.11), implies a phase shift that depends on

the input laser intensity and frequency.

2.2.3.4 Full Picture

The phase matching considerations may now be combined to find the magnitude of the

total wave vector mismatch between the fundamental and high harmonic fields at any

location within the generation volume:

∣∣∆k
∣∣ = kq −

∣∣∣∣q[(kf + ∆kgas + ∆kelectrons

)
ẑ + ∆kgeometric

]
+ ∆katom

∣∣∣∣ (2.29)
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We can now use this expression to calculate the coherence length Lc = 1
|∆k| to map the

phase matching efficiency. Since there are two distinct intervals within a single laser

cycle during which electrons may recombine with the same energy defined by the long

and short trajectories, there is a different atomic phase contribution for each. This

results in very different outcome for the regions over which generation can build up

efficiently, as shown in figure 2.7. This shows the coherence length in mm between the

fundamental and 27th harmonic within a cross sectional area of the input laser beam

through the focus. Here the parameters have been chosen to mirror those used for

the majority of the experimental work in this thesis; an 800 nm, 1.5 mJ input pulse at

40 fs duration, with a minimum beam waist of 60 µm in Argon gas. The black areas

at the outer edge indicate where the intensity is not sufficient to generate photons at

this energy, consistent with equation 2.12. The contributions of neutral gas atoms and

free electrons to |∆k| have been ignored. This is reasonable since in our low pressure

geometry, ∆kelectrons and ∆kgas are at least two orders of magnitude smaller than kf ,

regardless of the ionization fraction η.

2.2.4 Coherence

For an electric field E, coherence is a measure of correlation between the field measured

at two different positions or times. A precise definition is given by the degree of first

order coherence:

g(1)(r1, t1; r2, t2) =
〈E∗(r1, t1)E(r2, t2)〉√
〈|E(r1, t1)|2〉 〈|E(r2, t2)|2〉

(2.30)

where ri are position vectors and ti are times, and 〈〉 denotes a time average. For a laser

beam propagating almost entirely in one direction, the coherence tells us how predictable

the interference effects will be. It is useful to separate this general property into spatial

and temporal coherence.

Temporal (or longitudinal) coherence is the average correlation between the field at the

same position at two different times. With this restriction, and introducing a delay time

τ = t1 − t2, equation 2.30 can be simplified to

g(1)(τ) =
〈E∗(t)E(t+ τ)〉
〈|E(t)|2〉

(2.31)

A perfect monochromatic source will always perfectly correlate at any time delay, but

in practice all sources have some finite bandwidth which causes decorrelation after some

delay. The coherence time is a useful parameter to determine how temporally coherent

a source of bandwidth ∆ω is:
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Figure 2.7: Coherence length in mm for long and short HHG trajectories at the 27th

harmonic for an 800 nm, 1.5 mJ input pulse with 40 fs duration focused to a minimum
beam waist of 60 µm in Argon gas, selected to reflect the experimental parameters used

for the majority of work in this Thesis.

tc =
1

∆ω
(2.32)

This may be defined as the time after which two fields of frequency difference ∆ω become

1 radian out of phase. Ultrashort pulses with a necessarily broad bandwidth have very

short coherence time. This can also be expressed as a longitudinal coherence length,

defined as the distance light travels during the coherence time:

Lc =
ctc
n

(2.33)
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where n is refractive index and c is the vacuum speed of light. This gives a length over

which the field may be considered to be coherent.

Spatial (or transverse) coherence is the average correlation between the field measured

at two positions across the beam profile at the same time. An ideal point source exhibits

perfect spatial coherence since every point on the wave front is generated at the same

time, so must correlate perfectly. In practice, lasers can exhibit high spatial coherence

due to transverse resonator modes, and coherence can be improved by spatial filtering.

For a wave propagating a distance z from a source of size d, the transverse coherence

length is given by

Lt =
zλ

2πd
(2.34)

A practical method for measuring coherence is by double slit interference, where the

source is sampled at two transverse positions and combined to observe field correlation

as in figure 2.8. A beam of peak intensity I0 incident on a double slit will exhibit an

intensity distribution in a plane a long way past the double slit

I = I0 cos2

(
φ1

2

)
sinc2

(
φ2

2

)
(2.35)

with

φ1 =
2πdx

zλ

φ2 =
2πax

zλ

where we have used the small angle approximation tan(θ) ≈ sin(θ) = x/z. By intro-

ducing a variable γ, we can modify equation 2.35 slightly to reflect the intensity from a

partially coherent sum between fields from the two slits

I =
I0

2
[1 + γ cosφ1] sinc2

(
φ2

2

)
(2.36)

where γ is the fringe visibility, which may also be determined from consecutive intensity

maxima and minima:

γ =
Imax − Imin

Imax + Imin
(2.37)
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Figure 2.8: Basic set up for a two slit interference experiment.

allowing a straightforward experimental measurement which relates to the spatial co-

herence of a source. In fact, assuming that the intensity pattern comes from a mixture

of coherent and incoherent sums from the fields E1 and E2 at the two slits, it can be

shown that the visibility is the fraction of coherent intensity, i.e.

I ∝ γ |E1 + E2|2 + α
(
|E1|2 + |E2|2

)
(2.38)

with α+γ = 1 The impact of these different types of coherence on the two slit diffraction

pattern are shown in figure 2.9.

A full characterization of spatial coherence would require repeated measurements at a

number of slit separations, but a single measurement can act as an indication of the

source quality [27, 28].

2.2.4.1 Coherence in HHG

Since there are multiple frequencies produced by an HHG source, the temporal coherence

is limited by the spectrum, which may be measured directly or determined via double

slit measurements [29, 30]. This can be massively improved by spectral filtering to pick

out a single harmonic, since the bandwidth of individual harmonics is typically very

small, and is further reduced by using a longer pulse length of the input laser.

The spatial coherence of an HHG source is ultimately limited by the coherence of the

driving laser, but also depends largely on the phase matching conditions [31]; the long

and short trajectories can be considered as two independent sources that do not combine

coherently, resulting in a competition between them that ultimately results in a loss

of interference fringes. By optimizing a single trajectory and suppressing the other

when phase matching, it is possible to improve the spatial coherence of the source at
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(a) Perfectly coherent source

(b) Spatially incoherent source (c) Polychromatic source

Figure 2.9: The effect of different types of coherence on a double slit diffraction
pattern.

the cost of reduced flux. Also, since the long trajectory is annular within some phase

matching conditions as shown by the cross section in figure 2.7, the short trajectory

may be isolated at the centre of the beam, allowing high coherence within a limited

area. However, it is important to note that this is only possible close to the focus; after

a large enough propagation distance the HHG beam will be an inseparable mixture of

the two trajectories across its spatial profile.

2.3 Summary

In this chapter, an introduction to nonlinear optics was given, with SHG used as a simple

example of a frequency conversion mechanism. The principles of phase matching were

introduced, for which we have stressed its importance in conversion efficiency.

The process of HHG was described, beginning with the basic three step model and giving

some brief details of how a full quantum model may be implemented. The concepts of
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long and short trajectories and cut-off frequency was introduced, and the shape of the

HHG spectrum explained by considering which frequencies interfere constructively in

consecutive high harmonic bursts.

The various contributions to phase matching were described in detail, including the

mechanisms that give rise to them and how they may be controlled experimentally,

establishing that the most important factors for our system are geometric and atomic

phase. The phase matching model was used to build a map of coherence length over a

cross section of the generation volume to see where the most efficient generation occurs

for each trajectory as a guide for experimental work.

The properties of spatial and temporal coherence of an electric field were discussed,

with their effects on interference and how they might be measured experimentally. The

mechanisms that limit the spatial and temporal coherence in HHG have been described,

including how the coherence properties may be improved.

The understanding gained here is particularly important for the work in chapter 4,

providing the theoretical basis to guide EUV characterization and optimization for use

in imaging experiments.



Chapter 3

Imaging Techniques

3.1 Optical Imaging

3.1.1 Traditional Microscopy

Traditional optical microscopy uses the basic principle of magnification by a lens to form

an enlarged image of an object. For a single convex lens, the magnification is

M = 1− f

do
(3.1)

where f is the lens focal length and do is the object to lens distance. Most conven-

tional microscopes are compound microscopes, which use an objective lens to form an

image which is then further magnified by an objective lens, allowing for much higher

magnification. Though based on these two simple elements, in practice higher quality

microscopes have multiple optical elements to allow high magnification and correct for

optical aberrations. Instruments with this setup also allow for more complex illumina-

tion configurations with filtering in the Fourier plane, such as phase contrast where the

zero order in spatial frequency is phase shifted by π radians compared with the other

components, or Schlieren imaging where it is blocked completely.

3.1.1.1 Diffraction Limit

At higher magnifications, small point-like features in the object appear as Airy disks in

the image due to diffraction of the illuminating light. For this reason, there is a limit

to the resolving power of any such imaging system, which is defined as its ability to

reproduce two nearby point-like objects such that they are distinguishable in the image.

This is known as the diffraction limit, and it provides a fundamental minimum for the

possible resolution for many imaging methods.

23



24 Chapter 3 Imaging Techniques

The minimum resolvable distance for an optical microscope was first described by Abbe,

who gave the limit as

d =
λ

2NA
(3.2)

where λ is the wavelength of the illumination and NA is the numerical aperture, which

defines the maximum angle θ that light may be accepted

NA = n sin θ (3.3)

with n the refractive index. This dimensionless quantity is determined by the geometry

of the system.

In practice, the real resolving capability of a microscope is not so simple to define; a more

rigorous definition involves the point spread function (PSF). The PSF is the resulting

distribution in the image for a point source in the object; it describes how badly the

image will be blurred. This is distinct for each imaging setup, and the final image is a

convolution between the PSF and the object:

Image = PSF ~ Object (3.4)

an example is given in figure 3.1, where the PSF is assumed to be an Airy Disk function.

Alternatively, we can consider the optical transfer function (OTF). This describes how

a sine-wave pattern of some spatial frequency in the object is translated to the image,

defining attenuation and phase shift for each frequency. This provides an equivalent de-

scription; since the object may be decomposed into its spatial frequencies via a Fourier

transform, the OTF is also the Fourier transform of the PSF, and can be considered

its reciprocal space counterpart. Both of these functions describe the range of short-

comings of the imaging system in reproducing the object, including effects from optical

aberrations.

3.1.2 Fluorescence Microscopy

Fluorescence is the process by which a substance absorbs radiation before re-emitting

after a short delay (microseconds), usually at a longer wavelength. In some applications,

it is useful to image light emitted from fluorescing molecules in addition to/instead

of transmitted or reflected light [32]. This is particularly useful in imaging biological

specimens, where fluorescent markers called fluorophores may be used to stain cells

and highlight particular materials such as proteins of interest to researchers. Some
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Figure 3.1: Simulated example of how the point spread function can cause blurring
in the image, causing loss of resolution. The object here is a Siemens star, often used
to estimate the resolution based on how close to the centre of the image the fringes are

still visible.

biological materials will also re-emit light naturally by autofluorescence, which can allow

identification of which proteins are present.

The most basic fluorescence microscope uses an excitation laser to illuminate the whole

sample and an objective to image the fluorescence. Since this tends to be at a different

wavelength, radiation from the laser can be filtered out to reduce noise from other light-

matter interactions. The result is an easily obtainable wide-field image of fluorescing

matter in the sample.

3.1.3 Super-Resolution Techniques

Based on the limit given in equation 3.2, there are two obvious routes to resolving smaller

features: use a shorter illumination wavelength or increase the numerical aperture. The

latter could mean using the refractive index dependence by immersing the system in

a medium such as water or oil, or changing the geometry to increase the maximum

acceptance angle. However, there are also numerous techniques that use different tricks

to beat the ordinary diffraction limit, collectively known as super-resolution imaging
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methods. Here I will summarize some of these techniques and outline their benefits and

potential shortcomings.

Stimulated emission depletion (STED) fluorescence microscopy relies on reducing the

size of the fluorescing region of the sample [33]. One beam hits a region of the sample

to excite any fluorophores as in standard microscopy, and a second ‘STED’ beam with

an annular profile is focused to the same region to stimulate emission within its spatial

profile. This returns the fluorophores to their ground state and inhibits fluorescence,

resulting in a smaller region within the hole of the STED beam that still contains excited

molecules, the size of which is not diffraction limited. By scanning this spot across the

sample, an image can be obtained with resolution that depends on the intensity of the

STED beam; this has allowed images with a resolution of <50 nm [34]. However, the

high intensity required for depletion means the technique is not suitable for more delicate

samples prone to damage. Higher input intensity can also result in photobleaching, where

light induced damage permanently removes the ability of a molecule to fluoresce, which

limits the capability to image a sample multiple times.

Structured illumination microscopy (SIM) uses an illumination with a specific (and

known) spatial pattern, for example a diffraction grating with a known period imaged

onto the sample. Spatial frequencies in the object create interference fringes with the

structure in the illumination due to the Moiré effect, the period of which depend on

the orientation of the sample relative to the illumination structure, as demonstrated in

figure 3.2. This allows information from higher spatial frequencies than can be accepted

by the NA of the system to be encoded into features that can. By taking multiple images

at different rotations and displacements of the illumination structure, deconvolution of

the interference can be used to obtain an image with twofold improvement in resolution

[35]. Images with a large field of view are possible with short acquisition times, and the

low illumination intensity requirement allows for imaging of live cells [36], though the

resolution enhancement is low compared with other techniques.

Stochastic optical reconstruction microscopy (STORM) relies on localization of individ-

ual fluorescent molecules [37]. The ability to distinguish two neighbouring fluorophores

in a single image is limited by the diffraction limit; effectively they cannot be resolved

as separate emitters if they are closer than the PSF of the system since they appear in

the image as a spot of this size. However, this spot may be fitted to a spatial profile

such as a Gaussian to obtain a value for its position. By taking a number of images

with a low enough illumination intensity such that there is a low density of excited flu-

orophores, the positions of fluorescing molecules can be determined with much higher

precision than allowed by the ordinary diffraction limit, down to 20nm [38]. The success

of this technique relies heavily on correctly controlling the density of fluorescent markers

during sample preparation; low enough to allow individual fluorophores to be identified

and high enough to build a connected image of the sample structure.
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Figure 3.2: Demonstration of Moiré effect, where two identical periodic objects with
a 10◦ difference in rotation combine to create fringes with a very different period when
placed one in front of the other. The fringe period depends on the angle of their relative

orientation

A similar method known as photoactivated location microscopy (PALM) also relies on

excitation of a subset of fluorescent markers to localize their positions, but typically

uses photoactivatable, photoconvertible or photoswitchable proteins as opposed to the

organic dyes used in STORM. This means fluorescence from markers is confined to a

short time window between photoactivation, where the protein emits radiation, and

photobleaching, where the protein can no longer emit radiation. This is contrary to

STORM, where the fluorophores blink on and off many times before photobleaching

occurs. PALM has achieved similar resolution to STORM [39], and can also be combined

with other methods to improve the signal-to-noise ratio of thinner samples [40], [41].

3.2 Lensless Imaging

3.2.1 Short Wavelength Optics

The brute force way to improve resolution on an optical imaging system is to use a shorter

illumination wavelength. However, as the wavelengths decrease below the visible spec-

trum, there are issues with using the standard optical elements present in conventional

microscopy. For a given material, the refractive index may be written as

n = 1− δ + iβ (3.5)
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This is generally the form for refractive index used in x-ray applications, where δ is

very small and positive for most materials. The real part describes a linear phase shift

and the imaginary component dictates the magnitude of the attenuation. At extreme

ultraviolet wavelengths of around 10-100 nm, the majority of materials have large values

for β making them opaque in this regime, and for x-rays at 0.01-10 nm the value of

δ approaches zero, such that refraction effects are minimal and the focal length of a

conventional lens becomes unfeasibly long. For example, δ is ∼ 10−5 in Silica at a

wavelength of 1 nm

There do exist solutions to overcome the issue for x-rays and enable more practical focal

lengths. One example is a Fresnel zone plate (FZP), which is a structure of radially

symmetric rings that alternate between transmitting and blocking radiation (or relative

phase shifts of π radians between consecutive rings). The spacing of the rings is chosen

such that radiation from a transmissive region of radius rn will interfere constructively

at the desired focal length f :

r2
n = nλ

(
f +

nλ

4

)
(3.6)

where n is an integer describing the ring number and λ is wavelength. This allows a focal

length that is determined by the size of the features that can be fabricated on the FZP,

and the performance of the optic is ultimately limited by the accuracy of the fabrication

process. Also, this is sensitive to source bandwidth due to the wavelength dependence

on focal length. For applications where preserving the signal level is important, FZPs

may not be viable, as the typical power throughput is 10-20% for soft x-rays in the

range of 100-2000 eV [42], largely due to the fraction of power diffracted to higher

orders, and <10% for hard x-rays above 2 keV [43], where the vanishingly small features

required in the FZP make accurate fabrication very difficult. However, sub 10 nm spot

sizes are achievable by focusing x-rays with FZPs, which has allowed resolution in x-ray

transmission scanning microscopy of 7 nm [44].

3.2.2 Propagation Techniques

Imaging without the use of focusing optics requires an understanding of how light prop-

agates. In the case of free space propagation, starting from Maxwell’s equations, we can

arrive at the Helmholtz equation for an electric field E

(
∇2 + k2

)
E = 0 (3.7)

where ∇2 is the Laplacian operator and k = ω/c is the vacuum wave number. This

describes a monochromatic field with a single polarization; in general the field is a vector,
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but provided the beam divergence is not so extreme, the polarization can be considered

to be completely transverse to a single propagation axis such that we can write the field

as a scalar function, and different polarizations can be considered separately provided

there is no coupling between them. Also, a polychromatic source may be constructed as

an incoherent sum of monochromatic fields, such that there is no loss of generality.

Light propagating through some aperture can be considered as a solution to the Helmholtz

equation with some boundary conditions [45]. If we consider the situation of a monochro-

matic wave propagating from a source plane Sa (which represents the field exiting the

aperture) and an incidence plane Sb (which might represent the field incident on a de-

tector), the field in the incidence plane is related to the field in the source plane by the

Huygens-Fresnel principle

E(x, y) =
z

iλ

∫∫
Sa

E(u, v)
exp(ikr)

r
du dv (3.8)

where u, v are spatial coordinates in the source plane, x,y are spatial coordinates in the

incidence plane, z the perpendicular distance between the two planes and r the distance

between a point on the source and a point on the incidence plane given by

r =
√
z2 + (x− u)2 + (y − v)2 (3.9)

The integral in 3.8 is difficult to evaluate given the complicated dependence on the

spatial coordinates. It is therefore useful to consider particular cases that allow some

simplification of the propagation formula. We can expand our expression for r as a

power series to allow separation of terms on the right hand side:

r = z

[
1 +

1

2

(
x− u
z

)2

+
1

2

(
y − v
z

)2

− . . .

]
(3.10)

This result enables approximations to our scalar diffraction integral by taking as many

terms as necessary for the desired accuracy - the larger the propagation distance, the

fewer powers are required. Using only the terms written in 3.10 (up to those with z in

the denominator), equation 3.8 can be expressed differently:

E(x, y) =
1

iλz
eik[z+ 1

2z
(x2+y2)]

∫∫
Sa

E(u, v)ei
k
2z

(u2+v2)e−i
2π
λz

(xu+yv) du dv (3.11)

This is the Fresnel diffraction formula, and given the terms omitted from 3.10 it requires

the condition
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(x− u)2 + (y − v)2

4z2
� 1 (3.12)

Going to larger propagation distances, we can consider a further approximation in which

the quadratic phase factor within the integral in 3.11 may be neglected and we can

rewrite the diffraction formula as

E(x, y) =
1

iλz
eik[z+ 1

2z
(x2+y2)]

∫∫
Sa

E(u, v)e−i
2π
λz

(xu+yv) du dv (3.13)

which is the Fraunhofer diffraction approximation. The integral here is a direct Fourier

transform of the field in the source plane with spatial frequencies fx = x
λz and fy = y

λz ;

this approximation is particularly powerful given the availability of fast Fourier transform

(FFT) algorithms to rapidly compute this numerically. Formally the condition for this

regime is

k(u2 + v2)max
2z

� 1 (3.14)

However, for practical purposes it is useful to define the Fresnel number

NF =
D2

λz
(3.15)

where D is the extent of the aperture. We can then define a ‘far field’ regime NF � 1 for

which the Fraunhofer approximation is considered to be valid, and a ‘near field’ regime

NF & 1 for which other techniques are required. The Fresnel diffraction formula in

3.11 works well when the Fresnel number is close to unity; at even shorter propagation

lengths we require something else.

The angular spectrum method (ASM) is a very useful technique for propagation, since it

may be used for any distance with sufficient sampling, provided the scalar approximation

still holds, which means it can be extended to shorter distance propagation than other

techniques. This method relies on the idea that taking a 2D Fourier transform of the field

at Sa decomposes the field into a 2D ‘angular spectrum’, which may be considered as

plane waves travelling in different directions away from the source plane. The angular

spectrum in an incidence plane may be found by accounting for the phase shift each

wave undergoes during propagation, then summing their contributions; the field in the

incidence plane may then be determined via a 2D inverse Fourier transform. This

propagation can be written as

E(x, y) = F−1
{
H(u, v) · F

{
E(u, v)

}}
(3.16)
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where F{} denotes a Fourier transform and F−1{} its inverse, with H given by

H(u, v) = exp

[
ikz

(
1− u2 + v2

2k2

)]
(3.17)

3.2.3 Coherent Diffraction Imaging

Coherent diffraction imaging (CDI) is a computational technique to image an object

without the use of a lens. In 3.1.1, the lens was discussed as a means for magnification,

however for any imaging system the magic of this optic is its ability to organize the

phases of the scattered light to reproduce the object exit wave in the image plane. Given

our understanding of radiation and the propagation techniques available, if we could

measure the full electric field in some 2D plane after the object, image reconstruction

would be a trivial problem. However, there is no direct way to measure the phase;

though holography attempts to address this issue by encoding the phase information

in the exit waves of the sample and a known reference object [46], the information is

typically unattainable. The challenge is therefore to recover the half of the complex field

that is lost, and is often referred to as the ‘phase retrieval problem’.

In general, CDI methods are based on finding a solution to satisfy two sets of constraints,

one in the object plane and one in the detector plane. If we place a sample in the object

plane and illuminate it with a field P , the exit wave field ψ immediately after the sample

is defined by the transmission properties of the object, and can be written as

ψ = P exp [ik(δ + iβ)∆z] (3.18)

where δ and β are the real and imaginary components of the material refractive index

given in 3.5, and ∆z is the sample thickness; all of these are defined at each transverse

position in the object plane. This wave will propagate to the detector plane where its

intensity is measured, from which an algorithm is implemented to reconstruct the exit

wave. This outlines a key advantage of phase retrieval methods over standard microscopy

- the full electric field is reconstructed, providing additional information related to the

composition and thickness of the object.

The simplest version of CDI is the error reduction algorithm [47]; the basic steps are as

follows:

1. The modulus of the field amplitude Ψ is obtained from the square root of the

intensity distribution I measured in the detector plane. This amplitude is com-

bined with randomly assigned phase information φ to use as an initial guess for
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the electric field at the detector.

Ψ =
√
I exp(iφ) (3.19)

2. The initial guess is numerically propagated to the object plane, where the random

phases manifest in features that are not present in the original object.

3. Knowledge about the object is used to modify the guess for the exit wave, for

example that the object is confined within a window of a known size outside of

which no radiation is transmitted. This is the support constraint, written simply

as

ψ → Support · ψ (3.20)

4. The new guess for the object is projected into the detector plane by another

numerical propagation. The amplitude information is replaced by the amplitude

found in the first step to provide a new guess for the detector plane field. This is

the modulus constraint, written as

Ψ→
√

I

Ψ
Ψ (3.21)

Steps 2 to 4 are repeated until a convergence is found. Optimally, there would only be

a single solution that satisfies both constraints, but in practice there may be multiple

solutions or none. In real applications, experimental errors and poor assumptions about

the set up will generally mean that the constraints are too rigid and the algorithm

will get stuck at a local minimum. To deal with this we can use relaxed constraints

or allow the constraints to change during the reconstruction process, such as in the

hybrid input output (HIO) algorithm [48]. Another issue that causes multiple solutions

is ‘twinning’; since the phase information is initially unknown, both the object exit wave

and its complex conjugate can fulfill the modulus constraint. The result in the image is a

second solution rotated by 180◦ with respect to the first. There are numerous variations

to the described approach designed to make convergence more likely and improve the

quality of the final object estimate.

It is important to note that the above approach is valid for optically thin samples

|k(1− n)∆z| � 1, though thick samples may be modelled as a number of thin slices

where the illumination of each is calculated by propagation of the exit wave of the

previous slice by a short distance [49].

3.2.3.1 Oversampling Requirement

Invariably, the measured intensity will be an array of values determined by the pixels

of a digital detector - if this is a grid of N ×N points, the initial guess for the detector
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field is the same size, and back-propagation to the object plane will yield an N × N
grid for the exit wave. In the far field regime, the extent of the object D is inversely

proportional to the detector pixel size p

D =
λz

p
(3.22)

As a result, we require a sufficient sampling rate in the detector plane to give us a large

enough field of view in the object plane to implement the support constraint. This is

equivalent to considering that the highest possible frequency in the diffraction pattern

is determined by the physical size of the support in the object plane, as described by the

Nyquist limit [50]. It is important to note that each frequency in the recorded intensity

is doubled compared with the electric field, since it is proportional to the field squared.

Therefore the oversampling requirement is that the support size is half the extent of the

calculated object or smaller [51].

3.2.3.2 Coherence Requirement

Coherence in CDI is crucial; though post processing methods can allow some tolerance

in the spatial and temporal coherence requirement, the principle of propagating the field

back and forth between two planes requires that the phase of each wavefront follows a

fixed relationship. The necessary transverse coherence length proposed in [52] is twice

the object size, though this is a conservative estimate - in practice CDI is still possible

with shorter coherence lengths.

3.2.4 Ptychography

Ptychography is a special version of CDI [53, 54] that uses a number of diffraction

patterns to form an image rather than just one. Here, rather than choosing a sample

confined within a support, we confine the illumination by an aperture of a known size

placed close to the sample; this illumination is called the probe. Then by scanning the

probe in two dimensions (or the sample relative to the probe), we can record diffraction

patterns from a series of overlapping positions in the object plane. In this way, the

support constraint may be replaced by an overlap constraint, where we know that areas

within two overlapping probe positions must be identical. The main algorithms used for

reconstructing images in this thesis are ePIE [55] and difference map [56].

The ePIE algorithm is as follows:

1. The exit wave ψj at scan position j is considered to be formed by transmission of

the probe P through the object O, so an initial guess for the exit wave is made by

estimates of the object transmission and probe amplitude at each scan position
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ψj(r) = O(r)P (r−Rj) (3.23)

where r is the real space coordinate vector and Rj tells us the position of the jth

probe relative to the object.

2. The exit wave is propagated to the detector plane - in far field imaging, this is just

a Fourier transform

Ψj = F (ψj) (3.24)

3. The modulus constraint is applied to the detector plane wave using the measured

intensity at the jth scan position

Ψj =
√
Ij

Ψj

|Ψj |
(3.25)

4. Propagation back to real space provides an updated exit wave

ψ′j = F−1(Ψj) (3.26)

5. The exit wave is used to update the illumination and object function of the next

scan position via

Oj+1(r) = Oj(r) + α
P ∗j (r−Rj)

|Pj(r−Rj)|2max
(ψ′j(r)− ψj(r)) (3.27)

Pj+1(r) = Pj(r) + β
O∗j (r−Rj)

|Oj(r−Rj)|2max
(ψj(r)′ − ψj(r)) (3.28)

where α and β are coefficients that determine the step size of each iteration; this

implements the overlap constraint on scan position j + 1.

6. These steps are taken for all scan positions, and the updated object and illumina-

tion functions provide an estimate for the exit waves to use in the next iteration.

To estimate the quality of the reconstruction at each step, an error metric is defined:

e =

∑
j

∑
u(Ψj(u)−

√
Ij(u))2∣∣∣∑j

∑
u Ij(u)

∣∣∣2 (3.29)

where u denotes detector pixel index. This is reduced as the algorithm approaches a

solution, and is zero for a perfect solution. In practice, this method can still stagnate
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at a sub-optimal, local solution; the difference map algorithm uses a similar procedure,

but projects the solution using both constraints simultaneously in each iteration, and

the updated exit wave function is based upon the difference between the two solutions.

This can prevent the algorithm getting stuck with a high error function, but is more

computationally intensive and is sensitive to experimental errors.

This mode of scanning CDI has some major advantages, some of them are listed below:

• Though the object estimate at each probe position is limited to an N ×N array

defined by the detector, the final reconstructed object can be any size, limited by

the extent of the total scan area.

• The overlap constraint tends to be much more robust than the support constraint;

the previous twinning problem in CDI is no longer present because the overlapping

regions must have the same orientation, requiring a unique solution.

• The probe and object are both reconstructed, allowing for the illumination profile

to be unknown.

• The oversampling and coherence requirements now only exist across the extent of

the probe rather than the entire object.

The probe can be as small as we want, though a smaller probe requires more diffraction

patterns to keep the same level of overlap. For a scan with a circular probe of diameter

dp and distance between adjacent scan positions L, the overlap ratio is

O = 1− dp
L

(3.30)

A suggested overlap ratio of 0.6-0.85 has been proposed [57] to yield high quality recon-

structions; higher overlap provides a stronger constraint and makes convergence more

likely at the cost of longer scan times, but may be recommended for systems with lower

coherence or greater experimental errors.

These advantages are at the cost of additional time in acquiring and processing a large

number of diffraction patterns, and investment in high quality stages such that the probe

position is known to a high degree of accuracy. This method also assumes knowledge

about the geometry, such as the distances from the probe to the sample and from the

sample to the detector, though these quantities can be optimized during the reconstruc-

tion process.
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3.2.4.1 Correcting Errors

There are a number of errors introduced in any imaging technique that affect the image

quality. All optical methods deal with photon detection, for which there are limitations

with detector sensitivity and noise - these issues are discussed in detail in 4.3.2.2. Many

of the errors unique to ptychography can be corrected, either by pre-processing the data

or during the reconstruction process.

Actuator errors when moving between each scan position add a random error to the

probe position relative to the object, and incorrect geometry estimation can add global

scaling errors to the probe position, for example if the stage is calibrated incorrectly,

or if the stage coordinates are rotated relative to the detector plane coordinates. One

method to correct for these errors is with an annealing algorithm [58]. The process is as

follows:

1. For the jth scan index, generate k random probe positions that lie on a circle of

radius r around the original.

2. Propagate the exit wave ψk calculated by the probe-object overlap at each of the

positions on the circle to generate k calculated intensities |Ψk|2.

3. Find the error between the calculated intensities and the detected intensity at this

scan position

ek =
∑
u

(
I(u)− |Ψk(u)|2

)2
(3.31)

4. Compare the errors for the points on the circle with the original, then choose a

position for which the error is a minimum.

5. Move to the next iteration and generate k new positions on a circle with a smaller

radius.

This can be implemented at all scan positions to reduce the error metric in 3.29.

A number of factors can cause blurring in the diffraction plane, such as a broadband

illumination spectrum, sample motion or vibration, and pointing stability of the source.

Uncertainty in the intensity measurement due to the pixel size of the camera can have

a similar effect. It has been shown that the intensity can be modelled as a convolu-

tion between a purely coherent source and some profile, from which some blurring of

diffraction patterns can be corrected by deconvolution. Alternatively, the intensity can

be modelled as the sum of a number of incoherent, orthogonal states [59]

I =
∑
k

Ik (3.32)
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This method is particularly good for separating contributions from multiple wavelengths

in the illumination.

Another correction is called orthogonal probe relaxation (OPR) [9], which is useful for

dealing with an unstable illumination profile; this makes it particularly appropriate for

coping with HHG sources, where the highly nonlinear process tends to amplify any

instability in the input beam. In this method, the reconstructed probes from all of the

positions are put into a single matrix, with each probe represented by a single row. A

singular value decomposition (SVD) is implemented to produce a number of orthogonal,

coherent modes, with weighting coefficients represented in the singular values. The

probes can then be rebuilt with the first few of these modes; much of the random noise

in the probe illumination is removed by ignoring the smaller singular values.

3.2.5 Resolution

Akin to conventional microscopy, the resolution of lensless techniques depends on the

PSF of the system. For far field imaging, the diffraction limit in 3.2 still applies, where

now the NA of the system depends on the size and proximity of the detector as well

as the illumination wavelength. However, since measurement takes place in the Fourier

plane, final image resolution is limited by the signal to noise ratio (SNR). Higher spatial

frequencies tend to be lower in amplitude, and the smallest resolvable object is defined

by the highest spatial frequency that the system can accept, therefore the resolution is

limited by the highest spatial frequency that is distinguishable from noise.

3.3 Other Imaging Techniques

3.3.1 Electron Microscopy

Electron microscopy uses the wave-like properties of electrons to image a specimen in

a similar way to optical microscopy, but using electrons in the illumination rather than

photons. This yields some key advantages over conventional microscopy, the most obvi-

ous being the availability of extremely short wavelengths, following de Broglie’s relation

[60]

λ =
h

p
(3.33)

where p is the electron momentum. The electron mass allows generation of high energy

waves with relative ease compared with photon generation, and as a result extremely

high resolution is achievable without the necessity of phase retrieval methods; electrons

accelerated by a potential of just 1 volt already have a wavelength of 1.23 nm. Still,
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techniques such as ptychography have been used for increased information about the

sample and improved image quality.

Electron microscopy can operate in a number of configurations, using different types

of electron interactions. The most common forms are transmission electron microscopy

(TEM), which measures transmitted and diffracted electrons, and scanning electron

microscopy (SEM), which can measure backscattered, secondary and Auger electrons.

Due to the strong interactions of electrons with most materials, TEM requires extremely

thin samples (∼100 nm), which makes sample preparation challenging, particularly for

biological specimens. TEM can allow sub-Ångstrom resolution [11]; SEM cannot achieve

the same level of resolution, and only images the surface of the object, but does not

require such extreme sample preparation methods.

All electron microscopy methods can cause significant damage to biological samples, via

heat or ionization events. The focused electron beam requires vacuum conditions to

operate properly to avoid interactions with air, which causes dehydration, and at high

enough beam energies the sample must be cooled to cryogenic temperatures. For every

additional measure to prepare for imaging, the sample looks less like its natural state,

which poses the question of what level of sample invasion is acceptable to achieve high

resolution.

3.3.2 Scanning Tunneling Microscopy

Scanning tunneling microscopy (STM) is a contact technique which measures electrons

that tunnel from the surface of an object to a conducting tip due to the presence of a bias

voltage. The probability of an electron tunneling is highly dependent on the proximity

of the tip and the object, which can produce a map of the surface with 0.01nm vertical

and 0.1nm transverse resolution [61]. However, the operating mechanism requires the

sample to be conducting, which limits the range of samples that may be imaged by this

method.

3.3.3 Atomic Force Microscopy

Atomic force microscopy (AFM) is another contact technique, and similarly to STM

it involves scanning a tip across the surface of a sample, but measures the height of

the tip due to forces from the surface rather than tunneled electrons. This can be

performed extremely close to the surface in which static repulsion is measured, or further

away in which the lever on which the tip is mounted is oscillated and fluctuations in

amplitude due to contact or van der Waals forces are measured; vertical resolution of 0.1

nm is possible with this technique, though interactions with the tip can cause sample

degradation, and imaging wet samples is problematic as the tip can stick to the sample.
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3.4 Summary

In this chapter, a brief introduction of traditional optical microscopy based on imaging

with a lens has been given, introducing the diffraction limit as a restriction on available

resolution.

The idea of using fluorescence to image markers in a sample was discussed, particularly as

a means to highlight biological structures, and a number of super-resolution techniques

that are capable of beating the diffraction limit described, with potential benefits and

drawbacks for each and maximum resolution capability.

The motivation for lensless imaging has been described, with the lack of availability of

efficient optics at short wavelengths discussed. The theory of light propagation required

for coherent imaging techniques was described in detail, with the introduction of near and

far field regimes determined by the Fresnel number, and which approximate propagation

method should be used in each.

The background of CDI as a means to retrieve the phase information lost when measuring

the diffracted intensity has been given, introducing the constraints in real and Fourier

space as well as the oversampling and coherence requirements. This provided a basis to

discuss ptychography as an extension to this method, where we have seen the working of

the algorithm in more detail including some of the methods used to correct systematic

errors in the experiment, along with the advantages of ptychography over standard CDI.

The available resolution of lensless techniques and the connection with the SNR was also

introduced as a limitation that does not exist in standard microscopy.

Finally, some other imaging techniques were discussed, in particular electron and contact

based microscopy, with the resolution capability and limitations given for each.

The theoretical concepts examined here are important to understand why the coherence

of the source and SNR are so crucial for our imaging technique, which provides a mo-

tivation for the source development work performed in chapter 4. The other imaging

techniques that have been described give an idea of the current capabilities of a range

of imaging methods, which provides some context for the ptychographic imaging results

detailed in chapter 5.





Chapter 4

Extreme Ultraviolet Source

In this section, I will outline the steps taken to produce extreme ultraviolet illumination

of sufficient brightness and quality for ptychographic imaging, as well as the process of

characterizing the source.

4.1 Laser System

A schematic of the laser system is shown in figure 4.1; it consists of a Ti:Sapphire

oscillator which is end pumped by a frequency doubled Nd:YVO4 continuous wave laser.

An acousto-optic modulator (AOM) is used to initiate mode locking; this is disabled after

pulsed operation is achieved and the oscillator continues to emit pulses passively via Kerr

Figure 4.1: Schematic of the laser oscillator, amplifier and pump lasers.

41
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lens mode locking. The positions of the four prisms that comprise the compressor in

the cavity can then be adjusted to maximize the laser bandwidth (50 nm centred at

800 nm), corresponding to the shortest output pulse length. The output is measured by

a spectrometer to ensure the largest available bandwidth. Assuming transform limited

Gaussian pulses, the full width at half maximum pulse duration τp is given by

τp ≈
0.44

∆ν
(4.1)

where ∆ν is the frequency bandwidth. For a 50 nm bandwidth, this gives a pulse

duration of around 20 fs. The average output power is 300 mW with a repetition rate

of 80 MHz, so each pulse has an energy of about 4 nJ.

The output from the oscillator is sent to a regenerative amplifier system. This system

consists of a stretcher, amplifier and compressor. The Ti:Sapphire gain medium in the

amplifier cavity is pumped by a frequency doubled Nd:YLF laser with a 1 kHz repetition

rate from both ends simultaneously. Pulses from the oscillator are first bounced off a

grating/mirror pair repeatedly to add chirp, stretching them in time. Every 1ms a single

pulse is switched into the cavity via a pair of Pockels cells, timed to coincide with a pulse

from the pump laser. The pulse remains in the cavity for a number of round trips to

maximize amplification, then is switched back out and sent to another grating/mirror

pair to remove the chirp and compress the pulse. The final output from the amplifier is

2.5 mJ pulses at 1 kHz repetition rate, and 50 fs pulse duration, with a Gaussian beam

radius of 5.5 mm.

4.2 Diagnostics

HHG is a complicated process that depends on a large number of variables. In order to

produce a quality EUV source consistently, it is very important to well understand the

ingredients that go into it. As a result, a series of tools were put in place to monitor the

performance of the IR beam from the amplifier such that any variance in the EUV source

might be diagnosed. The beam path out of the amplifier to the various diagnostics is

shown in figure 4.2

4.2.1 Pulse Length Measurement

Since HHG is intensity dependent, the pulse duration is an important parameter to

monitor. This was measured using a ‘grating-eliminated no-nonsense observation of

ultrafast incident laser light e-fields’ (GRENOUILLE) device. This operates via the

same principle as frequency resolved optical gating (FROG), but allows for a single shot

measurement of the pulse length.
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Figure 4.2: Beam path of the diagnostics. The stabilization mirror and 80 cm focus-
ing lens are mounted on actuators to allow active stabilization, as described in 4.2.2.

Photodiode 1 and 2 combine to get a simple pulse length measurement.

In the horizontal direction, a Fresnel biprism splits the pulse into two beams and focuses

them into a thick SHG crystal, superimposing the two at the focus. This creates a de-

pendence between position and delay time between the split pulses, due to the difference

in path length of the two beams at the overlap in the crystal. This is imaged onto a

camera via a cylindrical lens. In the vertical direction, the pulse is focused into the

same crystal by a cylindrical lens. As the pulses propagate through the crystal, different

wavelengths in the pulse are phase matched at specific k vectors. Another cylindrical

lens projects this onto the camera.

The result is a second harmonic signal that depends on wavelength in the vertical di-

rection and time delay in the horizontal direction, since SHG in this case depends on

the intensity of the pulse overlap and on the critical phase matching condition. The re-

sulting image is the pulse overlap function with wavelength and time as the vertical and

horizontal axes, from which the original pulse duration is determined using an iterative

algorithm.

4.2.2 Beam Position and Stability

The beam position and propagation angle is subject to short and long term drift as a

result of different mechanisms. During any HHG experiment, it is important to reduce

these effects as much as possible.
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4.2.2.1 Passive Stabilization

The short term effects (less than a second) are as a result of fast fluctuations in air

pressure caused by airflow across the beam, which is due to movement around the lab,

air conditioning, etc. They can be reduced by sealing the beam path from the rest of

the experimental environment.

Another source of rapid beam movements is from vibration of the lab bench, which

can be negated by ensuring no vibrating equipment such as vacuum pumps comes into

contact with it.

4.2.2.2 Active Stabilization

Beam position drift over long periods (a few hours) are caused by temperature changes

in the lab, which can cause the bench to slightly change shape due to expansion/con-

traction. This also causes the length of the compressor in the amplifier to change, which

causes pulse length drift over similar durations. Generally the pulse length is corrected

manually during a long experiment, but the beam position is actively corrected during

an experiment by an automated stabilization system.

The system consists of two pairs of Newport picomotors connected to a stabilization

mirror and a focusing lens, and two CMOS cameras at separate locations along the

beam path. The cameras measure the transverse beam profile, and the picomotors allow

for the beam position and propagation direction to be adjusted to maintain the desired

alignment. All of the hardware is controlled by a Raspberry Pi, with software developed

by previous student Michal Odstrcil.

For each camera image, the desired beam position is first inputted into the system. The

current beam position is then determined based on the centre of mass of each camera

image, and the difference (or error) between the current and input position is computed

for the horizontal and vertical directions. The software then uses a feedback loop based

on a proportional-integral-derivative (PID) system to decide what the picomotor action

should be. This system maintains the beam position whilst avoiding feedback oscillations

that would reduce short term stability. The result of using this system is illustrated in

figure 4.3.

4.2.3 M2 Parameter

We can approximate the laser beam using the Gaussian solution given in equation 2.21.

However, this only describes a fundamental transverse mode. Higher order transverse

electromagnetic (TEM) modes also exist, described by
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Figure 4.3: Vertical beam position (centre of mass) for a single camera during an
experiment using active stabilization (top) and without active stabilization (bottom).
Whilst short term fluctuations are comparable in magnitude, the long term beam po-

sition is much more stable when the stabilization system is running.

Emn(x, y, z) = E0
w0

w
Hm

(√
2x

w

)
Hn

(√
2y

w

)

exp

[
−(x2 + y2)

(
1

w2
+
ik

2R

)
− ikz − i(m+ n+ 1)φg

] (4.2)

where Hm,n are Hermite polynomials. Note that for n,m = 0 this reduces to the

fundamental Gaussian solution given before, or the TEM00 transverse mode. These

provide a set of orthogonal modes, and in principle the laser profile can be reproduced by

a sum of these modes. Alternatively, we can consider that the combination of modes will

increase the overall far field divergence θ by a factor M2 compared with the ‘embedded

Gaussian’, which is the TEM00 mode:
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Figure 4.4: (a-e) show intensity cross sections of the IR beam measured by a CMOS
camera at positions through the focus of 20 mm, 27 mm, 35 mm, 42 mm and 50 mm
respectively. A total of 100 images were collected over a range of 50 mm and the
horizontal and vertical Gaussian beam widths calculated separately using the second
moment method; the values are plotted in (f), with red points corresponding to hori-
zontal widths and blue points to vertical widths. The data was also fit to equation 4.4
as indicated by the black solid lines. The fit values for M2 were 3.2 in the horizontal

direction, and 2.75 in the vertical.

θ = M2 λ

πw0
(4.3)

If we know the value of M2, this allows us to consider propagation of the embedded

Gaussian only, then we can calculate the actual beam width W at any point along the

beam path via W (z) = Mw(z). This is also a simple measure of beam quality, given that

higher M2 values imply a mixture of higher order modes in the beam. A pure TEM00

mode will exhibit an M2 factor of 1.

Measuring the M2 parameter requires sampling the beam profile through a focus at

various z positions along the propagation axis, calculating the beam width at each

point, then fitting the widths to the theoretical width:

w(z) = w0

√
1 +

(
M2

z

zR

)2

(4.4)

Figure 4.4 shows the results of an M2 measurement for which 100 images were collected

by a CMOS camera over a total range of 50 mm along the beam propagation axis. (a-e)
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show individual intensity profiles, and (f) is a plot of all the Gaussian horizontal (red

points) and vertical (blue points) beam widths, and fits to equation 4.4 (solid black

lines). The widths were determined via the second moment definition:

wx = 2σx

=

∫∫
(x− x0)2I(x, y) dx dy∫∫

I(x, y) dx dy
(4.5)

where x0 is the centre of mass in x, and the same for wy. The fit data gives a minimum

beam waist of 125 µm in the horizontal and 100 µm in the vertical direction, with an

M2 parameter of 3.2 horizontally and 2.75 vertically. These values are larger than we

expect; an M2 of <2 should be achievable with our system.

4.3 Extreme Ultraviolet Generation

4.3.1 Set-up

The EUV generation set-up is shown in figure 4.5. Light from the amplifier is focused by

an 80 cm convex lens onto two alignment mirrors. The transmission through the second

mirror is sent to a pair of stabilization cameras, described in 4.2.2. The reflected light

passes through a mechanical shutter, which sets the exposure time of the EUV camera

in the imaging chamber. After passing through a window at Brewster’s angle (to remove

horizontal polarization), the beam goes into a copper cell. This cell is within a vacuum

chamber at 10−4 mbar, and can be filled with argon gas at a controllable pressure. This

is kept at around 80 mbar, because the EUV flux increases approximately linearly for

lower pressure and starts to decrease at higher pressures due to absorption. The position

of the lens can also be adjusted by a translation stage to shift the focus position relative

to the cell.

Radiation transmitted by the cell consists of 800 nm light from the amplifier and high

order harmonics generated in the gas. This radiation is filtered by two 200 nm thick

pieces of aluminium foil, which each attenuate the 800 nm radiation whilst transmitting

∼ 60% of radiation at 29 nm.

The filtered radiation passes into the imaging chamber. The set-up used to analyse the

EUV beam is shown in figure 4.6; the same geometry is used for ptychographic imaging.

The EUV beam is focused by a spherical MoSi multi layer mirror with 50 cm radius

of curvature. This mirror has a central wavelength of 29 nm and a FWHM bandwidth

of 4 nm, so acts as a spectral filter to pick out the 27th harmonic of the fundamental
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Figure 4.5: HHG set-up. Light from the amplifier is focused by an 80 cm focusing
lens into a 3mm thick cell filled with Argon gas, which is placed inside a high vacuum.
Light transmitted by the cell is filtered by two 200nm thick Aluminium foil filters to
remove 800 nm radiation. The mechanical shutter is used to limit the exposure time of

the EUV camera in the imaging chamber.

Figure 4.6: Photo of the experimental set up used for EUV beam characterization
and ptychographic imaging.

laser wavelength. An Andor DX-434 EUV CCD camera is used to measure the incident

light. The pinhole and sample stages are controlled by Smaract nanometer precision

actuators, and can be removed to observe the EUV profile, or objects such as double

slits may be positioned to determine beam characteristics and quality.

4.3.2 Data Collection

The efficiency and reliability of the detector that we use to measure the EUV radiation

is useful for beam characterization, and crucial in ptychographic imaging, where there
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is an intimate connection between the signal-to-noise ratio (SNR) and the effective res-

olution of the final image (unlike conventional microscopy). For this reason, the main

consideration in choosing a detector is maximizing the SNR, which primarily means

reducing sources of noise. This may also be done during post processing of the collected

data to some extent as we will see shortly.

4.3.2.1 Detector Types

When considering which type of detector to use for imaging applications, there are two

main competitors: charge coupled devices (CCDs) and cameras based on complementary

metal oxide semiconductor (CMOS) technology. Both types use an array of silicon pixels

to detect light, in which a photon incident on a pixel promotes some number of electrons

from the valence band into the conduction band. The electrons are confined to within

each pixel by a bias voltage whilst the sensor is exposed to radiation, and can then be

converted from an analogue to a digital signal by some electronics. However, this readout

process is different for each; a CCD uses a shifting voltage to move the accumulated

charge from one pixel to the next along the entire row, where the time that each charge

packet arrives determines the pixel that it came from, whereas a CMOS camera converts

the charge to a voltage at every pixel.

Whilst there are a number of relevant factors to consider such as cost, CCDs generally

provide advantages over CMOS devices for imaging applications in which the SNR is

critical. Specifically, the thermal noise is much lower for CCDs, where the large number

of sensors on a CMOS camera produce significantly more heat, and operation at very

cold temperatures is difficult to achieve. For this reason, a CCD camera was used for

this work for all EUV detection. However, CMOS technology has rapidly advanced in

recent years, and may eventually outperform CCDs for similar work if the noise levels

become acceptable. In particular, the readout of CMOS cameras can be 1-2 orders of

magnitude faster, and currently the readout accounts for most of the time taken to run

an imaging scan with our set up; the time to read out the full 1024 by 1024 pixels on

the camera is around 30 seconds for the lowest readout noise setting. By comparison,

the other limiting factor of data acquisition speed for a typical imaging scan with our

system is exposure time, for which we generally use a maximum of 10-15 seconds.

To increase the data acquisition speed, our CCD camera allows a variable binning setting

b, for which 2b × 2b pixels are read together as a single pixel value, and reduces the

acquisition time by a factor of ∼ 4b, and a cropping value c, for which only pixels within

a square region of width 1024/2c around the centre of the sensor are read, reducing the

acquisition time by a factor of ∼ 4c. For diffractive imaging, we generally use a cropping

of 1 to maintain the maximum possible NA and the highest binning setting for which we

can maintain sufficient sampling to satisfy the oversampling constraint in ptychography.
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4.3.2.2 Noise and Efficiency

The SNR of the collected data depends on the strength of the input signal (or beam

intensity, in our case), the sensitivity of the detector, and on the reduction and subtrac-

tion of noise. The sensitivity of the detector is determined by its quantum efficiency Q

at the wavelength of interest. We can convert the total counts to the original number of

photons N incident on a pixel during an exposure of time t via

N =
C

Q× t× cpp
(4.6)

where C is the measured counts and cpp is the counts per absorbed photon, which

depends on the internal gain setting controlled by the manufacturer and the readout

speed. However, for this to be accurate, we first need to carefully estimate the noise and

subtract it from the number of counts, which requires an understanding of where noise

comes from.

The first type of noise we consider is readout noise. This is created during the process

of converting the electrons in the potential well of each pixel into measured counts via

analogue to digital conversion and amplification. In the case of a CCD where all of the

pixels are read during a single process, the readout noise can be described by a single

value. It is also independent of exposure time, so dominates the noise for very short

exposures.

Secondly, we consider thermal noise. This arises because the electron energies in a semi-

conductor follow a Boltzmann distribution, for which the probability that an electron

will occupy a state of energy E is proportional to the Boltzmann factor e−
E
kT , where

k is the Boltzmann constant and T the temperature. This means that some fraction

of electrons have sufficient energy to be promoted to the conduction band without the

presence of an incident photon. This results in a measurement of counts, the magnitude

of which depends on the sensor temperature and not the signal level. This grows linearly

with exposure time. Also, some number of thermal electrons will be produced during the

readout process, which can cause a linear noise build up across the data in the direction

that the pixels are read.

The third kind of noise to consider is shot noise. This exists for measurements that

involve counting a discrete number of events, and can be approximated by a Poisson

distribution for sufficiently large numbers; i.e. for a measurement of N photons the shot

noise is approximately
√
N , which means the SNR is also

√
N .

One final type of noise to consider is from the inhomogeneity of the camera, which

might be caused by imperfections in the sensor causing variation in band structure that

can affect both quantum efficiency and thermal noise, or simply by dirt on the surface
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causing different levels of attenuation. Generally this effect is negligible provided the

sensor is kept clean.

We can first reduce these sources of noise as much as possible by cooling the camera

to reduce thermal electrons, using the slowest available readout speed on the camera to

reduce electrons generated during the readout process, and maximizing the signal level

for improved SNR of the shot noise. The readout noise can then be estimated by taking

a zero second exposure, for which there should be no EUV signal and the thermal noise

is minimized. We then take one short and one long exposure, from which the dark noise

can be estimated assuming it follows a linear relationship with exposure time. We can

then subtract the noise from the data to increase the SNR.

4.3.2.3 High Dynamic Range

We can improve the SNR of our data by taking longer exposures to increase signal

strength. However, each pixel in the camera only has a finite well depth, which puts

a limit on the dynamic range of a single exposure. Once the charge capacity has been

reached, the pixel saturates, and any additional charge that accumulates flows into

adjacent pixels. This can also lead to streaking effects in a CCD as the excess charge

is shifted along a row of pixels causing further saturation elsewhere, as can be seen in

figure 4.7. This is a particular issue in diffraction imaging where the central spot of each

collected pattern is usually the brightest by far, perhaps by several orders of magnitude

compared with the highest collected spatial frequencies (depending on the object and

collection NA). Ideally, we want to maximize the counts to measure the high spatial

frequencies without losing the central part of the diffraction pattern to saturation, and

this can be done with a high dynamic range (HDR) method.

One way to achieve this is to take one short exposure for which the central spot can be

measured below saturation, then take a longer exposure with the central spot blocked to

measure the outer part of the diffraction pattern at a higher signal level. The intensity

values of the shorter exposure image can then be increased to match the scale of the

longer exposure, and the two can be stitched together for a high signal image with

an improved dynamic range and no saturation. This is conceptually simple, but relies

on precise alignment of a beam block to remove the central part of the pattern and

introduction of systematic errors during the stitching process.

Another solution is to deal with saturation by post processing the data. In this case

several images are taken with decreasing exposures until no saturation is present. The

intensity values are then scaled by exposure time as before, and in the longer exposure

images the saturated region is estimated. Finally, the images are stitched together to

remove the saturated region. This also introduces systematic errors and increases the

computational cost, but does not rely on any additional alignment. An example image
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Figure 4.7: EUV diffraction through a 10 µm pinhole taken with an exposure time
of (a) 2 seconds, (b) 0.0906 seconds, (c) 0.0408 seconds and (d) 0.0269 seconds. The
saturated region is very clear at the centre of images (a) and (b), where we can also
see the streaking effect the CCD readout has on saturation. The final HDR image
stitched together from images (a-d) is shown in (e), where the high spatial frequency

information is well defined whilst the saturated area has been removed.

is shown in figure 4.7, where the final HDR image has been stitched together from four

images with different exposure times.

4.4 EUV Beam Characterization

The primary objective of this section is to characterize the EUV beam parameters and

recognize the variables in the experiment that affect them. However, building a full

theoretical model that captures the various mechanisms of HHG and propagation to

complement the experiments in this section would be an enormous undertaking. Instead,

the focus will be on empirically finding the experimental parameters that get us into a

regime of flux and coherence properties in which we can do coherent imaging successfully.

The efforts made to measure how these properties depend on generation conditions

allow us to choose an EUV mode specifically for imaging experiments; this combined

with careful control of EUV beam stability maximizes the chance that ptychographic

imaging data will reconstruct. As a result, the work in the following sections plays a

key role in the success of imaging experiments in this work.

4.4.1 Transverse Mode

There are several experimental effects that change the spatial profile of the EUV beam

produced by our system. Whilst we do not require any particular profile to do coherent

imaging successfully, there is an intimate connection between the shape of the transverse

EUV mode and the generation conditions that give rise to it. This in turn will affect
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Figure 4.8: Far-field EUV beam profile taken before focusing mirror in figure 4.6 at
an IR lens position of (a) 49 mm, (b) 47 mm and (c) 45 mm; the input power was 1.4W
for each. We note the elliptical beam profile, with an aspect ratio that varies with the

generation conditions.

how long and short HHG trajectories contribute. This means that whilst the flux is a

simple measurement, we can use the shape of the beam profile to provide an indication

for the coherence, which is more difficult to measure directly.

As discussed in 2.2.3, phase matching in HHG depends on a number of factors. In our

low gas pressure geometry, the most significant contributions come from the Gouy phase

of the fundamental laser as it is focused, and the atomic phase. The latter is defined

mainly by the intensity and frequency of our laser, so varies with input power and pulse

length. The Gouy phase can be chosen by shifting the focus position relative to the gas

cell; this is the most important tool for picking the best EUV mode, because it lets us

select the phase matching regime mapped by figure 2.7.

To look at the effect of intensity and Gouy phase variation on the EUV mode, the

transverse profile was measured at five different input powers in steps of 0.1W and five

different lens positions in steps of 1 mm relative to the gas cell. For reference, the

confocal parameter of the IR beam was ∼2 cm, and the IR focus is positioned at the

centre of the gas cell when the lens is at 45 mm - here increasing values for lens position

means shifting the IR focus counter to the beam propagation direction. Figure 4.8 shows

three of the EUV beam profiles at 1.4W input power and lens positions separated by 1

mm each. We can see here that firstly the flux varies significantly as the IR focus position

is shifted, indicated by the order of magnitude difference in peak counts between (a) and

(b). Secondly, the beam has an elliptical shape that becomes more eccentric close to

the IR focus. Both of these effects are investigated in more detail in figure 4.9. In (a),

the flux variation with lens position at different powers is shown, from which we can see

that for each input power there is a ‘sweet spot’ for which the flux is maximized at a

specific lens position. (b) Shows that the flux continues to increase with input power,

suggesting there is negligible fundamental beam depletion and low fraction of ionized

gas atoms in the generation volume. However, (c) and (d) show that the aspect ratio,

measured as the ratio between the horizontal and vertical FWHM in intensity, and it is

clear that the ellipticity gets more extreme at higher input power and closer to the IR

focus.
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Figure 4.9: Top two images are total EUV flux measured on the CCD, showing (a) the
effect of lens position at a given input power and (b) the effect of different input power
at a given lens position. The bottom two are the ratio of horizontal to vertical FWHM

in intensity, showing how this ratio changes with (c) lens position and (d) power.

One possibility is that this beam shape is caused by the IR profile near the focus. The

far field IR beam is circular, but as figure 4.4 shows, the minimum beam waist in the

horizontal and vertical directions occur at different z positions. If the IR beam at the

focus is vertically elliptical as shown in 4.9(b), the generated EUV spot would also be

vertically elliptical at the focus, and we might expect the far field high harmonic spot

to be horizontally elliptical. However, this would not explain why the EUV aspect ratio

increases as the IR focus is brought closer to the gas cell, which is clearly the case.

The non circular IR profile near the focus does not seem to be caused by astigmatism,

because it cannot be corrected by tilting the lens. This phenomenon may be better

explained by considering higher order TEM modes in the fundamental beam, which we

know exist since the M2 parameter is greater than 1. As we can see from equation
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4.2, the Gouy phase shift is increased for higher order TEM modes. As a result, the

phase matching regime for higher orders should be closer to the beam waist than the

fundamental; this should produce an elliptical beam if there is a large amount of TEM01,

for example, and we would expect gain at TEM01 to be favourable in the amplifier if

the pump beams from each end of the cavity are slightly misaligned. If this is the case,

we should expect the coherence to not only be affected by the amount of each HHG

trajectory is efficiently phase matched, but also the number of TEM modes that are

significant.

4.4.2 Focal Spot

The far field spot can give us some useful information about the state of the EUV beam.

However, what we really need to know is the near field profile, which combined with the

aperture gives us the EUV probe in imaging experiments. Unfortunately the minimum

beam waist of the EUV beam after focusing by the multi-layer mirror is comparable

to the CCD camera pixel size, which means we cannot measure the near field profile

directly. However, we can use an aperture to look at intensity transmission, convolution

and shape of diffraction pattern from which we can extract some information about the

beam shape at the focus.

First, we produce a model of the EUV beam to give an idea of what to expect from

experimental data. This involves approximating the EUV beam inside the gas cell as a

fundamental Gaussian beam described in 2.21 with a flat phase. We then use ABCD

matrices to propagate the beam from the cell to the focus in the imaging chamber.

This means propagation in free space to the mirror, followed by off-axis focusing, then

propagation in free space to the aperture plane. At this stage any aperture can be added,

after which the beam can be propagated to the far field via a 2D FFT to calculate the

diffraction pattern. This gives us a simulation of the beam in the near and far field to

compare with experimental data.

The reason ABCD matrices are required here is to simulate the effect of off-axis focusing.

The incidence angle θ of the beam with the spherical mirror reduces the horizontal focal

length by a factor of cos(θ) and increases the vertical focal length by the same factor.

This results in two line foci with a ‘circle of least confusion’ (CLC) roughly half way

between them, where the beam is approximately circular and most intense at small θ,

and the wave front is saddle-shaped. Though the angle of incidence in our case is small,

∼ 3.5◦, the effect of off-axis focusing is significant. Figure 4.10 shows the simulated

Gaussian beam radius of the EUV beam as it propagates from the gas cell to the focus

in the imaging chamber via the off-axis mirror. The input variables were set to match

the experimental parameters, with 29.4 nm wavelength and 40 µm spot size to match

the IR focus; in reality, we expect the EUV spot size to be much smaller due to the

shorter wavelength, the EUV spot size was not directly measured. Also, the purpose
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Figure 4.10: Simulation of embedded Gaussian EUV beam width in horizontal (wx)
and vertical (wy) directions as the beam propagates from the gas cell to the focus in
the imaging chamber; the inset is a zoomed region to highlight the separate horizontal

and vertical beam foci as a result of the off-axis mirror at a 3.5◦ incidence angle.

Figure 4.11: Optical transmission microscope image of an aperture membrane pro-
duced by Stuart Boden at the University of Southampton and used for EUV charac-
terization and ptychographic imaging experiments. This sample has 2 µm, 5 µm, 7 µm
and 10 µm diameter circular pinholes, with a 20 µm width square, ∼4 µm diameter star
shape and double slit sample with 1x5 µm slits separated by 4 µm. The additional shape

in the bottom left is damage caused by the IR laser focus.

of this simulation is to provide an understanding of what happens at the EUV focus

due to off-axis mirror effects rather than produce an accurate quantitative model of the

EUV characteristics. Given these inputs, there is a separation between the horizontal

and vertical foci of ∼1 mm.

The effects of off-axis focusing are also clear in the far field diffraction pattern through a

circular aperture. To measure this, a 200 nm Au coating was deposited on a 50 nm thick

SiN membrane, and a number of different apertures produced with a focused ion beam

(FIB); an optical transmission microscope image of an example aperture membrane
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Figure 4.12: Comparison between simulated and measured/reconstructed data for
the EUV beam propagating through a 10 µm pinhole; (a) shows the simulated far field
diffraction pattern, (b) is a real collected diffraction pattern at the same scale, (c) is
the simulated near field at the pinhole plane and (d) is a reconstructed probe from
ptychographic imaging data. For the probe images in (c) and (d), the image brightness
represents electric field amplitude and the colour represents the phase, as indicated by

the colour wheel inset in (d).

manufactured by Stuart Boden at the University of Southampton is shown in figure

4.11, with 2, 5, 7 and 10 µm diameter circular pinholes, 20 µm width square, ∼4 µm

diameter star shape and double slit with 1x5 µm slits separated by 4 µm. The additional

feature in the bottom left of the image is damage caused by the IR laser at the focus

during alignment, after the sample was received. This type of membrane was used for

beam characterization as well as the aperture for imaging experiments.

Figure 4.12 shows a comparison between simulated and experimental data for the near

and far field EUV beam transmission through a 10 µm pinhole; (a) shows the simulated

far field diffraction pattern measured by our CCD at a distance of 40 mm away, and (b)

shows the real collected data at the same distance for comparison. The other experi-

mental parameters used were the same as used in figure 4.10 to describe the embedded

Gaussian, and an M2 parameter of 5 to reflect the empirically determined beam quality
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Figure 4.13: 2D convolution between the EUV beam and a 10 µm pinhole measured
at three axial positions separated by 1 mm each, at (a) the vertical focus, (b) the CLC

and (c) the horizonal focus position.

based on knife edge measurements performed by previous student Peter Baksh. The

most notable feature is the distinctive cross shape at the centre, which is caused by the

saddle phase at the CLC - if the phase were flat the pattern would be radially symmet-

ric. This also provides a useful indication for the optimal pinhole position, since the

cross becomes noticeably deformed if the pinhole is axially misaligned with the CLC by

<100 µm, or transversely misaligned with the beam axis by ∼1 µm; by comparison the

unstable intensity makes it very difficult to spot changes in power transmission within

this level of accuracy.

Also shown in figure 4.12 is the electric field at the aperture plane, with (c) the simu-

lated exit wave through a 10 µm diameter pinhole perfectly aligned with the CLC, and

(d) the reconstructed probe from a ptychographic imaging experiment with real data,

after numerical back-propagation by 114 µm to the aperture plane. Similar to the EUV

ptychography images in chapter 5, the brightness in (c) and (d) represents electric field

amplitude and the colour represents phase, as indicated by the colour wheel inset.

A power transmission scan through a 10 µm pinhole was also performed, involving a

total flux measurement at each of a 2D array of aperture positions. This builds a 2D

convolution between the beam cross section at a given z position and the pinhole, which

contains information about the spot size. Also, this can be repeated at different z

positions to look at how the beam waist propagates, as is shown in figure 4.13 for three

positions each separated by 1 mm. The convolution has a FWHM of 30 µm at the CLC,

with 15 µm FWHM along the short axis for each line focus. By comparison, the ABCD

simulation predicted a waist of 9 µm at the CLC, and minimum horizontal and vertical

beam waists of 7 µm, based on an M2 parameter of 5, suggesting the actual M2 factor

may be higher for the EUV mode used here - given the complicated relationship between

generation conditions and beam quality, this is not unsurprising. Also, the line foci in

the simulation are separated by 1 mm, as opposed to the 2 mm we find experimentally.

This suggests that one or more parameters used in the model is inaccurate.
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In spite of quantitative errors, the model does show good agreement, particularly in the

shape of the focal spot and far field diffraction pattern, which provides useful information

about what to expect for ideal conditions.

4.4.3 Coherence Measurements

The long and short trajectories in HHG are not mutually coherent, but since they

operate along the same axis they cannot be separated after generation (though they

are distinguishable by interference experiments [62, 63]). Competition between the two

different trajectories limits the spatial coherence of the output beam significantly where

radiation from both trajectories overlap. Fortunately, since the regions that give the

most efficient conversion for each within the fundamental beam focus are different, it is

possible to select only for short trajectories by choosing the position of the generation

medium relative to the input beam. In our case, the focusing lens may be translated

relative to the gas cell for maximum spatial coherence. Typically, doing this will reduce

the flux somewhat as the long trajectory is intentionally suppressed. However, this is

necessary for lens-less imaging applications where the coherence condition is critical.

As was discussed in 2.2.4, the spatial coherence can be defined by the visibility of fringes

in a two slit diffraction pattern. Figure 4.14 shows (a) the measured diffraction pattern

in a two slit experiment, with (b) a fit of the data to the function

I =
I0

2

[
1 + γ cos

2πS

λD
(x− x0)

]
sinc2πW

λD
(x− x0)sinc2πH

λD
(y − y0) (4.7)

where γ is visibility, S is slit separation, W is slit width, H is slit height, D is camera

distance and (x, y) are spatial coordinates with (x0, y0) the centre position of the pattern;

this is an adaptation of equation 2.35. In this case the slits had a separation of 4 µm,

width of 1 µm and height of 5 µm and the camera was 3.8 cm away. The visibility is

0.8 here. An important note is that the fit works well at the centre of the pattern,

but fails to accurately describe the intensity further out; this is due to the additional

wavelengths present in the illumination, and the fit function assumes a monochromatic

source. The spectrum has been previously determined with a double slit spectrometer

using a Tikhonov regularization method by our group [30], but is not necessary to

measure spatial coherence.

The pattern given in figure 4.14(a) is what we expect when the generation conditions are

ideal for imaging and the double slit sample is well aligned to the EUV focus. We find

that the visibility of fringes has a complicated relationship with the EUV mode and the

position of the slits relative to the beam. This is to be expected, as the spherical EUV

mirror effectively images the generated EUV at the gas cell to the EUV focus where the

slits are located. This means that as the slits are moved with respect to the beam, we
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Figure 4.14: A two slit visibility measurement of the EUV beam, showing (a) real
data and (b) fitted data, with a profile taken along the black line in (a) and white line

in (b) plotted in (c).

are sampling a different region in the phase matching map shown in figure 2.7, which

also changes with generation conditions.

Though we do not have a rigorous model to fully explain these effects, we find that

the spatial coherence is maximized when the EUV mode has the lowest aspect ratio.

Figure 4.15 shows three double slit diffraction measurements recorded at a focusing

lens position of (a) 49 mm, (b) 47 mm and (c) 45 mm. The data was fit to equation

4.7 for which a visibility of (a) 60%, (b) 29% and (c) 2% was found. Note here that

the camera was not cooled for these measurements which has increased the thermal

noise background, and we would expect the visibility to be higher than measured here.

However, comparing with EUV modes measured at the same lens positions in figure

4.8, it is clear that the spatial coherence gets worse as the beam aspect ratio increases,

until the interference fringes have been completely wiped out. This provides a guide

for the generation conditions that allow us to image successfully, and has been verified
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Figure 4.15: Double slit diffraction patterns recorded at a lens position of (a) 49 mm,
(b) 47 mm and (c) 45 mm, similar to the EUV profiles measured in 4.8. The visibility
of each is (a) 60%, (b) 29% and (c) 2%, showing the clear reduction in coherence as the

EUV beam aspect ratio increases.

a number of times; if the aspect ratio is too high, reconstructions of the data either

become impossible or are greatly reduced in quality.

We also find that the size of the aperture used in ptychography is important, not only

for allowing sufficient flux but for removing parts of the beam that do not contribute

coherently. Scans taken with a pinhole size of 10 µm or smaller have a high reconstruction

success rate with a good EUV mode, but scans start to fail if a larger pinhole is used.

4.4.4 Stability

The short term EUV stability is limited by the position and intensity stability of the IR

beam at the gas cell. The position stability is somewhat improved in the EUV beam,

because the EUV focus is a demagnified image of the gas cell, with a magnification of

∼1/14. Though the transverse position of the IR focus in the cell shifts across a range

of around 10 µm over a few seconds, the near field EUV spot can maintain its position

to within 1 µm. However, given the non-linearity of HHG, the intensity fluctuations are

amplified; we commonly see intensity variations of 10-15% under optimal conditions.

To measure short term stability, the EUV mode can be measured continuously using

vertical binning, from which the horizontal centre of mass position and total flux can

be obtained. Figure 4.16 shows such a measurement taken over 60 s; (a) is a continuous

vertical binning image of the EUV beam, where each column of pixels is the vertically

binned data taken during a 0.1 s exposure, (b) is the total counts in each vertical binning

measurement, and (c) is the centre of mass position in each. The cross sections in (a)

show the variation of the shape and position of the EUV mode. The total counts in

(b) show an intensity variation of 10-15%, and the centre of mass position in (c) shows

a variation in the beam position in the range of 6 pixels, or 78 µm. Intensity and

position fluctuations in this range are acceptable for imaging. Increased instability can

deteriorate the image quality and reduce the chance of a convergence in ptychography;
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Figure 4.16: Far field EUV stability during a 60 s measurement, with (a) a vertically
binned image showing summed counts along each column of the CCD which indicates
how the shape of the mode changes, (b) total counts during a 0.1s exposure indicating
flux variation of 10-15%, and (c) centre of mass position showing position stability

within a range of 78 µm.

we have observed intensity fluctuations of ±100% in extreme conditions, which makes

beam characterization and imaging impossible.

Over longer time scales, the stability issues can be much more significant. Again the

position is related to the IR position, which can be corrected with our active stabilization

system. The flux variations are much more problematic and a cause for reduction in

image resolution where the flux decreases during a scan. There are two main causes for

long term flux decrease. First, the various equipment that needs to run in the lab during

an experiment generates heat, and increases the temperature by 2◦ over several hours.

This can double the IR pulse length, which reduces EUV flux by an order of magnitude

or more. We find that this can be corrected manually every 10-20 minutes during a

ptychography experiment with no adverse effect on image quality. The second cause is

a build up of ice on the surface of the cooled CCD from residual water in the vacuum

chamber, which attenuates the EUV before detection; this results in a characteristic

exponential decrease in scan flux, suggesting a linear build up in thickness of the ice

layer. Again, this can cause decrease in flux by an order of magnitude, which can be

greatly reduced by decreasing the total surface area of objects in the chamber for water

to cling to, and by pumping down for long periods (several days) to lower the water

vapour pressure as much as possible.

We can measure long term flux changes by summing the counts on the CCD during an
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Figure 4.17: Comparison of summed counts at each scan position for two ptychog-
raphy data sets. Each data set consists of 251 scan positions, which took ∼3 hours to
collect. The blue dots are the individual data points and the black curve is a fit to an

exponential decay.

imaging experiment; whilst the counts will also vary based on object transmission, the

effect of EUV intensity decrease is obvious, particularly when imaging sparse samples.

Figure 4.17 shows the summed counts at each scan position during a ptychographic

imaging experiment for which 251 diffraction patterns were collected over a period of

∼3 hours; the black line in each is a fit to the exponential decay function y = a exp(−bx).

The data in (a) was collected after pumping down for ∼2 hours, compared with pumping

down overnight in (b). The effect on flux decrease is obvious; the decay constant b is 5

times larger in (a) illustrating a sharped decline in flux due to the more humid camera

environment.

4.5 Summary

In this chapter, the laser system used to generate EUV radiation was described, with

various diagnostics used for IR characterization, including pulse length, position stability

and M2 parameter measurements. This is important for HHG, since it is such a highly

nonlinear technique, and any lack of stability or quality of the fundamental beam is

amplified in the EUV output.

The experimental set-up used both for EUV characterization and ptychographic imaging

was outlined, with the equipment used at each stage. In particular, the detector type

is discussed, along with the techniques to reduce sources of noise and increase SNR as

much as possible and a method for improving the dynamic range. This is significant

in lensless imaging applications where the SNR is intimately connected to the available

resolution.
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Finally, the coherence, stability, flux and mode shape of the EUV beam were measured

and their variation with generation conditions examined. From this, a model of the EUV

beam propagating through the system was built to examine the shape of the focal wave

front and far field diffraction and the effect of off-axis focusing from the EUV mirror,

which was compared with empirical results. The main aim of the work in this section was

to find a regime of generation conditions that gave rise to an EUV mode with optimal

properties to maximize the chance of successful, high quality reconstructions; the success

of the results in chapter 5 demonstrate the beneficial outcomes of these efforts.



Chapter 5

Ptychographic Imaging

This chapter details the ptychographic imaging experiments performed with the EUV

source developed at the University of Southampton and contains the most impactful

research of this project. To the best of our knowledge, the images of biological samples

from our group are still the only examples of ptychographic imaging of real rather

than man-made samples using a table-top high harmonic source. Though the technique

had been successfully demonstrated previously, the quantitative measurements on image

correlation and EUV damage is new work that shows great promise for biological imaging

applications.

In the following sections, all of the imaging data was collected by myself unless otherwise

specified, and reconstruction work performed by Bill Brocklesby and Haoyan Lu from

our group, and previous student Michal Odstrcil.

5.1 Imaging Details

The setup used to acquire data for ptychographic imaging has already been discussed

in 4.3.1. The aperture is placed at the focus of the EUV beam where it remains for the

duration of the scan, and the sample is shifted relative to the aperture to get a diffraction

pattern from each probe position along the scan path. We use a spiral path to give the

best overlap between probe positions, and we can choose the particular parameters of

any scan, including step size to set the overlap ratio based on the pinhole size and

scan range to define the extent of the reconstructed object. We can also change the

acquisition settings of the camera. It typically takes 2-4 hours to acquire a data set for

a single 30 by 30 µm region, so many of the parameters are chosen to reduce the scan

time as much as possible whilst meeting the stringent requirements of coherent imaging.

Once the data has been taken, a ptychographic algorithm is used to reproduce an image

via the techniques discussed in 3.2.4. It is important to have experimental parameters

65
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Figure 5.1: Demonstration of how ptychographic images are shown in this work; (a)
shows object relative amplitude, (b) shows object relative phase and (c) is an HSV image
in which brightness represents amplitude and colour represents phase, as indicated by

the colour wheel inset. The probe is represented in the same way in images (d-f).

such as probe-to-sample and sample-to-camera distance defined accurately to get the

reconstruction process started, after which the scaling factors can be optimized during

the algorithm to minimize the error.

Ptychography reconstructs the full electric field of the object, which means we can

display the amplitude, phase or intensity in the image. Alternatively, we can use the

image brightness to represent amplitude and colour to represent phase, such that the

full information is displayed in a single image. An example reconstruction of a neuron

sample is given in 5.1, where (a) is the reconstructed amplitude of the object, (b) its

phase, and (c) a combined hue saturation value (HSV) image, where brightness shows

amplitude and colour shows phase, as indicated by the colour phase inset. Since the

electric field is also reconstructed for the illumination, we can also represent the probe

in this way, as shown in (d-f).

5.1.1 Choosing a scan region

Once the aperture is aligned to the EUV beam, in order to choose the scan position for an

image, we first take an intensity map by measuring the total transmission at each sample

position. This is a similar measurement to those done in 4.4.2, and show the convolution

between the sample and illumination probe. Figure 5.2(a) shows a visible phase contrast

microscope image of a neuron sample, and (b) shows the EUV intensity map on the same

scale. Under careful inspection, it is possible to match the features of the transmission
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Figure 5.2: (a) visible phase contrast image of a neuron sample, with (b) an interpo-
lated EUV transmission intensity map of the same sample, shown on the same scale.
The circles on the transmission map show the positions of each intensity measurement

during the scan.

map to the features in the microscope image, however this is only possible when the

EUV intensity is very stable. Fortunately, the position of the transmitting window is

obvious, and provides a simple way to correlate the position of the transmission with the

microscope image, provided the orientation is known. This allows us to quickly choose

a region of interest on the sample to image with EUV ptychography.

5.2 Test Sample Imaging

All lensless methods that use some iterative algorithm to produce an image rely on the

accuracy of the constraints, which implies that not all objects will be equally straight-

forward to reconstruct. Highly scattering samples provide more diversity in the data,

since more information is available at higher spatial frequencies; samples that interact

weakly with the illumination or have limited variation or structure are much more dif-

ficult to image. Also, samples that have a highly regular or periodic structure across

the entire region of interest can cause unique problems, as we will see shortly. For this

reason, ideal samples for ptychography exhibit strong scattering and some structural

randomness. For a given experimental geometry, we can use an ‘easy to image’ sample

to provide an accurate guess for the probe, which can then be used as an initial guess

for other samples to be imaged with the same experimental parameters. Starting with

a well-defined probe greatly improves the chance of a convergence as well as quality of

the final image.
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(a) (b)

Figure 5.3: (a) Reconstruction of PMMA spheres sample with (b) collected diffraction
pattern from a single scan position.

For an ideal and easy to manufacture sample, we deposited a solution of poly(methyl

methacrylate) (PMMA) spheres of ∼ 600 nm diameter onto a 50 nm thick Si3N4 support.

This allows a controllable density of high contrast features; the attenuation length of

Si3N4 at 29 nm is less than 0.03 µm. Also, the spheres tend to clump together in some

regions and spread more sparsely in others, which gives good structural variation. Figure

5.3 is an example reconstruction of a PMMA spheres sample which illustrates the level

of amplitude variation across the region of interest, with a single collected diffraction

pattern from the scan which shows the high level of scattering that we want for a strong

convergence.

5.2.1 EUV Probe

The probe that illuminates each position of the object in a ptychography scan can have

a significant effect on the quality of the reconstruction. It should be spatially and

temporally coherent, and small enough to fulfill the oversampling constraint. However,

there is no strict requirement on its amplitude and phase profile; in fact ptychography

has been used for beam characterization in a number of applications, able to recover

illumination properties including intensity profile and wave front shape [64, 65], evolution

in time [9], spectrum [66], and coherence [59]. This is useful in our case, where the off-

axis mirror effects and beam ellipticity mean the amplitude and phase are not well known

in advance, and the HHG process results in some lack of stability and coherence.

A more subtle but important aspect of the probe is the roughness of its intensity profile

[67, 68], or how highly structured it is. The measured diffraction intensity at a given

scattering angle depends on the spatial frequency spectrum of both the object and

illumination; using a smooth probe does not fundamentally limit the resolution of the
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(a) (b)

(c)

Figure 5.4: Reconstructed EUV probe (a) calculated in the object plane via ptychog-
raphy and (b) numerically back-propagated by 101 µm to the aperture plane; (c) is a
vertical profile of the probe amplitude propagated to various distances, from which the
best aperture position can be obtained. The details shown in the fringes in the object
plane give an indication that this probe is well defined; this is reflected in both the

saddle phase shape and the rough edges of the pinhole in the aperture plane.
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final image, but can reduce the SNR at higher collection angles, whereas a structured

probe with a wide spread of spatial frequencies can assist the algorithm and increase the

confidence of the reconstruction at the higher spatial frequencies.

We find that a 10 µm circular pinhole placed at the EUV focus restricts the beam enough

to meet the spatial coherence requirement. Using a smaller pinhole further improves co-

herence, but reduces the total transmitted intensity and requires a smaller step size to

achieve the same overlap ratio; both of these result in longer scan times, since the ex-

posure must be increased to maintain the SNR and more diffraction patterns must be

collected within the same scan range. Also, the probe exhibits sufficient structure pro-

vided the aperture-to-sample distance is short enough; 100 µm is a good target distance.

Figure 5.4 shows a reconstructed EUV probe. Also shown in this figure is the same

probe numerically back-propagated to the aperture plane, which was 101 µm away, and

a cross section of the probe propagated forwards and backwards within a range of 800 µm,

from which the aperture position is clear. The phase variation and fringe detail gives an

indication of the reconstruction quality, along with the sharpness of the back-propagated

probe. The saddle phase shape also provides information about how well the pinhole

was aligned to the beam during data collection.

5.2.2 Limitations of the Algorithm

Ptychographic imaging relies on the ability of the algorithm to reconstruct both the

probe and the object. In some extreme cases, the structure (or lack of structure) in the

sample can cause issues that make it very difficult to image with this method.

Figure 5.5 is a reconstruction of a very low density sample of mouse hippocampal neurons

that were only grown for a single day. In this case, the lack of variation across the object

means that there is minimal variation in the measured diffraction patterns, and limited

information to find a convergence with. Also, instabilities in the EUV beam intensity

and profile can be incorrectly attributed to variation in the object transmission. There

are clear aberrations in the object where the reconstruction has failed, reflected in the

back-propagated probe where there is intensity outside of the aperture. Generally, the

failure is in a lack of information across a wide spread of spatial frequencies; this could be

potentially be improved by increasing the structure of the probe or object, for example

by using a diffusing optic at the probe or by depositing scattering elements such as the

PMMA spheres used as a test sample onto the object.

A different problem is encountered for samples with a highly regular structure, as is

illustrated in figure 5.6, which is a reconstruction of a meta material grid manufactured

by Dr Bruce Ou at the Optoelectronics Research Centre [69], with an SEM image of the

same sample region for comparison. Similar to the issue of sparse objects, the problem

seems to be a difficulty in distinguishing between object and probe. In this case, the same
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Figure 5.5: Reconstruction of a sparse neuron sample with EUV probe numerically
propagated to the aperture plane shown on the same scale.

Figure 5.6: (a) is a reconstruction of a meta material grid with numerically back-
propagated probe inset; (b) shows is an SEM image of the same sample region.

structure exists in the sample region at every collected diffraction pattern with some

relative shift, which is incorrectly attributed to the structure in a wobbling probe. Both

cases produce artifacts in the final image due to failure to obtain a good convergence.

5.3 Imaging of Hippocampal Neurons

5.3.1 Sample Preparation

The samples examined in the following sections are hippocampal neurons isolated from

embryonic day 17 mice, prepared by Dr Katrin Deinhardt from the Biological Sciences

department at the University of Southampton. To image these cells with our system,

they needed to be dried and fixed to a very thin membrane for vacuum compatibility

and to reduce EUV attenuation. To achieve this, 50 nm thick Si3N4 membranes were
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sterilized and then coated by poly-L-lysine. The neurons were grown in neuronal media

for a number of days in vitro (DIV) before being fixed with 4% paraformaldehyde fol-

lowed by 100% methanol. The sample shown in figure 5.5 was grown for 1 day, but most

of the samples we looked at were grown for 7, 14 or 21 days and exhibit a higher density

of connections as a result. A fraction of the samples were stained with fluorescent mark-

ers, specifically an anti-tubulin antibody and phalloidin, to highlight actin and tubulin

structures with fluorescence microscopy.

5.3.2 Image Correlation

Though imaging of biological samples has been previously demonstrated by our group,

a simple but significant development in this work is the ability to image a predeter-

mined region of interest with high precision. This has allowed useful collaboration with

the Biological Sciences department at the University of Southampton, where a sam-

ple may be prepared, a list of potentially interesting regions identified on a wide field

fluorescence/optical microscope image, then a number of EUV images of those regions

generated. It also allows direct comparison of our technique with more standard methods

to highlight specific benefits.

Figure 5.7 shows a wide field fluorescence overview of one neuron sample and overlaid

EUV images of three 30 by 30 µm areas, with correlated position, scaling and rotation.

The precision stage coordinates allow us to accurately map each EUV image to the

transmitting membrane, and here we can see the scale on which we operate compared

with standard fluorescence/optical microscopy; in principle data from more scan posi-

tions could be taken to provide EUV images with the same field of view, but the time

taken to collect data means that in practice we are confined to examine much smaller

areas.

5.3.2.1 Object Structure Comparison

The extra detail available from the EUV images is immediately apparent, and is partic-

ularly evident when directly comparing similar regions in the object. This is illustrated

in figure 5.8, where the EUV transmission intensity is compared with fluorescence mi-

croscope images. Here (a) shows the EUV intensity with actin (green) and tubulin (red)

fluorescence images superimposed; (b) and (c) are the individual fluorescence images.

The resolution is much higher, as an expected consequence of the shorter wavelength

illumination. Also demonstrated here is the power of using EUV microscopy to assist in

the interpretation of fluorescence images. This can be seen in the red tubulin image in

(c), which gives the appearance of a continuous horizontal structure (indicated by the

dashed white rectangle); the EUV image clearly shows that this object is much more

complex and certainly not continuous.
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Figure 5.7: Comparison of EUV and fluorescence images of DIV7 neurons. The
background is a wide field fluorescence image of actin (green) and tubulin (red), and
the three smaller images are from EUV ptychography with correlated position, scaling

and rotation.

Figure 5.8: Comparison of EUV ptychography and wide field fluorescence images
of a single region of DIV7 neurons. Image (a) is EUV transmission intensity with
superposed actin (green) and tubulin (red); (b) and (c) are the individual fluorescence
images. The structure highlighted by the dashed white rectangle in (c) might appear as
a single continuous structure; the EUV image clearly shows that it is not. This image

was used in [10].

5.3.2.2 Super Resolution Images

There is an increasing availability of super resolution fluorescence techniques that offer

impressive resolution improvement beyond the diffraction limit. To compare one of these

methods with our techniques, some of the DIV7 neuron samples were imaged using a

SIM set up with the OCTOPUS imaging cluster at the central laser facility. This system

offers a standard optical and wide field fluorescence imaging set-up with a transverse

resolution of ∼200 nm, with optional SIM capability that can allow improvement in

resolution of fluorescence images down to ∼100 nm; comparable to the best resolution

achievable within the diffraction limit of EUV ptychography at 29 nm.
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Figure 5.9: Comparison of the same region of DIV7 neurons using (a) optical trans-
mission, (b) SIM and (c) EUV imaging; the white boxes indicate smaller areas shown in
the corresponding images (d-f). The red and green channels in the SIM images indicate

emission intensity from tubulin and actin markers respectively.

A comparison of the optical and SIM fluorescence images from this microscope with

an EUV image of the same sample region is shown in figure 5.9; the SIM images were

taken with help from senior link scientist Dr Lin Wang at the OCTOPUS facility. The

extra detail of our EUV image compared with the standard optical microscope indicates

an obvious advantage in resolution. When compared with the SIM image, the issue

of fluorescence background is highlighted more clearly than in the previous wide field

comparisons, where very thin structures that do not exhibit strong emission due to a lack

of fluorophores are lost to background levels. We note that this is a problem common to

all fluorescence methods, and introduces the complication of finding the correct density

of markers during the sample preparation process. Clearly the same issue does not apply

in the EUV, and we see high contrast for even thin features.

5.3.3 Transverse Resolution Estimation

The Abbe limit gives us a quick calculation for the smallest resolvable object, but this

theoretical limit may not be reached; a more accurate characterization of an imaging

system is given by the PSF, which fully describes how an examined object will appear

in the image. However, obtaining the PSF can be a painstaking process, and may not

always be possible. This provides a motivation for finding other ways to estimate the
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resolution, which could be a simple comparison with a higher resolution image from

which a mutual transfer function can be calculated [8], or imaging of a man-made test

sample with well defined object shapes and sizes [30, 70]. However, these approaches

cannot be used in our case, where we are imaging biological samples with unknown

features with no higher resolution reference, and it is therefore preferable to find a self-

consistent measurement. A common method is knife-edge [70, 71], for which a sharp

feature in the image is fitted to a sigmoid function to estimate the resolution. However,

this requires the presence of sharp features in the object, and can give misleading results;

for example a sharp feature can have a higher intensity gradient if the image is out of

focus. A key point here is that the intimate connection between SNR and resolution

means that test objects do not tell the full story, since they can be manufactured to

provide strong scattering over any range of spatial frequencies acceptable by the NA of

the imaging system, and in general real samples do not.

5.3.3.1 Fourier Ring Correlation

For our imaging system, the best indicator of resolution is Fourier ring correlation (FRC)

[72, 73], which is the 2D equivalent of Fourier shell correlation [74] used in x-ray and

electron microscopy. This has a close relation to the modulation transfer function, which

is the modulus of the OTF. In a ptychographic reconstruction, both the experimental

SNR and the reconstruction quality affect the OTF, which determines how information

from each spatial frequency component in the object is transferred to the final image,

and therefore sets the resolution limit. The principle of FRC is to compare the spatial

frequencies between two statistically independent data sets to assess whether a cut-off

frequency exists above which no reliable information is available, from which the image

resolution can be calculated.

In this method, two images of the same object region are obtained from separate data

sets, and their 2D Fourier transforms Ψ1 and Ψ2 computed. We then consider a number

of concentric rings centred on the zero frequency, and sum the correlation between the

two images at each pixel i that falls within ring Rn. The FRC function is defined as

FRC(Rn) =

∑
i∈Rn Ψ1(i)Ψ∗2(i)√∑

i∈Rn |Ψ1(i)|2
∑

i∈Rn |Ψ2(i)|2
(5.1)

We can see that if the two images are identical, this function is 1 for every ring; in

this case the spatial frequencies correlate perfectly up to the Nyquist limit, and the

resolution is simply given by the pixel size. In practice, there will always be a decline

in correlation at higher frequencies, and we must define a criterion to determine the

cut-off point where the FRC drops below some value. A few different criteria have been

proposed; we have used the half bit criterion [75] defined as
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Figure 5.10: One of two reconstructions of DIV7 neurons obtained by two independent
data sets, and the FRC between them. The calculated pixel size in the image is 85 nm,
and the intercept with the half bit criterion is 0.75 of the Nyquist limit, suggesting a

transverse resolution of 112 nm.

T1/2(Rn) =
a+ (2

√
a+ 1) /

√
Np(Rn)

1 + a+ 2
√
a/
√
Np(Rn)

(5.2)

where Np is the number of pixels within each ring and a = 1√
2
− 1

2 in the half bit case.

An FRC can be taken between two reconstructions of the same data with a different

random initial object phase, or even on a single image by splitting the pixels into image

pairs [76], though this would be more a test of the reconstruction process than the imag-

ing system as a whole. For a faithful representation of the actual resolution capability

of our system, there can be no correlation between the underlying systematic errors of

each image; for example if the same collected diffraction patterns are used to generate

two separate reconstructions the instability of the illumination will be identical for both,

and the experimental limitations are somewhat neglected. The best way to ensure this

is to take two independent data sets of the same sample region and reconstruct each,

then calculate the FRC of the two resulting images; figure 5.10 shows the FRC between
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Figure 5.11: Image of a region of DIV7 neurons with FRC inset. In this case, a pair
of images were reconstructed two data sets created artificially from a single data set by
putting collected diffraction patterns from alternating probe positions into each. The
calculated pixel size here is 58 nm and the effective resolution is 80 nm. This figure was

used in [10].

two images of DIV7 neuron cells, which were reconstructed from two data sets of the

same region taken on different days. The NA in the experimental geometry set the pixel

size at 85 nm for both of the reconstructions, and the value at which the FRC first falls

below the half bit criterion is 0.75 of the Nyquist limit, suggesting an effective resolution

of 112 nm in this case.

The long scan times for each image mean it is not always viable to take multiple data

sets to estimate the reconstruction quality. An alternative is to artificially create two

data sets by splitting the collected diffraction patterns, assigning data from alternating

probe positions into each. In this way the two data sets will not share short term

illumination fluctuations and random noise. However, this effectively increases the step
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size between scan positions and reduces the overlap ratio, and this method does not

work for all images. An example FRC from artificially created data sets is given in

figure 5.11; here the half bit resolution is 80 nm. We find very similar FRC curves

from real and artificial data sets, suggesting this is also an acceptable way to estimate

resolution provided the data is robust enough to handle the reduced overlap. Generally

we find an intercept in the range of 0.7-0.8 of the Nyquist frequency, which sets the

scale of the resolution we achieve compared to the diffraction limit, and is somewhat

independent of the experimental NA within the geometries that have been used.

5.3.4 Thickness Measurements and Axial Resolution

Remembering that the reconstructed field of the object O is simply the complex trans-

mission of the sample, related to the refractive index n = 1 − δ + iβ and thickness ∆z

at each transverse position

O = exp [ik(δ + iβ)∆z] (5.3)

we can see that the real and imaginary parts contribute separately to the attenuation
I
I0

and relative phase shift φ by

I

I0
= exp(−µ∆z) = exp

(
−2

(
2π

λ
β

)
∆z

)
(5.4)

φ = −2π

λ
δ∆z (5.5)

These equations can be manipulated to eliminate ∆z, such that though we cannot di-

rectly measure the real and imaginary components of the refractive index independently

of the thickness, the ratio δ/β can be determined, which allows some insight into the

sample composition. Alternatively, with some prior knowledge about sample composi-

tion, we can use expected values for δ and β to provide two independent measurements

for the sample thickness, which can be compared with each other.

Figure 5.12 shows thickness measurements calculated from two images of different DIV7

neuron samples. (A) shows a monochrome image of EUV transmission intensity from a

ptychographic reconstruction, with wide field fluorescence emission signal from tubulin

(red) and actin (green) markers overlaid. (B) is a magnified image of the region within

the white rectangle in (A), in which a neurite that is rich in tubulin as indicated by

the bright fluorescence signal in (A) is more closely inspected. (C) shows the sample

thickness cross section along the dotted white line in (B). These were derived from
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Figure 5.12: (A) Transparent grey scale image is the transmitted EUV intensity of
a DIV7 neuron sample. The red and green colour channels are correlated wide field
fluorescence images showing emission intensity of tubulin and actin markers respec-
tively. (B) EUV intensity only of the region indicated by the white rectangle in (A).
(C) Thickness cross sections taken along the white dotted line in (B), calculated based
on the amplitude and phase in the EUV image, assuming the refractive index of tubu-
lin. (D) Reconstruction of an unstained DIV7 neuron sample. (E) Region indicated by
the white rectangle in (D). (F) Thickness cross sections taken along the white dotted
line in (E) calculated from the amplitude and phase of the EUV image, assuming the
refractive index of generic protein. This image was used in [10]. The ptychography
data in (A) and (B) was taken by myself; the data in (D) and (E) was collected by

Peter Baksh.

the complex EUV transmission, where the values used for δ and β are mouse tubulin,

based on the molecular formula [77] and density [78]. Comparing the values for sample

thickness calculated independently from δ and β, the values agree to within 8%.

Images (D-F) are of an unstained sample. (D) shows the complex EUV transmission,

(E) is a magnified image of the region within the white rectangle in (D), and (F) shows

the thickness cross sections based on expected δ and β. Here the material is assumed to

be composed of protein, as no direct information about its composition from fluorescence

imaging was available. Comparison of thicknesses calculated from δ and β in this case

shows agreement to within 12%, which supports the assumption that the dendrite is

made of protein. If a large sample area (at least 10x10 µm) containing no neurons is

examined to correct the background, the root mean square (RMS) noise levels are 3.3%
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in intensity, which suggests an axial sensitivity capable of distinguishing a 1.3 nm protein

layer through such thickness measurements, and 0.02 radians in phase, equivalent to a

0.8 nm layer.

5.3.5 Radiation Damage

Damage to biological samples has become an accepted consequence for high energy

illumination methods, and generally sets the main limitation on image resolution in

cryo-electron [79] and hard x-ray microscopy [78]. Introduction of ionizing radiation

causes a number of interactions that can ultimately lead to structural degradation.

The incident radiation breaks molecular bonds, as well as producing electrons and free

radicals via ionization. This can have a knock on effect as the generated electrons

bombard other molecules and the free radicals exchange electrons with neighbouring

molecules. The chemical reactions caused by these interactions can liberate hydrogen

from various hydrocarbons present in biological specimens to produce gas and drive

further deformations. Finally, the various interactions invariably dump energy in the

form of heat, which can often produce temperatures exceeding the damage threshold of

the materials present.

These mechanisms cause a complex cascade of effects that can be difficult to characterize;

correspondingly there a number of studies dedicated to describing them [80, 81]. These

provide numerous considerations for reducing the damage as much as possible for differ-

ent energy regimes and sample types, for example by cooling to cryogenic temperatures.

Alternatively, the effects of damage are simply accepted, and the image is formed before

the majority of damage has occurred. This may be done by using ultrashort pulses in

the illumination, such as those produced by an x-ray free electron laser (XFEL) [82];

though damage still occurs, some of which may be present in the final image [83].

To assess the level of radiation that is expected to cause damage, the radiation dose is

defined as a useful parameter, and is the energy deposited in the sample per unit mass.

In our case, the dose per second used during an imaging experiment can be expressed

using the incident intensity I0 and object attenuation 4πβ/λ

D =
I0

ρ

4πβ

λ
(5.6)

for a sample with density ρ. The unit for dose is Gray (Gy), equivalent to J kg−1

Typically, during data collection for a single reconstructed image, a neuron sample will

receive a dose of ∼ 107 Gy. After imaging the same regions on these samples, there is

no observable change to sample structure at 42 eV. This is in sharp contrast to imaging

these samples using a synchrotron source at 7.3 keV, for which significant damage was

observed at a dose of ∼ 105 Gy [13]. This suggests that the mechanisms that cause
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Figure 5.13: Comparison of the same region of DIV7 neurons (a) before, (b) after
and (c) during attempt to damage the sample with 42eV EUV radiation.

damage which are significant for hard x-ray illumination are not noticeable in the EUV.

Another difference in the illumination that may have an effect is the pulse length, where

the sample is exposed to EUV for less than 40 fs in each 1 ms interval, compared with

the continuous bombardment from synchrotron radiation; in various applications it is

observed that changing the pulse length can impact the resulting damage significantly

[84].

To put a limit on the radiation dose we can use before causing resolution limiting damage,

we looked at a specific area on a DIV7 neuron sample. A 40x40 µm region was scanned,

then the following day a 10x10 µm area within this region was scanned at a higher

exposure and shorter step size, then the original 40x40 µm region was scanned a second

time to compare the sample structure; figure 5.13 shows the results of this experiment.

The dose for each of the regular images shown in (a) and (b) was the normal ∼ 107

Gy used in the majority of experiments. The white box indicates the area within which

the higher exposure was used, with a reconstruction of this data set shown in (c). Here

the dose used was 50 times higher than for the other two images, with no observable

damage. This suggests that we are operating in a regime where the photon energy is

not high enough for the dose to be a useful parameter to set a limit to prevent damage,

and intensity may be the limiting factor in this case.

5.4 Summary

In this chapter, the way we display the combined amplitude and phase information in

a single HSV image was described, as well as some details about typical imaging runs

and how we use intensity maps to choose the sample region.
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The diversity of the data was discussed with its relation to the success of the reconstruc-

tion process; the structure of both the probe and the object is important here, and some

failed scan data is shown. This illustrates an important obstacle in coherent imaging

with a high harmonic source that is reflected in the literature, where there are many

examples of man made test sample images, but to the best of our knowledge no examples

of reconstructions of unknown objects aside from those produced by our group.

Some of the images of mouse hippocampal neurons were shown, alongside direct com-

parisons with wide field fluorescence images, showing the scale at which we operate and

the clear improvement in image resolution, and the potential for EUV ptychography to

assist in the interpretation of fluorescence images. A comparison of EUV ptychography

and SIM images was also shown, where the resolution was comparable but the high

contrast in the EUV highlighted thin features that were invisible to the super resolution

fluorescence technique.

The transverse resolution was estimated using FRC, where it was shown that features

down to 80 nm in size were resolved. The FRC intercept with the half bit criterion within

the range of 0.7-0.8 of the Nyquist spatial frequency has been shown to be consistent

with different NA values for varying experimental geometries, and consistent with real

and artificially split data sets. The amplitude and phase information was also used

to perform thickness measurements based on expected sample composition, both by

assuming the sample material and by correlation with fluorescence measurements, with

an estimated axial sensitivity of ∼1 nm based on noise levels.

Finally, the samples were subjected to an EUV radiation dose 50 times higher than

regularly used for imaging to test for damage. Direct comparison of the targeted area

with the reconstructed images before and after the exposure showed no sign of structure

deformation or resolution decrease, in sharp contrast to what is expected from syn-

chrotron/XFEL radiation at higher energies, suggesting that the biological samples are

very robust to radiation in the EUV spectral range and can be imaged repeatedly with

no noticeable object deterioration.
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Conclusions and Future Work

6.1 Conclusion

The HHG conditions for 29 nm generation from an 800 nm input beam have been

optimized for use in ptychographic imaging, and the importance of careful input beam

characterization and stabilization shown. The efforts to improve the short and long term

position stability as well as maintain a stable pulse length are reflected in the stability

of the EUV output. The EUV photon detection was carefully considered, with an

emphasis on identifying sources of noise and reducing them as far as possible in both the

experiment and post processing. The dynamic range of the camera was also artificially

increased by our HDR method. These experimental and numerical techniques are crucial

for improving the SNR, which plays a vital role in lensless imaging by maintaining high

data diversity over a range of spatial frequencies to assist the reconstruction process and

maximize the final image resolution.

The properties of the EUV beam have been measured with relation to how the genera-

tion conditions affect the shape of the EUV spatial profile. A model of the EUV beam

propagated from the gas cell to the CCD camera via an off-axis mirror and aperture at

the EUV focus was used as a guide to explain the shape of the near field wave front

observed in the EUV probe determined by ptychography and the far field diffraction

pattern, and compared with convolution spot size measurements; the disagreement be-

tween simulation and real data suggests a higher M2 parameter in the EUV beam than

expected. The coherence was determined via double slit diffraction measurements fit-

ted to a partially coherent intensity model to measure the fringe visibility, for which

the EUV beam shape provides a reference for the generation conditions that maximize

spatial coherence.

The properties of the EUV source were tested in ptychographic imaging experiments,

where the chance of a successful reconstruction is largely influenced by the EUV spatial

83
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coherence and stability, as well as the diversity of information in the object and probe.

This illustrates a key obstacle specific to imaging with a high harmonic source, which

has been overcome in this work in outputting high quality images consistently, both for

test samples and unknown objects.

Successful reconstructed images of mouse hippocampal neurons were shown, and corre-

lated with wide field and super resolution fluorescence microscope images of the same

sample regions for direct comparison, from which a there is a clear advantage in resolu-

tion for EUV ptychography over wide field fluorescence and optical microscope images.

The object structure comparison also motivates the use of our technique to assist in

the interpretation of fluorescence images. The comparison with SIM imaging indicates

that even though the transverse resolution may be comparable, the high absorption at

EUV wavelengths provides significant benefits for imaging very thin (∼ 100 nm) struc-

tures. The lack of fluorophores in thin structures means these features are lost to the

fluorescence background, whereas high contrast is still observed in the EUV. Again,

this provides motivation to use our technique to complement fluorescence microscopy,

where features on the scale of 100 nm are well highlighted in the EUV, but the limited

transmission through objects at >1 µm means that SIM is favourable for imaging thick

objects.

The transverse resolution was estimated by FRC, with a minimum resolved object size

of 80 nm, and the consistency of the FRC intercept with the half bit criterion at 70-

80% of the Nyquist limit at various experimental NAs for both real and artificially split

data sets suggests that better resolution may be achievable with a different collection

geometry. The amplitude and phase information available from reconstructed data was

used to measure the sample thickness based on expected sample composition. Based on

RMS noise levels, we estimate the axial sensitivity to be ∼1 nm, which is due to the

strength of the light matter interaction in the EUV spectral region.

Finally, an assessment of the effects of radiation damage to biological samples was made.

We observe no radiation damage to the sample despite using a dose of 50 times higher

than is necessary for a standard imaging experiment. This is in sharp contrast to what

has been observed using 7.3 keV radiation from a synchroton, and what is generally

expected from soft/hard x-ray imaging. This indicates that the damage mechanisms

that are significant at higher energies are not notable at EUV energies, and that intensity

may be a more important parameter for anticipating sample damage than radiation dose

in this photon energy range.
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6.2 Future Work

6.2.1 Imaging of Transfected Neuron Samples

The biological images shown in this thesis are of mouse hippocampal neurons, and aside

from the effect of drying and fixing during the sample preparation, the various structures

should be representative of the structures present in healthy cells. Currently, there is

a significant research effort towards better understanding the underlying causes of neu-

rodegenerative conditions such as Alzheimer’s disease and Pick’s disease. The cause of

these conditions has been linked to the formation and propagation of abnormal assem-

blies due to misfolded tau protein, which is responsible for the stability of microtubule

structures.

Recent work in cryo-electron microscopy [85, 86, 87] has shown some of the specific

orientations that the protein folds into, and studies on larger scales [88] have shown

the impact this has on neuron function; figure 6.1 shows a fluorescence comparison of a

control (red) and transfected (green) axon with e14 mutant tau. The undulation shown

in the transfected axon image indicates an accumulation of protein, which affects the

neuron response.

Though the mechanisms for misfolding are well characterized by cryo-electron microscopy,

and the resulting tau accumulation is observed in fluorescence imaging, the relationship

between initial misfolding and consequential propagation across neuronal connections is

not well understood. The high resolution and contrast available with EUV ptychography

that has been demonstrated on neuron samples may allow better characterization of the

structures formed by misfolded tau protein on a scale in between the fluorescence and

electron studies, which could in turn shed light on the propagation of neurodegenerative

diseases, with obvious impact on biological research.

Figure 6.1: Fluorescence microscope image of a control (red) and mutant tau trans-
fected (green) axon, showing the aggregation of protein into clusters that affect neuron
response. The scale bar is 10 µm. Image taken by Dr Katrin Deinhardt from the

Biological Sciences department at the University of Southampton.
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Figure 6.2: Logscale base ten plot of SHG power vs input power for two separate trial
runs; the crystal position was re-optimized before starting the second, higher power

run. The black line is a fit to the equation y = kx1.8

6.2.2 Short Wavelength High Harmonic Generation

It is clear from the cut-off energy in equation 2.12 that the shortest possible wavelength

generated in HHG scales inversely with the square of the fundamental wavelength λ.

However, the HHG flux has been predicted to vary between λ−5 and λ−6 [89], and ex-

perimentally found to vary with an even higher exponent in the input beam wavelength

range of 800-1850 nm [90]. This provides some motivation to study the effect of high

harmonics generated after a low order frequency conversion; for example if the wave-

length can be halved by SHG, the HHG conversion efficiency could be increased by 60

times.

However, this is also subject to the conversion efficiency of the low order process, in

particular to maintain an acceptable cut-off energy. Some preliminary experiments were

performed on the Artemis laser system at the Central Laser Facility (CLF). This system

was similar to the laser at the University of Southampton, providing 800 nm, 40 fs

pulses at 1 kHz repetition rate, but up to 10 mJ pulse energy compared with the 3

mJ available with our laser. Figure 6.2 shows the SHG power vs IR input power for

single pass transmission through a BBO crystal during two separate trial runs, taken in

a development week on the Artemis system. The data was collected by myself and Bill
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Figure 6.3: A photo of the BBO crystal after using an input laser intensity that
exceeded the damage threshold, twice.

Brocklesby, and Artemis senior scientists Richard Chapman and Adam Wyatt. This

shows a maximum conversion efficiency of 16%, with 1 W of 400 nm power measured,

corresponding to 1 mJ pulses. The data points are fit to the equation y = kx1.8, for which

the exponent is expected to be 2 for SHG corresponding to the square relationship of the

second order polarization response with input field. This may be caused by significant

depletion of the fundamental beam.

The SHG output from this experiment was used to generate high order harmonics, which

were not properly characterized but showed high brightness for a lower detector gain

setting than would usually be used to measure HHG at this facility, which opens the

possibility for further study here. An important note is that the limit for SHG conversion

efficiency is the damage threshold of the SHG crystal, which was exceeded during this

run, as shown in figure 6.3. Clearly the intensity of the input beam at the crystal should

be carefully calculated before performing such a study.

6.2.3 A Dynamic Meta-Material Experiment

Meta materials (MMs) use fabricated nano-scale structures to exhibit a desired response

to an incident field, and are an exciting prospect in photonics research since they allow

engineering of optical properties, such as refractive index, that are otherwise reliant

on the existence of a suitable medium. Mechanical MMs allow dynamic control of the

material properties by variation of the MM structure, which subsequently affects the

optical interaction.

A MM must necessarily be made from structures much smaller than the illumination

wavelength in order to behave as a homogeneous material. As a result, the structures in
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Figure 6.4: SEM images of MM sample; (a) shows the full grid, (b) is a zoomed image
of the white box in (a) with additional labels to show distance scales.

such materials designed to control optical properties in the visible or near infrared regime

cannot be imaged using conventional visible light microscopy. Whilst these materials can

be studied via electron microscopy to obtain high resolution images of fine structures,

the observation of dynamics at short time scales is limited by the speed of the detector.

Our EUV source can be used to explore such fast dynamics with a ‘pump-probe’ experi-

ment, where a laser pulse referred to as the ‘pump’ is used to induce a response from the

sample, and a second shorter wavelength ‘probe’ pulse is used to study the effect of the

response by observing changes in the probe beam. By varying the delay time between

the pump and probe pulses, the dynamic evolution of the response may be measured

with a time resolution that is limited by the probe pulse duration, without the need for

a fast detector. In our case, the probe is the EUV source, which consists of ultrashort

pulses on the order of 10 fs in duration at 29 nm, and the pump is a modulated diode

laser at 1470 nm with a pulse duration greater than a microsecond; this was chosen as

an available source at a wavelength that can induce a useful mechanical response in the

MM sample.

The sample under investigation was a mechanical MM fabricated by Bruce Ou (Opto-

electronics Research Centre); an SEM image is shown in figure 6.4. The sample is a

10 µm×10 µm grid of split ring resonators suspended on silicon nitride strips with alter-

nating widths of 200 nm and 340 nm, and alternating spacings of 80 nm and 120 nm; (a)

shows the full grid and (b) shows a zoomed region to indicate the scale of MM structures.

It was fabricated with a focused ion beam from a 50 nm thick silicon nitride membrane

covered by 50 nm of gold. This section considers a pump-probe style experiment per-

formed on this sample where the MM response is studied via variation in the diffraction

patterns at the detector and by ptychographic imaging; an example of the diffraction by

this grid is shown in figure 6.5.



Chapter 6 Conclusions and Future Work 89

Figure 6.5: Far field diffraction of our EUV source transmitted through the MM
sample.

In order to simulate the effect of the MM sample on a probe field, we must first consider

how the sample is expected to respond under excitation; the expected optical interaction

of this sample is described in [69]. An illuminating electromagnetic wave induces moving

charges in the gold nanostructures. This results in optical forces within the MM plane

between neighbouring strips due to dipole interactions, and Lorentz forces normal to the

surface from interaction between moving charges and the incident wave’s magnetic field.

At the same time, light induced heating causes the strips to deform due to thermal

expansion and bend out of the MM plane. Narrow strips bend more at the same tem-

perature as a result of a higher fraction of each strip that is covered in gold, since the

thermal expansion coefficient of gold is ∼5 times higher than that of silicon nitride.

These effects may be examined by using the EUV beam as a probe during excitation

with an IR pump beam, since the nanostructures are larger than the EUV wavelength.

In the simulation, the silicon nitride strips were considered as two separate diffraction

gratings, one for odd and one for even strips, that attenuate radiation completely. The

effects of transmission and phase shift by the strips and diffraction by gold nanoparti-

cles were ignored for simplicity; though these effects do impact the diffraction pattern,

information about how the pattern changes can be obtained without including them in
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Figure 6.6: Simulation of diffraction through a MM grid; (a) shows the exit wave
through a simple grid with similar dimensions to the MM sample, (b) is the same grid
with the thin pillars shifted down by 100 nm relative to the thick pillars, and (c) and (d)
show the corresponding field amplitudes in the Fourier plane. The odd diffraction orders
show an increase in relative amplitude when the grid has been shifted, as indicated in

the first order by the red arrows.

the model. The in-plane effects were then considered as a relative shift of one grating

with respect to the other, perpendicular to the direction of propagation.

The effect of in-plane forces is demonstrated in figure 6.6. Here, the thin strips were

shifted vertically (downwards) relative to the thick strips, and a 2D Fourier transform

taken to propagate to the detector plane. The intensity at the detector clearly exhibits

additional diffraction peaks upon excitation of the MM, as indicated by the red arrows

in (c) and (d), whereas other previously prominent peaks become attenuated. The

magnitude of the change in the diffraction pattern depends on the size of the shift.

The effect of the motion of the MM during excitation from a laser pulse can be studied

by a pump-probe experiment, as mentioned above. In this experiment, a modulated

diode laser operating at 1470 nm is used as a pump pulse to drive the MM and induce

shift of some strips relative to others, as discussed in the simulations. The 29 nm EUV

beam will then be introduced as a probe pulse after a known delay time with respect

to the pump, and diffraction patterns measured as a function of delay time. The pump

is modulated such that the repetition rate of the pump and probe pulses are the same,

and the delay time between them is the same for every pulse. In order to acquire enough
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Figure 6.7: Schematic of the proposed set up for a pump-probe MM experiment using
our system.

contrast to make quantitative measurements, the intensity measured at the detector will

be from a number of probe pulses.

The set up for the experiment is shown in figure 6.7. Our 1470 nm modulated source is

collimated by a lens of focal length f1 after it exits an optical fiber. It is then coupled

into the chamber via a filter to remove any visible radiation and focused onto the back of

the MM sample by a second lens with focal length f2. The focal lengths for these lenses

are selected to set a peak intensity of 10 µWµm−2 on the sample, which is sufficient to

induce a response without exceeding the sample damage threshold.

The magnitude of the in-plane movement is expected to increase with the amplitude of

the pump pulse, then quickly disappear as the pump drops off. Any fast variations in

the MM, for example from vibrations in the strips, will be averaged out in the diffraction

patterns, as the intensity measured at the detector is a result of diffraction from many

pulses. However, the magnitude of the movement can be obtained from the diffraction

patterns, and this could be confirmed by ptychography.

Currently, the issue with such an experiment is the reduction in SNR due to scattering

by the IR pump used to induce the material response. Also, the issues with imaging

a regular grid sample are discussed in 5.2.2. In future work, either the IR pump scat-

tering would need to be reduced or a different mechanism to induce the MM response

used. Imaging the grid successfully using ptychography may require the introduction of

additional constraints to distinguish the object from the probe.
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