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Modelling vapour transport in indoor environments for improved detection

of explosives using dogs

by Timothy G. Foat

Air movement in indoor spaces can be complex due to large regions with no dominant

flow direction and low mean velocities. Therefore, vapour released from an explosive

indoors would be expected to result in a high degree of temporal and spatial variability

in concentration. To improve canine detection capability, specifically training equipment,

training methods and concepts of use, the science of vapour signatures in enclosed spaces

needs to be improved.

Large-eddy simulation has been used to study the vapour field in a benchmark test

room. The work provides insight into vapour behaviour within indoor spaces and results

have been interpreted in relation to vapour detection using dogs. For the test room, it

was shown that vapour concentrations reduce rapidly within a short distance from the

source. However, the concentration fluctuations, which occur at frequencies that a dog

should be able to detect, can be significantly greater than the mean concentration.

Due to the low volatility of many explosives, the vapour they produce will readily

partition onto surfaces altering the concentrations in the room. A multi-layer vapour

sorption model based on computational fluid dynamics (CFD) was validated. The CFD

sorption model and a well-mixed sorption model were applied to the benchmark test

room. It was shown, for a moderately high volatility explosive, that absorption had

little effect on the well-mixed concentration but could have a significant effect on con-

centrations in the vicinity of the absorbing surface.

When it is not possible/practical to build a CFD model, eddy diffusion models can be

used to rapidly predict the spatially resolved concentration field indoors. However, there

is uncertainty over the parameter that governs mixing, the eddy diffusion coefficient, De.

Work has been carried out to develop a method to predict De for mechanically ventilated,

isothermal rooms. It was found that De is a function of the air flow rate, room volume

and number of air supply vents only. This will enable eddy diffusion modelling to be used

with more confidence in the future to plan canine training experiments or to interpret

detection results.
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Chapter 1

Introduction

Due to the low vapour pressures of many explosives, vapour concentrations can often

be measured only by time integrated sampling in controlled environments. Downwind

concentrations are often not detectable at all in real time by analytical equipment. Dogs

remain the most effective method for the detection of explosives in many situations

yet the chemical signature that they sense varies spatially, temporally and chemically

and cannot easily be quantified. In order to be able to improve the canine detection

capability (specifically training equipment, training methods and concepts of use) the

science behind vapour signatures needs to be improved.

Vapour plumes can be highly unsteady and intermittent. Crimaldi and Koseff (2001) for

example, reported that at a short distance from a low Reynolds number1 (less than 2000)

plume centreline, the peak concentration could be 500 times the mean concentration at

that point for a short period of time. The problem is further complicated in indoor

spaces where turbulent, transitional (Li and Nielsen, 2011; van Hooff et al., 2013) and

laminar flow can exist (Zhai et al., 2007) and there may not be a dominant flow direction.

Improving the understanding of these unsteady phenomena in indoor spaces would be

an important step towards understanding canine detection.

The high resolution modelling, e.g. large-eddy simulation (LES), required to accurately

simulate unsteady air flow and vapour transport in indoor spaces is time consuming,

so faster running models, e.g. eddy diffusion models, also have a place. Coarse models

have particular application for drawing more general conclusions or for studying specific

scenarios, for example, before a training exercise takes place.

The aims of this PhD research are to:

• Improve the understanding of the fluid dynamics of explosives vapour transport

indoors.

1The dimensionless Reynolds number, Re = ρ u Lchar
µ

, where ρ [kg·m−3] is the density of the fluid, u

[m·s−1] is the velocity, Lchar is a characteristic length and µ [kg·s−1·m−1] is the viscosity.

1



2 Chapter 1 Introduction

• Provide advice to and tools for detection practitioners to improve their training

processes and increase the likelihood of successful detection.

1.1 Detection of explosives

Detection of explosives can be carried out using a number of different physical meth-

ods. The main methods are: identification of signature airborne volatile vapours and

identification of signature chemicals via surface swabbing2 with subsequent analysis of

the sample. Explosive can also be detected indirectly using techniques such as: x-ray,

ground penetrating radar, radio frequency detection and millimetre wave imaging. These

techniques look for a signal produced by the system controlling or housing the explosives.

Explosive detection is undertaken in both civilian and military environments. Baggage,

cargo, vehicles and people are typically screened at airports, ports and high risk build-

ings or events. Buildings are also searched prior to particular events (such as political

conferences or royal visits) as are the areas through which VIPs may pass. The military

screen people and vehicles at check points and a key concern in overseas operations

has been the detection of roadside improvised explosive devices (IEDs). A crossover

between the military and civilian arena is in the detection of landmines, particularly

anti-personnel mines.

Only airborne vapour detection, in both civilian or military environments, is considered

in this PhD research.

1.1.1 Vapour detection

Operational vapour detection is conducted for the most part using either electronic

equipment or dogs. The methods used within electronic equipment include: ion-mobility

spectrometry (IMS) such as the Multi-Mode Threat Detector (MMTD) and the Sabre

5000 (both Smiths Detection Inc., MD, USA), fluorescent polymer sensors such as the

FIDO range of detectors (FLIR Detection Inc., OK, USA) and mass spectrometers

(such as the two instruments under development by SEDET (Fernandez de la Mora and

Fernandez de la Mora, 2013) and Massachusetts Institute of Technology (MIT) Lincoln

Laboratory (Aernecke, 2014; Ong et al., 2017). The two mass spectrometry systems are

both designed to have very high sensitivity. The SEDET system initially samples the

vapours onto a filter, the MIT system provides real-time analysis.

Other vapour detection methods that have been explored include: Schlieren imaging

(Bigger, 2008); adsorption on micro-cantilevers (Pinnaduwage et al., 2003, 2004); and

2It may also be possible to sample airborne vapour which was subsequently sorbed onto a surface by
swabbing.
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bio-sensor systems such as the CSIRO CYBERNOSE® which is based on receptor pro-

teins from nematode worms.

1.1.1.1 Vapour detection using dogs

Dogs have been used for centuries for tracking and hunting due to their excellent sense of

smell and the ease with which they can be trained (Settles, 2005). Dogs have an olfactory

epithelium (within which the olfactory receptor neurons are located) that sits behind the

respiratory region of the nose, so that the bulk of the inhaled air does not pass through

it. Because of this, the shape of this region has evolved to produce air flow which is

optimised for smell alone. The human olfactory epithelium contains considerably fewer

olfactory receptor neurons and is located within the main nasal cavity, which is optimised

for breathing. Dogs are said to sniff with a frequency of between 4 Hz and 7 Hz (Craven

et al., 2010) but do sometimes take longer sniffs at 0.5 Hz (Settles, 2005). This means

that they will not be able to differentiate plume structures with frequencies higher than

this.

Operational explosives detection dogs work in three main ways: searching an area,

objects or people on the lead; searching an area, objects or people off the lead; being

presented with samples while off the lead. When searching an area they may either be

trained to signal when detecting the target odour or to track towards the odour source.

The ways in which animals locate the source of a chemical signal include:

• Chemotaxis, movement up a mean concentration gradient (Vickers, 2000).

• Sensing of a chemical followed by anemo- or rheotaxis, moving upwind or upstream

(Vickers, 2000).

• Sensing the frequency of odour filaments (Weissburg, 2000).

• Eddy chemotaxis, where the instantaneous concentration signature is used instead

of the mean signal (Atema, 1996).

The method, or methods, an animal uses depends on its size relative to the size of the

structures in the chemical plume and the nature of the plume i.e. whether it is turbulent,

intermittent, laminar or diffusional (Weissburg, 2000). Only a subset of these methods

may be applicable to an indoor environment where there is often no strong, dominant

flow direction.

It has not been determined conclusively which of these methods dogs use, but it has

been reported, for example, that wind direction can be detected by differential cooling

of a dog’s nose (Vickers, 2000), so they may be able to use anemotaxis.
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1.2 How vapour becomes available for detection

For vapour to be available for sampling by a dog or a piece of electronic equipment, two

processes must occur. The first is the emission of vapour, which in the simplest case,

is directly from the solid or liquid explosive through sublimation or evaporation. The

second is the transport of this vapour from the explosive into the location where the

sampling is taking place. A third set of processes, which can have a significant effect

on the concentration of the transported vapour, is the interaction of the vapour with

surfaces, specifically: adsorption onto a surface, or absorption into a material3.

Emission can also occur when the explosive is contained or wrapped in another material.

This could be tightly wrapped cling-film (polyvinyl chloride (PVC)), in which case com-

ponents of the explosive may be able to dissolve into the polymer and then be emitted

on the outer side. Another situation is where the explosive is held within a container

such as a cardboard box. In this case, the vapour may need to permeate through the

cardboard before being available for sampling.

As the emission from an unwrapped explosive is driven by evaporation or sublimation,

the vapour source can be considered to be passive, i.e. there is no air movement associ-

ated with the emission.

Methods to model these processes (excluding the case where a second material is in

direct contact with the explosive) form the basis of this PhD.

1.3 Explosive vapour detection scenarios of interest

1.3.1 Training scenario

There is a requirement to train dogs to detect a range of explosive materials. To do this

they need to be trained with the real material to imprint the odour or set of odours into

their memory and then be taught to find this material when concealed. To test a dog’s

ability to detect a particular explosive against a set of inteferent odours, vapour samples

are typically presented to the dog in containers, either arranged in a line (Porritt et al.,

2015) or on the circumference of a scent wheel.

An example training scenario is shown in Figure 1.1. In this case the dog is presented

with a number of containers, one of which contains a small amount of an explosive. The

dog should indicate to its handler if it believes that it has found a positive sample. This

training was conducted in a large empty room that had no mechanical ventilation

3Collectively these processes are referred to as sorption.
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Some explosives, in particular some of the modern home-made explosives (HMEs), are

very sensitive (i.e. easily detonated). Therefore, the smaller the sample that can be

used for training the better. However it is not understood how the vapour plume from

a small sample differs to that of a larger sample. Anecdotal evidence suggests that dogs

who are trained on small samples may sometimes not be able to detect larger samples.

Figure 1.1: An example training scenario for detection dogs.

1.3.2 Operational or more realistic training scenario

In an operational scenario or a more realistic training scenario, the explosive may be

concealed within a room. One example of a possible concealment is shown in Figures 1.2

and 1.3. In this scenario, the explosive is held within a small, partially or fully sealed,

box. The vapour from the explosive can permeate through the sides and top of the inner

box and also diffuse or advect through openings in this box, if any are present. The

vapour can then permeate, diffuse or advect through openings in the outer box. Figure

1.3 shows what may affect the transport of the vapour within a room. Similar effects

may be present in other enclosed spaces such as vehicles or cargo containers.
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Figure 1.2: Sketch of vapour permeating (black dashed arrows) and advecting
or diffusing through holes (blue arrows) from an explosive material, through an
inner and outer container. The lime green strip represents sealing tape.

Figure 1.3: Sketch of an explosive concealed in a room. Possible drivers of the
flow in the room are included (green arrows) and two-way sorption is indicted
by the red arrows. The processes shown in Figure 1.2 would also be occuring.
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1.4 Indoor air flows

Indoor airflow is complex because there are typically large regions within a room with no

dominant flow direction and very low mean velocities. This complexity can be present

for both mechanically and naturally ventilated rooms and is more pronounced when

air change rates are small. Indoor flows are thought to contain turbulent, laminar and

transition regions (Zhai et al., 2007) and are both unsteady and three dimensional.

Nielsen (1992) suggested that at air change rates (ACRs), λ, below 5 h−1 and velocities

less than 0.25 m·s−1 the flow can be classed as low Reynolds number and is without fully

developed turbulence. The ACR of a space, which is an indication of how quickly air is

being mixed around a room, can be calculated by the following,

λ =
Q

V
, (1.1)

where Q [m3·s−1] is the volumetric air flow rate through the room and V [m3] is the

volume of the space. Mechanically ventilated rooms often recirculate some of the air (to

reduce heating costs) so the total volume of air being supplied can be split into a fresh

air component and a recirculated component. The fresh air change rate, λf [s−1], which

is an indication of how quickly a room is being ventilated is given by the following,

λf =
Qf
V
, (1.2)

where Qf [m3·s−1] is the volumetric flow rate of the fresh air entering the room.

A number of studies have looked at air velocity and turbulence intensity in rooms.

Turbulence intensity, Ti [dimensionless], is defined as uRMS / u, where uRMS is the root

mean squared (RMS) velocity and u is the time averaged velocity. Finkelstein et al.

(1996) carried out measurements of air flows in two different full scale ventilated test

rooms (the rooms were furnished and occupied) with 44 different combinations of air

distribution and air exchange rates from 4 h−1 to 8 h−1. They took measurements in what

was defined as the occupied zone. Mean air velocities (time averaged) from 0.05 m·s−1 to

0.6 m·s−1 were measured with turbulence intensities of up to 70 % at the lower velocities

and not lower than 10 % for all velocities. 90 % of the velocity fluctuations (by energy)

were between 0.1 Hz and 2 Hz in the occupied zone. Finkelstein et al. (1996) stated

that there could have been regions with higher fluctuation rates within the air jets from

the diffusers when these penetrated into the occupied zone. Nielsen (1992) measured

air velocities in two small rooms (5.4 m x 3.6 m with a height of 2.4 m or 2.6 m). The

rooms had a high wall mounted air supply device and a low level, wall mounted extract.
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For empty rooms, the maximum velocity measured in the occupied zone varied from

approximately 0.05 m·s−1 at an ACR of 2 h−1 to approximately 0.4 m·s−1 at an ACR

of 8 h−1. Matthews et al. (1989) recorded air velocities in domestic environments and

showed that median values, recorded in different rooms and positions within the rooms,

varied from 0.015 m·s−1 to 0.058 m·s−1 when the heating, ventilation and air-conditioning

(HVAC) system was off to 0.057 m·s−1 to 0.155 m·s−1 when it was on. Kovanen et al.

(1989) recorded data in a number of buildings, mainly consisting of office spaces. The

greater part of the mean velocity distribution data had values less than 0.10 m·s−1.

They also recorded Ti and found that 90 % of the distribution of values ranged from

15 % to 50 % and showed some dependence on height above the ground. That the latter

two studies had lower velocities in general is perhaps indicative of the lower air change

rates in those rooms compared to the those assessed by Finkelstein et al. (1996) and

Nielsen (1992). This data shows that indoor air flows typically consist of low velocity

air movement and high turbulence intensity.

Zhou (1999) took 140 velocity measurements in a number of ventilated spaces and

recorded a mean velocity across all measurements of 0.15 m·s−1. The integral time

scale for velocity was less than 5 s for 90 % of the measurement, the integral length scale

was typically less than 0.5 m and the characteristic frequency was between 0.002 Hz

and 0.4 Hz. The frequency of the velocity fluctuations were much smaller than the dog

sniffing frequencies given in Section 1.1.1.1 (4 Hz to 7 Hz). Therefore, for vapours with

Schmidt numbers (Equation 2.34) close to one, the fluctuations must have frequencies

that a dog can differentiate.

Some studies give estimates for the Kolmogorov length scale, η, in indoor air flow. These

vary from 0.01 m and 0.001 m (Chen and Srebric, 2002), 7.8× 10−4 m (Knight et al.,

2005) or as low as 1× 10−4 m (Murakami and Kato, 1989).

Limited experimental data is available for highly spatially and temporally resolved

species transport in indoor spaces, and even less for the constant concentration releases

of interest to this study. Constant concentration sources are of particular interest for

explosives detection, as it can often be assumed that the vapour concentration close to

an explosive is maintained at the saturation vapour pressure of the material (see Section

2.1 for more details). For constant concentration sources, the flux of vapour can vary

depending on the local air flow and turbulence.

Data of lower spatial and temporal resolution is more readily available. Drescher et al.

(1995); Cheng et al. (2011); Acevedo-Bolton et al. (2012) studied gaseous point releases,

monitored concentrations at a number of locations and related mixing to power input

(Drescher et al., 1995) and air change rate (Cheng et al., 2011). Topp (1999) described

experiments with evaporation of decane in an indoor environment but only used a sin-

gle point measurement. Ferri et al. (2009) conducted an experiment using a constant
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concentration vapour source and measured high resolution time histories of concentra-

tion at a number of locations but did not provide any statistics on the turbulence or

concentration fluctuations. Acevedo-Bolton et al. (2012) presented data on an experi-

mental set-up similar to Cheng et al. (2011) but with 15 s time resolution. Hargather

et al. (2011) sampled vapour from explosives in cargo containers, but only from a single

location. High resolution concentration data from different explosives was produced by

Ong et al. (2017) using a mass spectrometer. Ong et al. recorded concentration fluc-

tuations from two explosives with a sampling duration of approximately 1 s at 0.3 m

from the source. Yang et al. (2019) recorded vapour concentrations from evaporating

ethanol with 2 s resolution and had both strong air flow (a pedestal fan) and no strong

air flow conditions. As with Ferri et al. (2009), Yang et al. (2019) did not provide any

statistics on the turbulence or concentration fluctuations. Crucially, Yang et al. (2019)

commented that concentrations indoors fluctuate rapidly and irregularly with time so

that concentration gradients do not always point towards the source.

Even though with all of the complexity described above, indoor dispersion can often be

represented by a simple model. The most commonly used simplification is to assume

that the variation in concentration across the room or parts of the room is small. This

condition is referred to as well-mixed and is achieved when the relative standard devia-

tion for concentration in the room (or part of the room) is 10 % or less (Baughman et al.,

1994). For other models it is assumed that the air flow is steady over time periods and

length scales of interest, and that it can be prescribed. Another assumption could be

that mixing due to large scale laminar and/or turbulent motion in the room is isotropic

so transport can be thought of as a diffusion like process.

These simple modelling approaches are frequently used to predict the hazard from air-

borne material but could also be applied to the transport of vapour from explosives.

Also, the models need to be simple when it is not practical to fully survey the environ-

ment (e.g. when there is insufficient time to visit a building and carry out measurements

or when the building is difficult to access). In such cases it may be impossible to define,

with sufficient confidence, the boundary conditions required for more complex techniques

such as computational fluid dynamics (CFD) modelling. Another significant advantage

of most simple models is the fast speed with which they can be set up and solved in

time. Table 1.1 lists the advantages and disadvantages of some of the different simple

model approaches for a single enclosed space.
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Method Advantages Disadvantages Reference

Well-mixed Very simple model

with only room

volume and air

change rate required.

No spatial resolution

within zone.

Reinke and

Keil (2009)

Two-zone Represents

concentrations

close-to and far-from

the source.

No spatial resolution

within each of the

zones. Transfer rate

between zones

required.

Nicas

(1996)

Dilution

ventilation

and mixing

factor

Takes account of high

concentrations near

the source.

No spatial resolution

within zone.

Feigley

et al.

(2002)

Zonal Provides spatial

resolution within

zone.

Usually needs flow to

be prescribed.

Megri and

Haghighat

(2007)

Markov chain Provides spatial

resolution. Can

account for additional

effects such as particle

sedimentation.

Needs flow to be

prescribed.

Nicas

(2001)

Eddy diffusion Provides spatial

resolution. Analytical

models available for a

number of scenarios.

There is some

uncertainty in the

value of the eddy

diffusion coefficient.

May not be accurate

close to the source.

Nicas

(2009)

Table 1.1: Assessment of different simple modelling methodologies for an en-
closed space.

All the methods discussed above, except the eddy diffusion method, do not provide

spatial resolution or need the flow to be prescribed. Therefore, the eddy diffusion method

is uniquely suited to provide spatial resolution with minimal set up requirements.

If sufficient time and information is available then a higher resolution modelling tech-

nique such as CFD modelling can be used. CFD should also be used when information

on the local features of the flow are required.

A range of different turbulence models or modelling methodologies are available for CFD

and different approaches have been shown to perform well at predicting indoor airflows
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in different situations (Zhang et al., 2007). LES is a modelling technique in which

the large-eddies are fully resolved and only the small eddies (which are assumed to be

isotropic) are modelled. The more commonly used Reynolds-averaged Navier-Stokes

(RANS) turbulence models have a disadvantage compared to LES, when fluctuating

properties are of interest, as the Navier-Stokes equations in RANS models are time

averaged and the effects of turbulence are approximated.

LES has been used previously to predict the transport of passive scalars in indoor envi-

ronments. van Hooff et al. (2014) for example, compared LES predictions to those from

RANS models for scalar transport in a simple enclosure. Endregard et al. (2010) used

LES to study the consequences of the releases of a nerve agent in a large building, and

Choi and Edwards (2012) included the effects of people movement and the opening of

doors. However, none of these included releases from the constant concentration sources,

which are of interest to this PhD, or attempted to relate the time varying concentra-

tion to vapour or gas detection. In addition, few studies consider extreme values of the

concentration distribution, which may be important for vapour detection.

It should be noted that CFD models can also be solved rapidly using techniques such as

those employed in the fast fluid dynamics method (Zhu and Chen, 2009; Zuo and Chen,

2010) and the lattice Boltzmann method (Elhadidi and Khalifa, 2013; Khan et al., 2015).

However, detailed information about the indoor space is still required for these models

so they will not be suitable in all cases.

This PhD explores the use of both eddy diffusion and CFD modelling to study the

transport of vapour from explosives in indoor spaces.

1.5 Objectives

It is currently not known how the spatially and temporally resolved concentration field

from an explosive (or other area sources) could be exploited for detection. Previous

experimental and numerical work has provided information on flow and passive scalar

transport in indoor environments but little on how different detection/search strategies

could be employed in these environments. This work will use large-eddy simulation to

extensively study the turbulence fluctuations and the instantaneous vapour field in a

widely studied, isothermal, benchmark test room, considering the effects of the source

size and location.

Due to the low volatility of many explosives, the vapour they produce will readily parti-

tion onto surfaces altering the concentrations in a room. Vapour transport has previously

been modelled in a range of environments, from small emission cells to whole rooms,

using both analytical and numerical approaches. These models typically include either

a well-mixed air volume or a simple sorption model. This work will be extended by
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testing/validating a CFD based multi-layer vapour sorption/permeation model. This

will then be used to assess the effect that sorption has on vapour concentrations in an

example test room.

Eddy diffusion models are uniquely placed to rapidly predict spatially resolved concen-

trations for airborne materials in indoor environments. This type of model could be

used to support explosive detection training activities or to predict likely concentrations

in operational settings. The single parameter that governs mixing in these models is

the eddy diffusion coefficient. Some relationships that enable this coefficient to be pre-

dicted have been proposed in the literature, but wider applicability of these has not

previously been tested. A novel automated CFD tool will be used to calculate the eddy

diffusion coefficient in a range of isothermal, mechanically ventilated rooms. Available

relationships for the diffusion coefficient will then be tested and modified if required.

In summary the objectives are:

1. To study the turbulence fluctuations and the instantaneous vapour field in a test

room and to explore how the spatially and temporally resolved concentration field

from an explosive could be exploited for detection.

2. To test/validate a CFD based multi-layer vapour sorption/permeation model and

then use it to assess the effect that sorption has on vapour concentrations in an

example test room.

3. To demonstrate applicability of models to predict the eddy diffusion coefficient

in indoor spaces. This will be done using a novel automated computational fluid

dynamics tool.

The PhD has focussed on two common explosives, trinitrotoluene (TNT) which is a

medium to low vapour pressure solid explosive and ethylene glycol dinitrate (EGDN)

which is a higher vapour pressure liquid.

1.6 Structure of the thesis

Chapter 2 gives background to the methods which have been used to predict the concen-

tration of transported vapour. This includes vapour emission, transport and interaction

of the vapour with surfaces.

LES was used in Chapter 3 to demonstrate how complex the vapour signature from

an explosive could be in a simple isothermal room. The results of this modelling were

interpreted in terms of current theories of chemical location by animals and the capability

of detection dogs.
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In order to extend the generality of the results in Chapter 3, the simple indoor test room

was modelled at a range of air change rates. This study is discussed in Chapter 4.

In Chapter 5 a new spatially resolved sorption/permeation modelling capability was

validated using a set of increasingly complex (bespoke) experiments. The effects of

vapour sorption were then included in a RANS model of the indoor test room to see

whether this affected the concentration predictions.

In Chapter 6 a study to improve on existing relationships to predict the eddy diffusion

coefficient in indoor spaces is described. This was carried out using a novel automated

CFD tool. The applicability of the relationships for the eddy diffusion coefficient and

eddy diffusion modelling more generally was reported on. One of the cases used to test

the model was the simple isothermal room used for the CFD modelling in the preceding

chapters.

The overall conclusions and recommendation for further work are presented in Chapter

7.

1.7 Publications

Parts of this thesis were presented at international conferences: the Canine S&T work-

shop in North Carolina, USA (Foat, 2014), the 68th Annual Meeting of the APS Division

of Fluid Dynamics, Massachusetts, USA (Foat, 2015), the International Defence and Se-

curity Canine Conference, Cirencester, UK (Foat, 2017) and a poster at the DTRA CBD

S&T conference (Drodge et al., 2019). Presentations were also given to the Aerodynam-

ics and Flight Mechanics Group at Southampton University (Foat, 2016, 2019).

A paper based on the LES work described in Chapter 3 was published in the Journal

of Wind Engineering and Industrial Aerodynamics (Foat et al., 2018). One paper on

the automated CFD method used in Chapter 6 and one of the eddy diffusion modelling

discussed in the same chapter were published in Building and Environment (Foat et al.,

2017, 2020). A paper on the vapour sorption modelling described in Chapter 5 is in

press with the International Journal of Heat and Mass Transfer (Foat et al., 2021).





Chapter 2

Background

For vapour to become available for sampling by a dog or a piece of electronic equipment,

two processes must occur. The first is the emission of vapour from the solid or liquid

explosive. The second is the transport of this vapour from the explosive to the location

where the sampling is taking place. A process, which can have a significant effect on

the concentration of the transported vapour, is sorption. In this chapter, methods to

predict vapour emissions, transport and sorption are discussed.

2.1 Vapour emission

The rate at which vapour is produced by a solid explosive can be affected by a number

of processes as represented in Figure 2.1. There are processes that are internal to the ex-

plosive, such as diffusion of vapour or permeation of liquid through the solid; equilibrium

between the solid/liquid phase and the vapour phase (sublimation and evaporation) and

processes that are external to the explosive itself such as the advective or diffusive trans-

port of the vapour away from the material. Any of the internal or external processes

could limit the overall vapour production rate and components of different volatiles may

be limited by different rates. For explosives where the compound of interest makes up

most of the weight of the explosive, e.g. 2,4,6 TNT which may make up greater than 99 %

of a block of TNT (see Appendix A.2), it can be assumed that only external processes

need to be considered. It should be noted that the volatile compound 2,4 dinitrotoluene

(DNT), which is present in TNT, is often the target used for detection of TNT. EGDN

is usually present in explosives as a minor component, but here it is only considered to

be in its pure form, as was used in the experiments described in Chapter 5.

15



16 Chapter 2 Background

Figure 2.1: The processes that may affect the production of vapour from a solid
explosive.

The chemical signature that is produced from an explosive may change with time as the

material ages. As it ages, the total mass of volatile components will reduce more than

the total mass of less volatile components, particularly those near to the surface. The

ageing process may be accelerated at higher temperatures.

Chemical decomposition can also affect the make up of chemicals in the bulk and the

vapour phase. This is discussed briefly in Section 2.1.4.

Liu et al. (2013) described a ratio that indicates whether the internal or external mass

transfer limits the vapour emission. The ratio is shown below.

Bim
Kab

, (2.1)

where Bim [dimensionless] is the mass transfer Biot number (defined below) and Kab

[dimensionless] is the partition coefficient defined as the equilibrium solid phase concen-

tration divided by the vapour phase concentration adjacent to the surface.

Bim =
a Ls
Dsolid

, (2.2)

where a [m·s−1] is the convective mass transfer coefficient, Ls [m] is, according to Liu

et al. (2013), the thickness of the solid material and Dsolid [m2·s−1] is the solid phase

molecular diffusion coefficient for the vapour transport in the solid.

When the ratio, Bim
Kab

, is much larger than 1, the vapour emission rate is controlled by

diffusion within the solid and when it is close to or smaller than 1, the rate is controlled

by external processes, such as local air flows.
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The concept of the mass transfer Biot number is based on a balance of fluxes, F

[kg·s−1·m−2], within and external to the solid.

For volatile organic compounds (VOCs) Liu et al. (2013) calculated that the ratio is

usually much larger than 1 and therefore the emissions are controlled by internal pro-

cesses. For semi-volatile organic compounds (SVOCs) they showed that the ratio is

typically much smaller than one and the rates are therefore controlled by external pro-

cesses. This, they reported was mainly due to the difference in Kab between the classes

of compounds. With SVOCs having significantly larger values for Kab, i.e. the solid

phase concentration is much higher than the vapour phase concentration. A SVOC was

classed by Weschler and Nazaroff (2008) as an organic compound with an equilibrium

vapour pressure between 1× 10−9 Pa and 10 Pa. This classification puts most explosive

compounds in the SVOC group (see Section 2.1.2) with the taggants1 and other com-

pounds such as 2-ethylhexanol (EH) (a compound present in the explosive C-4) in the

VOC group. One exception is undiluted hydrogen peroxide (HP), which has a vapour

pressure of approximately 300 Pa at 25 ◦C (Ewing et al., 2013), putting this explosive in

the VOC range. HP is not actually a VOC as it does not contain carbon.

The mass transfer Biot number ratio (Equation 2.1) for three compounds of interest for

the detection of explosives was calculated and the results are given in Section 2.1.7.

2.1.1 Constituent components of explosives

In order to calculate the vapour production rate, the first step is to specify what com-

pounds are present in the explosive material.

Unless purified, explosives are typically composed of a number of different compounds.

Some explosives, such as C-4, intentionally contain components other than the explosive

(research department explosive (RDX) is the explosive in C-4) such as a plasticizer.

Some explosive all contain a taggant. The constituent components of explosives can also

vary from manufacturer to manufacturer and even from batch to batch. Leggett et al.

(1977) presented data for TNT and showed that for eight samples of production grade

military TNT, the percentage of impurities by mass varied from 0.2 % to 1.6 %.

Details of the constituent components of TNT are given in Appendix A.2

2.1.2 Vapour pressure

The vapour pressure, P0 [Pa], or more accurately, equilibrium vapour pressure of a

substance is the pressure exerted by the vapour in thermodynamic equilibrium with its

condensed phases (solid or liquid) at a given temperature, T [K], in a closed system.

1Most explosives that are used industrially or militarily contain a taggant, typically a volatile liquid,
which is easier to detect than the explosive itself.
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For an ideal gas, the concentration of the vapour that exists above a solid or liquid, C0

[kg·m−3], can be given in terms of the vapour pressure, P0, and the molecular weight,

MW [kg·mol−1], or the vapour pressure and the molecular mass, Ma [kg].

C0 =
P0MW

R T
, (2.3)

C0 =
P0Ma

KB T
, (2.4)

where KB is Boltzmann’s constant, which is 1.381× 10−23 J·K−1. The molecular mass

is the mass of one molecule which equals
(
Kb
R MW

)
or
(
MW
NA

)
, where NA [mol−1] is

Avogadro’s constant.

A number of sources provided empirical data for vapour pressures for explosives or the

compounds within explosives e.g. Gongwer (2005); Ostmark et al. (2012); Ewing et al.

(2013). Gongwer and Ewing et al. presented vapour pressure data from a range of

sources for explosives, associated manufacturing and processing compounds, taggants,

and decomposition products. Data from Ewing et al., Ostmark et al. and Gongwer is

shown in Figure 2.2 to illustrate the range of vapour pressures for materials of interest

at 25 ◦C and also the variability in some of the data. The spread of the data highlights

the variability in this information and shows that there are often no single definitive

values for vapour pressure for any one compound at a particular temperature. The data

presented by Ostmark et al. also highlighted the temperature dependence of the vapour

pressure. A change in temperature from 20 ◦C to 25 ◦C results in more than an doubling

of P0 for TNT.

2.1.3 Partial pressure of a compound above a mixture

Section 2.1.2 discussed the vapour pressure of individual compounds. However, as ex-

plosives are typically made up of mixtures of compounds, the concentration of vapour

of each compound will differ from that of the pure substance. The concentration of each

compound in the mixture can be defined by its partial pressure, Pn [Pa]. The partial

pressure of all components added together would equal the vapour pressure.

Raoult’s law describes how the partial pressure of a compound varies as a function of

its mole fraction in a mixture and is given by the following equation. Raoult’s law is

usually applied to liquid mixtures but can also be applied to solid mixtures (Goldfarb

and Suuberg, 2010).

Pn = P0,n xn, (2.5)
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Figure 2.2: Vapour pressures, P0, for a selection of explosive compounds and
associated materials at 25 ◦C. The error bars represent ± standard deviation.
Only one value was available for some of the data, so no error bars are shown
in these cases. The meanings of the acronyms is given in the appendix in Table
A.1. H20 is water.

where P0,n [Pa] is the vapour pressure of the pure compound, n and xn is the mole

fraction of compound n in the mixture. Raoult’s law assumes that the partial pressure

scales linearly with mole fraction.

Raoult’s law often does not hold as it is based on the assumption that intermolecular

forces between unlike molecules are equal to those between similar molecules. Goldfarb

and Suuberg (2010) described its applicability for solid mixtures of polyaromatic hydro-

carbons and report however that it is a fair approximation for the systems they studied

(mole fractions ranged from only 0.33 to 0.5). An alternative to Raoult’s law is Henry’s

law which can be written as

Pn = KH xn, (2.6)

where KH is the Henry’s law constant [Pa]. Henry’s law constants are typically empirical

values which may vary with xn. As can be seen from Equation 2.5 and 2.6, if the Henry’s

law constant for a compound equals the vapour pressure of the pure compound then

Henry’s law becomes equivalent to Raoult’s law.
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Leggett et al. (1977) presented Henry’s law data for 2,4 DNT within TNT for a range of

production grade military TNT samples. 2,4 DNT makes up only a small percentage of

TNT (e.g. 0.096 % by mol (Leggett et al., 1977)) however the vapour pressure for 2,4-

DNT is much higher than that for TNT. The vapour pressure for TNT is 3.51× 10−4 Pa

and 2,4 DNT is 1.53× 10−2 Pa at 20 ◦C (Gongwer, 2005). According to Raoult’s law, if

2,4 DNT makes up 0.096 % by mole then its partial pressure should be 1.47× 10−5 Pa.

From empirical measurement Leggett showed that the actual partial pressure of 2,4-

DNT above the samples he tested was on average 2.86× 10−3 Pa. Therefore if Raoult’s

law was used instead of Henry’s law the predicted vapour pressure would have been

underestimated by a factor of almost 200. The average Henry’s law constant at 20 ◦C

for the samples tested by Leggett was 2.78 Pa.

Leggett et al. (1977) postulated that their data indicated that less energy is required

to volatilise 2,4 DNT from TNT than from pure 2,4 DNT which suggested that the

intermolecular forces are weaker in a TNT matrix.

The same effect was described by Lovestead and Bruno (2010), who presented headspace

concentration data for dimethyl-dinitrobutane (DMNB) above C-4. At 20 ◦C the vapour

concentration was 4.46× 10−3 g·m−3 and the C-4 contained between 1.0 % and 1.5 %

DMNB2. The vapour pressure concentration of pure DMNB according to Gongwer at

20 ◦C is 9.28× 10−3 g·m−3. If DMNB made up 1.25 % then its partial pressure would

be expected to be 1.16× 10−4 g·m−3. This means that the actual partial pressure was

almost 40 times higher than would have been predicted by Raoult’s law.

In summary, care needs to be taken when using vapour pressures measured from pure

substances for mixtures, particularly when the component of interest is a small fraction

of the total weight.

2.1.4 The effects of ageing on explosives

As stated previously, the chemical signature that is produced from an explosive may

change with time as the material ages. As it ages, the total mass of volatile components

will reduce more than the total mass of less volatile components, particularly those near

to the surface. The ageing process may be accelerated at higher temperatures.

Leggett et al. (1977) presented vapour pressure data for eight samples which had been

manufactured using different processes over the preceding 30 years. They showed that

there was no discernible relationship between sample age and mole fraction of TNT and

2,4 DNT. This suggests that the 2,4 DNT was not being depleted to a level that could

be detected over tens of years. The experiments of Leggett et al. were conducted using

2It is not clear whether this is percentage by mole or weight. As the molecular weights of DMNB
(176.17 g·mol−1) and the predominant material in C-4, RDX (222.12 g·mol−1) are not too dissimilar the
results will not differ greatly either way.
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samples taken from larger original samples which were left to reach an equilibrium state

in small vials for two weeks. The equilibrium state would mean that there is no further

net transfer of vapour from the solid into the air, this would then allow for any regions

near the surface of the explosive that had become partially depleted of 2,4 DNT to be

replenished.

Trace samples of explosives (10 µg) have been shown to age over reasonably short time

periods under outdoor environmental conditions. Clark et al. (2010) and Kunz et al.

(2012) showed that the TNT within 10 µg samples of TNT or the explosive composition-

B had a half-life (i.e. the time at which half the solid material has been lost) between less

than one hour and tens of hours depending on the ambient meteorological conditions and

the type of surface on which the material was deposited. RDX in C-4 or composition-

B was shown to have a half-life that varied from a few hours to more than 400 h.

The degradation was reported to be due to both chemical photo-degradation (due to

ultra-violet (UV) radiation) and sublimation. Kunz et al. suggested that the photo-

degradation may only act on the outer 2 µm of material (due to the penetration depth

of the UV radiation) and that for TNT the breakdown products from the degradation

may actually slow the sublimation rate.

This PhD research only considers bulk samples in indoor environments so it is assumed

that the effects of ageing will be negligible.

2.1.5 Molecular diffusion coefficients for vapours in air

The molecular diffusion coefficient for a vapour in air, Dm, is important for both pre-

dicting the vapour production rate (Gershanik and Zeiri, 2010) and vapour transport

when the air movement is very slow.

The molecular diffusion coefficients of explosive vapours in air can be estimated from

their molecular weights and other parameters using a number of different methods as

described in Poling et al. (2007) and Guo (2002). One method is given in Appendix A.3.

Phelan and Webb (1997) gave measured diffusion coefficients for TNT and DNT in air

at 27 ◦C of 4.5× 10−6 m2·s−1 and 4.8× 10−6 m2·s−1 respectively. The model given in

Appendix A.3 gives diffusivities of 6.7× 10−6 m2·s−1 and 7.1× 10−6 m2·s−1 for TNT and

DNT respectively. Based on this limited data, the model prediction is within a factor

of 1.5.

2.1.6 Diffusion through the solid matrix of the explosive.

To calculate the importance of internal and external processes on vapour production,

the diffusion coefficient for vapour in the solid, Dsolid, is required. Dsolid is also required

for some sorption and permeation models (see Section 2.3 and Chapter 5).
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To date, only one study (Zhou et al., 2011) has been found on predicting diffusion rates

through the solid matrix of the explosive. Ideally more work should be carried out in

this area. Zhou et al. (2011) carried out molecular modelling for the migration of 2,4,6

TNT in the fluorine rubber binder of polymer-bonded explosives. The authors reported

values at 27 ◦C of Dsolid = 6.8× 10−12 m2·s−1, at 67 ◦C, Dsolid = 4.16× 10−11 m2·s−1 and

at 107 ◦C, Dsolid = 6.08× 10−11 m2·s−1. They compared their data to an experimental

data set and their predictions were approximately one order of magnitude lower. The

empirical data was however for soil as opposed to a rubber.

Tung et al. (1997) used the Fourier transform infra-red spectroscopy-attenuated total

reflectance (FTIR-ATR) technique to measure the diffusion of TNT through acryloni-

trile butadiene rubber. They gave values for Dsolid in the order of 10−11 m2·s−1 in the

temperature range of 90 ◦C to 110 ◦C which is comparable to the data from Zhou et al..

Cragin and Leggett (2003) reported diffusion coefficients for 2,4,6 TNT, 2,4 DNT and

1,3 dinitrobenzene (DNB) in five plastic materials (which were surrogates for landmine

casings). The plastics were high density polyethylene (HDPE), low density polyethylene

(LDPE), polypropylene (PP), polystyrene (PS) and PVC. The plastic samples were

saturated with vapour over six months and vapour loss measured into air and water.

The diffusion coefficients for transfer into air were measured at 21.5 ◦C. Values for

Dsolid for both compounds ranged from 1.1× 10−14 m2·s−1 to 3.0× 10−13 m2·s−1. These

values are significantly lower than those given by Zhou et al. (between 23 and 618 times

lower at 27 ◦C) and Tung et al.. Cragin and Leggett reported that diffusion coefficients

in unplasticised materials can be several orders of magnitude lower than in plasticised

materials or unplasticised material above their glass transition temperatures. Cragin and

Leggett assumed that their materials were either above their glass transition temperature

or had plasticisers added. Cragin and Leggett showed that their data was comparable

to data for other aromatic compounds in HDPE and LDPE (plastics below their glass

transition temperatures). Cragin and Leggett also commented that they thought the

diffusion coefficient in the solid was concentration dependent. This was due to their

data showing a faster initial rate of mass loss from the solid samples. This effect could,

however, just be due to the system equilibrating.

2.1.7 Vapour emission summary

The Biot number ratio has been estimated for three compounds of interest for the

detection of explosive, where the compound of interest does not make up the bulk of the

solid. These are: EH and DMNB, which are both present in C-4 and 2,4 DNT which

is present in TNT; the results are shown in Table 2.1. As stated earlier, for explosives

where the compound of interest makes up most of the weight of the explosive (e.g. TNT

and pure EGDN) it can be assumed that only the external process need to be considered.
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The mass transfer coefficient, a, was calculated using the model of Danberg (2008) (see

Section 3.3.2). The friction velocity, required for the Danberg model, was taken from

the CFD model described in Chapter 3, using the large source in slow flowing air on the

left of the room. The diffusion coefficient in air for the vapours was calculated according

to the model in Appendix A.3. The explosive block was assumed to be 0.01 m thick and

the ratio in Equation 2.1 was calculated for Ls = 0.01 m and an arbitrary 0.001 m (i.e.

assuming that most of the concentration gradient was located in a small region close to

the surface).

As discussed in Section 2.1.6, data for the solid phase diffusion coefficient for the com-

pounds and solids of interest is not readily available so this parameter was taken to

be 1× 10−13 m2·s−1 based on the average data for 2,4 DNT diffusion through a range

of polymers. The vapour phase concentrations were calculated as described in Section

2.1.2. If it is assumed that Raoult’s law applies then the partition coefficient, Kab, will

be independent of the fraction of EH and DMNB in the explosive. This is because par-

tial pressure will scale by the same fraction. However, data for 2,4 DNT in TNT shows

that Henry’s law should be used in this case. Henry’s law data for 2,4 DNT in TNT at

20 ◦C (Leggett et al., 1977) was used.

Vapour Ls a Bim
Bim
Kab

m m·s−1

EH 1× 10−3 1× 10−3 1× 107 10

EH 1× 10−2 1× 10−3 1× 108 100

DMNB 1× 10−3 1× 10−3 1× 107 0.1

DMNB 1× 10−2 1× 10−3 1× 108 1

2,4 DNT 1× 10−3 1× 10−3 1× 107 1

2,4 DNT 1× 10−2 1× 10−3 1× 108 10

Table 2.1: The mass transfer Biot number and Biot number ratio for three
compounds and two values of Ls.

The data in Table 2.1 shows that the Biot number ratio is only less than one for DMNB

when the concentration gradient is contained in the top 1 mm layer of the explosive.

For the more volatile EH, the ratio is greater than 1 in all cases, which agrees with the

assessment of Liu et al. (2013), as EH can be classed as a VOC. 2,4 DNT is less volatile

than DMNB and has a lower Bim but because of the Henry’s law effect it has a higher

ratio, which is 1 or above for both values of Ls. The solid phase diffusion coefficient was

only an estimate and was based on the range of data presented in Section 2.1.6, it could

easily be an order of magnitude higher or lower.

Based on this assessment, when there is an air flow over an explosive, the emission

of any VOC component of an explosive should be considered to be a process where

internal diffusion is the controlling factor. For compounds with vapour pressures close
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to 2,4 DNT, particularly when the fraction of that component in the mixture is small

(therefore Henry’s law may be important), both external and internal processes should

be considered.

In order to simplify the modelling in this PhD, only externally limited vapour production

is considered. Therefore, only compounds of interest where the compound makes up most

of the weight of the explosive i.e. TNT and pure EGDN will be modelled. It will be

assumed that concentrations adjacent to the surface of the explosive can be calculated

from the vapour pressure of the compound.
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2.2 Vapour transport

Vapour can be transported through the air from the source to the detector (dog or

electronic equipment) by two physical processes: advection and diffusion. Advection is

transport due to a fluid’s motion and diffusion is transport from regions of high to low

concentration and is a result of random mixing.

As stated earlier, even with all of the complexity of indoor air flow, transport indoors

can often be represented by a diffusion model. This approach, called eddy diffusion

modelling, can be applied when there is isotropic mixing on a large scale (i.e. room scale)

due to laminar and/or turbulent motion. The validity of the eddy diffusion approach has

been demonstrated in indoor spaces by Cheng et al. (2011); Drivas et al. (1996); Shao

et al. (2017). Eddy diffusion models have been applied to rooms ranging in size from

approximately 50 m3 (Cheng et al., 2011) to over 20 000 m3 (Nicas, 2009) and with air

change rates from less than 0.2 h−1 (Cheng et al., 2011) to 15 h−1 (Cooper and Horowitz,

1986). They have also been applied to rooms with small non-isotropic flow, for example

by Shao et al. (2017).

Eddy diffusion models provide a useful guide to the concentration distributions in the

room but cannot easily cover more complex or realistic scenarios and a CFD model is

typically required in these cases. CFD modelling, and particularly LES, is uniquely

placed to provide detailed information on the unsteady, spatially varying, complex flow

and dispersion which occurs in indoor spaces.

2.2.1 Eddy diffusion modelling

A number of analytical models for diffusion in indoor spaces have been derived by,

for example, Crank (1979) and Nehorai (1995). These models have application in the

study of the transport of vapour from explosives in environments where advection is

disordered and simply has the effect of mixing the vapour, in which case D would be

the eddy diffusion coefficient, De [m2·s−1].

Eddy diffusion models have been used to predict spatially resolved exposures to toxic

airborne materials in indoor environments, for example see Scheff et al. (1992); Shade

and Jayjock (1997); Donovan et al. (2011); Zontek et al. (2019). The method is also

described in the American Industrial Hygiene Association (AIHA) book ‘Mathematical

Models for Estimating Occupational Exposure to Chemicals’ (Nicas, 2009) and is one of

the tools included in the AIHA IH Mod 2.0 software (Drolet and Armstrong, 2018).

The eddy diffusion coefficient for indoor spaces has been calculated from a number

of experimental studies (Nicas, 2009; Cheng et al., 2011; Drivas et al., 1996; Cooper

and Horowitz, 1986; Scheff et al., 1992; Shao et al., 2017) and empirical or a priori

relationships have also been produced for certain situations (Karlsson et al., 1994; Drivas
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et al., 1996; Cheng et al., 2011). The experimentally calculated values have been shown

to range from a suggested lower limit of 1× 10−3 m2·s−1 (Drivas et al., 1996) to as high

as 1.9× 10−1 m2·s−1 (Nicas, 2009).

Even with this experimental data and the models, there is still a large amount of un-

certainty over what De should be in different situations. Therefore, part of this PhD

research has focussed on improving a model for De which was proposed by Karlsson

et al. (1994) and used by Drivas et al. (1996) and Shao et al. (2017). This work is

reported in Chapter 6.

2.2.2 CFD modelling

CFD modelling is based on the use of numerical methods to solve the Navier-Stokes

equations. The Navier-Stokes equations describe the advective and diffusive transport

of a fluid. They are derived by equating the rate of change of momentum for a fluid

volume to the sum of forces on the volume. Equation 2.7 shows the Navier-Stokes

equations for an incompressible fluid in tensor notation.

ρ

[
∂ui
∂t

+
∂

∂xj
(uiuj)

]
= − ∂P

∂xi
+ µ

∂

∂xj

(
∂ui
∂xj

)
, (2.7)

where ρ [kg·m−3] is the density, u [m·s−1] is the velocity, P [Pa] is the pressure and µ

[kg·m−1·s−1] is the dynamic viscosity.

2.2.2.1 Natural convection

For buoyant flows, an additional buoyancy term can be added to the incompressible,

Navier-stokes equation. When the variation in density due to temperature differences is

only accounted for in a buoyancy term; this is called the Boussinesq model. When the

Navier-Stokes equations with a buoyancy term are non-dimensionalised, the buoyancy

force becomes a function of the non-dimensional temperature difference and the following

ratio (Jiji, 2009), called the Richardson number, Ri [dimensionless].

Ri =
Gr

Re2
, (2.8)

where Gr [dimensionless] is the Grashof number, given by the following:

Gr =
β g∆T L3

char

ν2
, (2.9)
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where β [K−1] is the thermal expansion coefficient (approximately 0.003 K−1 for air at

room temperature), g is acceleration due to gravity (9.81 m·s−2) and ∆T [K] is the

temperature difference across a characteristic length Lchar [m]. The Richardson number

can also be used to indicate the stabilising effect of stratification and is often evaluated

for atmospheric flows.

The Richardson number describes the relative importance of buoyancy forces and forced

convection forces. If this ratio is close to or exceeds 1, then buoyancy forces become

important (Mills, 1995).

If the air velocity in a room is in the middle of the range measured by Finkelstein et al.

(1996) in ventilated rooms (i.e. 0.325 m·s−1) and Lchar is approximated to the cube root

of the volume of a ventilation zone (3 m for example), then Re ≈ 7.0× 104. Even with a

temperature difference of only 1 K across the space and using the same value for Lchar,

Gr ≈ 4× 109 and the Richardson number ≈ 0.8. Therefore, in a typical mechanically

ventilated space, in which there is a heat source distributed across the space (e.g. people

in the room), buoyancy forces could be significant. The relative importance of buoyancy

forces would be expected to be even larger in naturally ventilated spaces or spaces with

lower ventilation rates than those studied by Finkelstein et al. (1996).

In order to simplify the problems studied in this PhD it will be assumed that the

Richardson numbers in the rooms of interest are much less than 1. This would be

representative of rooms which are empty of local heat sources or have sufficient mixing

to remove temperature gradients.

2.2.2.2 Turbulence modelling

In order to allow for solution of the Navier-Stokes equations in a wide range of problems,

the equations can be time averaged. Each time varying property, φ, can be broken

down into a mean component, φ̄ and a fluctuating component, φ
′

as represented by the

following equation, whether φ is a scalar or a vector.

φ = φ+ φ′ (2.10)

If the terms in the Navier-Stokes equations (2.7) are replaced with the mean plus fluc-

tuating components and the equations are time averaged, this results in the RANS

equations.

ρ

[
∂ui
∂t

+
∂

∂xj
(ui uj)

]
= − ∂P

∂xi
+ µ

∂

∂xj

(
∂ui
∂xj

)
−

(
∂u′iu

′
j

∂xj

)
(2.11)
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The extra terms that the RANS equations have over the Navier-Stokes equations are

called the Reynolds stresses. Turbulence models are required to represent these Reynolds

stresses in order to be able to close the RANS equations. As an alternative to the RANS

approach, the Navier-Stokes equations can be filtered to separate the effects of the large

and small scale eddies, with the large eddies being resolved directly and the effects of

the small eddies being modelled. This approach is called large-eddy simulation and is

discussed in Section 2.2.2.3.

A large number of turbulence models are based on the Boussinesq hypothesis (Equation

2.12) where the Reynolds stresses are related to the strain rate through the use of a

turbulent viscosity, µt [kg·s−1·m−1]. This class of turbulence models is called eddy

viscosity models and include the k-ε and k-ω models and mixing length models.

An alternative to the eddy viscosity turbulence modelling approach is given by the

Reynolds stress model (RSM). The RSM avoids some of the problems eddy viscosity

models have by solving transport equations for the six independent Reynolds stresses.

This can have the advantage of broader generality, compared to eddy viscosity models,

and allows for anisotropy in the turbulence. The main disadvantages of the RSM are

the extra computational cost required to solve the additional equations and the need to

specify the Reynolds stresses at the inlet. The RSM was compared to eddy viscosity

models for the prediction of air flow in an indoor benchmark test-case (Nielsen, 1990)

in Chapter 5. In this comparison, the RSM gave no significant advantages so was not

pursued any further in this work.

The standard k-ε (Launder and Spalding, 1972) and k-ω (Wilcox, 1998) models work

by solving transport equations for the turbulent kinetic energy, k [m2·s−2] (equation

2.13), the turbulent kinetic energy dissipation rate, ε [m2·s−3] (Equation 2.14), or the

specific turbulent kinetic energy dissipation rate ω [s−1] (Equation 2.16). The turbulent

viscosity, µt, is then calculated from k and ε (Equation 2.15) or k and ω (Equation 2.17).

A variant of the k-ω model, called the k-ω shear stress transport (SST) model (Mentor,

1994) uses a standard k-ω approach in near-wall regions with a k-ε model away from

the wall.

The k-ω model has an advantage over the k-ε model in that ω can be calculated right

through the near-wall region, whereas the transport equation for ε cannot be solved in

this region so ε has to be computed algebraically.

− ρu′iu′j = µt

(
∂ui
∂xj

+
∂uj
∂xi

)
− 2

3

(
ρk + µt

∂uk
∂xk

)
δij , (2.12)

∂

∂t
(ρk) +

∂

∂xi
(ρkui) =

∂

∂xj

[(
µ+

µt
σk

)
∂k

∂xj

]
+Gk +Gb − ρε, (2.13)



Chapter 2 Background 29

∂

∂t
(ρε) +

∂

∂xi
(ρεui) =

∂

∂xj

[(
µ+

µt
σε

)
∂ε

∂xj

]
+ C1ε

ε

k
(Gk + C3εGb)− C2ερ

ε2

k
, (2.14)

µt = ρCµ
k2

ε
, (2.15)

∂

∂t
(ρω) +

∂

∂xi
(ρωui) =

∂

∂xj

[(
µ+

µt
σω

)
∂ω

∂xj

]
+Gω − Yω, (2.16)

µt = α∗
ρk

ω
, (2.17)

where δij [dimensionless] is the Kronecker delta, which equals zero if i 6= j or one if

i = j. Gk [kg·m−1·s−3], Gb [kg·m−1·s−3] and Gω [kg·m−1·s−3] represent generation of k

and ω. C1ε, C2ε, C3ε and Cµ are constants. σk and σε are the dimensionless turbulent

Prandtl numbers. Yω [kg·m−3·s−2] represents the dissipation of ω. In the k-ω model the

ρε term in Equation 2.13 is replaced with Yk [kg·m−1·s−3], which represents dissipation

of k. The coefficient α∗ damps the turbulent viscosity in the k-ω model.

In the near-wall region, non-dimensional velocity (parallel to the wall), u+, follows a

standard profile when plotted against non-dimensional distance from the wall, y+. u+

= u
uτ

and y+ = uτy
ν where uτ [m·s−1] is the friction velocity and y [m] is the distance from

the cell centre to the wall. The standard profile has a linear layer called the viscous sub-

layer near the wall, i.e. y+ ≤ 5, where u+ = y+, and a logarithmic layer at approximately

y+ >60. The region between the viscous sub-layer and logarithmic layer is called the

buffer layer. If the first computational cell is placed in the logarithmic region then a wall

function can be applied which relates u+ to y+ based on a logarithmic relationship. If

the first cell is placed in the viscous sub-layer then a linear relationship can be applied.

Some CFD software offers a blended wall function to calculate u+ wherever the first cell

is placed.

2.2.2.3 Large-eddy simulation

The principle behind LES is that the large eddies, which contain most of the kinetic

energy, are simulated, whereas the smallest eddies, which tend to be more universal in

their nature, are modelled. For LES, the Navier-Stokes and continuity equations are

filtered to allow for separation of the resolved and modelled eddies.

A filtered variable, represented by an tilde (e.g. φ̃), is given by the following,

φ̃(x) =

∫
Ω
φ(x− ζ)G(x, ζ)dζ, (2.18)
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where x is the location at which φ̃ is being calculated, Ω is the computational domain,

ζ is a position vector and G is the spatial filter function. A simple filter function is the

top-hat, which is given by the following,

G(x, ζ)

{
1
∆ , |x− ζ| ≤

∆
2

0, otherwise,
(2.19)

where ∆ is the filter width. Other types of filter exist, including those that operate in

the spectral domain.

The filtered Navier-Stokes equations for incompressible flow are the following,

ρ

[
∂ũi
∂t

+
∂

∂xj
(ũi ũj)

]
= − ∂P̃

∂xi
+

∂

∂xj

(
µ
∂ũi
∂xj
− τij

)
(2.20)

The additional term in the filtered Navier-Stokes equation is the subgrid scale stress

tensor, τij [kg·s−2·m−1] which is defined as the following,

τij = ρũiuj − ρũi ũj (2.21)

The subgrid scale stresses are usually modelled using the eddy viscosity approach as

employed in a range of turbulence models. The subgrid scale stress tensor is therefore

given by the following,

τij = −2µt,sgsS̃ij +
1

3
τkkδij , (2.22)

where µt,sgs [kg·s−1·m−1] is the subgrid scale turbulent viscosity, S̃ij [s−1] is the strain

rate tensor. S̃ij is given by the following,

S̃ij =
1

2

(
∂ũi
∂xj

+
∂ũj
∂xi

)
(2.23)

The subgrid scale turbulent viscosity, µt,sgs, can be calculated using a subgrid scale

model.

2.2.2.4 Subgrid scale models

One of the most widely used subgrid scale models is the Smagorinsky-Lilly model

(Smagorinsky, 1963) for which µt,sgs is given by the following,

µt,sgs = ρL2
m,sgs

∣∣∣S̃∣∣∣ . (2.24)
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Lm,sgs [m] is the mixing length for the subgrid scales, given by the following,

Lm,sgs = min (cvdc, Cs∆) , (2.25)

where cv is the Von Karman constant, dc [m] is the distance to the closest wall, Cs is

the Smagorinsky constant and ∆ [m] is the local grid scale, given by 3
√
Vc, where Vc [m3]

is the cell volume.
∣∣∣S̃∣∣∣ [s−1] is given by the following,

∣∣∣S̃∣∣∣ ≡√2S̃ij S̃ij . (2.26)

An improvement to the Smagorinsky-Lilly is the dynamic Smagorinsky-Lilly (DS) model.

In this model the Smagorinsky constant is calculated locally during the simulation by

applying a second filter scale, ∆̂, called the test-filter (Germano et al., 1991; Lilly, 1992).

The test-filter is typically double the size of the subgrid-filter. The test-filtered Navier-

Stokes equation produces a subtest-scale stress tensor, Tij [kg·s−2·m−1].

Tij = ρ̂̃uiuj − ρ ̂̃ui ̂̃uj . (2.27)

Tij and τij are modelled in the same way as in the standard Smagorinsky model (cf.

Equation 2.22). A hat indicates a test-filtered variable, φ̂.

Tij = −2CDS ρ∆̂2

∣∣∣∣̂̃S∣∣∣∣ ̂̃Sij +
1

3
Tkkδij (2.28)

and

τij = −2CDS ρ∆2
∣∣∣S̃∣∣∣ S̃ij +

1

3
τkkδij , (2.29)

where CDS is the dynamic Smagorinsky model constant. Tij and τij are related to each

other by the Germano identity (Germano et al., 1991).

Lij = Tij − τ̂ij = ρ̂̃ui ũj − ρ ̂̃ui ̂̃uj , (2.30)

where Lij [kg·s−2·m−1] can be thought of as the stresses between the test-filter scale and

the grid-filter scale. Lij can be calculated from the resolved field. Lilly (1992) showed

that you can calculate CDS from the following

CDS =
(Lij − Lkkδij/3)

MijMij
, (2.31)

where

Mij = −2

(
∆̂2ρ

∣∣∣∣̂̃S∣∣∣∣ ̂̃Sij −∆2 ̂
ρ |S̃|S̃ij

)
. (2.32)
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It should be noted that CDS is equivalent to the square of the standard Smagorinsky

constant, CS .
√
CDS is usually bounded and spatially averaged locally to aid stability.

In ANSYS® Fluent® (hereon referred to as Fluent) for example,
√
CDS is clipped at

zero and 0.23 and is locally averaged over the test-filter.

The DS model has been shown to perform better in modelling indoor air flows than the

standard Smagorinsky model. For example (Davidson and Nielsen, 1996) demonstrated

this in a simple test-case room.

2.2.2.5 Species transport

The conservation equation for species transport due to convection and diffusion (without

a species source) is given by the following,

ρ

[
∂Y

∂t
+

∂

∂xi
(uiY )

]
=

∂

∂xj

(
D
∂Y

∂xj

)
, (2.33)

where Y [kg·kg−1] is the species concentration mass fraction. For a laminar flow, D is

the molecular diffusion coefficient, Dm.

The species transport equation can be non-dimensionalised to show that the diffusive

terms in the equation are multiplied by one over the dimensionless Schmidt number, Sc,

where Sc is given by the following,

Sc =
µ

ρ D
. (2.34)

A small Sc means that the diffusion term is important and a large Sc means that

diffusion term is small and advective transport is more important. A Schmidt number

of close to 1 means that diffusion of a vapour compound in air takes place at a similar

rate to the dissipation of momentum and therefore the smallest eddies will be similar in

size to the smallest vapour structures (Koehl, 2006).

Dm for EGDN and TNT at 20 ◦C are 8.5× 10−6 m2·s−1 and 6.5× 10−6 m2·s−1 respec-

tivley. With µ = 1.8× 10−5 kg·m−1·s−1 and ρ = 1.2 kg·m−3 for air at 20 ◦C, Sc = 1.8

for EGDN and 2.3 for TNT.

For a turbulent flow D is given by the following,

D =

(
Dm +

µt
ρSct

)
, (2.35)

where Sct is the dimensionless turbulent Schmidt number. Sct is defined as

Sct =
µt
ρ Dt

, (2.36)
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where Dt [m2·s−1] is the turbulent diffusivity3. The default value for Sct in Fluent is

0.7. By defining Sct, the only unknown in Equation 2.35 is µt and this is calculated

by the turbulence model (e.g. Equation 2.15). Studies have shown (Tominaga and

Stathopoulos, 2007) that the optimum value for Sct ranges from 0.2 to 1.3 depending

on the class of problem being solved. Another review of Sct is given by van Hooff et al.

(2014).

For large-eddy simulations in Fluent the subgrid scale species flux is calculated using

Equation 2.35 but with the turbulent viscosity calculated by the subgrid scale model.

Therefore, a subgrid turbulent Schmidt number, Scsg,t, is required. This number can

be set to a fixed value or it can be calculated dynamically. Fluent’s dynamic scalar

flux model uses a similar approach to that used for the dynamic Smagorinsky model to

calculate Scsg,t and clips the variable at 0.1 and 10. Some details and an application of

the dynamic scalar flux model are given in Liu and Barth (2002).

Tominaga and Stathopoulos (2007) reported that Scsg,t = 0.5 has been broadly used for

LES modelling. However, Boppana et al. (2012) (turbulent channel flow) used 0.9 and

Xie and Castro (2009) (outdoor dispersion) used 1.0.

2.2.3 CFD modelling of indoor air flow and indoor dispersion

CFD has been used for many years to study air flows and transport of species in indoor

environments. The first CFD modelling of indoor airflows took place around the 1970s

where Nielsen (1973) modelled a simple room with slot ventilation. Two reviews of the

application of CFD to ventilation were conducted by Li and Nielsen (2011) and Nielsen

(2015). A number of papers (e.g. Chen (1995); Zhang et al. (2007)) have compared the

suitability of different turbulence modelling methods to different classes of indoor air

flow problem.

Zhang et al. (2007) compared a wide range of turbulence models (from zero equation

to LES) for a range of indoor airflow experimental data sets (natural ventilation, mixed

ventilation, forced ventilation) using Fluent V6.2. The LES model provided the most

detail in the flow solution for the forced convection case but the authors questioned its

accuracy. They commented that the forced convection case had a low turbulence level

but was not laminar and that the k-ω SST model never switched to the k-ω model due

to the low turbulence levels throughout the domain. For the mixed ventilation case, the

k-ω SST model performed the worst and under-predicted the turbulent kinetic energy

k by 50 %. LES models took 100 to 1000 times longer to solve than the RANS models.

Renormalization group (RNG) k-ε and v2-f models performed best for: accuracy, com-

puting efficiency and robustness (for the RANS models). Overall, Zhang et al. (2007)

3The turbulent diffusion coefficient, Dt, is a measured of the rate of small scale turbulent mixing,
whereas the eddy diffusion coefficient, De, relates to larger scale mixing due to both turbulent and
laminar motion.



34 Chapter 2 Background

stated that one turbulence model may perform well in one geometry but less well in

another. The LES model used was the dynamic Smagorinsky model.

A widely used validation data set for air flow in a mechanically ventilated room was

described by Nielsen (1990). A number of studies have modelled the flow using either

a two dimensional RANS approach (for example Chen (1995, 1996); Rong and Nielsen

(2008); Le Dreau et al. (2012); Pulat and Nielsen (2015); Thysen (2015)) or three dimen-

sional RANS approach (for example Nielsen et al. (2010); Cortes and Nielsen (2010);

Susin et al. (2009); Mazzaro et al. (2010)). The studies all showed significant variation

in results when applying different turbulence models (e.g. a change in the overall pat-

tern of the streamlines) and other features such as an under-prediction of turbulence

intensity. A smaller number of papers discuss application of LES (e.g. Zhang and Chen

(2000); Davidson and Nielsen (1996); Muller and Davidson (2000); Voigt (2001); Han

et al. (2019)). Of these, some used a coarse mesh (Davidson and Nielsen, 1996), while

others used periodic boundary conditions on the side walls (Voigt, 2001). The study by

Davidson and Nielsen (1996) used the dynamic Smagorinsky model having concluded

that the standard Smagorinsky model was inadequate due to the need to optimise Cs.

The Muller and Davidson (2000) study compared two different alternatives to the Ger-

mano et al. (1991) subgrid scale model. Lattice Boltzmann methods have also been used

with some success (Elhadidi and Khalifa, 2013; Han et al., 2019).

Nielsen et al. (2010) discussed attempts to model the Nielsen (1990) isothermal, me-

chanically ventilated benchmark test-case and commented that different flow patterns

have been predicted when using a range of turbulence models. Nielsen et al. (2010) com-

mented that it is possible that these patterns were all present in his experiment but they

were not there when measurements were taken. Nielsen et al. (2010) also commented

on the possible three-dimensionality of the flow.

LES was first applied to indoor air flows in the 1990s (Davidson and Nielsen, 1996;

Murakami et al., 1995) and, as stated previously, even these early studies concluded

that the standard Smagorinsky subgrid scale model was inadequate so a dynamic model

is required. More recent studies of indoor air flows using LES have been reported by

Choi and Edwards (2008); Abdilghanie et al. (2009); Endregard et al. (2010); Choi and

Edwards (2012); van Hooff et al. (2014).

CFD has been used widely to predict gas/vapour dispersion indoors (for example Gan

and Awbi (1994); Foat et al. (2017); Yang and Chen (2001); Murakami et al. (2003);

Deng and Kim (2007); Zhang and Zhang (2007); Wang et al. (2012); Sorensen and

Weschler (2002)). Some studies used the Nielsen (1990) test-case (e.g. Nielsen (1981);

Topp (1999); Sorensen and Weschler (2002)). A comparison of the ability of different

CFD codes and turbulence models to predict the dispersion of hydrogen gas in a garage

was given by Venetsanos et al. (2000). The collaborators used ten different commercial

CFD codes with eight different turbulence models including two using LES and the
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remainder using RANS models. Some of these studies include vapour sorption and or

emission and these are discussed in more details in Section 2.3.

As discussed in the introduction, LES has been used to predict gas/vapour transport

indoors. van Hooff et al. (2014) for example compared LES predictions (using the dy-

namic Smagorinsky model) to those from RANS for scalar transport in a slot ventilated

enclosure with Re ≈ 2500 (based on the inlet height and velocity). They concluded

that the RANS predictions were within a factor of two of the LES predictions because

convective mass fluxes dominated in their domain. Endregard et al. (2010) used LES to

study the consequences of the releases of a nerve agent in a large building and Choi and

Edwards (2012) included the effects of people movement and door opening. As men-

tioned above, two collaborators used LES to predict hydrogen dispersion in a garage

(Venetsanos et al., 2000). However, none of these studies include scalar releases from

constant concentration sources or attempt to relate the time varying concentration to

vapour or gas detection and few studies consider extreme concentrations.

Indoor air flow has also been studied using hybrid RANS and LES, i.e. detached-eddy

simulation (DES) models. DES models use LES in the separated flow regions and a

RANS model in the near-wall regions to avoid the stringent mesh requirements of LES.

DES was used by Wang and Chen (2010) and they reported good results for their v2-f

DES model for mixed convection and buoyancy driven indoor flows. However, DES

suffers the same low accuracy problem in the near wall region as RANS model. It also

receives criticism on the treatment of the LES/RANS interface. Given that high accuracy

in the near wall region is required in the current research, DES was not considered.

Surprisingly little published research exists that describes the modelling of the transport

of vapour from explosives at the room scale. One of the few studies found was by Hobbs

and Conde (1993) who modelled RDX transport in a screening portal.

2.2.4 Vapour transport summary

CFD modelling has been shown to be an effective tool for the prediction of indoor airflows

with different approaches being suitable for different problems. It has also been shown

that LES can accurately predict scalar transport. However, there are very few published

studies on the LES modelling of vapour from the constant concentration sources, which

are of interest for explosive detection.

Eddy diffusion models can provide a useful guide to the concentration distributions in a

room, but there is still a large amount of uncertainty over what De should be in different

situations.

This PhD research aims to address these gaps.
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2.3 Vapour sorption

A vapour can coexist alongside either its liquid or solid phase. The partition coefficient

describes the ratio of concentrations in the solid or liquid phase and the vapour phase.

A number of authors (Guo, 2002; Goss and Schwarzenbach, 1998) have shown that the

partition coefficient increases as the vapour pressure of the material of interest decreases.

Most of the materials of interest to explosive detection have low to very low vapour

pressures suggesting that they should have large partition coefficients. Therefore, for a

particular airborne concentration, there should exist a much higher concentration on or

in a surface. For this reason, it is important that sorption is considered in a transport

model for low or medium volatility material.

A description of the sorption processes is given below as is some sorption data relevant

to vapour from explosives.

Sorption can be approximated by two or three sub-processes as shown in Figure 2.3. First

the vapour has to move from the bulk air region, where the concentration is Cambient

[kg·m−3], to close to the surface, where the concentration is C∗ [kg·m−3]. This process

will be governed by either molecular or turbulent diffusion, or a combination of the two,

and can be described by a mass transfer coefficient, a [m·s−1].

The surface concentration, Csurf [kg·m−2], is related to C∗ by a sorption isotherm which

contains a partition coefficientK. K has different units depending on the isotherm model

used.

Three example isotherms are described in Murakami et al. (2003). The simplest linear

relationship, the Henry-type isotherm, applies when the concentration of the sorbing

substance is low. The Langmuir type isotherm describes a rate that reduces as the

adsorption saturation point is approached.

After partitioning, the material can move into or through the surface (absorption) result-

ing in a concentration in the solid, Csolid [kg·m−3]. This third process can be described

by the solid phase diffusion coefficient, Dsolid [m2·s−1]. Absorption will not occur if the

material is impermeable. Crystalline substances such as metals and inorganic materials

typically have insufficient intermolecular spacing to allow diffusion of organic compounds

(Cussler, 2009). All these processes can occur in both directions.

2.3.1 Analytical transport models which include vapour sorption or

emission

Many mathematical models have been produced to predict the transport of vapour from

sources of both SVOCs and VOCs. Analytical models can be used to predict vapour

concentrations such as the model developed by Griffy (1992) who applied it to a block



Chapter 2 Background 37

Figure 2.3: The three sorption sub-processes.

of TNT in a small room (18 m3) and included sorption of TNT vapour onto the walls

of the room. This type of model may have many applications but does not provide any

information on the spatial distribution of the vapour concentrations. More advanced

analytical or numerical models which include sorption (as well as many other processes)

have been produced by Jørgensen et al. (2000); Guo (2013); Little et al. (2012); Shi and

Zhao (2014); Xiong et al. (2012); Singer et al. (2004, 2005). These studies have also

ignored the spatial variation in concentrations, most likely because they are considering

exposure to SVOCs over long time periods (e.g. hundreds of days) and/or for moving

subjects.

Spatial resolution can be critical as vapour concentrations may reduce by orders of mag-

nitude within very short distances from the source (see Chapter 3) therefore, spatially

averaged concentrations are not representative of the entire space. This information is

of interest in explosives detection applications when the detector may be sampling from

either high or low concentration regions.

2.3.2 Vapour sorption and emission modelling using CFD

CFD has been used to model systems with vapour emission and/or sorption ranging in

size from emission cells with volumes of a few litres or less (Mao et al., 2016; Clausen

et al., 2010) and a dog’s nose (Lawson et al., 2012), to room scale (Yang and Chen, 2001;

Murakami et al., 2003; Deng and Kim, 2007; Zhang and Zhang, 2007; Wang et al., 2012;

Sorensen and Weschler, 2002). Sorption has been considered using a range of different

approaches. Mao et al. (2016) and Clausen et al. (2010) used a linear adsorption isotherm

and Murakami et al. (2003) applied three different adsorption isotherm models (linear,

Langmuir and Polanyi Dubinin-Radushkevich) across a two-dimensional representation

of a room (4.5 m x 3.0 m). Lawson et al. (2012) modelled odourant vapour transport in
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a dog’s nasal cavity. They used a simplified one-way sorption model (i.e. no desorption)

to represent partitioning into and diffusion through the mucus layer. The work of Mao

et al. (2016) was specifically focussed on SVOCs and they were able to accurately predict

chamber output concentrations compared to experimental data for experiments that ran

for tens of days. Room scale CFD modelling with a VOC emission model that contains

a partition coefficient was conducted by Deng and Kim (2007). However, they did not

consider sorption of the VOC onto the walls of the room. A one-way (laminar) sorption

model was used with the Nielsen (1990) test-case by Sorensen and Weschler (2002) along

with a constant (surface) emission rate model.

Studies have considered both laminar (Mao et al., 2016; Clausen et al., 2010) and tur-

bulent flows (Murakami et al., 2003). However, even in the work of Murakami et al.

(2003), where the air flow in the room was turbulent, the mesh was refined in the near-

wall region to place the first cell in the viscous sub-layer. This meant that a simple

Fick’s law model (Equation 2.37) could be used represent vapour transport between the

wall-adjacent cell and the wall.

Fick’s first law states that the rate of transfer of a diffusing substance is proportional to

the concentration gradient.

F = −DdC
dx

, (2.37)

where D [m2·s−1] is the diffusion coefficient of the diffusing substance, C [kg·m−3] is its

concentration and x [m] is the coordinate axis in the direction of the transfer.

Nally et al. (2009) developed sorption models for CFD based on the work of Singer et al.

(2005) and Karlsson and Huber (1996). The Nally et al. model includes transport to the

surface, partitioning onto the surface and transfer into and out of the embedded layer (i.e.

the three processes shown in Figure 2.3). They used a linear isotherm for partitioning.

Transfer into and out of the embedded layer was governed by two empirically defined

rates, k1 and k2 both with units of [h−1] (Singer et al., 2005). The Nally et al. (2009)

model also included a turbulent wall function so that the viscous sub-layer did not need

to be fully resolved.

In summary, there is a limited capability for modelling tools which can predict spatially

resolved, laminar and turbulent vapour transport including the effects of sorption and

desorption. Only the Nally et al. (2009) model included absorption into a multilayer

material and a turbulent wall function and this model had only a simplistic representa-

tion for the embedded layer. The models that have been validated and applied within

this PhD build on the capability of the Nally et al. (2009) model.



Chapter 2 Background 39

2.3.3 Sorption data

For a linear isotherm, K is the ratio of Csurf or Csolid to the airborne concentration,

for adsorption and absorption respectively. For absorption, K will be presented in

dimensionless form as Kab, where Kab is given by the following,

Kab =
Csolid
C∗

. (2.38)

The same convention will be applied to the adsorption isotherm Kad, which has units of

[m].

Kad =
Csurf
C∗

. (2.39)

Griffy (1992) gave a saturation surface concentration for TNT of 1× 10−6 kg·m−2 (equiv-

alent, according to Griffy, to a mono-layer of TNT molecules). If this was combined with

the vapour pressure concentration of TNT at 25 ◦C, 7× 10−8 kg·m−3, Kad = 14 m.

Cragin and Leggett (2003) gave Kab for DNB, TNT and DNT for five different types

of plastic (landmine surrogates). The values ranged from 1.1× 103 to 3.0× 104 for

DNB, 1.3× 103 to 5.4× 104 for DNT and 1.5× 104 to 2.9× 105 for TNT. For Kab =

2.9× 105 the vapour concentrations would be 2.9× 105 times less than the equilibrium

solid phase concentration at 21.5 ◦C. Partition coefficients are more commonly provided

for a water-air interface (Phelan and Webb, 1997)

It has been postulated (Weschler and Nazaroff, 2008) that both impenetrable and pene-

trable indoor surfaces have water and organic films at their surfaces and so compounds

with large partition coefficients could be considered to partition mainly into these films.

It can be assumed therefore that a partition coefficient that represents equilibrium be-

tween the air and a surface made up of organic compounds, can be used to represent

equilibrium between the air and surfaces in a room. The coefficient that best represents

this transfer is the octanol-air partition coefficient (Weschler and Nazaroff, 2008).

Muralidharan et al. (2003) and Pinnaduwage et al. (2004) discussed sorption of TNT

onto micro-cantilevers. Pinnaduwage et al. (2004) showed that TNT forms ‘islands’ on

their silicon dioxide coated surface rather than a uniform layer (monolayer or otherwise).

They referred to the study by Mu et al. (2003) during which an amorphous layer of TNT

was formed but suggest that the different deposition modes were due to the presence or

absence of water vapour (present in their experiment but not in the Mu et al. experi-

ment). They did not reach a sorption limit during their short experiments with the mass

deposited still apparently increasing beyond a surface concentration of 1× 10−4 kg·m−2

for their 500 s loading. This is considerably higher than the 1× 10−6 kg·m−2 figure given

by Griffy (1992).
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This literature search has shown that there is limited sorption data for vapours from

explosives. Therefore, more work needs to be conducted to find suitable representative

data or experiments need to be carried out to generate the data. Some new sorption

data was generated to support this PhD and is discussed in Chapter 5.

2.3.4 Vapour sorption summary

It is important that sorption is considered in a transport model for low or medium

volatility material. Many analytical models which include vapour sorption have been

developed, but they assume the zone/room is well-mixed. For explosive detection appli-

cations, spatial resolution is critical as vapour concentrations may reduce by orders of

magnitude within very short distances from the source. Among the available spatially

resolved models all have a simplistic representation of how the vapour permeates into

the surface.
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2.4 Summary

Published theories, methodologies and research in the areas of vapour emission, transport

and sorption have been discussed and critically reviewed.

Explosives can consist of complex mixtures of compounds and the rate at which these

compounds produce vapour can be limited by processes which are either internal or

external. Most compounds of interest have low vapour pressures and can be classed as

SVOCs. To simplify the modelling in this PhD research, only bulk samples in indoor

environments will be considered so it is assumed that the effects of ageing will be neg-

ligible. Only externally limited vapour production will be considered. Therefore, only

explosives where the compound of interest makes up most of the weight of the explosive

e.g. TNT and EGDN will be modelled. It will be assumed that concentrations adja-

cent to the surface of the explosive can be calculated from the vapour pressure of the

compound.

Both high-resolution CFD modelling and coarser approaches such as eddy diffusion

modelling can be used to provide information about the vapour field in indoor spaces.

Although eddy diffusion modelling cannot provide the detail that a CFD model can, it

has an advantage that it can provide information on likely concentrations when it is not

practical to fully survey the environment of interest. Another significant advantage of

most simple models is the speed with which they can be set up and solved. The biggest

weakness of the eddy diffusion modelling approach is currently the uncertainty over the

eddy diffusion coefficient, De.

RANS CFD and to a lesser extent LES have been used to study gas dispersion indoors.

However, none of the LES models include scalar releases from the constant concentration

sources, which are of interest for explosive detection. They also do not attempt to relate

the time varying concentration to vapour or gas detection and few studies consider

extreme concentrations.

Most of the materials of interest to explosive detection have low vapour pressures sug-

gesting that they should have large partition coefficients. Therefore, it is important that

sorption is considered in a transport model. However, there is currently a limited ca-

pability for modelling tools which can predict spatially resolved, laminar and turbulent

vapour transport including the effects of sorption and desorption.





Chapter 3

Large-eddy simulation of an

indoor species transport test-case

3.1 Introduction

In order to demonstrate how complex the vapour signature from an explosive could be in

an indoor space, a CFD model has been built of a widely used benchmark test-case for

air flow in an isothermal mechanically ventilated room (Nielsen, 1990). The results of

this model were interpreted in terms of current theories of chemical location by animals

and the capability of detection dogs.

Attempts by others to model the Nielsen test-case are discussed in Section 2.2.3. The

test-case has been used to predict the spatially and temporally varying vapour concen-

tration from constant concentration area sources located on the floor of the room. As

the time varying concentration field is required, a LES approach has been used.

As stated previously, RANS CFD and to a lesser extent LES have been used to study

gas dispersion indoor. However, none of the LES models include scalar releases from the

constant concentration sources, which are of interest for explosive detection. They also

do not attempt to relate the time varying concentration to vapour or gas detection.

This test-case was used because it is well documented and allows for validation of the

mean velocity and RMS velocity, although clearly it is not representative of all rooms.

Even in this simple room the flow is unsteady and complex, but the simple geometry

allows the fluid dynamics of plumes from constant concentration area sources to be

studied in detail. Methods developed in this work could be applied to more complex

rooms in the future. Constant concentration vapour sources were located on the floor,

to the left of the room where the flow is slower and to the right where the flow was

faster and steadier. Two different size sources were defined at each location. These are

described in more detail in Section 3.2.1.

43
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Figure 3.1 shows the room geometry, with dimensions L = 9 m, H = W = 3 m, inlet

slot height, Hinlet = 0.168 m and outlet slot height, Houtlet = 0.48 m. The test-case

was created for the testing of two-dimensional CFD codes (Nielsen, 1990), with the

assumption that with W � H, the flow would be two-dimensional. However, laser-

Doppler anemometer data is provided from a scale model experiment with W = H

(Restivo, 1979). The mean inlet velocity, u0 = 0.455 m·s−1 and the temperature = 20 ◦C.

For this room, the air change rate, λ, was 10.2 h−1. Based on a kinematic viscosity, ν

= 1.53× 10−5 m2·s−1 (air density, ρ = 1.20 kg·m−3), the inlet Reynolds number, Re,

was 5000, with Hinlet as the characteristic dimension. A brief discussion on the most

suitable characteristic length for Re is given in Chapter 4.

Figure 3.1: The Nielsen benchmark test-case. The blue arrows indicate the
mean flow direction and the black dot is located at axis origin. For the current
modelling both the inlet and outlet channels were 10Hinlet long.

The bulk of the work in chapter has been published in Foat et al. (2018).

3.2 Methodology

In this work Fluent V15.0 was used to model the flow and vapour transport with a

LES approach (see Section 2.2.2.3), using a structured mesh produced in Gambit V2.4

(ANSYS Inc., Pennsylvania, USA). The vapour was modelled as a passive scalar (see

Section 2.2.2.5). The dynamic Smagorinsky subgrid scale model (see Section 2.2.2.4),

typically applied to indoor airflows (Davidson and Nielsen, 1996; van Hooff et al., 2014),

was used. Fluent’s dynamic scalar flux model (see Section 2.2.2.5), as used in a number

of LES scalar dispersion studies (van Hooff et al., 2014; Liu and Barth, 2002), was used to



Chapter 3 Large-eddy simulation of an indoor species transport test-case 45

calculate the subgrid turbulent Schmidt number, Scsg,t. For information, the predicted

volume average Scsg,t across the domain was 1.0.

A comparison between the Smagorinsky and dynamic Smagorinsky model in a simple

indoor geometry was carried out by Abdilghanie et al. (2009). They showed that the

two models gave similar results (mean and RMS velocities) in the middle of the domain,

away from the inlet, with the results deviating nearer to the inlet where the ratio of

modelled to resolved turbulent kinetic energy (TKE) was higher. They do not state

which model performed best.

The flow was initialised using results from a steady k-ε RNG turbulence model. The

LES model was run using a time step, ∆t = 0.01 s and non-dimensional time step, ∆t/τ ,

(where τ = 1 / λf = 353 s) was 2.83× 10−5.

Second-order temporal discretisation with an implicit solver was used as employed in

most indoor LES models (van Hooff et al. (2014); Endregard et al. (2010)). The pressure

implicit with splitting of operator (PISO) scheme was used for the pressure-velocity

coupling. A second-order central difference scheme (CDS) was used for the convection

terms of the momentum transport equations. The CDS was chosen for the discretisation

due to the improved accuracy it should provide over the more dissipative bounded central

difference scheme (BCDS), however, a CDS is susceptible to instability1. The species

transport equations were initially also solved using a CDS. No instability was observed

in the flow field but it was apparent in the species field in the form of intermittency

that appeared to be non-physical. The species transport was therefore re-run using

the Fluent BCDS and this removed the spurious intermittency. It is believed that the

species transport became unstable, whereas the momentum transport did not, due to

the presence of large concentration gradients.

The Fluent BCDS is based on a normalised variable diagram approach (Leonard, 1991).

The variables of interest are normalised using the upwind and downwind values. Follow-

ing this, different discretisation schemes can be plotted as linear relationships between

the two normalised variables. Fluent uses a pure CDS or a blended second-order up-

wind scheme depending on the value of the two normalised variables. The schemes also

applies a convection boundedness criterion (Gaskell and Lau, 1988) so that a first-order

upwind scheme is applied if these conditions are exceeded.

The flow was run until mean velocities stabilised (2τ in this case) and then it was aver-

aged for at least 4τ . It may be that 4τ was insufficient for higher order statistics, such

as the RMS velocity, to fully stabilise, so it is recommended that the convergence of

higher order statistics of interest are monitored in future work. The constant concen-

tration area vapour sources were turned on once the flow was developed and the species

1A CDS should be stable if the cell Peclet number (Pe, = uL / Deffective , where u is the flow velocity
in the cell, L is the cube root of the cell volume and Deffective is the effective diffusivity i.e. the sum of
molecular and turbulent diffusivity) is less than 2.
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field was then initialised for at least 4τ and averaged for 10τ . It was found that the

long averaging period, compared to the velocity field, was required due to the additional

unsteadiness of the vapour field.

In order to generate realistic and representative turbulence in the domain, LES models

usually require the specification of fluctuating boundary conditions at any inlets. This

can be done in a number of ways including:

• Explicit representation of the upstream geometry.

• A precursor simulation from which conditions are saved and then applied to the

actual simulation.

• The use of periodic boundary conditions whereby turbulence is allowed to develop

within the domain.

• Synthetic generation of turbulence.

Two reviews of the different methodologies were given by Xie and Castro (2008); Tabor

and Baba-Ahmadi (2010).

The most widely used method for indoor air flow (van Hooff et al., 2014; Abdilghanie

et al., 2009) is the vortex method which is implemented in Fluent according to Mathey

et al. (2006). In the vortex method, perturbations are added to a plane which is normal

to the streamwise direction via a fluctuating two dimensional vorticity field. The size of

the vortex and the amount of vorticity are calculated from k and ε. The fluctuations in

this plane are then used to calculate the streamwise fluctuations.

A number of people have studied the effect of inlet boundary conditions for air flow

in simple indoor geometries with both RANS modelling and LES (Said et al., 1993;

Joubert et al., 1996; Jiang, 2007; Abdilghanie et al., 2009; van Hooff and Blocken, 2017).

Abdilghanie et al. (2009) showed that changing the inlet boundary in their LES model

from laminar to turbulent had a significant effect on the flow, but a further increase in

Ti, had much less effect. van Hooff and Blocken (2017) showed that increasing Ti had

a significant effect on both the flow and species transport in their RANS model of a

low-Reynolds number scenario. Said et al. (1993); Joubert et al. (1996); Jiang (2007)

reported either a negligible effect from a change in Ti, or that the effect was contained

in a region close to the inlet. van Hooff and Blocken (2017) suggested that the effect of

a change in Ti might depend on whether the flow being studied contains fully developed

turbulence or not and this seems to correspond with the other studies described above.

The velocity, TKE and dissipation rate profiles at the inlet were taken from a precursor

steady k-ε RNG model in which the flow was allowed to develop in a channel which

was h high, H wide and 30 h long. The mean inlet velocity for the precursor model,

u0, was set to that defined by Nielsen (1990). The hydraulic diameter for the precursor
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model, DH, used to define the integral length scale at the inlet, was calculated using

an equation for rectangular ducts (van Hooff et al., 2014), DH = 4Whinlet / 2(W +

hinlet) = 0.318 m. The TKE decayed rapidly in the inlet channel so a high inlet Ti

(47 %) was required to achieve even a moderate Ti at the end of the inlet channel, i.e.

at the entrance to the main volume of the domain. A normalised RMS velocity, uRMS /

u0, (the parameter reported by Nielsen (1990)) = 4.6 %, was achieved at the end of the

inlet channel, i.e. the centre of the opening at the entrance to the main volume of the

domain, while a value of 8.4 % was reported by Nielsen (1990).

A simulation was also run with a laminar inflow, i.e. the vortex method was turned

off. The results of this comparison are shown in Appendix B, in Figures B.3 and B.4.

Changing to laminar inflow had little effect of the air flow in the room beyond a distance

of approximately x / H = 1 from the end of the inlet channel. This suggests that the

flow in the domain contains fully developed turbulence so is not sensitive to turbulence

levels at the inlet. The presence of fully developed turbulence in the room is explored

in Chapter 4.

The model was originally run without the precursor simulation, i.e. with flat (constant)

velocity, TKE and dissipation rate profiles applied directly to the start of the inlet

channel. However, this type of profile was incompatible with the way Fluent applies the

vortex method and resulted in asymmetric flow conditions being created at the inlet.

The results from this simulation are discussed briefly in Section 3.3.1.

All walls were given no-slip boundary conditions.

A fully structured hexahedral mesh with 5.4 million cells was produced initially. An

image of the mesh on the vertical centre plane and a horizontal plane at a distance of

hinlet / 2 from the floor is shown in Figure 3.2. There were 20 cells across the inlet height

and the largest cell dimension in the domain was 0.03 m. The initial mesh was refined

(i.e concentrated) near the source locations and also around the shear layer of the wall

jet. Nearly all of the top and left/right walls (x / H = 0 and 3) had a y+
1 (where y+

1 is

the non-dimensional distance from the wall of the first cell centre) across them of less

than 5, so the first cell centres should be in the viscous sub-layer. The near wall mesh

on the sides (z / H = 0 and 1) was slightly coarser, with y+
1 as high as 13 near the inlet,

putting the cell centroid in the buffer layer. Most of the mesh on the bottom wall had

y+
1 < 2.5 and the source regions had a y+

1 of 1.0 and 1.7 for the left and right sources

respectively. The aspect ratio of the cells, both x / y and z / y, at the sources was 3.5.

The largest aspect ratio for the near-wall cells on the floor (both x / y and z / y) was

13. This occurred at approximately x / H = 1.5 for x / y, and half way between the

centre of the room and side walls for z / y.

The ratio of subgrid scale TKE to total TKE can be used to give an indication of the

amount of turbulence that is being resolved, as opposed to modelled, in a LES simulation

(Pope, 2004). Abdilghanie et al. (2009) reported that their LES mesh was well resolved
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with a TKE ratio of less than 5 % across most of their domain. The volume weighted

average ratio of subgrid scale TKE to total TKE in this model was 1.5 %, showing that

the mesh size was sufficiently small to resolve 98.5 % of the TKE. The mesh dependency

is discussed in Section 3.2.2.

The time step and mesh size resulted in a Courant-Friedrichs-Lewy (CFL) number of ≤
0.5 across the bulk of the domain with a few small regions having a slightly larger CFL

number but still well below 1.

The upper frequency cut-off (1 / (2∆t)) was 50 Hz, but as the CFL number was ≤ 0.5,

the relative coarseness of the mesh further reduces the maximum frequencies that can

be resolved to ≤ 25 Hz. However, this is still well above the typical room turbulence and

dog sniffing frequencies given in Section 1.4. The sensitivity of the results to a change

in the time step size is discussed in Section 3.2.2.

See Section 4.3 for a discussion on the cut-off frequency close to the left source.

(a)

(b)

Figure 3.2: The original, un-refined CFD mesh shown on the vertical (x-y)
centre plane, (a); and a horizontal (x-z) plane hinlet / 2 from the bottom wall,
(b). The dimensions are given in Figure 3.1. To better see the detail in the
images, please view the electronic version of the thesis.
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3.2.1 The vapour source and monitoring locations

This chapter focuses on vapour released from TNT explosive. A volatile material can

be viewed as a vapour generator with the production rate being a function of physic-

ochemical factors (e.g. vapour pressure and molecular vapour-air diffusion coefficient),

scenario details (source size, ambient conditions, local air flow and ventilation) or in-

ternal processes such as the diffusion of a vapourising compound through the solid (see

Section 2.1 for more details).

The CFD models used to study the vapour transport are based on passive scalar trans-

port and it is assumed that the concentrations can be scaled linearly to represent different

target vapours. Processes such as vapour sorption onto surfaces, which may make the

scaling non-linear, have not been included here but are included in the modelling in

Chapter 5. The movement of a dog and handler in the room has not been accounted

for and it is expected that this movement would produce additional unsteadiness and

increased local mixing. The effect that people movement has on mixing is reported on

by Mora and Gadgil (2002); Keil (2015); Mingotti et al. (2020) and is discussed briefly

in Section 6.1.

Two sets of large and small vapour sources were modelled representing an explosive fully

exposed on the floor of the room. The large and small sources were defined as squares

with side length, d, of 0.144 m and 0.048 m respectively. The areas, A, of the large and

small sources were 0.0207 m2 and 0.002 30 m2 respectively, therefore, the large source was

nine times the area of the small source. The source face represents the surface of the

explosive and was set with a constant species concentration, c0. This creates a vapour

source based on the assumption that, close to the surface of the explosive, there is a

continuous reservoir of vapour at the saturation vapour pressure concentration. This

assumption is a reasonable one when the flow over the explosive is weak, but, too high

a flow could deplete this reservoir faster than it is replenished from the bulk explosive.

For semi-volatile organic compounds SVOCs the vapour production rate should only be

limited by processes external to the solid. The same is also true for materials where the

compound of interest makes up the bulk of the mass of the solid (such as TNT). See

Section 2.1 for more details.

Both sets of sources were centred in the z direction with the centre for one at x =

0.350 m and the other at x = 7.572 m (Figure 3.3). This placed the left sources in

a small recirculation region where the mean velocity was small and in the positive x-

direction (see Figure 3.8). The right sources were in a faster flowing region with flow

in the negative x-direction. The area around the left source location is perhaps more

representative of typical mechanically or naturally ventilated rooms which would not be

expected to have strong directional flow near the floor.
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Figure 3.3 shows the locations of the monitor points and lines used to report vapour

concentrations. Vertical lines VR2 and VR3 were used to show how the concentration

profiles evolve downwind of the source. As the flow direction near the left source varies

it was not possible to define a downwind direction so additional vertical monitor lines

for the left source were not used.

Figure 3.3: The locations of the sources, monitor lines and monitor points on
the floor (upper) and the vertical centre plane (lower). Lines VL1 and VR1
are centred on the left and rights sources respectively. Lines VR2 and VR3 are
offset from VR1 by 1 m and 2 m respectively. Lines H3 and H2 are 0.3 m and
0.084 m above the ground respectively. There is an additional horizontal line,
H1, at y = 0.01 m which is not shown here. Points PL1 and PL2 are 0.1 m and
0.3 m above the centre of the left sources and PR1 and PR2 are at the same
heights above the right sources. Points PL3 and PR3 are at y = 0.3 m and are
offset from the centre of the sources in the x-direction by 1 m. All points and
lines are on the vertical centre plane.

The vapour diffusion coefficient was set to 5.6× 10−6 m2·s−1 which is representative of

the diffusion of TNT vapour in air under ambient conditions (Gershanik and Zeiri, 2010).

The corresponding Schmidt number, Sc, was set to 2.7. The volatility of TNT at 20 ◦C

is 3.2× 10−8 kg·m−3 (or 3.4 ppb, volume/volume) (Ostmark et al., 2012).
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3.2.2 Mesh and model sensitivities

To assess the mesh dependence of the model, separate adaptions were made to study

the effect on both the flow field and the vapour flux from the source.

As the ratio of the estimated subgrid scale TKE and total TKE was already small across

most of the domain, the mesh was only refined in the inlet channel and the start of the

shear layer (see Figure 3.4) when testing the effect of the mesh on the flow field. For the

refined mesh, ∆t was reduced to 0.005 s to maintain the same maximum CFL number

in the inlet region. The refinement of the mesh in the inlet channel and shear layer

had little effect on the velocity and RMS velocity profiles, as shown in the appendix in

Figures B.1 and B.2, so this refinement was not used for subsequent modelling.

Figure 3.4: Mesh refinement (show on the vertical centre plane) at the inlet
and shear layer. For reference, the inlet channel height, hinlet, is 0.168 m and
the channels is 10hinlet long. To better see the detail in the images, please view
electronic version of the thesis.

Two localised adaptions of the fully structured mesh at the left and right source locations

were performed to assess the dependence of the vapour flux predictions on the mesh.

The mesh was refined in a cuboid (0.60 m x 0.6 m x 0.6 m in the x, y and z directions

respectively) centred on the sources to produce the first adaption and then refined again

in a smaller region (0.3 m x 0.3 m x 0.3 m in the x, y and z directions respectively), see

Figure 3.5.
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(a)

(b)

Figure 3.5: The second refined mesh at the left source (a); and the right source,
(b) both shown on the vertical centre plane. For reference, the inlet channel
height, Hinlet, is 0.168 m and the outlet channel height, Houtlet, is 0.48 m. To
better see the detail in the images, please view the electronic version of the
thesis.

Considering only the convective component, the vapour flux, F , given by Equation 3.1

was compared for each mesh.

F =

∫
u cρ dAoutlet

A
, (3.1)

where c is the time average concentration, Aoutlet is the area of the domain outlet and A

is the area of the source. Equation 3.1 should approximate the flux at the source with a

good accuracy (when averaged over a sufficiently long period), given that the turbulent
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flux is usually small compared to the streamwise convective component (van Hooff et al.,

2014).

For both source locations there was a small change in the vapour flux as the mesh was

refined but this was never more than an 8 % difference (compared to the initial mesh)

for the left sources and never more than a 2 % difference for the right sources. The

overall patterns in the mean and RMS vapour fields were qualitatively similar for all

three meshes, as were the mean and RMS velocities. Boppana et al. (2010) showed that

reducing y+
1 from 2.1 to 1.1 at their constant concentration vapour source had little

effect on the local mean concentration when normalised to the vapour flux, for their

vapour, naphthalene (Sc = 2.3).

As the variation in flux for the right sources was small and the initial mesh had a y+
1

within the range used by Boppana et al., the initial mesh was used for modelling the

right sources. As the variation in flux for the left source was larger, the mesh with one

refinement was used for subsequent modelling. This meant that y+
1 at the left and right

sources was 0.3 and 1.7 respectively.

Using the mesh with one refinement at the left source, the time step, ∆t, was reduced

from 0.01 s to 0.005 s and the normalised mean velocity and normalised RMS velocity

profiles were compared. There was only a small change in the normalised mean velocity

and normalised RMS velocity profiles (see Figures B.5 and B.6 in the appendix). With

the reduction in ∆t, the time-averaged flux from the small and large left sources changed

by +4 % and +3 % respectively. The concentration and RMS concentration fields were

similar for both time step sizes (see Figures B.7, B.8, B.9 and B.10 in the appendix), as

were probability histograms of relative instantaneous concentrations (see Figures B.11

and B.12 in the appendix). As the results show only a small time step size dependency,

∆t = 0.01 s was used.

As discussed previously, changing the inflow conditions from turbulent to laminar flow

had little effect on the flow apart from close to the inlet.

3.3 Results and discussions

3.3.1 Validation of the flow field

Time-averaged velocity vectors on the vertical plane at the centre of the domain are

shown in Figure 3.6.

The flow is dominated by a large primary recirculation with secondary recirculation

regions in the lower left (small x and small y) and upper right (large x and large y)

corners of the vertical plane.
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Figure 3.6 shows that TKE, created in the shear layer produced by the wall jet, decays

as the jet moves along the top wall and down into the room.

Figure 3.6: Mean velocity vectors (upper) and contours of resolved TKE
[m2·s−2] (lower), on the vertical centre plane. The vertical lines are at x /
H = 1 and 2 and the horizontal lines are at a distance of Hinlet / 2 from the
top wall and the bottom wall. Vectors are plotted on a regular grid of points
and some example vectors are annotated.

The time-averaged velocity, u, and uRMS , both normalised against u0, were compared

to the data of Nielsen (1990) and the results are shown in Figures 3.7 and 3.8. The

figures show data over vertical lines on the centre plane at x / H = 1 and 2 and on

horizontal lines on the centre plane at a distance of Hinlet / 2 from the top and bottom

surfaces (as shown in Figure 3.6).
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Figure 3.7: u / u0 and uRMS / u0 against y / H on vertical lines on the centre
plane at x / H = 1 (left graph) and x / H = 2 (right graph).

Figure 3.8: u / u0 and uRMS / u0 against x / H on horizontal lines on the centre
plane at a distance of Hinlet / 2 from the top wall (upper graph) and Hinlet /
2 from the bottom wall (lower graph). The vertical lines show the locations of
the source centres.

The mean and RMS velocity profiles are broadly similar to those reported by, for ex-

ample, Susin et al. (2009); Thysen (2015); Zhang and Chen (2000). Interestingly the
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velocity prediction in the present study at x / H = 1 are similar to those of Davidson and

Nielsen (1996), who used a considerably coarser mesh. The main discrepancies between

the LES model and the experiment are: the velocity profile near the floor, in particu-

lar the point of separation and the peak negative velocity; and the under-prediction of

the RMS velocity near the floor. Regarding the former, some previous modelling studies

(Thysen, 2015; Davidson and Nielsen, 1996) have shown a better fit to the mean velocity

data near the floor. However, a similar point of separation to that shown in the current

modelling, was reported by Pedersen and Meyer (2000), who carried out particle image

velocimetry measurements in a scale model.

The under-prediction of the RMS velocity near the floor is a feature that, to the author’s

knowledge, has not been predicted accurately in any published studies. Zhang and Chen

(2000) stated that coarse mesh resolution may have been the cause of their errors in the

LES prediction of the fluctuating velocity. However, the finer mesh used in the present

study has not significantly altered the effectiveness of the model.

The model performance has been assessed using a number of metrics as described by

Hanna et al. (2004) and used for velocities and turbulence predictions by Tominaga

(2015) and van Hooff et al. (2017). These are: the fraction of points within a factor of

two (FAC2), percentage of points within a factor of 1.3 (FAC1.3), the fractional bias

(FB) and normalised mean square error (NMSE). The FB is a measure of the systematic

error which would be expected to be seen as a consistent over- or underestimate. The

NMSE is a measure of how scattered the data is. Each assessment used 106 data points.

The results are presented in Table 3.1, alongside the ideal values for each metric for a

perfect model.

u/u0 uRMS/u0 Ideal value

FAC2 0.75 0.95 1

FAC1.3 0.53 0.51 1

FB 0.14 0.22 0

NMSE 0.26 0.11 0

Table 3.1: Model performance metrics for u / u0 and uRMS / u0.

The metrics show that the model has performed well in predicting both the mean and

RMS velocities, with more than 50 % of predictions within a factor of 1.3 of the experi-

mental data.

It is of interest to note that the turbulence intensity, Ti, was very high across the domain,

as is typical of indoor air flows. The median Ti on the vertical line at x / H = 1 was

77 % and on the horizontal line, at a distance of h / 2 from the bottom wall, it was

85 %. These values are similar to the upper Ti limit from the measurement study of
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Finkelstein et al. (1996) and slightly higher than the upper range of those measured by

Kovanen et al. (1989).

When the model was run without the precursor simulation, i.e. with flat (constant) ve-

locity, TKE and dissipation rate profiles applied directly to the start of the inlet channel,

an asymmetry in the flow was created at the inlet. This was due to an incompatibility

with the flat velocity profile and the way Fluent applies the vortex method. The asym-

metry was sufficiently strong to produce circulation in the horizontal plane between x

/ H = 0 and 1. Interestingly the velocity profiles from this model, on the horizontal

line at Hinlet / 2 from the bottom wall, better matched the experimental data than the

model discussed above.

Nielsen (1990) reported some three-dimensionality in the measured flow and a similar

asymmetric circulation region was seen in a steady k-ω solution (Nielsen et al., 2010).

It is known that symmetric geometries can produce asymmetric flows (Cherdron et al.,

1978) and that room airflows can have multiple stable solutions (Li and Nielsen, 2011;

Pulat and Nielsen, 2015). Therefore, the accidental asymmetry applied when the model

was run without the precursor simulation may have resulted in a fortuitous replication

of the flow condition that was actually present when the measurements were taken.

3.3.2 Vapour flux

In order to predict the vapour flux from an explosive in a room, empirical models are

available. For laminar flow, the mass transfer from a constant concentration source can

be represented by the following Sherwood number (Sh) relationship (Incropera and De

Witt, 1990).

Sh = 0.664Re
1
2Sc

1
3 (3.2)

The Sherwood number is defined as

Sh =
aLchar
D

, (3.3)

where Lchar [m] is a characteristic length. The vapour flux, F , can then be calculated

using Equations 3.2, 3.3 and the following,

F = a (C0 − Cambient) , (3.4)

where Cambient [kg·m−3] is the ambient concentration.

An assumption in Equation 3.2 is that the velocity boundary layer and the concentration

boundary layer both begin at the leading edge of the plate. For indoor air flows it is often
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difficult to define the length of a boundary layer due to the point of flow attachment

being unclear. Also, the subliming explosive could be located at any point in that

boundary layer. An alternative relationship, which should have more applicability for

the type of problem being considered here, was given by Danberg (2008) for Couette

flow2 over a circular or rectangular source. The equation for the rectangular source is

given by the following.

Sh = 0.796

(
uτLsource

ν

) 2
3

Sc
1
3 , (3.5)

where uτ [m·s−1] is the friction velocity, Lsource [m] is the length across the source and

ν [m2·s−1] is the kinematic viscosity. The friction velocity is given by the following:

uτ =

√
τw
ρ
, (3.6)

where τw [kg·m−1·s−2] is the wall shear stress.

Danberg compared his model (for a circular source) to data for droplet evaporation in

a wind tunnel for three temperatures. The slope of the line fitted to the experimental

data was 13 % larger than or 3 % smaller than that of the model depending on whether

he excluded possible outliers.

The CFD predicted vapour fluxes, F , for the large and small sources at both locations

for TNT are given in Table 3.2 alongside prediction using the Danberg (2008) model.

The ratio of the two predictions is also given.

Small left Large left Small right Large right

CFD flux /ng·m−2·s−1 37.1 25.7 71.4 49.9

Danberg flux /ng·m−2·s−1 28.4 19.5 54.9 38.1

Ratio CFD:Danberg 1.3 1.3 1.3 1.3

Table 3.2: Vapour fluxes predicted by the CFD model compared to that of the
Danberg (2008) model.

For both source locations, the vapour flux, F , from the large source was 0.7 times that

from the small source. Therefore, the mass emission rate, Ṁ , from the large sources was

6.3 times that from the small source (the large source has nine times the surface area of

the small source). The fluxes, F , from the right sources were 1.9 times those from the

left sources (for both sizes). The CFD predictions are very close to those of the Danberg

model for all sources. It should be noted that the Danberg model was developed for a

steady two-dimensional flow with a constant friction velocity in space and time. This

provides some additional confidence in the accuracy of the CFD vapour model.

2Couette flow is drag induced flow between parallel plates where the velocity profile between the
plates is linear.
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3.3.3 Vapour concentrations

Figure 3.9 shows contours of time-averaged concentration, c, normalised by c0, on the

vertical centre plane, for the left and right large sources. For the left source, there is a

small, high concentration region to the right of the release location due to the mean flow

in that area being in the positive x direction. The vapour is then carried up and round

in a clockwise direction. There is a gradient in the mean concentration field towards

the lower left of the domain where the source is located. However, this gradient is very

weak on the right side of the room. For the right source the high concentration region

stays close to the floor and there is a gradient in from the lower left of the room to the

lower right. Similarly to the left source, the concentration gradients are weak in large

parts of the room.

Figure 3.9: Normalised mean concentrations (c / c0) for the large left source
(upper) and the large right source (lower) on the vertical centre plane. The
concentrations are shown on a log scale and are not clipped to the range. The
vertical lines are positioned at the centres of the sources.

Figures 3.10 and 3.11 show graphs of normalised mean concentration on vertical lines

above the sources and downwind from the right source, and horizontal lines at various

heights (Figure 3.3 shows the locations of the lines). Lines VL1 and VR1 show how

the mean concentration reduced rapidly over a short distance from the source. Within
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approximately 0.1 m or less from the sources in the vertical direction the concentrations

have reduced by more than three or four orders of magnitude. For horizontal distances

from the left sources (Figure 3.11) greater than 4.5 m, c / c0 is almost constant at

approximately 6.7× 10−4 for the large source and a factor of 6.3 less for the small source,

irrespective of the height of the horizontal line. For the right sources the downstream

concentration decay in the horizontal direction is rapid. However, concentrations do not

quite reach the background levels seen upwind of the source by the time the vapour

plume reaches x = 0 m. The mean concentration profile flattens with increasing vertical

or horizontal distance from the source.

For a source of TNT, the background concentrations in the room would be approximately

0.22 parts per trillion (ppt) and 0.036 ppt for the left large and small source respectively

and 0.44 ppt and 0.070 ppt for the right large and small source respectively.

As would be expected from their relative vapour fluxes, the time-averaged concentrations

from the large sources were consistently 6.3 times that from the small sources (calculated

along the lines in both the horizontal and vertical directions), apart from very close to

the source.

Figure 3.10: c / c0 along vertical lines VL1, VR1, VR2 and VR3. The upper
graph shows releases from the left sources and the lower graphs the right sources.
Only data up to y = 1.0 m (or y / H = 0.33) is shown.
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Figure 3.11: c / c0 along horizontal lines H3, H2 and H1. The upper three graphs
show releases from the left sources and the lower three graphs the right sources.
The vertical black lines indicate the location of the centre of the sources.

To illustrate the intensity of the fluctuating concentration (as would be used in eddy

chemotaxis), Figures 3.12 and 3.13 show the RMS of the fluctuating concentration rel-

ative to the local mean concentration, cRMS / c.

There is little difference between cRMS / c for the two source sizes apart from in the

near-source region and a small region to the left of the left sources on line H1. This shows

that generally the intensity of the relative concentration fluctuations is not sensitive to

the source size for these two sizes. For the right sources there is a clear gradient in the

upwind direction leading to the source. This is similar to that of a ground level source

in an atmospheric boundary layer flow (Fackrell and Robins, 1982; Xie et al., 2007;

Boppana et al., 2012). For the left sources, the pattern of the gradient is complex but

there is a clear gradient upwind of the left source (on the left of the room). The results

for the right source can be compared quantitatively to published data from wind tunnel

and LES studies of ground level passive scalar releases in a fully turbulent boundary

layer. On the horizontal line 0.01 m above the floor, H1, cRMS / c peaks between 1.4

and 1.8 (downwind of the source) which is larger but within a factor of four of the

published data (0.8 (Xie et al., 2007), 0.5 (Fackrell and Robins, 1982), 0.5 Boppana
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et al. (2012)). It should be noted that the boundary layer in the scenario studied here

is unlikely to be fully developed.

Figure 3.12: cRMS / c along vertical lines VL1, VR1, VR2 and VR3. Note
that c is the local time-averaged concentration, which changes with height. The
upper graph shows releases from the left sources and the lower graphs the right
sources. Only data up to y = 1.0 m (or y / H = 0.33) is shown.
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Figure 3.13: cRMS / c along horizontal lines H3, H2 and H1. Note that c is
the local time-averaged concentration, which changes with horizontal distance.
The upper three graphs show releases from the left sources and the lower three
graphs the right sources. The vertical black lines indicate the location of the
centre of the sources.

Time histories of relative instantaneous concentrations, c / c, are shown for the left and

right large source in Figures 3.14 and 3.15. From these graphs it is clear to see how the

vapour structures are very different on two sides of the room. This is partly due to the

relative location of the monitor points in the plumes from the two sources. As can be

seen in Figure 3.9, the flow on the right of the room has caused the plume there to stay

lower to the ground compared to the left side. This means that even monitor PR1 is

located out of the (time averaged) plume. The occasional peaks in the concentration

time history at PR1 must be due to the unsteady air flow occasionally lifting the plume

off the ground. Animations of the instantaneous concentration field show that these

types of event do happen. Monitor PR2 is sitting well away from the plume so only sees

background concentrations. Monitor PR3 is located on the edge of the (time averaged)

plume so displays a more varying concentration time history.

There are some similarities in the time histories at PL1 and PL2, which suggests that

the vapour structures must be at least 0.2 m in size (the separation between the two
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points in 0.2 m). All the three monitors for the left source are more clearly within the

plume than the right monitors.

Peak instantaneous concentrations for the left source reach approximately two orders of

magnitude above the mean, whereas at the right source, peaks are a little over one order

of magnitude above the mean.

From a visual examination of the instantaneous concentrations time histories, the fre-

quency of the concentration fluctuations was of the order of approximately 1 Hz or

slower.

The integral time scale for velocity, Λt,u was calculated (using the first zero-crossing

point on an autocorrelation function) at monitor points located between 0.1 m to 0.5 m

above the left source and the values were between 13.4 s and 20.5 s. The integral time

scales for the concentration fluctuations, Λt,c, were smaller, 3.5 s to 14.6 s, and broadly

increased as the height above the source increased. Integral velocity time scales are close

to, but larger than, those reported by Zhou (1999) for ventilated spaces.

The Kolmogorov length scale, η, was estimated for the room. The Reynolds number

was calculated using the average velocity across the middle region on the room along x

/ H = 1, and H was used as the characteristic length. This gives Re = 7200, which is

slightly larger than the inlet Re. Using Equation 3.7, η = 4 mm, which is within the

range of values given by Chen and Srebric (2002) for indoor air flow.

Lchar
η

= Re3/4 (3.7)

Using the friction velocity on the floor (the average value at the left and right sources

was 0.01 m·s−1) as the characteristic turbulent velocity, the frequency of the smallest

scales of turbulence was approximately 2.5 Hz.

The integral time scales for concentration are more than one order of magnitude greater

than the dog sniffing time scales, 0.14 s to 0.25 s (based on sniffing frequencies reported

by Craven et al. (2010)). The sniffing frequencies are also higher than frequency of the

smallest scale turbulence.
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Figure 3.14: Time histories of relative instantaneous concentrations, c / c, for
the left large source at points PL1, PL2 and PL3.
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Figure 3.15: Time histories of relative instantaneous concentrations, c / c, for
the right large source at points PR1, PR2 and PR3.

Probability histograms of relative instantaneous concentrations, c / c, are shown in

Figures 3.16 and 3.17 for four locations. The 99th percentile value for c / c, C99th,

C99th, is given on each graph. For the left sources the largest value of C99th was 28.1,

which was for the large source at point PL1 (see Figure 3.17). It should be noted that

similar results were produced in models with ∆t = 0.01 s or 0.005 s. At point PL3,

C99th was approximately nine for both sources sizes. C99th was 1.1 and 1.6 for both the

small and large sources at PR1 and PR3 respectively.

The instantaneous concentration time histories show that higher c / c peaks exist but

for less than 1 % of the time.
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Figure 3.16: The probability distributions of c / c for the small sources at points
PL1, PL3, PR1 and PR3. The upper graphs show releases from the left sources
and the lower graphs the right sources. The vertical line shows cRMS / c. The
bin width = 0.25.



68 Chapter 3 Large-eddy simulation of an indoor species transport test-case

Figure 3.17: The probability distributions of c / c for the large source at points
PL1, PL3, PR1 and PR3. The upper graphs show releases from the left sources
and the lower graphs the right sources. The vertical line shows cRMS / c. The
bin width = 0.25.

As with the concentration time histories, at both locations the probability distributions

of c / c are very similar for the small and large sources.

3.3.4 Relating the fluctuating concentrations to canine limits of detec-

tion

In order to assess how frequently the vapour concentration exceeds the limit of detection

of a dog at various locations, the vapour field has been scaled to represent that which

would be produced if the sources were TNT (with c0 = 3.4 ppb at 20 ◦C). It has been

assumed that the dog has a 1 ppt limit of detection for TNT. Dogs are reported to have

limits of detection of 1 ppt to 2 ppt (Walker et al., 2006) but may be significantly lower

(Nicklin, 2015). Time series of the scaled concentrations at points PL1 and PL3 for the

small left source, with the 1 ppt threshold are shown in Figure 3.18. Information on

the number of times this threshold is exceeded, N1ppt, over 3530 s at the monitor points

PL1, PL3, PR1 and PR3 is given in Table 3.3 for both the large and small left sources.

Also shown in the table are the percent of time spent above this threshold along with

the maximum and median duration for the individual peaks.
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Figure 3.18: Time series of the scaled concentrations at points PL1 and PL3 for
the small left source, with the 1 ppt threshold shown as a red line.

Source Location N1ppt Percent Maximum Median

size of time duration duration

/% /s /s

Small PL1 16 2.9 20.0 5.5

Small PL3 58 5.0 11.7 2.0

Small PR1 0 0 0 0

Small PR3 0 0 0 0

Large PL1 126 18.7 66.5 1.8

Large PL3 151 37.1 66.6 4.7

Large PR1 10 0.1 0.9 0.3

Large PR3 81 14.4 93.3 2.7

Table 3.3: Information on how frequently a 1 ppt threshold was exceeded over
a period of 3530 s.

As expected, the threshold was crossed considerably more frequently for the large sources

compared to the small sources. This is because Ṁ for the large source was 6.3 times that
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from the small sources. When the threshold was exceeded, it was typically exceeded for

approximately two seconds or longer. There are no exceedance events for the the right

small source due to the location of the monitors relative to the plume. For the right

large source, the room background concentration has been increased sufficiently for PR1

to register a small number of exceedance events.

3.4 Relating the results to chemical location techniques

and the detection of vapour using dogs

The following discussion is based on the specific geometry and flow studied. Therefore,

the conclusions cannot necessarily be applied to other types of room. However, the same

principles should apply in appropriate cases. As stated previously, the first objective

of this PhD is to investigate the unsteady flow present in a test room and the extent

to which it can produce complex vapour fields that could either help or hinder vapour

detection. One of the aims is provide advice to and tools for detection practitioners to

improve their training processes and increase the likelihood of successful detection

Depending on the limit of detection of the dog and the source of the vapour, the animal

may not be aware of the vapour until it enters the high concentration region, immediately

adjacent to the source, due to the diluting effect of the supplied fresh air. This would

be particularly relevant for low volatility materials such as most explosives. Based on a

dog’s sampling frequency, up to 7 Hz (Craven et al., 2010), it should be able to detect

the concentration fluctuations. The instantaneous concentrations could be greater than

28 times the mean when sampling 0.1 m from the source and greater than 8 times at

more than 1 m from the source. This effect was reduced for the right source as the

flow there was less unsteady than at the left source. These peak concentrations were

only present for 1 % of the time and the peaks were typically more than a minute apart.

Therefore, a dog may need to remain stationary or to continue to search within a region

in order to come across them.

Assuming that a dog can detect the vapour, consideration should be made for how it

could then track to the source location. For both release locations there was a mean

concentration gradient (in both the vertical and horizontal directions) leading towards

the source. Therefore, chemotaxis may be a suitable method to track towards a vapour

source in these cases. It should be noted that the unsteady nature of the vapour field

means that a dog would need to be stationary and sampling the air for an unreasonably

long period of time (of the order of τ , i.e. 353 s) to be able to sense (and then utilise)

the time-averaged concentration field. This point should also be of interest to those

designing autonomous sensor systems for operation indoors. It may be that dogs or

autonomous systems could use eddy chemotaxis due to the relatively low frequency of

the concentration fluctuations. Due to the way air circulates in rooms it is possible that
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the source of an odour could lay downwind of the location where a dog first detects a

signal. As a result, anemotaxis would also not be expected to work in all cases. All

sources produced a relative RMS concentration field in which magnitudes decreased with

distance from the source. However, the horizontal gradient was mainly contained within

the left of the room for the left sources. To find the source of vapour the dog may have

to employ a structured (e.g. the spiral search pattern of Ferri et al. (2009)) or random

search pattern to enable it to move into the high concentration/gradient region near the

source.

As mentioned earlier, the movement of a dog and handler in the room has not been

accounted for in the modelling but it is expected that this movement would produce

additional local unsteadiness and increase local mixing.

The large vapour sources, with nine times the surface area of the small sources, only

produced concentrations 6.3 times higher. This was because the flux, F , from the large

sources was 0.7 times that of the small sources. This has implications for the use of

source materials in training exercises; increasing the surface area of the source may not

increase the vapour concentration in the room proportionally.

The RMS concentration and the instantaneous concentration (not shown in this thesis)

relative to the local time-averaged concentration were almost indistinguishable between

the two sources, except very close to the source. Fackrell and Robins (1982) saw a similar

effect for ground level sources in their wind tunnel study. They pointed out that the

key ratio was the local turbulence integral length scale to the source diameter. When

the local integral length scale is smaller than the source, the relative RMS concentration

should be independent of source size. The implication of this is that small sources of

explosive could produce the same relative RMS and relative instantaneous concentration

as a large source. However, this would only apply when both sources are larger than the

local integral length scale and within certain size constraints.

3.5 LES modelling conclusions and recommendations

A LES CFD model of vapour transport from a constant concentration area source in

a mechanically ventilated room has been used to illustrate the capability of LES to

simulate the complexity of indoor vapour fields and to assess how they relate to detection

using dogs.

The following conclusions relate to the set-up of the model and its validity:

• The predicted turbulence statistics up to the 2nd order moment are generally in

agreement with experimental data (Nielsen, 1990) (FAC2 of 0.75 and 0.95 and
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FAC1.3 of 0.53 and 0.51 for mean and RMS velocity respectively). Other stud-

ies (e.g. Thysen (2015); Davidson and Nielsen (1996)) have captured certain flow

features better than achieved here, but the use of LES has enabled the fluctuat-

ing velocity field to be predicted more accurately than in studies using a RANS

approach.

• There are some uncertainties over the experimental data (Nielsen, 1990), for exam-

ple, it was not reported what the conditions upstream of the inlet were. However,

the modelled flow was shown to be not particularly sensitive to the level of turbu-

lence applied at the inlet.

• There is some question over the two-dimensionality of the flow (Thysen, 2015;

Nielsen et al., 2010; Voigt, 2005) and Nielsen et al. (2010) stated that it is possible

that different flow patterns were present in the experiment but were not captured

in the reported data. This means that there may be more than one correct solution

for the flow, as can be the case for room airflows, where the flow can switch between

different stable modes (Li and Nielsen, 2011; Nielsen et al., 2010).

• Regarding the model set-up, there are a considerable number of components in a

LES model that can be selected by the user. While great effort has been made

to assess the sensitivity to the key ones, it is not practical to assess them all.

For example, it is not known whether a finer mesh across the domain with a

second-order central difference scheme applied to the species transport equations

would improve the accuracy of the peak concentration predictions. However, best

practice, based on previously reported studies, was used to define the modelling

approach.

The following conclusions relate to the concentration field and detection:

• The predicted scalar flux and intensity of concentration fluctuations were compared

against analytical models and wind tunnel and LES data in the literature with

success.

• Due to the low volatility of some compounds of interest and the diluting effect of

the fresh air in the room, the time averaged vapour concentrations present in the

bulk of the room may be extremely low, whereas the peak concentration can be

much greater than the mean.

• Near the source the concentration fluctuates significantly but the amplitude of

these fluctuations was shown to be dependent on the location of the source, and

the local turbulent flow field.

• It was shown that instantaneous concentrations of approximately 28 times the

mean were predicted 0.1 m away, and greater than 8 times the mean more than 1
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m away for the large and small left sources. These peaks were present for 1 % of

the time.

• The vapour field did not scale linearly with the surface area of the source, for the

modelled source sizes. This is perhaps not surprising given the very low speed of

airflow in the room and the relatively large area size of the sources.

• The source size did not have a significant effect on the instantaneous and RMS

concentrations, relative to the local mean concentration, apart from close to the

source. Therefore, ten times the surface area of the source material would not

produce ten times the vapour, but may produce the same relative RMS and relative

instantaneous concentration field.

• Based on the ways in which animals are known to use air- or water-borne chemicals

to locate a source, it is not clear whether there is sufficient information present in

large parts of the room for dogs to be able to achieve this after they have detected

the vapour.

– It may be necessary to use a structured or random search pattern that enables

a detection dog to encounter sufficiently high concentrations or gradients (in

the mean or RMS field) close to the source.

• A dog should be able to differentiate the concentration fluctuations, as the integral

time scales for concentration were well above reported dog sniffing time scales.

• The above conclusions are based on a simple indoor scenario and although the find-

ings cannot be directly extrapolated to others types of room, the same principles

should apply in appropriate cases.

It is recommended that:

• The modelling methods developed in this chapter are applied to a range of room

types, including various mechanical ventilation configurations, naturally ventilated

room and various room shapes. This should be done to see whether the findings

can be applied more generally.

• Work is undertaken to reduce the simulation time. Generating the time-averaged

flow solution took approximately one week on 60 compute cores. An initialised

and time-averaged species solution could take could take one month on 60 cores.

– Using the results of the current simulations it may be possible to use the

standard Smagorinsky instead of the dynamics model (the volume averaged

value for
√
CDS in the current model was 0.14) and achieve similar results.

– It may also be possible to reduce the mesh resolution near some of the walls,

away from the source regions, without having a negative effect on the results.
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– The model may run more quickly in a different CFD code such as OpenFOAM®.

In the following chapter the same test room is modelled at a range of ACRs to try to

make the findings more generic. Sorption is included in the model in Chapter 5 and

in Chapter 6 the same vapour transport scenario is simulated using an eddy diffusion

model.



Chapter 4

The effect of air change rate on

the concentration fluctuations

4.1 Introduction

To extend the generality of the conclusions from Chapter 3, the Nielsen (1990) test-case

was run with species transport for a range of air change rates. The air change rates

included were: 10.2 h−1, 7.5 h−1, 5.0 h−1, 2.5 h−1, 0.5 h−1. This range went from the

reasonably high condition specified in the original experiment (Nielsen, 1990), down to

a rate which is more typical of a residential building (Murray and Burmaster, 1995).

4.2 Methodology

The room geometry and model set-up were the same as those described in Chapter

3. The only changes were the inlet velocity, u0, and the time step size, ∆t. ∆t was

increased as u0 was decreased to keep the CFL approximately the same for all models

(i.e. a maximum of less than 1).

As the velocity was reduced from that in the previously validated model it was assumed

that the solution would remain valid as the non-dimensional grid sizes (e.g. y+
1 ) would

be reduced.

The inlet velocity and Re for the different air change rates are shown in Table 4.1. Most

studies of the Nielsen (1990) test-case, or similar test cases, use the inlet height, Hinlet,

as the characteristic length for Re. Kandzia and Mueller (2016) discussed the use of a

Reynolds number calculated using the square root of the inlet area. They showed that

this is a better indicator of Reynolds number independence as it is indicative of the total

momentum flux into the room. For completeness, both Reynolds numbers are given, but

75
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only the inlet hight Re is given in the remainder of the chapter as this is used in the

majority of the relevant studies.

λ u0 Re inlet height Re inlet area

/h−1 /m·s−1

10.2 0.455 5000 21100

7.5 0.335 3680 15500

5.0 0.223 2450 10400

2.5 0.112 1230 5180

0.5 0.022 245 1040

Table 4.1: Model conditions for the air change rate study. Re is calculated from
both Hinlet and the square root of the inlet area.

For a similar shape geometry, van Hooff et al. (2012a) showed that the flow along the top

of their domain was in transition to turbulence from an inlet height Reynolds number

of approximately 1750, up to at least 2500. Nielsen (1990) stated that the flow in the

geometry had fully developed turbulence at an inlet height Re = 5000 and the data

indicated that there was some transition below this Reynolds number. Nielsen et al.

(2000) reported on experiments in a scale model of similar shape to that studied here

that the flow was laminar for inlet height Re = 211 and transitional for Reynolds number

of approximately 1000. A study by Nielsen (1988, 2015), looked at isothermal air flow

in a full-scale room with five different air supply devices. Nielsen stated that air change

rates above 2 h−1 to 5 h−1 (depending on the air supply devices used) were required to

achieve fully developed turbulence in at least some parts of the room. Davidson et al.

(2000) carried out LES modelling of a similar room with an inlet height Re = 600 and

reported that a transitional flow was found. Topp et al. (2000) carried out experiments

in a full scale room with a similar design and their results indicated that the flow was

turbulent for Re >500. In a room with isothermal flow, Kandzia and Mueller (2016)

suggested that the flow only became Reynolds number independent, and therefore fully

turbulent, at an inlet height Reynolds numbers greater than approximately 20000 or inlet

area Reynolds numbers of 45000. A number of other factors could influence whether the

flow is laminar or turbulent, such as: the shape of the room, the presence of furniture

or people and thermal gradients.

Therefore, based on the previous work it was expected that the applied range of inlet

conditions should create fully turbulent, laminar and transitional flows.
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4.3 Results and discussions

4.3.1 The flow field

Contours and vectors of time averaged, normalised, velocity (u / u0) on the vertical

centre plane are shown in Figures 4.1 and 4.2. The data for 7.5 h−1 is not included in

this and subsequent figures, as it is similar to that shown for 10.2 h−1 and 5 h−1.

The overall pattern of the contours are very similar for ACRs from 10.2 h−1 and 2.5 h−1,

with a small reduction in the normalised velocity of the jet as it moves from the ceiling

to the side-wall, as the ACR reduces. The separation point on the floor moves slightly

towards the middle of the room as the ACR reduces. For an ACR = 0.5 h−1 the contours

are very different, the wall jet mixes much less as it moves across the ceiling and the

separation point on the floor occurs much earlier. This suggests that the flow in the

room is laminar when the ACR = 0.5 h−1 and the inlet height Re = 245.
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λ=10.2 h−1

λ=5.0 h−1

λ=2.5 h−1

λ=0.5 h−1

Figure 4.1: Contours of normalised mean velocity (u / u0) for four different air
change rates, on the vertical centre plane.
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Figure 4.2: Vectors of normalised mean velocity (u / u0) for four different air
change rates, on the vertical centre plane.

The flow along the top wall of the room can be considered to be a plane wall jet, albeit

one with a reasonably small aspect ratio of H/Hinlet = 17.9. It has been shown that

plane wall jets show similar profiles within the characteristic decay region (x/Hinlet >7).

An empirical relationship for the non-dimensional velocity in a turbulent plane wall jet

was given by Rajaratnam (1976) and a theoretical relationship for a laminar plane wall

jet was given by Glauert (1956).
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Non-dimensional velocity profiles for four of the different cases, at x / H = 2, are shown

in Figure 4.3 in comparison with the turbulent and laminar profiles of Rajaratnam (1976)

and Glauert (1956), respectively. umax is the maximum velocity in the jet and y1/2 is

the distance from the wall at which u has decayed to 0.5 umax.

The profiles for the cases with an ACR of ≥ 2.5 h−1 quite closely follow the theory for

a turbulent wall, whereas the profile for the ACR = 0.5 h−1 case clearly follows the

theoretical laminar profile.

For the cases with an ACR of ≥ 2.5 h−1, the location of the maximum velocity moves

towards the wall as the ACR increases. Even with the highest Re (5000), the profile

does not quite match that of the Rajaratnam (1976). A similar trend (movement of

the maximum velocity towards the wall as the ACR increases) was seen by van Hooff

et al. (2012b) when carrying out experiments in a comparable geometry to the Nielsen

test-case with inlet Reynolds numbers varying from 1000 to 2500. This change with Re

(i.e. movement of the point of maximum velocity towards the wall) is most likely an

indication that the flow from the inlet should be considered transitional in the Re range

studied. Another important effect, as discussed by van Hooff et al. (2012b), is that the

wall at the end of the room forces the flow to separate from the top wall and the result

of this is to move the maximum velocity point away from the wall.
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Figure 4.3: Non-dimensional velocity profiles for the wall jet for the four CFD
cases, compared to the empirical model for a turbulent wall jet (Rajaratnam,
1976) and the theoretical model for a laminar wall jet (Glauert, 1956).

Figure 4.4 shows contours of normalised total (i.e. resolved and subgrid scale) TKE.

Again, the overall patterns are similar for the higher ACRs but there is very little TKE

present when ACR = 0.5 h−1. A small amount of TKE is generated in the 0.5 h−1 ACR

model when the jet reaches the far wall.
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λ=10.2 h−1

λ=5.0 h−1

λ=2.5 h−1

λ=0.5 h−1

Figure 4.4: Contours and vectors of normalised total TKE (TKE / u2
0) for four

different air change rates, on the vertical centre plane.

Normalised energy spectra (where E is the energy) for the five ACRs are shown in Figure

4.5, for the u velocity at point PL1, i.e. 0.1 m above the centre of the left source. As

stated previously, ∆t was increased as u0 was decreased to keep the CFL approximately

the same for all models. Therefore, the upper frequency cut-off (1 / (2∆t)) decreases

as the ACR decreases. For the 0.5 h−1 model this cut-off was 2.5 Hz. The CFL number

at PL1 was approximately 0.03 for the models with ACR from 10.2 h−1 to 2.5 h−1 but
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dropped to 0.002 for the 0.5 h−1 model. This was because, proportionally, less of the

flow reaches the lower left-hand corner of the room in that model. Therefore, the relative

coarseness of the mesh further reduced the maximum frequencies that can be resolved.

This cut-off is 4.7× 10−3 Hz for the 0.5 h−1 model and 0.32 Hz and above for the other

models.

The cut-off frequency for the 10.2 h−1 model, close to the left source, was approximately

1.5 Hz. In the bulk of the domain the CFL number was higher so the cut-off frequency

was ≤ 25 Hz. Therefore, this should be suitable to capture most of the velocity/vapour

fluctuations based the range of frequencies seen in typical rooms (0.002 Hz to 2 Hz, see

Section 1.4)

For an ACR of 10.2 h−1, the smallest eddy size (the Kolmogorov scale) was about 2

mm, while its frequency was approximately 2.5 Hz (see Section 3.3.3). This means the

resolution of the LES is reasonable. Reducing the ACR (and consequently the velocity),

increases the smallest eddy size and reduces the corresponding frequency.

It can be seen that the energy in the higher frequencies increases as the ACR (or Re)

increases. The -5/3 slope indicates that the inertial subrange was resolved in the models

with an ACR ≥ 2.5 h−1. The graph confirms that the flow near the floor of the room

is laminar in the ACR = 0.5 h−1 model as there is very little energy in the flow apart

from at the lowest frequencies.

That there is laminar flow for ACR = 0.5 h−1 (Re inlet height = 245, Re inlet area =

1040) and turbulent flow for ACR ≥ 2.5 h−1 (Re inlet height ≥ 1230, Re inlet area =

5180) is consistent with most of the published data discussed in Section 4.2. Only the

data of Kandzia and Mueller (2016) showed transition happening at a higher Reynolds

number (Re inlet area = 45000). However, in the Kandzia and Mueller (2016) study, the

presence of fully developed turbulent flow was only indicated by measuring the velocity

at one location in the room and the authors themselves stated that Reynolds numbers

effects are not easy to track in a complex flow field.

Without conducting an extensive study it is not possible to say whether the air change

rate, or Re based on the inlet height or area, or even Re based on a characteristic

room dimension is the best indicator of whether the air flow in a room is turbulent. It

is recommended that further modelling or experimental work is carried out to find an

optimum metric.

A survey of air change rate data for US residential buildings has been compiled by

Murray and Burmaster (1995). They compiled data from 2844 single and multiple

family residential units. The median air change rate across all buildings was 0.51 h−1.

Therefore, based on a simple assumption that ACR provides an indication of whether

room air flow is turbulent and accepting that other factors identified above could have
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Figure 4.5: Normalised energy spectra from the u velocity at point PL1 for the
five ACRs.

an effect, it is possible that a large proportion of residential buildings primarily have

laminar air flow.

This implies that the findings for the ACR = 0.5 h−1 room may apply in these rooms

as well. This also means that the air flow in these rooms could be modelled using

an unsteady laminar model instead of LES. Laminar models have been used before

for predicting indoor air flow, for example Posner et al. (2003) showed that a laminar

model accurately predicted air flow in their room with an inlet Re = 1600 (they do not

document whether Re is based on the inlet area or length). Davidson et al. (2000) used

an unsteady 2D laminar model (alongside a LES model) to predict the flow in a Nielsen

(1990) test-case like room (inlet height Re = 600) but showed that the laminar model

was not able to predict even the main flow features in the room. One explanation for

the poor performance might have been the coarseness of their mesh; they used only 0.3

million cells in their full 3D model vs. more than 5 million cells used in the models for

this PhD.

It should be noted that the ACR is not the only parameter which indicates whether room

air flow is laminar or turbulent. Other effects, such as buoyancy and people movement,

could be sources of turbulence.

Given the uncertainty over whether the air flow in a room is laminar or not and the

possible poor performance of the laminar model reported by Davidson et al. (2000), it

is recommended that LES with a dynamic Smagorinsky subgrid scale model is used for

this type of problem, if time and computer resources allow.
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4.3.2 The vapour flux

As the ACR in the room reduces, so does the friction velocity at the source and this

results in a decrease in the vapour flux according to the mass transfer model of Danberg

(2008) (Equation 3.5), this effect is shown in Figure 4.6 for the large sources. The figure

includes data from a model with λ = 0.25 h−1 as well as the models with λ from 0.5 h−1

to λ = 10.2 h−1. The figure shows a solid line which represents the Danberg (2008)

model (Equation 3.5). For uτ ≥ 7.3× 10−4 m·s−1, the CFD data follows the change in

rate predicted by the Danberg model with an over-prediction of only a factor of between

1.4 and 1.2.

The dashed line in Figure 4.6 shows the diffusion-limited vapour flux model of Gershanik

and Zeiri (2010). Gershanik and Zeiri (2010) showed that under certain conditions, the

sublimation rate of an explosive can effectively be described by a diffusion-in-air limited

rate. For the case of vapour production from a flat disc, Gershanik and Zeiri (2010,

2012) showed that the following is true for samples of explosives with diameters up to

6 mm.

The concentration, C, around a sphere with radius R, with a fixed surface concentration

in an unbounded space, when time, t = ∞ is given by the following (Gershanik and

Zeiri, 2010),

C = C0
R

r
, (4.1)

where r is the radial distance from the sphere. Equation 4.1 can be differentiated with

respect to r to give the following (Gershanik and Zeiri, 2010),

dC

dr
= −C0

R

r2
(4.2)

Inserting Equation 4.2 into Fick’s first law, Equation 2.37, when r = R, gives the

diffusion limited sublimation or evaporative flux, F from a sphere or a hemisphere on a

perfectly reflecting surface. This is a modified form of the equation given in Gershanik

and Zeiri (2010).

F =
Dm C0

R
(4.3)

Gershanik and Zeiri (2010) also gave an equation for sublimation or evaporation rate

from a disc with radius R, and it has been modified here to give F in terms of C0 rather

than P0.

F =
4Dm C0

πR
, (4.4)
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The dashed line in Figure 4.6 is calculated using Equations 4.4 and 3.4, with R calculated

for a disc with the same surface area as the square source used in the LES model.

Interestingly, as noted by Gershanik and Zeiri (2010), when R approaches infinity, F

approaches zero. The concentration gradient from an infinite flat plate is indeed zero

when t = ∞ (Crank, 1979). Also, integrating either Equation 4.3 or 4.4 shows that the

mass emission rate is proportional to the radius of the source, not the surface area.

Gershanik and Zeiri (2010) commented on the steady-state assumption of their model

and showed how this condition would be reached very quickly with small hemispherical

TNT particles. Some additional discussion on the Gershanik and Zeiri (2010) model

including the time taken to reach a steady-state condition are given in Appendix A.4

along with some sublimation flux data for TNT.

The CFD data confirms, for the first time (to the best of our knowledge), that when uτ

reaches a certain lower threshold, 3× 10−4 m·s−1 in this case, the flux becomes limited

by the rate of molecular diffusion as opposed to the friction velocity. This suggests that

as the flow reduces to a certain point, transport due to molecular diffusion becomes

dominant over that due to advection. This transition point can be calculated using the

following equation, which comes from a combination of Equations 3.5 and 4.4.

uτ =
4.77
√
Dm ν

Lsource
. (4.5)

4.3.3 The concentration field

For the rooms with turbulent flow, the friction velocity at the floor reduces approximately

linearly with the ACR and therefore the Sherwood number reduces at approximately

ACR2/3, according to Equation 3.5. This results in an increase in concentration across

the room as the ACR is reduced, i.e. the flux reduces at a slower rate than the fresh

air rate, Qf . This effect can be seen in Figure 4.7. The pattern of the concentration

contours is similar for ACRs from 10.2 h−1 to 2.5 h−1, but there is an increase in the

background concentration as the ACR reduces.

For the laminar case, the high concentration region around the source extends quite far

to the right of the source due to the location of the separation point on the floor and the

reduced mixing in the room. This clearly shows that the concentration does not follow

a simple relationship with the air change rate.

Relative instantaneous concentration (c / c) time histories at point PL1 (see Figure 3.3),

which is 0.1 m above the centre of the left source, for four ACRs are shown in Figure

4.8. The relative instantaneous concentration is plotted against t normalised by the
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Figure 4.6: Mass transfer coefficients against friction velocities for the left and
right large sources at six air change rates. The solid and dashed lines show the
mass transfer coefficient as predicted by the Danberg (2008) (friction velocity
controlled) and Gershanik and Zeiri (2010) (diffusion-limited) models respec-
tively.

characteristic mixing time, τ = 1 / λ. Probability distributions of relative instantaneous

concentration for the four ACRs at points PL1, PL2 and PL3 are shown in Figure 4.9.

A broadly similar pattern is shown for ACR = 10.2 h−1 to 2.5 h−1, with the data for

ACR = 0.5 h−1 looking very different. Both figures 4.8 and 4.9 show that there are no

significant concentration fluctuations at PL1 for ACR = 0.5 h−1, as indicated by the

small values for cRMS / c and C99th (C99th is the 99th percentile value for c / c). At PL2

and PL3 there are some fluctuations, but these are smaller than at the other ACRs.

The time histories for the higher ACR cases in Figure 4.8 have similar features. As τ is

longer for lower ACRs, the duration of the high concentration fluctuations will be longer

too. This means that there might be an optimum air change rate for sampling, when

the concentration fluctuations are high and of long duration (i.e. the lowest air change

rate which produces turbulent flow). Similarly though, there would also be long periods

of low concentration.

The integral time scale for concentration, Λt,c, was calculated (using the first zero-

crossing point on an autocorrelation function) at monitor locations PL1 and PL3, i.e.

0.1 m and 0.3 m above the left source (See Figure 3.3 for monitor locations), for each

ACR model. The results are shown in Table 4.2.
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λ=10.2 h−1

λ=5.0 h−1

λ=2.5 h−1

λ=0.5 h−1

Figure 4.7: Normalised mean concentrations (c / c0) for four different air change
rates. For the large left source on the vertical centre plane. The concentrations
are shown on a log scale and are not clipped to the range. The vertical lines are
positioned at the centres of the left and right sources.
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ACR PL1 PL2

/h−1 Λt,c/s Λt,c / τ Λt,c/s Λt,u / τ

10.2 3.5 0.010 4.3 0.012

7.5 4.5 0.009 7.5 0.016

5.0 7.3 0.010 28.1 0.039

2.5 45.4 0.032 18.0 0.013

0.5 2607.2 0.362 2573.7 0.357

Table 4.2: Integral time scales for concentration at PL1 and PL3.

There was a general increase in Λt,c as the ACR reduced from 10.2 h−1 to 2.5 h−1. For

the 0.5 h−1 model, the time scales were considerably longer, at >2000 s.

Λt,c is also shown in Table 4.2 normalised by τ . Some of the Λt,c / τ values for each

location are similar, e.g. for 10.2 h−1, 7.5 h−1 and 5.0 h−1 at PL1 and for 10.2 h−1,

7.5 h−1 and 2.5 h−1 at PL3, but this requires further exploration to see if a more general

relationship between the room and turbulence time scales can be found.

The integral time scales for concentration, at all air change rates, are more than one

order of magnitude greater than the dog sniffing time scales, 0.25 s to 0.14 s (based on

sniffing frequencies reported by Craven et al. (2010)).

It is worth noting here that the local effective air change rate (calculated from local

concentration decay curves) can differ from the whole room air change rate, λ. In the

Nielsen test room the flow pattern means that the lower left corner of the room was less

well ventilated than the rest of the room. This effect was most significant in the 0.5 h−1

model as the flow separated from the floor at around x / H = 6 and as there was less

mixing with the laminar wall jet along the top wall.

As with the LES model in Chapter 3, the concentration fields here were averaged for

10τ . However, for the 0.5 h−1 model the average concentration was still changing after

10τ so this model was averaged for 20τ . This was required due to the lower effective air

change rate in the lower left corner of the room.

The effective air change rate effect is further discussed in Section 5.4, where it is shown

that the effective air change rate in the lower right corner of the room was 8.0 h−1 when

the whole room air change rate was 10.2 h−1.
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Figure 4.8: Time histories of relative instantaneous concentrations (c / c) for
four different air change rates, for the left large sources at point PL1. t is
normalised by τ .
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Figure 4.9: The probability of c / c for the large left sources at points PL1, PL2
and PL3 for four different air change rates. The bin width = 0.25.
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As was shown in the previous chapter, when the air change rate was high, large concen-

tration fluctuations were present in the room. 28 times the mean was recorded at 0.1

m and greater than 8 times the mean at more than 1 m from the source. The analysis

in this chapter has shown that large concentration fluctuations are also present at lower

ACRs, i.e. 14 times the mean at more than 1 m from the source for ACR = 2.5 h−1.

When the air flow in the room becomes laminar (below an ACR of 2.5 h−1 and an inlet

height Re of 1230 in this case) the fluctuations at PL1 are no longer present or are much

reduced. That no high frequency fluctuations exist in a laminar flow is to be expected,

however, it was not known whether lower frequency meandering of the vapour plume

could produce periods of high concentration. Figure 4.10 shows relative instantaneous

concentration time histories at four heights above the centre of the large left source for

ACR = 0.5 h−1. This shows that low frequency events are present in the room but they

are slow, with a period of approximately 0.4τ (2800 s) or greater. This corresponds with

the integral time scales for concentration for the 0.5 h−1 case (Table 4.2).

Figure 4.10: Time histories of relative instantaneous concentrations (c / c) for
an air change rate of 0.5 h−1, at four heights (0.1 m, 0.2 m, 0.3 m and 0.4 m)
above the centre of the large left source. t is normalised by τ .

As the time averaged concentration across the room generally increased as the ACR

decreased, a dog is more likely to be able to detect the vapour in large parts of the room
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for lower ACRs, assuming that detectability is a function of concentration only and not

other parameters, e.g. concentration gradient. However, this increase in time averaged

concentration was not as large as the short duration peaks in concentration close to the

source for the turbulent cases.

For the laminar case, the high concentration region around the source is much larger

with a strong gradient leading towards the source.

4.4 Conclusions and recommendations on the effect of the

air change rate

Vapour transport in the Nielsen test room (Nielsen, 1990) has been studied at a number

of different air change rates, from 0.5 h−1 to 10.2 h−1. The following conclusions have

been made:

• In agreement with previously published work, the air flow in the room was turbu-

lent for Reynolds number ≥ 1230, based on the height of the inlet. At an inlet

height Reynolds number of 1230, Re based on the inlet area was 5180 and the

room ACR was 2.5 h−1. The air flow was laminar when the inlet height Re = 245.

Without further work it is difficult to conclude which of these three parameters

(Re based on inlet height, Re based on inlet area or air change rate) is the best

indicator of turbulent flow in a room in general.

• Apart from a few minor variations, the air flow in the room appeared to be

Reynolds number independent for Re ≥ 1230.

• For the first time, it was shown that two simple models, one based on a diffusion

limit and the other on the friction velocity, can be used to predict the vapour flux

from a constant concentration vapour source. The transition point between the

models was shown to occur when uτ = 4.77
√
Dm ν

Lsource
, for the room and range of flow

conditions studied here.

• The LES data showed that concentration fluctuations in the 10.2 h−1 ACR model

were similar to those in the ACR = 2.5 h−1 model. When the flow became laminar

at 0.5 h−1, these fluctuations were no longer present.

– For the turbulent flows (ACRs ≥ 2.5 h−1) it was shown that instantaneous

concentrations of greater than 20 times the mean were predicted 0.1 m away

from the large left source, and greater than 8 times the mean more than 1 m

away.

– It was also shown that fluctuations in the concentration did occur in the

laminar model but were very slow, with a period of 0.4τ (2800 s) or greater.
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• Despite the reduction in the vapour flux, the time averaged concentrations in the

room increased as the ACR decreased.

– The highest time averaged room concentrations were present when the air

flow was laminar.

– For the turbulent cases, the increase in time averaged concentration with the

reduction in ACR was not as large as the short duration peaks in concen-

tration close to the source. Therefore, this increase may not be significant if

dogs are able to exploit the fluctuating concentrations.

• For the simple room modelled (and assuming that detectability is a function of

concentration only) a dog is perhaps more likely to be able to detect the vapour

when the air flow is laminar as higher concentrations build up near the source.

However, if a dog was searching in a room with turbulent air flow for long enough

they may chance upon one of the fluctuating high concentration peaks which could

be a factor of 20 higher than the local time averaged concentration.

• Dog handlers should be advised to spend more time searching a room if the air

flow is turbulent, whereas a single pass around the room may suffice if the air flow

is laminar. Without information indicating otherwise, they could assume that air

flow in the room is laminar if the air change rate is below 0.5 h−1.

• A large proportion of residential buildings have low air change rates. Therefore,

based on a simple assumption that ACR provides an indication of whether room air

flow is turbulent (accepting that other factors could have an effect), it is possible

that a large proportion of residential buildings primarily have laminar air flow.

– This implies that the findings for the ACR = 0.5 h−1 room may apply in these

rooms as well.

It is recommended that:

• Given the uncertainty over whether the air flow in a room is laminar or not it is

recommended that LES with a dynamic Smagorinsky subgrid scale model is used

for this type of problem, if time and computer resources allow.

• The methods developed in this chapter should be applied to a range of room types,

including various mechanical ventilation configurations, naturally ventilated room

and various room shapes. This should be done to see whether the findings can be

applied more generally.

• Further modelling or experimental work should be carried out to find the optimum

indicator for turbulent air flow in the Nielsen test room. This could be extended to

include a broad variety of rooms (shape/size), with isothermal and non-isothermal

conditions, with and without furniture etc. and with different air supply devices.
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• The room and turbulence time scales are explored further to see whether a more

general relationship between them can be found.

In the following chapter the effect of vapour sorption on concentrations in the Nielsen

test room (Nielsen, 1990) is considered.



Chapter 5

CFD modelling of vapour

sorption

5.1 Introduction

Most of the materials of interest to explosive detection have low to very low vapour pres-

sures indicating that they will have large partition coefficients. Therefore, the effect of

vapour sorption onto or into surfaces could be significant. In Section 2.3 it was discussed

that many analytical models which include vapour sorption have been developed, and

that they assume the zone/room is well-mixed. For explosive detection applications,

spatial resolution is critical as vapour concentrations may reduce by orders of magni-

tude within very short distances from the source, as shown in Chapter 3. Among the

available spatially resolved models all have a simplistic representation of how the vapour

permeates into the surface and only the Nally et al. (2009) model included sorption into

a multilayer material and a turbulent wall function.

To improve on this situation, a new spatially resolved sorption and permeation model

has been validated using a set of increasingly complex bespoke experiments. The model

is based on partitioning followed by diffusion and is more physically representative than

the sink-diffusion model of Jørgensen et al. (2000) or the three-layer models of Singer

et al. (2005) and Nally et al. (2009). Zhang et al. (2016) commented that it might not be

possible to measure the input parameters for the Jørgensen et al. model directly. The

input parameters for the new model, solid phase diffusion coefficient, Dsolid [m2·s−1], and

the dimensionless partition coefficient, Kab, can be measured easily using a standard

permeation experiment, such as that described in Section 5.3.2.1. The Singer et al.

(2005), Nally et al. (2009) and Jørgensen et al. (2000) models do not require the depth

of the permeable solid to be specified, which could be an advantage in some situations.

95
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The model was written as a set of user defined functions (UDFs) for ANSYS Fluent by

a third party1, based on the framework of Nally et al. (2009).

The validation experiments used the SVOC explosive (pure) EGDN for the vapour

sources. This was chosen as its relatively high vapour pressure (see Figure 2.2) makes

detection easier. Also, as it is a pure substance it can be assumed that only processes

external to the material need to be taken into account when considering vapour produc-

tion. See Section 2.1 for more details on vapour emission.

The new model includes: a linear isotherm to represent absorption, diffusion through

internal layers and desorption on the other side of the solid if required. It uses either a

standard or a blended wall function to account for the effects of near-wall turbulence so

can be applied whether the near-wall cell is in the viscous region or the log-law region.

The model also includes a simple linear mass transfer model.

Following validation, the model was used to assess the effect of sorption on vapour

concentrations in the Nielsen test room (Nielsen, 1990).

A paper which describes the model validation work and its application to

some simple scenarios is in press (Foat et al., 2021).

5.2 Sorption/permeation model theory

The sorption/permeation model was implemented as illustrated in Figures 5.1 and 5.2,

based on the framework originally developed by Nally et al. (2009). The vapour is

transported from the near-wall cell, where the concentration is Cp, to a point close to

the wall where the concentration, C∗, is in equilibrium with the surface concentration,

Csurf , or solid phase concentration, Csolid. The flux between Cp and C∗ is governed

by the mass transfer coefficient, a, and the difference in concentration. C∗ is related to

Csurf or Csolid by a partition coefficient, Kad or Kab.

For the absorption or permeation model, there is a flux between layers in the solid

which is governed by the solid phase diffusion coefficient, Dsolid, and the concentration

gradient. For permeation through a material, the vapour can return to the gas phase

from the outer side of the permeable material using the same processes as applied when

it entered the solid phase, but in reverse.

1Graham Macpherson, Dougal Ranford and Samuel Tabor of Frazer-Nash Consultancy Ltd. through
a contract with Riskaware Ltd.
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Figure 5.1: Diagram showing the implementation of the adsorption (left) and
absorption/permeation model (right).

The basis of the sorption/permeation UDFs is a wall function to model transfer of vapour

between the near-wall cell and the surface or solid. The model has three wall treatment

options which can be specified depending on the near-wall mesh and the local physics.

These are used to calculate the mass transfer coefficient and subsequently the vapour

flux.

The three models are: the standard wall function, blended wall function and a simple

linear model (referred to as Fick’s law in the model). Both the standard wall function

and the blended wall function apply a linear model when the non-dimensional near-wall

cell height, y∗ (see Equation 5.1), is within the species sub-layer and a logarithmic model

when it is outside the sub-layer. Moving away from the wall, the location at which the

species sub-layer ends is referred to as y∗c . This location marks the transition from

laminar region of the species boundary layer to the turbulent region. The difference

in the standard and blended wall functions is that the blended model applies a smooth

transition between the two regions, whereas the standard wall function applies an abrupt

change. The simple linear model is applied when the flow in the whole of the domain is

laminar, or there is no air movement (i.e. molecular diffusion only).

Only the blended wall function and the linear model were used in this work.

The non-dimensional near-wall cell height, y∗, is given by the following.

y∗ ≡ ρC
1/4
µ k

1/2
p y1

µ
, (5.1)

where Cµ is a constant (0.09), kp [m2·s−2] is the turbulent kinetic energy in the near-wall

cell and y1 is the distance from the wall to the centroid of the near-wall cell and µ is the

dynamic viscosity.

The normalised species mass fraction, Y + [dimensionless], is defined as

Y + ≡ (Yw − Yp)ρC1/4
µ k

1/2
p

F
, (5.2)
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where Yw [kg·kg−1] is the species mass fraction at the wall, Yp [kg·kg−1] is the mass

fraction at the centroid of the first cell and F is the flux [kg·m−2·s−1] between these two

locations. The law-of-the-wall for the normalised species mass fraction is given by the

following for the standard wall function.

Y + =

Sc y∗ (y∗ < y∗c )

Sct

[
1
cv

ln(Ec y∗) + Pc

]
(y∗ ≥ y∗c ),

(5.3)

where cv is the von Karman constant, Ec is an empirical constant (9.793) and Pc is

another empirical constant which is given by the following (Jayatilleke, 1966).

Pc = 9.24

[(
Sc

Sct

)3/4

− 1

]
[1 + 0.28 exp(−0.007Sc/Sct)] . (5.4)

Moving from the wall, the end of the species sub-layer can be found by solving for y∗c in

the following equation,

Sct

[
1

cv
ln(Ec y∗c ) + Pc

]
= Sc y∗c . (5.5)

For vapours with Sc close to one, y∗c will occur at a similar location to the end of the

viscous sub-layer. For Sc >1, y∗c will occur before the viscous sub-layer ends.

The species mass transfer coefficient between the near-wall cell and the wall, a, is given

by the following,

a =
F

C∗ − Cp
=

F

(Yw − Yp)ρ
. (5.6)

Equations 5.2, 5.3 and 5.6 can be rearranged to give equations for the species mass

transfer coefficient depending on y∗ for the standard wall function.

a =


C

1/4
µ k

1/2
p

Sc y∗ (y∗ < y∗c )

C
1/4
µ k

1/2
p

Sct
[

1
cv

ln(E y∗)+Pc
] (y∗ ≥ y∗c ).

(5.7)

The species flux between the near-wall cell and the wall can then be calculated by

F = a(C∗ − Cp). (5.8)

The blended wall function of Kader (1981) is used. The blending function, Γ [dimen-

sionless] is given by the following,

Γ = −0.01(Sc y∗)4

1 + 5Sc3y∗
. (5.9)
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The normalised species mass fraction for the blended wall function, Y +
BWF [dimension-

less], is given by the following,

Y +
BWF = exp(Γ)Y +

lam + exp(1/Γ)Y +
turb, (5.10)

where the equation for Y +
lam [dimensionless] and Y +

turb [dimensionless] are taken from the

(y∗ < y∗c ) and (y∗ > y∗c ) parts of Equation 5.3 respectively. The mass transfer coefficient

between the near-wall cell and the wall is then given by

a =
C

1/4
µ k

1/2
p

Y +
BWF

. (5.11)

For the simple linear model the mass transfer coefficient between the near-wall cell and

the wall is given by,

a =
Dm

y1
. (5.12)

After the mass transfer coefficient, a, is estimated, C∗ is calculated from the concentra-

tion on the surface or in the solid using an isotherm model. The UDF allows a number

of different isotherms to be specified but only a linear isotherm was used in this PhD

(see Equations 2.38 and 2.39) as this has been shown to be broadly applicable for low

vapour concentrations.

If required, the concentrations in the permeation layers of the solid are calculated using

an implicit second-order finite difference method to solve Fick’s second law of diffusion

in one-dimension, Equation 6.1. C∗ is then re-calculated from the new surface or solid

concentration.

This whole process (adsorption or absorption) is iterated until a converged solution is

reached as shown in Figure 5.2 and it is repeated each time step. Vapour concentration

on the surface or concentration in each permeation layer in the solid (at the current

and previous time step) are then stored in user defined memory (UDM) relating to each

near-wall cell.

The model can become unstable when iterating over C∗ and Csurf or Csolid when Kad or

Kab are very large (i.e. for low volatility explosives such as TNT) because the model uses

an explicit method. Stability can be improved by adjusting an under-relaxation factor

and increasing the number of UDF iterations. Even with a small under-relaxation factor,

it is often necessary to use small time steps. This problem can be particularly apparent

when the simulation is being started, i.e. when there is zero concentration on the surface.

In the future, adaptive time-stepping could be used to automatically increase ∆t as the

simulation progresses. Alternatively, it may be possible to use an implicit scheme rather

than the current explicit scheme.
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(a) (b)

Figure 5.2: Flow charts for the adsorption model (a) and absorption and per-
meation model (b).

This new model uses an equilibrium isotherm, as do all the models discussed in Section

2.3. This means it is assumed that equilibrium between C∗ and Csurf or Csolid occurs

instantaneously. This is a suitable assumption when model time steps are large, but may

not be applicable for very small time steps. The model also only allows for 1-dimensional

diffusion in the solid so will not be applicable when lateral diffusion is important.

5.3 Model validation

The vapour sorption/desorption and permeation model was validated using three test

cases of increasing complexity, these were:

• Flow of vapour through a chamber with permeable walls.

• Permeation of a vapour into, followed by flow through, a chamber with permeable

walls.

• Permeation of vapour through a cardboard box into a room.

These experiments were planned by the author in conjunction with a team of Dstl

chemists. The experiments were conducted by the chemists. A list of the people involved

in the experiments (and modelling) is given in Foat et al. (2021).
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The methods used and the comparison between the model predictions and the experi-

mental data are given in the following sections.

5.3.1 Air flow and vapour transport

The air flow and vapour transport was modelled using Fluent V15.0. A single model

was also run in Fluent V18.0 and there was negligible difference between the results.

Both laminar and turbulent flow models were run. For the turbulent flow model the k-ω

shear-stress transport (SST) turbulence model (see Mentor (1994) and Section 2.2.2.2)

was used.

For all models, the flow was solved first as steady-state, was then held in steady-state

while the vapour transport was solved transiently. The vapour was modelled as a passive

scalar with Sct = 0.7 (the molecular Schmidt number, Sc for EGDN is 1.8 at 20 ◦C and

1.7 35 ◦C).

A coupled solver was used for the pressure-velocity coupling. A second-order scheme

was used for the pressure terms and a second-order upwind scheme for the convection

terms in the momentum equation. The species, k and ω convection terms were solved

using a first-order upwind scheme and a first-order implicit scheme was used for the

transient species transport2.

Test models were re-run using second-order discretisation for the species convection

terms and a second-order implicit scheme for the temporal discretisation. This had

little effect on the concentration predictions, which was due to the high resolution in

space and time applied in the model.

5.3.2 Validation set-up

5.3.2.1 Flow of vapour through a chamber with permeable walls

The first experiment consisted of a cylindrical polytetrafluoroethylene (PTFE) chamber

(0.2 m long, 0.08 m inner diameter, 0.01 m wall thickness) into which EGDN vapour,

at a concentration, Cin = 8.8× 10−7 kg·m−3, was supplied (see Figure 5.4 (a)). The

EGDN vapour was generated using a temperature controlled KIN-TEK, C0395 vapour

generator (KIN-TEK Analytical, Inc., Texas, USA) and mixed with dry nitrogen. The

flow rate through the PTFE chamber was 1.7× 10−6 m3·s−1 at a temperature of 35 ◦C.

The velocity through the narrow inlet tube was 0.1 m·s−1 and the average velocity across

the full diameter of the chamber was 3.5× 10−4 m·s−1. This gave a Reynolds number of

2Previous work has shown that first-order schemes can give reasonable results for indoor air flows,
therefore, this was used as a starting condition for the validation modelling.
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less than 2. The PTFE chamber was held in a temperature-controlled box (LABCOLD™
RPDF0012D, Labcold, Hampshire, UK).

The vapour concentration at the outlet of the chamber was monitored over 5 h by

periodically taking 1 min gas samples, of approximately 0.1 L, using Tenax™ air sampling

tubes. The sample tubes were analysed by thermal desorption gas chromatography

mass spectrometry (Agilent 7890A GC, 5975C MSD, Agilent, California, USA). The

experiment was repeated twice with triplicate measurements taken at each sample time.

In between experimental replicates, the surfaces of the chamber were cleaned with a

combination of propan-2-ol (IPA) and acetone to remove EGDN residues. The chamber

was then dried at a temperature of 50 ◦C for at least two hours before being cooled,

reassembled and stabilised at experimental temperatures. During temperature stabili-

sation the chamber was flushed with dry nitrogen gas. Chamber outputs were measured

prior to recommencing experimentation to ensure that there was no residual EGDN

remaining within the chamber.

The permeation properties for EGDN through PTFE at 35 ◦C were measured using

a Micro-Chamber/Thermal Extractor™ (µ-CTE™) system with a permeation accessory

(Markes International, Llantrisant, UK). The permeation accessory holds a thin layer of

the material under investigation with the vapour source placed in a well below. The air

flow over the top of the accessory is controlled by the Micro-Chamber and vapour samples

are collected onto Tenax™ air sampling tubes. The solid phase diffusion coefficient Dsolid

can then be calculated from the lag time, tlag, a time constant relating to the point at

which a constant permeation rate is achieved, given by the following (Crank, 1979).

tlag = d2
total/6Dsolid, (5.13)

where dtotal is the total thickness of the permeable solid.

The partition coefficient (or solubility), Kab, can then be calculated from the equilibrium

permeation rate using Fick’s first law (Equation 2.37) and 2.38. The permeation data

produced is shown in Table 5.1.

The molecular diffusion coefficient for EGDN was calculated using a method based on

atomic diffusion volumes (see Poling et al. (2007) and Section A.3) and this data is

shown in Table 5.1.

Dm Dsolid Kab

/m2·s−1 /m2·s−1

EGDN 9.3× 10−6

PTFE 7.5× 10−14 1.2× 103

Table 5.1: Vapour parameters for EGDN permeation used in the first validation
experiment at 35 ◦C.
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It should be noted that there is some uncertainty or variability in the measured perme-

ation rates through polymers. For example, permeation rates were calculated from two

sets of experiment and differed by a factor of 1.7.

A 2-dimensional axi-symmetric, laminar CFD model of the PTFE chamber was pro-

duced. The laminar wall function option, Equation 5.12, was specified in the UDF. The

mesh (shown in Figure 5.3) consisted of unstructured triangles, with a maximum cell

edge length of 5 mm. The time step, ∆t, for the vapour transport was set to 0.05 s for

the first 2 s and was then increased to 0.1 s. With these settings it had been shown in a

similar model that the concentration prediction changed negligibly following a reduction

in the cell size or ∆t. The inlet had a constant concentration boundary condition. The

PTFE walls of the chamber were defined as permeable boundaries, with values of Dsolid

and Kab specified. The concentration on the outer wall was fixed at zero.

Figure 5.3: The 2D axi-symmetric mesh in the PTFE chamber for the 1st
validation experiment. The indentations on the lower left and lower right are
where the air supply and extract tubes, as seen in Figure 5.4, extend into the
chamber.

The vapour permeation is sensitive to the thickness of the individual permeation layers,

dlayer. dlayer was defined by specifying the total thickness of the solid, dtotal, and the

number of layers, nlayer (dlayer = dtotal / nlayer). The models were run with different

values for nlayer to find the point at which the models were no longer sensitive to dlayer.

The results are most sensitive to dlayer at the very early stage of the simulation. As the

equilibrium flux is approached, the sensitivity decreases.

The results of this model converged once dlayer for the walls of the PTFE chamber

reached 1× 10−5 m. As Fluent limits the number of UDMs to 500, there is a limit to

the number of permeation layers which can be defined. In this case nlayer was set to

100 and therefore the total thickness, dtotal, was 1 mm. The dtotal specified was much

smaller than the actual wall thickness of the PTFE chamber walls (10 mm). However,

tlag for even a 1 mm thick sheet of PTFE at 35 ◦C is 620 h, i.e. significantly longer than

the duration of the experiment (5 h). In other words, during the experiment, the vapour

will have been able to permeate only a small distance into the PTFE. Therefore, the

outer region of the PTFE walls played little part in the permeation process. The results

here were shown to be insensitive to an increase in nlayer (for a fixed dtotal). Therefore,



104 Chapter 5 CFD modelling of vapour sorption

a thick permeable material can be represented in the model by a thinner material if the

duration of the simulation is short compared to the lag time.

5.3.2.2 Permeation of a vapour into and through a chamber with permeable

walls

The second experiment consisted of the same PTFE tube as used in the previous ex-

periment, through which dry nitrogen at 30 ◦C was pumped at a nominal flow rate

of 0.1 L·min−1. The tube was either lined with corrugated cardboard (see Figure 5.4

(b)) or was left unlined i.e. the PTFE surface of the tube was exposed. The cor-

rugated cardboard (single-wall corrugated cardboard, Postpack Ltd., Lincolnshire, UK)

was 2.9× 10−3 m thick or 0.5× 10−3 m thick when the three layers, of which it consisted,

were compressed together.

A source of EGDN vapour (10 % w/w (weight per weight) of EGDN on an inert material,

Kieselguhr) was placed in a Markes permeation accessory which was sealed with a 130 µm

thick film of polyethylene (PE). The permeation accessory was made of Silcosteel®, an

amorphous silicon coated steel, which was shown (data is not reported here) to adsorb

a negligible amount of the vapour at 30 ◦C.

The EGDN was placed within the permeation accessory and was held at 30 ◦C for 1 h

to allow the flux out of the permeation accessory to equilibrate before being placed in

the PFTE chamber.

The EGDN vapour concentration was measured at the outlet of the chamber (using the

same method as for the previous experiment) periodically over a period of 4 h for the

unlined chamber and for 24 h for the cardboard lined chamber. Three repeat experiments

were conducted with triplicate measurements taken at each sample time. Each sample

was collected for 1 min.

The permeation properties for EGDN through PTFE, PE and cardboard were measured

using the same method as described previously. The volatility and molecular diffusion

coefficient were calculated using data from the review paper of Ewing et al. (2013) and

the atomic diffusion volume method Poling et al. (2007). All these parameters are given

in Table 5.2.
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C0 Dm Dsolid Kab

/kg·m−3 /m2·s−1 /m2·s−1

EGDN 9.7× 10−4 9.0× 10−6

PTFE 5.0× 10−14 1.4× 103

PE 2.5× 10−12 1.9× 103

Card 2.0× 10−11 1.7× 103

Table 5.2: Vapour parameters for EGDN permeation used in the second vali-
dation experiment at 30 ◦C.

(a) (b)

Figure 5.4: The PTFE chamber. (a) the outside of the PTFE chamber as used
in the first and second validation experiments. (b) the inside of the chamber
with the cardboard lining and the PE sealed permeation accessory as used in
the second validation experiments.

The average flow rate for the unlined experiments was 1.6× 10−6 m3·s−1 (0.094 L·min−1)

and for the cardboard lined experiments it was (1.3× 10−6 m3·s−1 (0.079 L·min−1).

The chamber was represented using a laminar model. The laminar wall function option

(Equation 5.12) was selected in the UDF along with the permeation model for PE, PTFE

and cardboard.

The mesh (show in Figure 5.5) used mainly unstructured tetrahedrons and only a sym-

metric half of the geometry was modelled. 1 mm hexahedral cells were applied to the

inside of the permeation accessory. The maximum cell edge length in the chamber was

5 mm (as specified in the first validation experiment model). The time step size was

kept at a constant 0.05 s for the unlined chamber and 0.03 s for the cardboard lined

chamber. The slight reduction in ∆t for the cardboard lined chamber model compared

to the unlined chamber model was due to an instability in the UDF when a larger ∆t
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was used. This was likely caused by the larger partition coefficient for cardboard com-

pared to PTFE (see Table 5.2), as discussed in Section 5.2. It should be noted that all

models were shown to be insensitive to a further reduction in ∆t. The mesh around

the permeation accessory was shown to be sufficiently well resolved to correctly predict

the vapour flux through the PE film, i.e. a reduction in the size of the cells around the

accessory did not affect the flux.

Figure 5.5: The mesh on the symmetry plane in the PTFE chamber for the 2nd
validation experiment. Air enters on the left and leaves on the right. The inside
of the permeation accessory in meshed with hexahedral cells. To better see the
detail in the image, please view the electronic version of the thesis.

As with the model for the 1st validation experiment, the PTFE walls of the chamber

were defined as permeable boundaries, with values of Dsolid and Kab specified. The

concentration on the outer wall was fixed at zero. The cardboard was included in the

model by simply applying the cardboard permeation parameters to the walls of the

chamber in place of the PTFE parameters. The thickness of the cardboard in the UDF

was set to represent the three layer of the corrugated cardboard compressed together

(0.5× 10−3 m). This means that the air voids within the cardboard were ignored as

diffusion through these spaces should be much faster than it would be through the

cardboard.

The model was initialised to represent the set-up process used in the experiment, i.e. the

flux out of the permeation accessory was allowed to equilibrate before it was placed in

the chamber. The model was run for 30 min for the flux to equilibrate, then the vapour

concentration within the chamber, but not within the permeation accessory, was set to

zero.

The number of permeation layers, nlayer, for the PE film on the permeation accessory

(dtotal = 130× 10−6 m) was set to 20, therefore dlayer = 6.5× 10−6 m. The results con-

verged with dlayer for the cardboard and PTFE set to 2.5× 10−6 m and 5× 10−6 m

respectively, (nlayer was equal to 200 for both materials). This was because the material
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with the higher solid phase diffusion coefficient required a thinner dlayer. For the card-

board dtotal = 0.5× 10−3 m. For the PTFE, the actual wall thickness was 10× 10−3 m

but dtotal was set to 1× 10−3 m, as in the model for the first validation experiment (see

Section 5.3.2.1).

5.3.2.3 Permeation of vapour through a cardboard box into a room

For the third set of experiments EGDN was held within the same Silcosteel® permeation

accessory as used in the second experiment. The container was sealed with a 130 µm

thick PE film and the container was placed in a cardboard box (0.2 m x 0.2 m x 0.2 m =

8 L), see Figure 5.6. The cardboard box was made of single-wall corrugated cardboard

(Pressel brand from Staples, Birmingham, UK). The box was closed and the joints were

sealed using impermeable metal tape. The box was positioned at the end of a laboratory

bench and an AM08 Dyson Cool Pedestal Fan (Dyson, Wiltshire, UK) was located at the

other end of the bench. The purpose of the fan was to blow a controlled and predictable

air flow over the box and to reduce the effect of people moving around the laboratory

and disturbing the air. Vapour concentration measurements were taken at locations

around the outside of the box at 1 h, 3 h and 5 h after the experiment started by

sampling onto Tenax™ tubes. Background measurements were also taken both near the

fan and downwind from the box. The locations of the concentration monitors are shown

in Figure 5.7. At the end of the experiment (5 h), the vapour from within the box was

measured by extracting 1 L·min−1 for 10 min onto a Tenax™ tube.

Two repeats experiments were conducted and the average temperature in the laboratory

during the experiments was 20 ◦C.

The permeation properties for EGDN through PE and cardboard were measured using

the same method as described previously. It was assumed that permeation through card-

board was a linear function of the thickness (i.e. the solubility and diffusion coefficient

were independent of the thickness). The volatility and molecular diffusion coefficient

were calculated using data from from the review paper of Ewing et al. (2013) and the

atomic diffusion volumes method (Poling et al., 2007). The partition coefficient for ad-

sorption of EGDN vapour onto the tin-foil table covering, Kad, was approximated using

a model for SVOCs adsorption onto stainless steel (Liang and Xu, 2014). Adsorption

onto the Silcosteel® permeation accessory at 20 ◦C was measured using a bespoke ex-

perimental set-up (not described here as work was conducted outside of this PhD). All

these parameters are given in Table 5.3.

As with the set-up of the previous model, the thickness of the cardboard in the perme-

ation model was set to represent the three layers of the corrugated cardboard compressed

together.
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Figure 5.6: The set-up for the permeation of vapour through a cardboard box
experiment.

Figure 5.7: The location of the concentration monitors for the cardboard ex-
periment, shown in elevation view. X3 was on the opposite side of the box to
X2. X2, X3, X4 and X5 were positioned in the centre of a side, 1 cm away from
the box. X6 was 0.5 m downwind from the rear face of the box and X1 was 0.5
m upwind from the front face.

The number of permeation layers, nlayer, for the PE film on the permeation accessory

was 5. nlayer for the PE film was increased to 20 but this had very little effect on the

results. For the cardboard dlayer was set to 5× 10−6 m. Previous tests had shown that

permeation through the cardboard became independent of dlayer well before it reached

this thickness.

The model was run with solubilities multiplied by a factor of 1/2 and 2 to represent the
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uncertainty in the input data (as described in Section 5.3.2.1). To give an upper concen-

tration limit, the solubility in PE was doubled to double the flux from the permeation

accessory. The solubility in cardboard was halved to reduce the amount of vapour which

was lost in this layer. The inverse was done in both the PE and cardboard to give the

lower concentration limit.

C0 Dm Dsolid Kab Kad

/kg·m−3 /m2·s−1 /m2·s−1 /m

EGDN 4.1× 10−4 8.5× 10−6

PE 1.5× 10−12 2.6× 103

Card 1.8× 10−11 1.5× 103

Tin-foil 1.6

Permeation accessory 0.56

Table 5.3: Vapour parameters for EGDN permeation used in the cardboard box
in room model at 20 ◦C.

A k-ω SST turbulence model and the blended wall function options in the UDF (Equa-

tion 5.11) were used in the CFD. Sorption through the PE film covering the permeation

accessory and sorption onto the accessory were modelled by using the laminar wall func-

tion option (Equation 5.12). The mesh (shown in Figures 5.8 and 5.9) was a hybrid

tetrahedral and hexahedral mesh, only a symmetric half of the room was modelled.

In order to simplify the modelling process, only the fan, the box containing the explosive

and the bench on which the box sat were included in the model. The other furniture and

equipment in the laboratory were expected to have a small effect on the air flow around

the box, but might affect the vapour concentration due to sorption effects. It was not

practical to characterise the sorption properties of all the furniture and equipment, so

their effect was included in the model by defining a high sorption rate on the wall of

the laboratory (Kad = 100) and by setting the inlet vapour concentration (at the fan)

to that measured during the experiment (at location X1, see Figure 5.7). It is expected

that sorption at the wall of the room would have a limited effect on the concentrations

measured close to the box.

Air velocities were measured in the laboratory at a number of locations using a TSI

VelociCalc® model 9515 (Minnesota, USA) to determine the air movement generated

by the fan. A velocity profile was then specified on the fan in the model in order to

approximately reproduce the measured profile. The maximum velocity 0.1 m in front of

the fan was 0.9 m·s−1, this decayed to 0.3 m·s−1 at the axis of the fan. The air velocity

was also measured close to the sides and top of the box. 1 cm from the side of the

box it varied from approximately 0 m·s−1 to 0.2 m·s−1 and on the top it varied from

approximately 0.2 m·s−1 to 0.6 m·s−1.
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The permeation accessory was meshed using the same approach as used in the second

validation experiment model. The mesh on the outside of the box was kept sufficiently

fine to achieve an area-weighted average y+
1 of 2.3. Compared to a coarser mesh the flow

was only altered slightly in this model. A further mesh refinement had no significant

effects on the flow. The effect of the further refinement on the EGDN concentrations was

less than or equal to the difference due to the uncertainty in the sorption/permeation

parameters. The time step size was 0.2 s. It was shown that there was no significant

change in the concentrations recorded at the sample locations with a smaller time step

size (∆t = 0.1 s).

Figure 5.8: The mesh on the symmetry plane in the 3rd validation experiment.
The densely meshed region is the cardboard box containing the explosive. The
fan can be seen to the right of the image. To better see the detail in the image,
please view the electronic version of the thesis.



Chapter 5 CFD modelling of vapour sorption 111

Figure 5.9: The mesh on the symmetry plane showing the permeation cell inside
the box in the 3rd validation experiment. To better see the detail in the image,
please view the electronic version of the thesis.

A different validation study using a cardboard box is discussed in Foat et al. (2021).

This study is not reported here as the modelling was carried out by a colleague (under

my supervision, using the methods developed here). The conclusions from that study

were as follows.

The CFD predictions for concentrations around the boxes were within an order of magni-

tude of the experimental data and in most cases they were either within the experimental

error bar ranges or were within a factor of two. The CFD model over-predicted the con-

centration of vapour present in the cardboard box at the end of the experiment. A

possible explanation for the over-prediction in the box containing the vapour source was

believed to be the inefficiency in the sampling method used. The models can be consid-

ered fit-for-purpose for predicting concentrations around cardboard boxes, but can be

expected to over-predict concentrations within the box.
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5.3.3 Validation results

5.3.3.1 Flow of vapour through a chamber with permeable walls

The outlet concentration, Cout, from the PTFE chamber for the first validation experi-

ment is shown in Figure 5.10. The model performed well and numerical data is within

the range of experimental data at most time points.
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Figure 5.10: Outlet concentration, Cout, from the PTFE chamber for the 1st
validation experiment.

For future modelling, consideration should be given to the values of dlayer, nlayer and

dtotal. Ideally dtotal should be set to the actual thickness of the material, but where

this is not possible, a smaller value can be used as long as tlag remains long compared

to the duration of the simulation. Model convergence was reached in this case when

dlayer reached 1× 10−5 m. However, this value is likely to be dependent on Dsolid, with

thinner layers required for vapours with larger solid phase diffusion coefficients.

The results above have shown that the new permeation model can give accurate results

for this type of scenario (laminar flow through a chamber with permeable walls) when

suitable parameters are chosen.
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5.3.3.2 Permeation of a vapour into and through a chamber with permeable

walls

The results from the unlined PTFE chamber are given in Figure 5.11 and the cardboard

lined chamber data is in Figure 5.12. The CFD performed well in following both the

trend and the magnitude of the experimental data. At 240 min for the unlined chamber

and 300 min for the lined chamber, the CFD is within a factor of 1.5 and 1.7 of the

maximum experimental data point respectively. It is not known what caused the drop

in the measured concentrations in the cardboard lined chamber at around 50 min (see

Figure 5.12) and this effect was not reproduced in the model. The model showed ap-

proximately the same relative reduction in concentration between the unlined and lined

chamber experiments.
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Figure 5.11: Outlet concentration, Cout, from the unlined chamber. The er-
ror bars on the experimental data indicate one standard deviation from three
replicate measurements. The green line shows the EGDN volatility.
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Figure 5.12: Outlet concentration, Cout, from the cardboard lined chamber.
The error bars on the experimental data indicate one standard deviation from
three replicate measurements. The green line shows the EGDN volatility. Only
CFD data up to 5 h is shown.

The correlation between the model data and the experimental data is not as good as

that shown in the first validation experiment. However, the set-up in this experiment

was more complex, as it includes permeation of vapour into the chamber as opposed

to the constant concentration in-flow in the experiment. There was also a very large

range of concentrations in the domain in this experiment, from the saturation vapour

pressure concentration inside the permeation cell to concentrations a couple of orders of

magnitude lower than this at the outlet.

The quality of the CFD predictions support the assumption made when modelling the

cardboard, i.e. that the diffusion through the air voids in the cardboard can be ignored.

It is felt that this model is fit-for-purpose based on the correlation of the CFD data with

the experimental data. However, it should be recognised that, for this type of set-up at

least, the CFD has consistently over-predicted the experimental data.

5.3.3.3 Permeation of vapour through a cardboard box into a room

EGDN vapour concentrations, including uncertainty ranges, at the monitor locations

around the box are shown in Figure 5.13.

The predicted concentrations are within the range of measurements at a number of

points but slightly over- or under-predicted in other locations. If the uncertainty curves
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Figure 5.13: Vapour concentrations measured at different location around the
cardboard box in the cardboard box in room experiment. The error bars indicate
one standard deviation from two replicate measurements. The dashed blue lines
show the upper and lower uncertainty ranges. The green line (at the very top
of the graph) shows the EGDN volatility.

are included then the CFD predictions are within a factor of approximately 2 at all

locations. It should be noted that the background vapour concentrations were specified

in the model rather than simulated (as described in Section 5.3.2.3).

Both the measured and predicted concentrations are lower at the back of the box than

the side. The CFD model shows that this is likely due to the slightly slower flow across

the side faces compared to the back face. The flow separates at the front corners of

the box and does not reattach. The increased flow at the back of the box dilutes the

permeating vapour more quickly than it does on the side of the box.

The measured concentration at the top of the box was lower still, but this same effect

was not shown in the model i.e. the predicted concentration at the back was similar to

that on the top. The top concentration is, again, mainly influenced by the air velocity

at this location; the concentrations on the inside faces of the box are similar on the side,

top and back faces. Therefore, it is possible that the CFD has slightly under-predicted

the air velocity close to the top face, i.e. the CFD predicts less dilution of the vapour

leaving the top face.
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The average vapour concentration inside the box after 5 h was calculated from the ex-

perimental data assuming the box was well-mixed, during the sampling period. In the

experiment the box volume was 8 L, the sample flow rate was 1 L·min−1 and the sample

duration was 10 min. Assuming the box is well-mixed, the concentration in the box

after 10 min can be calculated using the following (Reinke and Keil, 2009).

C = C0 exp(−λt) (5.14)

This showed that only 71 % of the vapour in the box was sampled after 10 min. Therefore,

the average concentration in the box was 3.1× 10−8 kg·m−3. The average concentration

from the CFD was 5.0× 10−7 kg·m−3, i.e. a factor of 17 higher.

The main reason for the difference in these values is believed to be the inefficiency in the

sampling method used in the experiment. A Tenax™ sample tube was inserted into the

box and 10 L of gas was extracted. As the gas sample was drawn into the sample tube,

fresh air would be drawn into the box and the most likely route for this air would be

through the holes created for the insertion of this tube (the rest of the box was sealed

using impermeable metal tape). Therefore, it is possible that there was a short circuit

with fresh air being sampled in preference to the air from the bottom of the box, where

the concentration was higher. The measurement could be improved by taking a larger

volume gas sample to increase the likelihood of removing all the vapour within the box

and by inserting the Tenax™ tube further into the box, to reduce the likelihood of a

short circuit occurring.

It is recommended that either a CFD model is built to represent the vapour sampling

process used to extract the vapour from the box to see whether the in-box concentra-

tion over-prediction can be fully explained or experiments are conducted using different

sampling approaches.

Considering the complexity of the experimental set-up and the approximation of the

flow around the box, it is felt that this model is fit-for-purpose, to predict vapour con-

centrations around the outside of the box. The model should be used with caution when

predicting in-box concentration until the difference between the model and experimental

data has been explained.

5.3.4 Validation discussion

The vapour sorption and permeation CFD modelling capability has been shown to per-

form well in a number of scenarios. The CFD model generally over-predicts concen-

tration. Some of the model deficiencies could be due to limitation in the model and

uncertainties in the input data, with non-linearity of the permeation through cardboard

being one of the possible causes.
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The CFD model significantly over-predicted the concentration of vapour present in the

box at the end of the cardboard box experiment. A possible explanation for the over-

prediction in the box containing the vapour source was given in Section 5.3.3.3.

The vapour permeation is sensitive to the thickness of the individual permeation layers,

dlayer, and the sensitivity is strongest at the early stages of the simulation. It was shown

that a thick permeable material can be represented in the model by a thinner material

if the duration of the simulation is short compared to the lag time. This means that it

is possible to specify thinner layers than would otherwise be possible (due to Fluent’s

limitation on the total number of UDMs).

The results for the simulations which included cardboard support the assumption that

diffusion through the air voids in corrugated cardboard can be ignored. Therefore, the

thickness of the cardboard in the UDF can be set to that of the three layers of the

corrugated cardboard when compressed together.

Recognising the limitations described above, the vapour sorption modelling capability

can now reliably be used for scenario modelling when the setting consists of cardboard

boxes or simple set-ups like the PTFE chamber experiment. Therefore, it could be used

for some of the simple operational or training scenarios described in Section 1.3.

All the validation work reported here is for EGDN vapour only. Confidence in the

capability would be improved if the validation could be extended to include a range of

SVOCs and packaging materials.

5.4 Vapour sorption in an isothermal mechanically venti-

lated room

The validated vapour sorption methodology was used to see how the inclusion of vapour

sorption in the Nielsen test-case (Nielsen, 1990) (discussed in Chapter 3) affects the

vapour concentration in the room. The model was implemented using steady RANS

to permit longer time periods to be studied than would have been practical using a

large-eddy simulation.

Both a CFD and an analytical well-mixed model of the room were built. The CFD

model allowed for the spatial variation in concentration to be studied. Some of the

model sensitivities could be more easily assessed in the analytical model.

As limited data was available on the permeation properties of explosives vapours, it was

assumed that the walls of the room were constructed from thick cardboard. Although

it is unlikely that a room would be constructed with cardboard, this can be considered

to represent a highly absorbing surface such as bare plaster or certain wallpapers. Both

sorption of EGDN and TNT at 20 ◦C was considered. EGDN represents a semi-volatile
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material with a vapour pressure which puts it at the top of the SVOC group (see Section

2.1.2). TNT represents a lower vapour pressure SVOC. Initial CFD simulations showed

that the CFD model required very small time steps when modelling absorption of TNT,

due to its large partition coefficient. Therefore, TNT was only studied in the analytical

well-mixed model.

The permeation properties for EGDN through cardboard, were measured using the same

method as described earlier in the chapter. The permeation properties for TNT were

extrapolated from data measured at 35 ◦C and 50 ◦C. The volatility and molecular

diffusion coefficient were calculated using data from from the review paper of Ewing

et al. (2013) and Equation A.1 respectively or from Gershanik and Zeiri (2012). All of

these parameters are given in Table 5.4.

C0 Dm Dsolid Kab

kg·m−3 m2·s−1 m2·s−1

EGDN 4.1× 10−4 8.5× 10−6

TNT 3.2× 10−8 5.6× 10−6

EGDN and Cardboard 1.8× 10−11 1.5× 103

TNT and Cardboard 4.4× 10−15 3.6× 106

Table 5.4: Vapour parameters used in the mechanically ventilated room model
at 20 ◦C.

5.4.1 Methodology

5.4.1.1 CFD

A number of RANS simulations were run to see which turbulence model performed

best at predicting the flow. This was done by comparing predicted velocities to those

measured by (Nielsen, 1990). The models considered were: the standard, realisable

and RNG k-ε models (Launder and Spalding (1972), Shih et al. (1995) and (Orszag

et al., 1993) respectively), the k-ω SST model (Mentor, 1994) and the Reynolds stress

model (Launder et al., 1975). All models apart from k-ω SST used ANSYS Fluent’s

enhanced wall treatment (EWT) option3. The EWT applies a blended wall function

(Kader, 1981) for the velocity and two-layer models (Wolfshtein (1969) model in viscous

affected region) for ε and µt. Some additional details on the turbulence models are given

in Section 2.2.2.2.

The inlet velocity and length scale were the same as specified in Section 3.2 but they

were defined at the inlet to the domain rather than using the precursor model used

previously. Ti was set to 20 % due to the large decay of TKE in the inlet channel, and

3This option is not available for the k-ω SST model as ω is automatically calculated throughout the
domain and a low Reynolds number adjustment is automatically applied for µt in viscous affected region.
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to achieve an acceptable level of Ti at the end of the inlet channel, i.e. at the entrance

to the main volume of the domain.

As with the validation modelling in Section 5.3, a coupled solver was used for the

pressure-velocity coupling. A second-order scheme was used for the pressure terms and

a second-order upwind scheme for the momentum convection terms. The convection

terms in the k, ε and ω equations were solved using a first-order upwind scheme. For the

subsequent species transport modelling, the species convection terms were solved using

a first-order upwind scheme and a first-order implicit scheme was used for the unsteady

term.

The standard k-epsilon (SKE) gave the best results when comparing the velocity and

RMS velocity to that of Nielsen (1990). The results achieved were comparable or better

than those from other 3D RANS studies of the Nielsen test-case, i.e. Susin et al. (2009);

Mazzaro et al. (2010). The improvement over some published studies is most likely due

to the higher mesh resolution used here. Susin et al. (2009) and Mazzaro et al. (2010)

used a few hundred thousand cells, whereas this model had 5.4 million.

To compare the velocity prediction to the experimental data, the RMS velocity was

calculated from the TKE using the following relationship (Susin et al., 2009; Thysen,

2015).

uRMS =
√
k/1.1 (5.15)

This equation is based on the assumption that the flow can be considered to be a

two-dimensional wall jet, in which case v′2 ∝ 0.6u′2 and w′2 ∝ 0.8u′2 (Nielsen, 1990).

Therefore, this relationship only really applies in the wall jet region, i.e. close to the top

of the room. However, both Susin et al. (2009) and Thysen (2015) applied it across the

whole of the room.

The velocity, u, and uRMS , both normalised against u0, are compared to the data of

Nielsen (1990) in Figures 5.14 and 5.15. Table 5.5 shows error metrics calculated for

the RANS model. Also shown in the table is the LES data for the test case taken from

Table 3.1 in Chapter 3.
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Figure 5.14: u / u0 and uRMS / u0 against y / H on vertical lines on the centre
plane at x / H = 1 (left graph) and x / H = 2 (right graph).

Figure 5.15: u / u0 and uRMS / u0 against x / H on horizontal lines on the
centre plane at a distance of hinlet / 2 from the top wall (upper graph) and hinlet
/ 2 from the bottom wall (lower graph). The vertical lines show the locations
of the source centres.

The SKE model has performed well. According to the error metrics in Table 5.5 the mean

velocity predictions are closer to the experimental data than the previous LES model.
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However, the RANS model has performed worse at predicting the RMS velocity. The

RANS models has more accurately predicted the point of separation near the bottom of

the room but over-predicted the velocity along the rest of the line at hinlet / 2 from the

bottom wall. As a result of the RANS model forcing a steady solution to an unsteady

problem, the solution included a circulation in the horizontal plane between x / H = 0

and 1. The same feature was discussed in Section 3.3.1 in relation to the LES modelling.

Interestingly, the LES model with horizontal circulation also improved the correlation

between the model and the experimental data on the line at hinlet / 2 from the bottom

wall.

u/u0 uRMS/u0 Ideal value

LES RANS LES RANS

FAC2 0.75 0.89 0.95 0.72 1

FAC1.3 0.53 0.63 0.51 0.37 1

FB 0.14 0.08 0.22 0.34 0

NMSE 0.26 0.13 0.11 0.22 0

Table 5.5: Model performance metrics for u / u0 and uRMS / u0 for the LES
and RANS models. Each assessment used 106 data points.

For the species transport modelling, the large left source region as described in Chapter

3 was used for the vapour source. All other walls (i.e. walls, floor and ceiling) were

defined as absorbing surfaces. The flow was solved first as steady-state and then the

transient species transport was modelled on the steady flow field. The vapour source

was initialised at t = 0 s.

The absorption into the cardboard walls was represented using the permeation model

described previously. As mentioned in Section 5.3.3.1, the maximum number of per-

meation layers, nlayer, is limited and the permeation is sensitive to the thickness of the

layers, dlayer. Therefore, it is not possible to explicitly represent the full thickness of a

‘standard’ room wall. This issue can be circumvented if the time period being studied

is relatively short as the vapour does not have time to permeate very far into the solid,

in which case, a thinner wall can be modelled. An exploration of the model sensitivity

to dlayer and nlayer is described below.

For the absorbing surface, dtotal was set to 6.5× 10−3 m with nlayer = 100 (i.e. dlayer =

6.5× 10−5 m) in both the CFD and the initial analytical models. These values mean that

tlag = 111 h, which is approximately 50 times longer than the planned CFD simulation

time (120 min). CFD models were also run with nlayer = 200 (i.e. dlayer = 3.3× 10−5 m)

with no significant effect on the predicted concentrations.

Some of the analytical models were run for longer time periods to check the model

sensitivity to dtotal and nlayer for these cases. The predicted concentrations for TNT

and EGDN were insensitive to an increase in these parameters when t ≤ 1× 104 min
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(167 h). For longer simulations, when t = 1× 105 min (1670 h), dtotal had to be increased

to 3 x 6.5× 10−3 m, with nlayer = 300, to give a solution which was independent of dtotal

and nlayer. When a vapour with Dsolid equal to ten times that of EGDN was modelled,

dtotal had to be increased to 1.9× 10−2 m with nlayer = 300 to produce independent

results at t = 1× 104 min.

The vapour concentrations for sorption and no sorption cases were monitored at 16

locations close to the source. The 16 locations consisted of four rows of four points. The

first row of points was 0.01 m above the floor, the second 0.1 m above the floor, the

third 0.5 m and the fourth 1 m. The four columns of points were 0.01 m, 0.1 m, 0.5 m

and 1.0 m away from the right-hand edge (i.e. larger x coordinate) of the large source.

The array of monitor locations is shown in Figures 5.16. The points are referred to as

point-rc, where r refers to the row number and c the column number.

Figure 5.16: The sixteen monitor points used in the CFD model. Dimensions
are given in m. The dashed lines indicate the right-hand edge of the source and
ground level. The monitor points are on the intersections of the solid lines.

5.4.1.2 Well-mixed model

The analytical well-mixed model used a state-space approach (i.e. a systems of coupled

first-order differential equations, which are used to characterise dynamic systems) and

the models were built based on the methods in Parker and Bowman (2011) and Parker

et al. (2014a). The models were solved using software previously developed by Dr. Parker
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which employs the methods described in Parker et al. (2014b). One key advantage of

the Parker et al. (2014b) state-space method is that it allows for direction modelling

of the concentration at the required time point without having to use a time-stepping

method.

The vapour flow in the room and the movement of vapour through the permeation layers

(all with units of kg·s−1) are shown in Figure 5.17. The vapour flow into the room from

zone zero (outside of the model) into zone one (the room) is represented by Q10 and

the flow out of the room (zone one) is represented by Q01. The vapour source term is

represented by Ṁ1 [kg·s−1]. The concentration in each zone is represented by Cn = Mn

/ Vn, where n is the zone index, M is the total mass of vapour in the zone and V is the

zone volume.

The rate at which vapour mass is transferred from the room (zone 1) to the first perme-

ation layer (zone 2) is given by aAC1 (see Equation 5.8), where a is the mass transfer

coefficient and A is the surface area of the absorbent material. The rate of transfer back

from the first permeation layer to the room is aAC∗ = aAC2 / Kab. The rate of transfer

between permeation layers is given by Fick’s first law. The concentration in the outer

zone is fixed to zero in the model.

Figure 5.17: Vapour absorption model from a single well-mixed room. Flows
between each zone are shown. The room and the top three absorption layers
are shown on the left, the last two layers and outer zone are shown on the right.
Zone 1 and the outer zone are air spaces, all other zones are solids.
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For the well-mixed model the vapour emission rate in zone 1, Ṁ1, for EGDN was taken

from the CFD model and was 1.44× 10−8 kg·s−1. For TNT, Ṁ1 was calculated using

Equation 3.5 and was 4.05× 10−13 kg·s−1. The mass transfer coefficient, a, was taken

from the EGDN CFD model, as calculated by the vapour sorption/permeation UDF. The

area weighted average value for a over all the absorbing surfaces was 3.4× 10−3 m·s−1.

It was assumed that a for TNT was the same as that for EGDN. This is a reasonable

assumption as Sc for both vapours are similar. The volume of the room, V , was 81 m3

and the surface area of the absorbing material, A, was 124 m2.

The matrix equations for the state-space model are shown in Appendix C.

To build confidence in the state-space approach, the predictions from a state-space model

were compared to those from a CFD model for a simple geometry where mixing of the

vapour was maximised through the use of a high air change rate and a large molecular

diffusion coefficient. The geometry was a 1 m cube which was meshed with only 8800

cells so that it could easily be run for long simulation times. The CFD predicted similar

concentrations to the state-space model. There was only 2 % difference in prediction of

C / Cequil for times larger than approximately 25 min. The details of the models and

the results of the comparison are given in Appendix D.

5.4.2 Results and discussion

5.4.2.1 Well-mixed analytical model results

The EGDN and TNT concentration predictions from the well-mixed analytical model

are shown in Figures 5.18 and 5.19 for two durations. The graphs show concentrations

normalised by the equilibrium concentration, Cequil [kg·m−3], where Cequil is given by

Ṁ/Q. The no sorption curve is the same for EGDN and TNT when normalised against

Cequil.
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Figure 5.18: C / Cequil for EGDN, TNT and the no sorption case calculated
using the well-mixed model. The horizontal black line shows Cequil.

Figure 5.19: C / Cequil for EGDN, TNT and the no sorption case calculated
using the well-mixed model. The horizontal black line shows Cequil. Time is
shown on a logarithmic axis.
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For the no sorption case, C is given by the following equation for concentration from a

continuous release in a well-mixed room (Reinke and Keil, 2009).

C =
Ṁ

Q
[1− exp (−λt)] . (5.16)

The results, Figures 5.18 and 5.19, show that for a well-mixed room, the absorbing

effects of EGDN have only a small effect on the room concentrations, whereas the ab-

sorbing effects of TNT have a significant effect. At 132 min, the EGDN concentration is

98 % of the no sorption equilibrium concentration, whereas at the same time, the TNT

concentration is 38 % of Cequil. The log-log plot in Figure 5.19 (1× 105 min ≈ 70 days)

shows that the TNT concentration approaches Cequil at ≈ 7 days (1× 104 min).

The same data is also plotted as (1 - C / Cequil) in Figure 5.20 as this makes it easier

to see the time scales for the model. For the no sorption case the straight line, when

plotted with a logarithmic y-axis, shows that there is a constant rate of decrease, which,

in this case, is given by exp (−λt), with the rate constant, λ = 10.2 h−1. Therefore, the

time scale for the decrease is 1/λ = 353 s. For the sorption cases, there are clearly a

range of time scales. However, at least for the EGDN case, the concentration initially

(t <20 min) changes at a rate which is similar to the no sorption case, i.e. one related

to the room air change rate.

Figure 5.20: 1 - C / Cequil for EGDN, TNT and the no sorption case calculated
using the well-mixed model.

The effect of changing the flow rate, Q, the solid phase diffusion coefficient, Dsolid, and

the partition coefficient, Kab, are shown in Figures 5.21 to 5.23 for EGDN. In all graphs



Chapter 5 CFD modelling of vapour sorption 127

the original values, Q, Dsolid and Kab were multiplied by a factor of 10 or 1/10. It was

assumed that changing Q did not affect the mass transfer coefficient. The lower left

graph in Figure 5.21 also shows three black lines, which are Equation 5.16 plotted for

the three flow rates.

The three sets of graphs show that changing Q has most effect on the concentration

early in the simulation (compared to changing Dsolid or Kab). Changing Dsolid or Kab

has a negligible effect on concentrations during the first few minutes. Changing Dsolid

or Kab affects the rate of change of concentration at intermediate times and none of the

parameters appear to have much effect on the rate of change at later times.

For the range of values tested, the concentration was most sensitive to a change of Q.

A higher flow rate resulted in equilibrium concentrations being approached much more

quickly. It should be noted that a factor of ten change in Q is an extreme change from

a room ventilation perspective. Whereas a factor of ten change in Dsolid or Kab is a

reasonably small change when compared to the range of values given for EGDN and

TNT in Table 5.4.

Part of the effect of changing Q is to change Cequil, i.e. a decrease in Q results in a higher

Cequil, therefore the target concentration is higher. It was assumed here that changing

Q did not affect the mass transfer coefficient. In reality, decreasing Q would result in a

smaller mass transfer coefficient which would further compound the effect that Q has on

the room concentrations. A similar effect (higher air change rates resulting in increased

emission but lower equilibrium concentrations) was shown by Clausen et al. (2010) for

emission cells.

The lower left graph in Figure 5.21 further confirms that the initial rate of change in

concentration is governed by the room air change rate.
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Figure 5.21: C / Cequil (upper) and 1 - C / Cequil for EGDN. Shown for three
different flow rates, where Q = 0.2295 m3·s−1 and with two different maximum
times (lower). The three black lines on the lower left graph shows Equation 5.16
plotted for the three flow rates.

Changing Dsolid or Kab does not appear to change the slope of the curves, on a log scale,

after approximately 100 min, but does change the point at which the curves transitions

out of the phase which is controlled by the room air change rate.
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Figure 5.22: C / Cequil (upper) and 1 - C / Cequil for EGDN. Shown for three
different solid phase diffusion coefficients, where Dsolid = 1.8× 10−11 m2·s−1

and with two different maximum times (lower).
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Figure 5.23: C / Cequil (upper) and 1 - C / Cequil for EGDN for three different
partition coefficients, where Kab = 1.5× 103 and with two different maximum
times (lower).

The well-mixed analytical model has allowed the general dynamics of the system to be

explored in a way which was not practical using CFD. The CFD, however, allows the

spatial variation in concentration within the room to be examined.

5.4.2.2 CFD model results

EGDN vapour concentration contour plots from the CFD model of the Nielsen test room

for the sorption and no sorption cases are shown in Figures 5.24 and 5.25. The figures

show concentrations on the vertical centre plane and a horizontal plane 0.01 m above

the floor at 7200 s after the start of the vapour release.
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Figure 5.24: Normalised mean concentrations (C / C0) on a horizontal plane
0.01 m above the floor at 7200 s. Contours for the no sorption case are shown
(upper) and the EGDN sorption case (lower) are shown. The concentrations
are shown on a log scale and are not clipped to the range.

The horizontal contour plots show the circulation in the horizontal plane which was

present in the model. This means that the plume from the source did not travel directly

from point-11 to point-14 (see Figure 5.16 for locations of the monitor points) and the

outcome of this is that point-13 has a lower concentration than point-14. The vertical

contour plots look quite different to those from the LES model in Chapter 3 (e.g. Figure

3.9), this is partly because the LES results are for an equilibrium condition, whereas

these graphs are for a time point at 7200 s after the start of the release.

The difference in vapour concentration between the sorption and no sorption cases can

be most clearly seen in the horizontal plane, which was only 0.01 m above an absorbing

surface. Whereas the difference is less pronounced on the vertical planes.
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Figure 5.25: Normalised mean concentrations (C / C0) on the vertical centre
plane at 7200 s. Contours for the no sorption case are shown (upper) and the
EGDN sorption case (lower) are shown. The concentrations are shown on a log
scale and are not clipped to the range. The vertical line is positioned at the
centres of the sources.

Normalised concentrations, (C / Cequil), for the no sorption case are shown at the 16

monitor location in the left-hand graph in Figure 5.26. All monitor locations reached

99 % of their equilibrium concentration within just over 2000 s (33.6 min). Locations

close to the source, i.e. point-11 and point-12 reached the same threshold in 33 s and

177 s respectively.

The right-hand graph in Figure 5.26 shows (1 - C / Cequil). This clearly shows that

after approximately 20 min, the concentrations all increase at the same rate. By fitting

an exponential curve to the these, the rate was found to be 8.0 h−1 (the room air change

rate = 10.2 h−1). This value, referred to here as the effective air change rate (see section

4.3 for more discussion on the effective air change rate), is lower than the room air

change rate, λ. This indicates that the region of the room where the monitor points are

located is less well ventilated than the room as a whole. The rate, 8.0 h−1, is equivalent

to a flow rate of 0.18 m3·s−1, assuming that the rate applied across the whole room.
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Figure 5.26: CFD predictions for C / Cequil (left) and 1 - C / Cequil (right)
for the no sorption case. Data is shown for the 16 monitor points in the CFD
model. Each line corresponds with 1 monitor point.

Figure 5.27 shows (C / Cequil) and (1 - C / Cequil) for the absorbing EGDN case. For

this data, Cequil was taken from the no sorption data for each location. These graphs

show that, even after 120 min, the concentration is still some way off Cequil at some

locations. The (1 - C / Cequil) graph shows that the concentration at most locations

initially increases with a rate which is close to that from the no sorption CFD case, i.e.

8.0 h−1. The rate then reduces in a similar way as it did in the well-mixed model (e.g.

see Figure 5.20).

Figure 5.27 is evidently different from Figure 5.26, suggesting that the sorption effect

for EGDN is significant when spatially resolved concentrations are modelled. This is

because the sorption effect in the near source region is strong at the early stage of the

simulation.

Figure 5.27: CFD predictions for C / Cequil (left) and 1 - C / Cequil (right) for
EGDN sorption. Data is shown for the 16 monitor points in the CFD model.
Each curve corresponds with 1 monitor point. The straight black line on the
right-hand graph shows Equation 5.16 plotted with the rate = 8.0 h−1.
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The input parameters in the CFD model were varied in a similar way as they were in

the well-mixed model. Figures 5.28 to 5.30 show the effect of varying Q, Dsolid and K.

When Q was varied, this altered the flow locally so it was difficult to directly compare

concentrations at one point to that at another. Therefore, data was averaged across all

16 points. When varying either K or Dsolid, the same effect was seen at all points so just

data from point-22 is shown in Figures 5.29 and 5.30. When varying the flow rate, Q

was only changed by a factor of two as reducing it by a factor of ten might have resulted

in the flow becoming laminar. Increasing the flow by a factor of ten would have required

a refined mesh, so this case was not considered either.

Reducing Q by a factor of two reduced the rate at which Cequil was approached as was

shown by the well-mixed model. As shown in the C / Cequil graphs, changing Dsolid by

a factor of ten had a slightly larger effect on the CFD data than it did on the well-mixed

model data. The same was true when K was changed. This may be because all the

monitor points considered in the CFD model are relatively near the absorbing surface.

Figure 5.28: CFD predictions for C / Cequil (left) and 1 - C / Cequil (right) for
two different flow rates, where Q = 0.2295 m3·s−1. Data is the average across
all 16 monitor points.



Chapter 5 CFD modelling of vapour sorption 135

Figure 5.29: CFD predictions for C / Cequil (left) and 1 - C / Cequil (right) for
three solid phase diffusion coefficients, where D = 1.8× 10−11 m2·s−1. Data is
shown for point-22.

Figure 5.30: CFD predictions for C / Cequil (left) and 1 - C / Cequil (right) for
three different partition coefficients, where Kab = 1.5× 103. Data is shown for
point-22.

To highlight the effect that absorption of EGDN could have in an experiment, some

additional calculations have been performed. The ratio of the time it takes to reach

75 % of Cequil for the EGDN sorption case (t75sorp [s]) and no sorption case (t75noSorp

[s]) was calculated at each of the 16 monitor locations. The results from this are shown

in Figure 5.31.
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Figure 5.31: Ratio of time taken to reach 75 % of the no sorption equilibrium
concentration in the sorption and no sorption models, i.e. t75sorp / (t75noSorp).
The numbers in brackets show t75noSorp. The ‘–’ indicates that the threshold
was not reached at that location within 120 min. The contours are from Figure
5.25 and the coordinates and names for the monitor points are shown in Figure
5.16.

Generally the lower the concentration the longer the time it takes to reach 75 % of Cequil.

Therefore, at the closest point to the source (point-11), the value is reached in only 0.1

min, whereas it can take as long as 9.2 min (point-13). Vapour sorption had a significant

effect on the time to reach 75 % of the equilibrium in all locations apart from the closest

point to the source. The effect is higher nearer to the floor, with the concentration at

point-14 taking 17.2 times longer to reach the equilibrium concentration than the no

sorption case. Even at 1 m above the floor, the concentrations taken between 2.4 and

3.5 times longer to reach Cequil, compared to the no sorption case. All but one location

(point-13) (see Figure 5.16 for location of the monitor points) reached 75 % of Cequil in

under 50 min.

The ratio of the times at point-11 (0.01 m distance from the right-hand edge of the

source and 0.01 m above the floor) was 0.9, i.e. it took less time to reach 75 % of the

equilibrium concentration in the sorption case. There are two possible causes of this.

The first is that the time step, ∆t, was 0.01 s in the sorption model but only 1 s in the

no sorption model. This could have resulted in insufficient time resolution at the start of

the simulation and therefore an under-prediction of the rate of increase in concentration.
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The second is that the loss of vapour to the absorbing surfaces around the source early

in the simulation would have locally lowered the concentration in the air. This would

have increased the local concentration gradient and could therefore have increased the

flux from the source.

5.4.3 Summary on vapour sorption in an isothermal mechanically ven-

tilated room

In summary, it is hard to generalise to other types of room, or vapour-surface pairs, due

to the complexity of the room air flow and the sorption processes. However, some useful

conclusions can made for the first time in relation to vapour of relevance to explosives

detection.

It has been shown that the absorption of EGDN in the test room had little effect on

well-mixed concentrations but could have a significant effect on concentrations close to

the absorbing surface within the first hour after the explosive is placed in the room. The

difference between well-mixed models and CFD models in relation to vapour emission

and sorption has been alluded to by Sorensen and Weschler (2002) and Mao et al. (2018)

but has not been shown as directly as it has been here.

TNT absorption had a greater effect on the well-mixed concentration, and for the case

examined, would take more than 1000 h to reach the equilibrium concentration.

As has been reported previously for emission cells (Clausen et al., 2010), CFD and well-

mixed modelling has shown that decreasing Q or increasing K or Dsolid will result in the

concentration taking longer to reach an equilibrium. For both the CFD and well-mixed

models the concentrations generally increase at the room air change rate or the effective

air change rate in the early stages of the simulation.

As is shown in Figure 2.2 many explosives have a vapour pressure lower than EGDN

and a significant number have a vapour pressure lower than TNT. Therefore, as is

typically considered for SVOC transport in relation to health effects, vapour sorption

should be included in most transport modelling related to explosive detection. For the

more volatile materials, such as EGDN, it may be safe to ignore sorption effects if the

explosive has been left in place for a significant time or only concentrations away from

absorbing surfaces are of interest. The well-mixed modelling approach could be used to

carry out an initial assessment of the effect of sorption for a specific scenario of interest.
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5.5 Conclusions and recommendations on the effect of vapour

sorption

Most of the materials of interest to explosive detection have low to very low vapour

pressures indicating that they will have large partition coefficients. Therefore, the effect

of vapour sorption onto or into surfaces could be significant. To address this a new

spatially resolved sorption and permeation model has been validated and then applied

to vapour transport in a test-case. The conclusions of this work are the following.

• A CFD based multi-layer sorption and permeation model has been validated us-

ing three experiments of increasing complexity. The model used a blended wall

function or a simple Fick’s law model to represent near-wall transport and a linear

isotherm.

• It has been shown that the CFD capability can now be used to study the opera-

tional and training scenarios described in Section 1.3.

• However, the capability has some limitations.

– The permeation is sensitive to the thickness of the individual permeation

layers, dlayer, and the sensitivity is strongest at the early stages of the simu-

lation.

– Based on the validation cases studied, the CFD model generally over-predicts

concentrations.

– The UDF can become unstable if very large or small partition coefficients

are used. This problem can be particularly apparent when the simulation is

being started, i.e. when there is zero concentration on the surface. It may

be possible to use adaptive time-stepping to automatically increase ∆t as the

simulation progresses. Alternatively, it may be possible to use an implicit

scheme rather than the current explicit scheme.

• It was shown that a thick permeable material can be represented in the model by

a thinner material if the duration of the simulation is short compared to the lag

time.

• The results for the simulations which included cardboard, support the assumption

that the diffusion through the air voids in corrugated cardboard can be ignored.

The effect of vapour sorption on airborne concentrations in the Nielsen test-case has

been studied using the validated CFD model and a well-mixed model. It is hard to

generalise to other types of room, or vapour-surface pairs, due to the complexity of the

room air flow and the sorption processes. However, some useful conclusions can made

for the first time in relation to vapour of relevance to explosives detection:
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• It has been shown that absorption of EGDN in the test room had little effect on

well-mixed concentration but could have a significant effect on concentrations close

to the absorbing surface within the first hour. The difference between well-mixed

models and CFD models in relation to vapour emission and sorption has been

alluded to by Sorensen and Weschler (2002) and Mao et al. (2018) but has not

been shown as directly as it has been here.

• TNT absorption had a greater effect on the well-mixed concentration, and for the

case examined, would take more than 1000 h to reach the equilibrium concentra-

tion.

• As has been reported previously for emission cells (Clausen et al., 2010), CFD and

well-mixed modelling has shown that decreasing Q or increasing K or Dsolid will

result in the concentration taking longer to reach an equilibrium.

• For both the CFD and well-mixed model the concentrations generally increase at

the room air change rate or the effective air change rate in the early stages.

• When planning training scenarios for detection dogs, vapour sorption should be

considered for most explosives. The CFD sorption and permeation model could be

used to model the specific scenario if the required input parameters are available.

It is recommended that:

• The permeation model is extended to include 3D diffusion. This may give more

accurate results in some situations but might require non-isotropic diffusion coef-

ficients to the measured.

• A CFD model is built to represent the vapour sampling process used in the card-

board box validation experiment. This should be done to see whether the in-box

concentration over-prediction can be fully explained.

• Models are run to show how long a detectable vapour concentration remains in a

room once the explosive has been removed.





Chapter 6

Eddy diffusion modelling

6.1 Introduction

Even with all of the complexity of indoor air flow, advective transport indoors can often

be represented by a diffusion model. This approach, called eddy diffusion modelling,

can be applied when there is isotropic mixing on a large scale (i.e. room scale) due

to laminar and/or turbulent motion. It is also often not practical to fully survey the

environment in which detection activities take place. In these cases it will be impossible

to define the boundary conditions required for techniques such as computational fluid

dynamics.

As discussed in Section 2.2, the validity of the eddy diffusion approach has been demon-

strated in indoor spaces by a number of people e.g. Cheng et al. (2011); Drivas et al.

(1996); Shao et al. (2017). The single parameter that governs mixing in these models

is the eddy diffusion coefficient, De. Some relationships that enable this coefficient to

be predicted have been proposed in the literature, but wider applicability of these has

not previously been tested. In this chapter a novel automated computational fluid dy-

namics tool was used to calculate the eddy diffusion coefficient in a range of isothermal,

mechanically ventilated rooms. Available models for the diffusion coefficient were then

tested. A requirement for this type of assessment is supported by both Jayjock et al.

(2007) and Nicas (2009).

Parts of this chapter have been published in Foat et al. (2017) and Foat et al.

(2020).

141
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6.2 Background and theory

Fick’s second law (below) can be derived from Fick’s first law, Equation 2.37.

∂C

∂t
= −D

(
∂2C

∂x2
+
∂2C

∂y2
+
∂2C

∂z2

)
, (6.1)

The solution to Equation 6.1 for an instantaneous point source in an infinite volume is

given by the following (Crank, 1979). Here D is replaced by De.

C(r, t) =
M

8(π De t)
3
2

exp

(
−r2

4De t

)
, (6.2)

where M [kg] is the mass of material released at time t = 0 at a point in space and r is the

radial distance from the source. Drivas et al. (1996) and Cheng et al. (2011) presented

equations for the concentrations within a space where the air is being extracted and

replenished with clean air. Both simply apply an exponential decay to the diffusion

equation.

exp(−λf t), (6.3)

where λf [s−1] is the fresh air change rate.

The containing effects of the walls of a room can be included by adding sets of image

sources. Taking advantage of the superposition principle for linear systems of equations,

the solutions from the main source and all the image sources can be combined (Crank,

1979; Fischer et al., 1979). The following equation gives the concentration C in a room

of length, L [m], width, W [m], and height, H [m], for an instantaneous point source

(Drivas et al., 1996).

C(x, y, z, t) =
M exp(−λf t)

8(π De t)
3
2

rxryrz, (6.4)

where the wall reflection terms rx, ry and rz are given by the following (Drivas et al.,

1996):

rx =
∞∑

n=−∞

[
exp

(
−(x+ 2nL− x0)2

4De t

)
+ exp

(
−(x+ 2nL+ x0)2

4De t

)]
, (6.5)

ry =
∞∑

n=−∞

[
exp

(
−(y + 2nW − y0)2

4De t

)
+ exp

(
−(y + 2nW + y0)2

4De t

)]
, (6.6)
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rz =
∞∑

n=−∞

[
exp

(
−(z + 2nH − z0)2

4De t

)
+ exp

(
−(z + 2nH + z0)2

4De t

)]
, (6.7)

where x0, y0 and z0 are the release coordinates and the summation is over the image

sources. As can be seen, x, y and z correspond with L, W and H respectively. Rather

than an infinite sum, only a small number of image sources are required to give a

sufficiently accurate solution when the non-dimensional diffusion time, tND, is small.

tND =
t De

L2
diff

, (6.8)

where Ldiff [m] is the distance over which the material is diffusing e.g. the length of the

room. Cheng et al. (2011) used six image sources and Nehorai (1995) used only one.

The eddy diffusion coefficient for indoor spaces has been calculated from a number of

experimental studies, see Table 6.1. The experimentally calculated values have been

shown to range from a suggested lower limit of 1× 10−3 m·s−2 (Drivas et al., 1996) to as

high as 1.9× 10−1 m·s−2 (Nicas, 2009). Although the upper value of 1.9× 10−1 m·s−2

may be spurious as this was recorded in a room with a very low air change rate. This wide

range makes it difficult to directly apply the experimentally derived diffusion coefficients

to cases were De is not known.
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Empirical or a priori relationships for De have been produced for certain situations

(Cheng et al., 2011; Drivas et al., 1996; Karlsson et al., 1994).

The Karlsson et al. (1994) relationship is based on a turbulent kinetic energy balance

model (TKEB).

∂
(
u2
turb
2

)
∂t

= Mech + Buoy−Diss + F4 = 0, (6.9)

where the term on the left is the rate of change of turbulent kinetic energy (uturb [m·s−1] is

a representative turbulent velocity). There are four terms on the right: Mech represents

TKE produced by the air flow, Buoy represents TKE production by buoyancy, Diss

is the dissipation of TKE and F4 is the pressure and transport term. Karlsson et al.

integrated Equation 6.9 over the room volume and stated that the volume average of

the total rate of change of TKE in the system and F4 were zero.

This relationship can be simplified to the following for isothermal rooms (Drivas et al.,

1996). In this equation the first term is the mechanical production of TKE and the

second is the dissipation.
λu2

0

2
−
cε u

3
turb

Lchar
= 0, (6.10)

where u0 is the velocity at the inlet and cε is a constant. The dissipation term, as it

is written here, is typically thought to apply in high Reynolds number flows with Lchar

referring to the integral length scale, the largest eddies in the flow. Karlsson et al. gave

cε = 0.032. Using Equation 6.11, which gives a relationship between De, uturb and Lchar

(also typically referring to the integral length scale), an equation for De, as a function

of measurable parameters, can be derived (Karlsson et al., 1994; Drivas et al., 1996).

De = cv uturb Lchar, (6.11)

De =
3

√
λ u2

0 c
3
v L

4
char

2cε
, (6.12)

where cv is the von Karman constant (cv = 0.4 has been used here). Drivas et al. (1996)

did not give Equation 6.12 directly and they also assumed that both cv and cε were

equal to 0.4 (without providing a rationale).

Shao et al. (2017) demonstrated the validity of the TKEB relationship (Drivas et al.,

1996) up to an air change rate of 2.9 h−1 for a single bespoke test chamber when they

set Lchar to the room height.

Drivas et al. (1996) and Shao et al. (2017) assumed that Lchar was equal to H, which,

it will be proposed here, should not be the case.
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Cheng et al. (2011) gave an empirical relationship for De (Equation 6.13), which was

based on two naturally ventilated residential rooms with air change rates of up to 5.4 h−1.

De

V 2/3
= 0.52λ+ 8.61× 10−5 1

s
, (6.13)

where V is the room volume. Cheng et al. (2011) also considered that De might be

related to λ alone (i.e. not V ), but this approach resulted in a room specific relationship

for De.

The TKEB relationship follows a λ
1
3 and a L

4
3 trend whereas the Cheng relationship

is a function of λ and L2. Based on the empirical data in Table 6.1, the Cheng et al.

relationship appears not to be suitable for larger spaces. A moderately large indoor

space (20 m x 20 m x 4 m high) with λ = 4 h−1 would have De = 0.09 m2·s−1 according

to Equation 6.13. This value would be higher than all but one of the empirical data

points given in Table 6.1. If L was set to the room height, a more reasonable value for

De is produced, 0.01 m2·s−1. If the TKEB relationship was applied to the same large

indoor space with u0 based on the two example supply grilles used in Foat et al. (2017)

(u0 = 0.76 m·s−1) and Lchar equal to the room height. This gives De = 0.55 m2·s−1,

which again looks like an over-prediction based on the data in Table 6.1.

There remains some uncertainty in the application of the Karlsson et al. (1994) TKEB

relationship and the Cheng et al. (2011) relationship to rooms with large volumes. There

is also a large spread in the available experimentally derived diffusion coefficients. The

use of eddy diffusion models to study vapour transport in indoor spaces would benefit

from an assessment of the general applicability of different approachs to calculate De.

This view is supported by both Jayjock et al. (2007) and Nicas (2009).

None of the relationships introduced above include the effect of people (or dog) movement

on the eddy diffusion coefficient. The effect of people movement on mixing time (the

time taken for a room to become well-mixed) was described by Mora and Gadgil (2002).

They showed that mixing times due to movement of single person could be comparable

to that from the mechanical ventilation. Mingotti et al. (2020) carried out a series of

water tank experiments with a moving cylinder and showed how De could be related

to the velocity and size of the cylinder and the size of the ‘corridor’ along which it was

moved. They concluded that mixing due to a single person moving along a corridor

could be 1 to 10 times higher than mixing from the ventilation alone. Keil (2015) looked

into how the movement of a robotic arm close to a vapour affected De. He showed how

movement and therefore mixing near the source created a more symmetrical diffusion

pattern. This meant that is was then possible to use a diffusion model for the dispersion.

People or dog movement effects are not included in the work described here, but it is

recommended that they are considered in the future.
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The objective of the work in this chapter is to use CFD to calculate De in a large number

of rooms and to compare these calculated values to those from the relationships discussed

previously. This was done in order to determine which, if any, of the relationships are

valid over a wide range of room sizes and ventilation conditions.

6.3 Methodology

A novel automated CFD method was used to produce models for scalar transport from

an instantaneous release in 250 different isothermal, mechanically ventilated rooms. The

eddy diffusion model given in Equation 6.4 was then fitted to the CFD scalar concen-

tration predictions to give a value of De for each room. The relationship between the

eddy diffusion coefficient and the room geometry and ventilation parameters were then

compared to the existing relationships given in Section 6.2.

Before running the automated CFD study the modelling method was developed/vali-

dated against an experimental test-case.

6.3.1 CFD validation

The validation experiment was conducted, prior to this PhD research, in 2005 in a

meeting room which was 13.0 m long, 7.0 m wide and 2.6 m high with a small cut out

in one corner. The room volume was 237 m3, the floor aspect ratio was 1.9 and H /

(floor area)1/2 = 0.27. The room had mixing ventilation with the air supplied through

eight diffusers and extracted through four. All ceiling diffusers were square, four-way

diffusers (effective area of each diffuser = 0.0446 m2). In the model, the effective air

discharge area for the inlet was used, as opposed to the open area to ensure that the

correct momentum was applied (Srebric and Chen, 2002). Also in the model, the air

was set to enter the room with an angle of 30° to the horizontal. In the experiment, the

total air flow rate was 1.0 m3·s−1 and the recirculation fraction was 0.56, making λf =

6.8 h−1 and λ = 15.4 h−1.

A tracer gas was released in the corner of the room (1 m high and 1 m from each wall)

through a spherical diffuser (a device designed to reduce the momentum of a jet of

gas). The gas was 2 % propylene in nitrogen and 0.04 m3 of propylene was released at (a

nominally) constant rate over a period of 180 s. The gas concentration was monitored

in the test room using seven ultra-violet ion counters (UVICs), Mk. II, photo-ionisation

detectors (ARID, 2004). Six of the UVICs were 0.65 m above the ground with one at

1.95 m height. Figure 6.1 shows the meeting room and the layout used in the experiment.
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Figure 6.1: The meeting room used for the validation experiment. The photo-
graph show the chairs on which the UVICs were placed and the UVIC at 1.95 m
height. The schematic shows a plan view of the layout used in the experiment.
The open squares indicate the supply vents, the filled squares the extract vents,
the crosses indicate the UVIC locations and the circle with a cross shows the
tracer gas release location.

IconCFD version 3.3.9 (ICON1, United Kingdom) was used2 to produce a cut-cell mesh

for the room (iconHexMesh (ICON, 2017)) and to solve the flow and scalar transport

(iconSimpleFoam and iconSpeciesFoam (ICON, 2017)). It was assumed that the flow

was steady and turbulent. The supply diffusers were given fixed volume flow rates and

the extracts were pressure outlets. All walls were given no-slip boundary conditions.

The flow field was solved for 7000 iterations to produce a converged solution. The scalar

transport was then solved transiently using the steady-state flow solution. The k-ω SST

turbulence model was used and the turbulent Schmidt number, Sct, was set to 0.7. The

semi-implicit method for pressure linked equations (SIMPLE) scheme (Patankar and

Spalding, 1972) was used for the pressure-velocity coupling, a second-order bounded

monotonic upwind scheme for conservation laws (MUSCL) scheme3 (Van Leer, 1979)

was used for the momentum transport terms and a first-order upwind scheme was used

for all scalar terms. A first-order implicit scheme was used for the transient scalar

transport. Previous work has shown that first-order schemes can give reasonable results

for indoor air flows, therefore, this was used as a starting condition for the validation

modelling. There is a discussion on the use of first-order schemes in Section 6.4.4.

The validation model had a base mesh (refinement level zero) of 0.1 m with the mesh on

the supply and extract vents at refinement levels three and two respectively. The mesh

on the wall, ceiling and floor was at refinement level one. The non-dimensional distance

1The IconCFD software is an open source based CFD product which makes use of openFOAM®

technology.
2These CFD validation models were run by Joe Drodge (Defence Science and Technology Laboratory

(DSTL)) under the instruction of the author using a model template that the author had produced and
a procedure they had developed for the initial demonstration of the automated CFD process discussed
in Section 6.3.2.1.

3The MUSCL scheme is a total variation diminishing (TVD) scheme. A TVD scheme is one where
the total variation of the discrete solution should stay constant or diminish with time.
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from the wall of the first cell centre, y+
1 , was less than 500 on all walls apart from in the

fast flowing air leaving the inlets. The size of the mesh is within the limits for coarse

CFD as defined by Wang and Zhai (2012). The mesh on a vertical plane through an

extract and two supplies is shown in Figure 6.2. The time step size, ∆t, was 1.0 s. The

method used to assess the performance of the models is given below. The model was

tested for mesh and time step sensitivity. Model sensitivities (to mesh size, ∆t and Sct)

were also considered as part of the automated CFD study (Section 6.3.5).

Figure 6.2: The mesh used for the meeting room model shown on a vertical
plane through two supply vents and an extract vent. An extract is shown in the
middle of the image with supply vents either side.

For the validation, predictions from the model were compared to data at each of the

seven UVIC locations and quality metrics were calculated (see below) The minimum,

average and maximum concentrations for all the locations are shown in Figure 6.3. It

should be noted that the comparison shown in the graph does not directly compare the

concentration at one location in the CFD model with the same location in the experiment

but represents some statistical characteristics of the concentration field. However, model

performance metrics were calculated by comparing data at each corresponding location.

The CFD does not capture some of the unsteadiness in the concentration, as would be

expected when using a steady RANS approach. However, the model captures the trends

well.

The model performance was assessed by calculating the geometric mean bias (MB) and

geometric variance (VG), as defined by Hanna et al. (2004). Data points were included

in the assessment when the measured concentration was greater than 1 mg·m−3. This

was approximately the lowest concentration at which the UVICs were calibrated. The

ideal value for both metrics is 1. The MB and VG were used here instead of the FB

and NMSE used is Section 3.3.1. This was because the linear measures would be overly

influenced by the relatively high and low concentrations measured in the experiment.

MB, which indicates the bias, was 0.95, therefore the model only slightly over-predicted

the experiment (by a factor of 1.05, based on the geometric means). VG, which indi-

cates the scatter, was 1.01, therefore the model data was similarly distributed to the

experimental data.
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Figure 6.3: Maximum, average and minimum tracer concentrations across seven
measurement locations from two experiments compared to predictions from the
CFD model.

6.3.2 Scenario for the automated CFD study

The approximately 250 isothermal, mechanically ventilated rooms modelled were all

cuboid in shape and contained no furniture. They were served by mixing ventilation

with no recirculation, via supply and extract vents (square four-way diffuser) located

in the ceiling. The room volume and shape, the air change rate and vent layout were

varied across the parameter space shown in Table 6.2.

The automated CFD method used a Sobol sequence experimental design (Sobol, 1967)

to produce models which effectively covered the range of the parameters given in Table

6.2. The Sobol sequence is a space filling algorithm which populates the n-dimensional

parameter space by selecting the next point from the most sparsely populated region.

A schematic diagram of the automated process4 is shown in Figure 6.4.

4The code for the automated CFD tool was written by James Nally (DSTL) around a concept and
process that the author developed.
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Figure 6.4: Diagrammatic representation of the automated process.

Parameters Symbol Ranges

Room volume V 50 m3 - 5000 m3

Floor aspect ratio L / W 1 - 3

Height / (floor area)1/2 H / (LW )1/2 0.1 - 1.5

Air change rate λ 0.5 h−1 - 20 h−1

Release location Centre, corner or

mid-point

Table 6.2: Experimental design space. The number of points within each range
was determined by Sobol sequence experimental design (Sobol, 1967).

The room height was limited to a minimum of 2.5 m, taken as a lower bound for standard

rooms. The floor aspect ratio and height / (floor area)1/2 were chosen to represent a

broad but realistic range of rooms. The smallest room volume, 50 m3, could represent a

small hotel room or meeting room. The largest volume was set to 5000 m3 as it was felt

that rooms larger than this are more likely to be of a more bespoke design and would

not have standard ceiling mounted mixing ventilation. The minimum and maximum air

change rates were set to 0.5 h−1 and 20 h−1 to cover a broad range of total air change

rates for occupied spaces.

Supply grilles were based on Trox ADT 4-way diffusers (Trox, 2018). A (0.15 m)2

diffuser, designed for a flow rate of 0.03 m3·s−1, was chosen for rooms with a total flow

rate up to 0.3 m3·s−1, limiting the number of small diffusers in the room to ten. A (0.375

m)2 diffuser, designed for a flow rate of 0.16 m3·s−1, was chosen for rooms with a total

flow rate between 0.3 m3·s−1 and 1.6 m3·s−1. A (0.6 m)2 diffuser was specified for rooms

with higher flow rates. The number of supply vents in the room was calculated based

on the throw and guidance given in Awbi (2003) which states that “the throw should

ideally be equal to the distance from a wall or half the distance to the next adjacent

diffuser”.

Three sizes of extract grille were used: (0.4 m)2 and (0.6 m)2 and 0.6 m x 1.2 m. The

smallest grilles were used for total room flow rates less than 5 m3·s−1, the middle size



152 Chapter 6 Eddy diffusion modelling

was specified for flow rates between 5 m3·s−1 and 10 m3·s−1 and the largest size for flows

above 10 m3·s−1. The number of vents was chosen so that the mean velocity through

the grille was approximately 4 m·s−1 (ASHRAE, 2001).

Supply and extract vents were distributed across the ceiling in rows with a row of extracts

between rows of supplies. The total number of supply and extract rows was determined

based on the width of the room as set out in Table 6.3.

Width lower Width upper Number of rows

/m /m

0 12.5 3

12.5 25.0 5

25.0 42.5 7

42.5 >42.5 9

Table 6.3: Limits for determining the total number of vent rows (supply +
extract) within a room.

The rows were uniformly spaced across the room and vents were uniformly spaced in

each row. Cases were not considered if the ratio of number of extracts to number of

supplies was less than 0.1. Six example room plan views are shown in Figure 6.5.

Extracts 

Supplies 

Figure 6.5: Plan views of six example rooms showing the supply and extract
vent layouts. The supply vents are shaded, the extracts are open squares. The
tick marks on the axes are spaced at 10 m intervals.

The scenario modelled was an instantaneous release of material from one of three loca-

tions: the centre of the room (centred in length, width and height), one corner of the

room (1 m in from both walls and centred in height), mid-point (mid-way between the

centre of the room and one corner and centred in height).
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6.3.2.1 Initial demonstration of the automation process

Before being used for the eddy diffusion modelling study, the power of the new automa-

tion process was demonstrated by studying pollutant mixing times in a similar set of

mechanically ventilated, isothermal rooms, but with the pollutant entering the room via

the ventilation system supply vents. Full details of this work are given in Foat et al.

(2017).

In this initial study, three analytical mixing time models, including a novel jet tran-

sit based approach, were selected for comparison with CFD predictions in a range of

cuboidal rooms. The jet transit approach to pollutant mixing times uses the time it

takes for a jet of air to move from a ceiling diffuser to a horizontal plane of interest in

the room. The two other mixing models were the mechanical power model of Drescher

et al. (1995) and a simple characteristic time model where the characteristic time, τ = 1

/ λ. Three different mixing time metrics were calculated from the CFD for comparison

with the analytical models, one of the metric, t95−5, is described below.

If the range of concentrations within the room is described by a distribution, then a useful

measure of mixing is given by the difference between the time when only the highest

concentrations (the 95th percentile value) have crossed a threshold concentration and

when all but the lowest (the 5th percentile value) have. This time is referred to as

t95−5 [s] and is indicative of the time between the first people and the last people in a

room being exposed to a threshold concentration. The threshold was a function of the

maximum concentration reached in a well-mixed model of the same room.

For this study the pollutant was released into each room via the ventilation system

for a short duration and the release mass was calculated as a function of a single toxic

threshold. The CFD method was validated using a similar trial data set to that described

in Section 6.3.1 but with tracer entering the room via the ventilation system. The results

of the validation are shown in Figure E.1 in Appendix E.

The results of the study showed that the mixing time metrics, t95−5, was best represented

by the characteristic time model and the relation is given by Equation 6.14.

t95−5 = 0.121τ (6.14)

The key graphs from this study are shown in Figure E.2 in Appendix E.

6.3.3 Automated CFD method

Salome V6.5.0 (Open Cascade, France), an open source integration platform for nu-

merical simulation, was used to generate the STL surfaces of the geometries. IconCFD

V3.3.9 (ICON, United Kingdom) was used for the meshing (iconHexMesh (ICON, 2017))
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and the CFD solutions (iconSimpleFoam and iconSpeciesFoam (ICON, 2017)). The au-

tomated CFD used the same model settings and meshing approach as applied in the

validation modelling (see Section 6.3.1). This included a second-order MUSCL scheme

for the momentum transport terms, a first-order upwind scheme for all scalar terms and

a first-order implicit scheme for the transient scalar transport. The first-order schemes

were chosen as these had been shown to give accurate results in the validation modelling

and to improve convergence in the automated study

6.3.4 Fitting the eddy diffusion model to the CFD data

The eddy diffusion model, Equation 6.4 (with five image sources), was fitted to the CFD

data by minimising VG, to a value of 1, by varying De.

For each CFD model the optimum eddy diffusion coefficient was calculated indepen-

dently over three planes at heights of 0.5 m, 1.0 m and 1.5 m. These planes were chosen

to cover the occupied zone. On each plane, data from 20 locations was used at times

with 10 s intervals up to 1500 s after the start of the release. It was confirmed that the

results did not change significantly with an increase in the number of locations used or a

decrease in the size of the time intervals. Any location within 2 m of the release location

was not included, as close to the source the concentration field was more strongly affected

by local flow features. Any data point with a concentration below 1× 10−20 kg·m−3 was

excluded to avoid the VG calculations being skewed by large differences between the

CFD and eddy diffusion models at these very low values. A single VG value was calcu-

lated for each plane for each CFD model i.e. it incorporated equally weighted data from

all locations on that plane and all time points.

The model fitting was performed using a Python script5, the SciPy optimize.minimize

function and the L-BFGS-B algorithm (Byrd et al., 1995).

A subset of the automated models were used to test the sensitivity of the De calculations

to the mesh, time step and Sct.

The input data from the automated CFD study together with the De values for the fitted

eddy diffusion model are given in the supplementary material for Foat et al. (2020).

An improvement to the three planes approach used here would be to use a sub-set of

data from across the entire CFD domain. This would be particularly beneficial for tall

rooms, as with the current approach, any changes in the eddy diffusion coefficient above

1.5 m are not being captured directly.

5The code I developed to fit the eddy diffusion model to the output from the automated CFD, was
optimised by Joe Drodge (DSTL).
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6.3.5 Mesh, time step and turbulent Schmidt number sensitivity

A subset (10) of the 250 CFD models were re-run with three different base mesh sizes

(0.079 m, 0.100 m, 0.126 m), three ∆t values (0.5 s, 1.0 s, 2.0 s) and three Sct values

(0.5, 0.7, 0.9) with De calculated for each model. MB was calculated for the predicted

De for each parameter change, with the original model as a reference. The results of the

sensitivity study are given in Table 6.4.

Fixed parameters Compared parameters MB

Sct = 0.7, Mesh = 0.1 m ∆t = 2.0 s vs. 1.0 s 1.06

∆t = 0.5 s vs. 1.0 s 1.24

Sct = 0.7, ∆t = 1.0 s Mesh = 0.126 vs 0.100 m 1.11

Mesh = 0.079 vs. 0.100 m 1.02

∆t = 1.0 s, Mesh = 0.1 m, Sct = 0.9 vs. 0.7 1.07

Sct = 0.5 vs. 0.7 0.94

Table 6.4: Results of the CFD model sensitivity test.

With a base mesh size of 0.1 m the MB for De with ∆t = 2.0 s compared to ∆t = 1.0 s

was 1.06, i.e. the geometric mean De for ∆t = 1.0 s was 106 % of that for ∆t = 2.0 s.

For ∆t = 0.5 s compared to ∆t = 1.0 s, MB was 1.24, i.e. the geometric mean De for

∆t = 1.0 s was 124 % of that for ∆t = 0.5 s. Therefore, the results did show some time

step dependence but due to the spread in the calculated De values (almost two orders

of magnitude) and the quality of the validation shown previously (where ∆t of 1.0 s

was used), a ∆t of 1.0 s was deemed acceptable for the automated study. There was

also a mesh size dependence but this was small between the 0.1 m and 0.079 m meshes.

Therefore, the 0.1 m base mesh was deemed acceptable for the automated study. The

geometric mean De decreased as Sct increased, as would be expected. A range of value

for Sct has been used in different studies, such as 0.2 to 1.3 reported by Tominaga and

Stathopoulos (2007). However, Sct = 0.7 has a wide applicability (van Hooff et al.,

2014) and was used successfully in the validation exercise, therefore, this was deemed

the most suitable value for the automated study.

6.4 Results and discussion

The results from fitting the eddy diffusion model to the automated CFD data are given

in the following figures. Initially only data for the centre release location is shown.

Figure 6.6 shows four possible methods for the eddy diffusion coefficient. The four

methods are: a simple correlation of De with the air change rate, λ, the Cheng et al.

(2011) empirical relationship (Equation 6.13) and the TKEB relationship (Equation

6.12) with two different definitions of the characteristic length, Lchar. For each method



156 Chapter 6 Eddy diffusion modelling

a linear regression line (least squares), with an intercept of zero, has been fitted with

the equation of the line and the coefficient of determination, R2, value shown. R2 was

calculated according to Eisenhauer (2003).

As shown at the start of the chapter the characteristic length scale, Lchar, in the TKEB

relationship is used in both the dissipation rate term in Equation 6.10 and in Equation

6.11. In both cases it is usually assumed to refer to the integral length scale. The

integral length scale in a room could be a function of the dimensions of the inlet and the

jet of air produced there, or the dimensions of the room. If Lchar was related to H then,

according to Equation 6.12, taller rooms will tend to have higher values of De which

seems counter-intuitive. In a taller room more of the mixing energy introduced at ceiling

mounted inlets would have been dissipated by the time the air reaches the occupied zone.

Therefore, it is proposed here that it should be related to the inlet when being used to

calculate the eddy diffusion coefficient. To assess which is the best definition for Lchar,

results have been plotted for the TKEB relationship with Lchar equal to the room height

or the square root of the inlet area, A.

If Lchar is set to the square root of A, then Equation 6.12 can be simplified to Equation

6.15.

De = cTKEB
Q

3
√
V N2

, (6.15)

where cTKEB is a constant which equals (cv
3
√

1/2cε), Q is the total volume flow rate

into the room and N is the number of supply vents. For the values of cv and cε used in

this work, cTKEB = 1.

From the results shown in Figure 6.6, the best method for calculating De, based on

R2, is the TKEB relationship with the characteristic length set to
√
A, where R2 =

0.957. The TKEB relationship with Lchar = H performs significantly worse with an

R2 of 0.825. Shao et al. (2017) used the TKEB relationship with Lchar = H and got

only a small over-prediction compared to their experimental data. The small difference

is possibly due to the low height of their room (2 m) and relatively large effective inlet

area (0.232 m2).

The Cheng et al. (2011) relationship shows a small R2 value (0.836), meaning that their

relationship does not apply well to this data set. However, the rooms examined by Cheng

et al. were naturally ventilated through open windows, whereas the rooms modelled here

were mechanically ventilated with ceiling located supply and extract.

The air change rate relationship performs reasonably well with R2 = 0.929, but there

is a large spread of data at higher air change rates. A spread of the same extent is not

present with the TKEB
√
A relationship.
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Figure 6.6: De or De/V
2/3, calculated from the CFD data, plotted against four

possible methods: the ACR (a), the Cheng et al. (2011) relationship (b), the
TKEB relationship with Lchar = H (c) and the TKEB relationship with Lchar
=
√
A (d). The red line shows the linear regression line. Only data for the

releases in the centre on the room is shown here.
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6.4.1 Effect of release location and plane height

As stated previously, De was calculated by fitting the eddy diffusion model (Equation

6.4) independently over three planes at heights of 0.5 m, 1.0 m and 1.5 m. MB was

calculated between the data for the planes at 1.5 m and 1.0 m and for the planes at 0.5

m and 1.0 m. For the planes at 1.5 m and 1.0 m, MB was 1.00. For the planes at 0.5

m and 1.0 m, MB was 0.95. Therefore, there was only a small decrease in De nearer to

the floor.

The data from the three release locations: centre, mid-point and corner, is shown in Fig.

6.7. The steepest gradient of the linear regression line is for the releases in the corner of

the room (1.15) and the shallowest is for releases in the centre of the room (0.61). The

gradient for releases at the mid-point is slightly larger than that for centre releases.

The CFD derived diffusion coefficients for the corner releases compared to other release

locations are most likely higher due to the type of ventilation used in the rooms. The

square four-way diffusers on the ceiling produce jets which attach to the ceiling and

then move down adjacent walls. Jets can also be forced downward where jets from two

adjacent diffusers meet (Foat et al., 2017). This means that air flow close to walls or

inter-diffuser boundaries (at the horizontal planes considered here) should be faster than

flows at other locations. As the corner releases are always located close to a wall then

they should always experience the higher air flow from the diffuser jet. It is assumed

that the faster mixing for corner releases is caused by this effect.
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Figure 6.7: De, calculated from the CFD, plotted against the TKEB relation-
ship, using Equation 6.15, for the three release locations: centre (left), mid-point
(middle) and corner (right). The red line shows the linear regression line.

6.4.2 All data combined

CFD derived diffusion coefficients for every release location are plotted in Figure 6.8

along with the linear regression line, 95 % confidence intervals (CI) and prediction in-

tervals (PI). The equation for the regression line is also shown.
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Figure 6.8: De, calculated from the CFD, plotted against the TKEB relation-
ship, using Equation 6.15, for all release locations.

The equation for the linear regression line, which describes the TKEB relationship using√
A as the characteristic length, is given below. Straight line approximations to the

upper and lower prediction interval lines are also given.

De(upper PI) = 0.827
Q

3
√
V N2

+ 0.0565
m2

s
, (6.16)

De(regression) = 0.824
Q

3
√
V N2

, (6.17)

De(lower PI) = 0.822
Q

3
√
V N2

− 0.0565
m2

s
. (6.18)

The linear regression line equation shows that, based on the CFD data used here, a

constant equal to 0.824 should be applied to the simplified TKEB relationship given in

Equation 6.15. It is proposed that Equation 6.17 can be used to calculate De for use

in an eddy diffusion model when only Q, V and N are known. Due to the spread of

CFD derived diffusion coefficients around the regression line, Equations 6.16 and 6.18

can be used to calculate a possible range of value for De. As it has been suggested

(Drivas et al., 1996) that the lower limit for De is 0.001 m2·s−1 this bound should be

applied when using these equation. In Section 6.4.3 the validity of using this approach

is demonstrated through comparisons with experimental data.
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To understand the error between the fitted eddy diffusion model and the CFD predic-

tions, VG is plotted against De in Fig. 6.9 for the plane at 1 m.

0.00 0.05 0.10 0.15 0.20 0.25 0.30
De(CFD) / m2 s 1

100

103

106

109

1012

1015

1018

Ge
om

et
ric

 v
ar

ia
nc

e

Figure 6.9: Geometric variance between each fitted diffusion model and the
CFD concentration data.

Figure 6.9 shows that VG can be large, so the concentrations predicted by the fitted

diffusion model can be widely scattered around the CFD data. This scatter increases

as De decreases. For De <0.01 m2·s−1, VG is greater than 1000 in most cases. A VG

of 1000 indicates a factor of 14 scatter (i.e. the predictions are on average a factor of

14 bigger or smaller than the observations). For De >0.05 m2·s−1, VG is less than 100

(indicating a factor of nine scatter) in 79 % of cases and less than 10 in 46 % of cases.

It should be noted that eddy diffusion models can be less accurate close to the source

at short times, when the non-dimensional diffusion time, tND, is small (Ldiff here is

the distance from the source). Close to the source the concentration field will be more

affected by local flow features, which eddy diffusion models are not designed to predict.

When tND is small, a small error in the model can have a large effect on the concentra-

tion. The poor model performance when tND is small explains why VG tends to increase

as De decreases in Fig. 6.9 (all models were run for 1500 s). Running the models that

have smaller values of De (e.g. models with low air change rates) for longer should

reduce VG.

The data from the eddy diffusion coefficient parameterisation is available as supplemen-

tary data with the paper by Foat et al. (2020).
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6.4.3 Comparison with experimental and high-resolution model data

The TKEB relationship using
√
A as the characteristic length has been compared to

experimental and high-resolution model data using two methods. Firstly, the experi-

mentally derived eddy diffusion coefficients of Cheng et al. (2011) and Shao et al. (2017)

have been compared to the CFD derived coefficients and the TKEB relationship. Sec-

ondly, an eddy diffusion model, with De calculated using the TKEB relationship, has

been used to predict gas concentrations in a number of scenarios and results have been

compared to experimental or LES data.

6.4.3.1 Comparison with experimentally derived eddy diffusion coefficients

Cheng et al. (2011) conducted indoor dispersion experiments in two naturally ventilated

residential rooms. They used a continuous gas release, measured concentrations at 30

or 37 locations and then averaged concentrations both temporally and radially. Ven-

tilation of the building was via windows, which were opened by different amounts for

each experiment. Shao et al. (2017) conducted a number of experiments in a bespoke

test chamber. They used a continuous gas release and measured concentrations at two

locations. The air was supplied to their room via a filter bank onto which four air dif-

fusers were fitted. From both of these sets of experiments the authors calculated eddy

diffusion coefficients.

In order to compare the data of Cheng et al. (2011) and Shao et al. (2017) to the TKEB

relationship (Equation 6.17), Q, V and N are required. In both cases Q was calculated

from the provided values for λ and V . V was used as provided, however, it is possible

that a larger value for V could have been used with the Cheng et al. data as more than

just a single room was being ventilated. N was set to 1 for the Shao et al. data and to

2 for the Cheng et al. data. In the Cheng et al. experiments, three windows were open,

but it was assumed here that one of these was acting as an outflow. Therefore there is

uncertainty in Q, V and N for the Cheng et al. experiments.

The eddy diffusion coefficients from Cheng et al. (2011) and Shao et al. (2017) are plotted

alongside the CFD derived diffusion coefficients (from the automated CFD study) in

Figure 6.10. The linear regression line from the CFD data, Equation 6.17, is also shown.

The experimental data in Figure 6.10 sits close to, or just above, the linear regression

line. The Cheng et al. (2011) data generally follows the trend of the CFD data, the

Shao et al. (2017) data deviates further from the linear regression line as De increases.

This supports the validity of the TKEB relationship with Lchar =
√
A (Equation 6.17),

but shows that for the set up used in the Shao et al. experiments, a steeper gradient

may be more suitable. However, all the Shao et al. measured diffusion coefficients are,

on average, within a factor of 2.0 of the values calculated by Equation 6.17. The Cheng
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Figure 6.10: De plotted against the TKEB relationship with Lchar =
√
A. Data

from the CFD models and two experimental data sets are shown.

et al. data is on average within a factor of 2.1 of the regression line. Therefore, despite

the different type of ventilation, the relationship derived from the CFD data provides a

useful method to estimate De in naturally ventilated spaces.

It should be noted that Q, V and N for the experimental data could be different to the

values chosen here and different values may affect the correlation of this data with the

CFD derived model. It is also recognised that when applying the TKEB model, there

may be some uncertainty over the values for Q, V and N in non-mechanically ventilated

spaces.

6.4.3.2 Comparison with concentration time histories

An eddy diffusion model, with De calculated using the TKEB relationship, was used to

predict gas concentrations in three scenarios, with the results compared with experimen-

tal or LES data. The first scenario was the same meeting room experiment as used in

the CFD validation in Section 6.3.1. Although this experiment was used to validate the

CFD methodology, the room was not used in the automated CFD study. The second

scenario was an assembly hall, see Figure 6.11. The third was the LES model of the

Nielsen (1990) test-case used in Chapter 3.

The assembly hall was approximately 1400 m3 (maximum length, width and height of

29 m, 13 m, 5 m) and had a fresh air change rate, λf , of 3.8 h−1, with no recirculation of

air through the ventilation system. 14 slot type diffusers were located along the ceiling
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and the four extract grilles were on one wall. The supply vents directed the air straight

down into the hall. A section of the hall (on the right in the schematic in Figure 6.11)

had a low ceiling and was poorly ventilated. It should be noted that more air was being

extracted from the hall through the extract vents than was being supplied through the

supply vents (3.8 h−1 vs. 2.0 h−1). This means that air was also leaking into the room

through other routes. For the purposes of the TKEB relationship, Q was set to the

larger of the flow rates and N was set to the number of supply vents, as this is where

bulk of the air entered the room.

Figure 6.11: A CAD drawing of the assembly hall (left). A schematic showing
the layout used in the experiment (right). The open rectangles indicate the
supply vents, the crosses indicate the UVIC locations and the circle with a
cross shows the tracer gas release location. The dashed lines indicate different
sections of the room.

In the assembly hall experiment the tracer gas, propylene, was released on one side of

the room as shown in Figure 6.11. 0.04 m3 of gas was released over approximately 20 s

and the gas concentrations were monitored using 20 UVICs, which were positioned at a

range of heights across the room.

An eddy diffusion model was used to predict the tracer gas transport from the two

experiments. Both experiments had a gas release with a constant rate, Ṁ for a defined

duration, tend, so an eddy diffusion model was required which could represent this type

of scenario.

A model for a release with an infinite duration, was used by Cheng et al. (2011) and

Shao et al. (2017). This is reproduced below (Equation 6.19) making the dependence

on t explicit.

Ccont(t) =

∫ t

0

Ṁ exp(−λf t)
8(π De t)

3
2

rx(t)ry(t)rz(t) dt (6.19)

where Ccont is the concentration from a continuous release. Using Equation 6.19 as the

basis and taking advantage of the superposition principle for linear systems, a solution

for the concentration due to a finite duration release, Cfinite, has been produced in

Equation 6.20. This equation was solved using the mathmatics software tool Mathcad
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V15.0 (Parametric Technology Corporation).

Cfinite(t) =

Ccont(t) (t ≤ tend)

Ccont(t)− Ccont(t− tend) (t > tend)
(6.20)

The maximum, average and minimum concentrations for all monitoring locations are

shown for both the model and the experiments in Figures6 6.12 and 6.13. For the

meeting room the maximum, average and minimum concentrations were taken from

seven monitors, for the assembly hall it was 20.

Eddy diffusion models were run using De calculated from the linear regression line for

the TKEB relationship (Equation 6.17). Error metrics for the eddy diffusions models,

calculated when the measured concentration was greater than 1 mg·m−3, are reported

in Tables 6.5 and 6.6. It should be noted that error metrics were calculated from data

at all the monitor locations, not just for the maximum, average and minimum data

shown in Figures 6.12 and 6.13. VG and MB are reported along with the fraction of

concentration predictions within a factor of two of the measurements, FAC2 (Hanna

et al., 2004), and the fraction of concentration predictions within a factor of five of the

measurements, fraction of points within a factor of five (FAC5). A single-zone well-mixed

model (Reinke and Keil, 2009) was also built of both scenarios for comparison.

In both scenarios the eddy diffusion model performed reasonably well. In the meeting

room, more than 80 % of data points were within a factor of two of the experimental data.

In the assembly hall, the model performance was lower, but still more than 88 % of data

points were within a factor of five of the experimental data. The lowest concentrations

in the assembly hall were under-predicted quite significantly at early times. This has

resulted in a large geometric variance.

According to the error metrics, a better fit was achieved for both scenarios by using the

upper 95 % PI equation to calculate De. The improved fit is also evident in the graph

for the meeting room. In the assembly hall, however, the model’s poor prediction of the

lower concentrations has perhaps skewed the results when De was calculated using the

linear regression equation. When using the upper 95 % PI equation the lower concen-

tration predictions have improved but the predictions for the higher concentrations (as

illustrated by the maximum and average curves) are worse.

6The graphs in figures 6.12 and 6.13 were plotted by Joe Drodge (DSTL) using eddy diffusion model
data provided by the author. Joe also calculated the error metrics in Tables 6.5 and 6.6 using the same
data.
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Figure 6.12: Maximum, average and minimum tracer concentrations in a meet-
ing room compared to predictions from an eddy diffusion model and a well-
mixed model. Calculating De using the linear regression line for the TKEB
relationship, Equation 6.17 (upper left) and the upper 95 % PI for the TKEB
relationship, Equation 6.16 (upper right). The results from a well-mixed model
are shown (lower).

Model TKEB eq. De MB VG FAC2 FAC5

/m2·s−1

Eddy diffusion Regression 0.033 1.50 4.10 0.80 0.90

Eddy diffusion Upper PI 0.090 0.92 1.13 0.96 0.99

Well-mixed – – 0.73 1.64 0.89 0.95

Table 6.5: Error metrics for eddy diffusion and well-mixed model concentra-
tion predictions compared to experimental data for the meeting room scenario.
The first column gives the transport model used, the second gives the TKEB
equation or method used to calculate De.
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Figure 6.13: Maximum, average and minimum tracer concentrations in an as-
sembly hall compared to predictions from an eddy diffusion model and a well-
mixed model. Calculating De using the linear regression line for the TKEB
relationship, Equation 6.17 (upper left) and the upper 95 % PI for the TKEB
relationship, Equation 6.16 (upper right). The results from a well-mixed model
are shown (lower).

Model TKEB eq. De MB VG FAC2 FAC5

/m2·s−1

Eddy diffusion Regression 0.019 1.49 6644 0.65 0.88

Eddy diffusion Upper PI 0.076 0.99 1.79 0.88 0.96

Well-mixed – – 0.88 1.46 0.89 0.97

Table 6.6: Error metrics for eddy diffusion and well-mixed model concentra-
tion predictions compared to experimental data for the assembly hall scenario.
The first column gives the transport model used, the second gives the TKEB
equation or method used to calculate De.

The faster mixing in the assembly hall compared to that given by the linear regression

line relationship (i.e. as illustrated by the under-prediction of the lower concentrations)

may be due to the type of supply vents present. These were slot vents which directed

the air down into the room, as opposed to the four-way diffusers in the automated study

(from which the linear regression relationship was derived), which directed the air along

the ceiling. This could mean that more of the turbulent kinetic energy generated at the
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inlet makes it into the lower parts of the room. In the meeting room experiment, the

release was in the corner of the room so faster mixing would be expected (compared to

the linear regression relationship), as discussed in Section 6.4.1.

The well-mixed model has performed well in comparison with the eddy diffusion models

for both scenarios according to the error metrics. This is partly due to the type of tracer

release used in both experiments. As a finite duration release was used in both scenarios

the concentrations in the room tends towards a well-mixed condition with increasing

time. However, it is clear in Figures 6.12 and 6.13 how a well-mixed modelling approach

is not suitable for predicting concentrations at early times.

This comparison with the concentration time histories showed that the eddy diffusion

model can perform well but the quality of the model is strongly dependent on the eddy

diffusion coefficient, as would be expected. The TKEB relationship can be used to

calculate the eddy diffusion coefficient, but a small error in De can have a large effect

on the lowest concentrations in the room.

An eddy diffusion model will have particular utility when there is a continuous release

in a ventilated room. Under this condition a concentration gradient will always exist in

the space so the difference between the two modelling approaches should be larger. This

type of scenario can be relevant to the study of longer term exposure to toxic material

or the transport of vapour from explosives for detection purposes.

Another scenario where eddy diffusion models will have merit over well-mixed models is

when the user is interested in concentrations or exposures soon after an instantaneous or

short duration release, before the room becomes mixed. This period is often of interest

when considering health effects from an overt release of a toxic material, as people are

likely to evacuate the space by later times. However, as discussed in Section 6.4.2, care

should be taken when applying an eddy diffusion model close to the source at short

times. This is because close to the source the concentration field will be more affected

by local flow features, which eddy diffusion models are not designed to predict.

To demonstrate how an eddy diffusion model performs when used to represent a contin-

uous release, data from the LES model of the Nielsen (1990) test room, as described in

Chapter 3, was used.

The data was for an explosive on the floor of the room and the LES model results had

shown that this could be approximated to a constant release source. The release rate,

Ṁ , was taken directly from the CFD (Table 3.2) but could also be calculated using

Equation 3.5 if the local friction velocity was known, or Equation 4.4 if uτ was below

the threshold given by Equation 4.5. The eddy diffusion coefficient was calculated using

Equation 6.17, this gave De = 0.044 m2·s−1.
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The concentrations in the CFD and eddy diffusion model were calculated for the steady-

state condition. The diffusion model for a continuous and constant release is given by

Equation 6.19.

Normalised time-averaged concentrations predictions (c/c0) are shown along a vertical

line from the centre of the source and from a horizontal line running along the mid-width

of the domain at a height of 0.5 m.
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Figure 6.14: LES and eddy diffusion model predictions of normalised concentra-
tion on a vertical line from the centre of the source. Concentrations are plotted
on a logarithmic scale.
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Figure 6.15: LES and eddy diffusion model predictions of normalised concentra-
tion on a horizontal line running along the mid-width of the domain at a height
of 0.5 m. Concentrations are plotted on a linear scale.



Chapter 6 Eddy diffusion modelling 169

The eddy diffusion model has performed very well in comparison to the LES model.

In particular it has predicted a very similar vertical concentration profile. Even on

the horizontal line, where the comparison is not as good, the eddy diffusion model still

predicts the correct trend in the data and under-predicts the peak concentration by a

factor of only 1.7. The linear regression line for the TKEB relationship has given a

suitable eddy diffusion coefficient in this case.

The same comparison between the eddy diffusion model and the LES model was carried

out for air change rates of 5 h−1 (De = 0.021 m2·s−1) and 0.5 h−1 (De = 0.0021 m2·s−1).

The eddy diffusion model performed similarly well with the 5 h−1 case but performed

badly with the 0.5 h−1 case. Better correlation with the 0.5 h−1 case close to the source

was achieved when the molecular diffusion coefficient was used in place of the TKEB

calculated eddy diffusion coefficient.

6.4.4 Discussion

The validity of the TKEB relationship has been demonstrated using an automated CFD

modelling approach. The scenarios studied consisted of only a small subset of possible

indoor environments. The rooms were isothermal, had mixing ventilation, were cuboidal

in shape and contained no furniture. However, through comparison with experimental

data generated in other types of rooms, broader applicability of the relationship has been

shown. Other features that have not been considered here include the mixing induced

by movement of people or machinery and strong sources of buoyancy. It should also be

noted that the eddy diffusion method in general is only applicable when there is isotropic

mixing on a large scale due to laminar and/or turbulent motion.

It should be noted that first-order upwind schemes were used for discretisation of all

scalar terms in the CFD and a first-order implicit scheme was used for the transient

scalar transport to ensure convergence in the automated analysis. It is known that first-

order schemes can cause numerical diffusion. However, when a sub-set of the models

from the automated study were re-run using all second-order discretisation schemes,

the fitted De values reduced by only a small amount, approximately 20 % on average.

Despite this effect being small, this additional uncertainty should be considered when

interpreting the results of this study.

If the scenario being studied is for an instantaneous or short duration release and the

modeller is interested in concentrations or exposures at longer times or in smaller rooms

then a well-mixed model may be sufficient. If the modeller is interested in what happens

at very early times, or close to the source, then a more highly resolved model such as

CFD may be required. For instantaneous and short duration releases when the modeller

is interested in what happens at intermediate times or in larger rooms, then an eddy

diffusion model should give better results than a well-mixed model. The same is true for
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continuous releases in ventilated rooms. Models such as that by Drescher et al. (1995)

can be used to estimate when a room becomes well-mixed and to help guide when a

particular model is required.

The eddy diffusion models applied here do not account for vapour sorption and it is

shown in Chapter 5 that sorption can have a significant effect on vapour concentrations

for low volatility explosives. One-way vapour sorption (i.e. a vapour sink only) could

be included in the models in a simplistic global sense by adding another decay term to

Equation 6.3. The decay term could be calculated if the mass transfer coefficient, a,

could be estimated and if it is assumed that C∗ = 0. Drivas et al. (1996) applied a

similar approach for deposition of aerosol in their eddy diffusion model. Morrison and

Nazaroff (2002) and Johansen (1991) described ways in which a can be estimated for

rooms. It is recommended that the validity of including a global one-way sorption model

is assessed.

Eddy diffusion models do not provide information on peak concentrations, such as those

discussed in Chapters 3 and 4. As was shown, these can be significant for turbulent flow

(instantaneous concentrations of >20 times the mean 0.1 m away from the source and >8

times the mean more than 1 m away). Ideally there would be a method to superimpose

a spatially varying probability density function (PDF) for the fluctuating concentration

onto the mean concentrations produced by the eddy diffusion model. However, as was

discussed in Chapter 3, there is currently no evidence to support the extrapolation of

the results from the Nielsen test-case study to other rooms.

An open source Python tool for indoor eddy diffusion modelling which includes the

TKEB relationship is available at de Lisle (2020).

6.5 Eddy diffusion modelling conclusions and recommen-

dations

Fast running mathematical models of indoor dispersion have application in a number

of areas. In particular, eddy diffusion models, where the rate of transport is governed

by the eddy diffusion coefficient, De, can be used to rapidly predict spatially resolved

concentrations.

The following conclusions have been made:

• It has been shown that De can be predicted for isothermal rooms using the TKEB

relationship which was originally proposed by Karlsson et al. (1994).

– The relationship had previously been applied using the room height as the

characteristic length (Drivas et al., 1996) but it has been demonstrated here
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that
√
A is a more appropriate variable, which means that De is dependent

on Q, V and N only.

• An automated CFD approach was used to generate approximately 250 individual

dispersion models which were then used to test the validity of the TKEB relation-

ship and to calculate the model constants for the relationship.

– It was shown that De was similar when calculated independently at three

different heights.

– The release location did, however, have an effect on De. Releases occurring

in the corner of the room, where the air flow is consistently faster, generally

resulted in a higher De than releases which were away from the walls.

• Eddy diffusion coefficients from two existing experimental data sets were compared

to the coefficients derived from the CFD data and all data followed a similar trend.

• Using the TKEB relationship to calculate De, an eddy diffusion modelling ap-

proach was used to predict gas concentrations (from short duration releases) in

two scenarios and predictions were compared to experimental data.

– In both cases the eddy diffusion model performed well but it was out-performed

by a simple well-mixed model. However, this was due to the type of scenario

considered and the time period examined.

– The same approach was applied to compare eddy diffusion model predictions

to LES data for a continuous release scenario. In this case, the eddy diffusion

model performed very well.

• The situations where an eddy diffusion model should have most merit over a well-

mixed model are:

– For instantaneous and short duration releases, when the modeller is interested

in what happens at intermediate times in large rooms/spaces.

– Continuous releases in ventilated rooms when a concentration gradient will

be maintained.

• The TKEB relationship can be used to calculate De and the upper and lower 95 %

PI equations (or the lower De limit of 0.001 m2·s−1 (Drivas et al., 1996)) can be

used to understand the uncertainty.

• The TKEB relationship may not be suitable if the source imparts a large amount

of energy to the room and, in the simplified form applied here, the relationship

does not account for thermal effects.

• Eddy diffusion modelling could be used to support explosive detection activities.

The fast running models could be used to support training activities or to predict
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likely concentrations in operational settings. The vapour source in explosive de-

tection scenarios is likely to be a continuous release so eddy diffusion models will

have a significant advantage over well-mixed models.

It is recommended that the following work is undertaken:

• The eddy diffusion coefficient study should be extended to include rooms with

a range of ventilation types and non-isothermal conditions. Naturally ventilated

rooms would be of particular interest for explosive detection.

• The effects of people movement on the eddy diffusion coefficient could be consid-

ered, using methods such as that proposed by Mora and Gadgil (2002) or Mingotti

et al. (2020) for example.

• If experimental data for continuous releases were available this may help to high-

light the benefit that eddy diffusion modelling has over the well-mixed approach.

• The validity of including a global,one-way sorption model in an eddy diffusion

model should be assessed.
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Conclusions and further work

Dogs remain the most effective method for the detection of explosives in many situations,

yet the chemical signature they sense cannot easily be quantified experimentally. Air

movement in indoor spaces can be complex due to large regions with no dominant

flow direction and low mean velocities. Therefore, vapour released from an explosive

indoors would be expected to result in a high degree of variability in concentration. To

improve canine detection capability, specifically training equipment, training methods

and concepts of use, the science of vapour signatures in enclosed spaces needs to be

improved.

A LES model of vapour transport from a constant concentration surface source in a

widely studied, isothermal, benchmark test room has been used to illustrate the com-

plexity of indoor vapour fields and to assess how they may relate to the detection of

explosives using dogs. This model was run with a range of air change rates to extend

the applicability of the results.

Most of the materials of interest to explosive detection have low to very low vapour

pressures indicating that they will have large partition coefficients. Therefore, the effect

of vapour sorption onto or into surfaces could be significant. A new spatially resolved

sorption/permeation modelling capability was validated using a set of increasingly com-

plex experiments. The effect of sorption on vapour concentrations in the benchmark

test room was then considered.

Even with all of the complexity of indoor air flow, advective transport indoors can

often be represented by a simple diffusion model. This approach, called eddy diffusion

modelling, can be applied when there is isotropic mixing on a large scale (i.e. room scale)

due to laminar and/or turbulent motion. The single parameter that governs mixing

in these models is the eddy diffusion coefficient. A novel automated computational

fluid dynamics tool was used to calculate the eddy diffusion coefficient in a range of

isothermal, mechanically ventilated rooms and available relationships for the diffusion

coefficient were tested.

173
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The main conclusion of this PhD are given in the following sections.

7.1 The complex vapour signature in an indoor space

• The air flow in the benchmark test-case room was turbulent for Reynolds numbers

≥ 1230, based on the height of the inlet. At an inlet height Reynolds number of

1230, Re based on the inlet area was 5180 and the room ACR was 2.5 h−1. The

air flow was laminar when the inlet height Re = 245. Without further work it

is difficult to conclude which of these three parameters is the best indicator of

turbulent flow in a room in general.

• Apart from a few minor variations, the air flow in the room appeared to be

Reynolds number independent for Re ≥ 1230.

• It was shown that two simple models, one controlled by the friction velocity and

the other by molecular diffusion, can be used to predict the vapour flux from a

constant concentration area vapour source.

• Due to the low volatility of some compounds of interest and the diluting effect

of the fresh air in the room, the time averaged vapour concentrations present in

the bulk of the benchmark test room may be extremely low, whereas the peak

concentration can be much greater than the mean.

– Near the source, the concentration fluctuates significantly but the amplitude

of these fluctuations was shown to be dependent on the location of the source,

and the local turbulent flow field.

– When the air flow was turbulent it was shown that instantaneous concen-

trations of greater than 20 times the mean were predicted 0.1 m away, and

greater than 8 times the mean more than 1 m away, for a square area source

with side length of 0.144 m.

– It was also shown that fluctuations in the concentration do occur when the

air flow was laminar but they were of the order of 0.5τ .

– When the air flow was turbulent, a dog should be able to differentiate the

concentration fluctuations, as the integral time scales for concentration were

well above reported dog sniffing time scales.

• The vapour field did not scale linearly with the surface area of the source, for the

modelled source sizes. This is perhaps not surprising given the very low speed of

airflow in the room and the relatively large area size of the sources.

• The source size did not have a significant effect on the instantaneous and RMS

concentrations, relative to the local time-averaged concentration, apart from close

to the source. Therefore, ten times the surface area of the source material would
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not produce ten times the vapour, but may produce the same relative RMS and

relative instantaneous concentration field.

• Based on the ways in which animals are known to use air- or water-borne chemicals

to locate a source, it is not clear whether there is sufficient information present

in large parts of the test room for dogs to be able to achieve this after they have

detected the vapour.

– It may be necessary to use a structured or random search pattern that enables

a detection dog to encounter sufficiently high concentrations or gradients (in

the mean or RMS field) close to the source.

• For the particular room modelled, a dog is perhaps more likely to be able to detect

the vapour when the air flow is laminar as higher concentrations build up near the

source. However, if a dog was searching in a room with turbulent air flow for long

enough they may chance upon one of the fluctuating high concentration peaks.

• Dog handlers should be advised to spend more time searching a room if the air

flow is turbulent, whereas a single pass around the room may suffice if the air flow

is laminar. Without information indicating otherwise, they could assume that air

flow in the room is laminar if the air change rate is below 0.5 h−1.

7.2 The effects of vapour sorption

• It has been shown that absorption of EGDN in the test room had little effect on

the well-mixed concentration but could have a significant effect on concentrations

close to the absorbing surface within the first hour.

• TNT absorption had a greater effect on the well-mixed concentration, and for the

case examined, would take more than 1000 h to reach the equilibrium concentra-

tion.

• Using CFD and well-mixed modelling the following were shown to increase the time

taken to reach concentration equilibrium: decreasing the room flow rate, increasing

the partition coefficient or increasing the solid phase diffusion coefficient.

• When planning training scenarios for detection dogs, vapour sorption should be

considered for most explosives. The CFD sorption and permeation model could

be used to model the specific scenario if required input parameters were available.

7.3 Eddy diffusion modelling for vapour dispersion indoors

• It has been shown that the eddy diffusion coefficient can be predicted for isothermal

rooms using a TKEB relationship.
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– The relationship had previously been applied using the room height as the

characteristic length but it has been demonstrated here that the square root

of the inlet area is a more appropriate variable. This means that the eddy

diffusion coefficient is only dependent on the air flow rate, the room volume

and the number of supply vents.

• Using the TKEB relationship to calculate the eddy diffusion coefficient, an eddy

diffusion modelling approach was used to predict gas concentrations (from short

duration releases) in two scenarios and predictions were compared to experimental

data.

– In both cases the eddy diffusion model performed well but it was out-performed

by a simple well-mixed model. However, this was due to the type of scenario

considered and the time period examined.

• The TKEB relationship can be used to calculate the eddy diffusion coefficient. The

upper and lower 95 % PI equations (or the lower eddy diffusion coefficient limit of

0.001 m2·s−1) can be used to understand the uncertainty.

• Eddy diffusion modelling could be used to support explosive detection activities.

The fast running models could be used to support training activities or to predict

likely concentrations in operational settings. The vapour source in explosive de-

tection scenarios is likely to be a continuous release so eddy diffusion models will

have a significant advantage over well-mixed models.

7.4 Further work

It is proposed that the following work is undertaken.

7.4.1 The complex vapour signature in an indoor space

• The LES modelling methods applied to the benchmark test-case are applied to

a range of room types, including various mechanical ventilation configurations,

naturally ventilated rooms and various room shapes. This should be done to see

whether the conclusions can be applied more generally.

• Work is undertaken to reduce the LES model run-time.

– Using the results of the current simulations it may be possible to use the

standard Smagorinsky instead of the dynamic model (the volume averaged

value for
√
CDS in the current model was 0.14) and achieve similar results.

– It may also be possible to reduce the mesh resolution near some of the walls,

away from the source regions, without having a negative effect on the results.
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– The model may run quicker in a different CFD code such as OpenFOAM®.

• A laminar model is used to predict the air flow in the benchmark test-case for

ACRs of 0.5 h−1 and 2.5 h−1. This should be carried out with both the same mesh

used for the LES study and a slightly coarser mesh. The results of this should be

compared to the prediction from the LES model.

• Further modelling or experimental work is carried out to try to find the optimum

indicator for turbulent air flow in a room.

• The room and turbulence time scales are explored further to see whether a more

general relationship between them can be found.

7.4.2 The effects of vapour sorption

• The permeation model is extended to include 3D diffusion in the solid. This

may give more accurate results in some situations but might require non-isotropic

diffusion coefficients to be measured.

• Determine whether the stability of the sorption/permeation UDF can be improved

through the use of adaptive time-stepping to automatically increase the time step

size as the simulation progresses, or by using an implicit scheme rather than the

current explicit scheme.

7.4.3 Eddy diffusion modelling for indoor dispersion

• The eddy diffusion coefficient study should be extended to include rooms with

a range of ventilation types and non-isothermal conditions. Naturally ventilated

rooms would be of particular interest for detection of explosives.

• The effects of people movement on the eddy diffusion coefficient could be consid-

ered, using methods such as that proposed by Mora and Gadgil (2002) or Mingotti

et al. (2020) for example.

• If experimental data for continuous releases were available this may help to high-

light the benefit that eddy diffusion modelling has over the well-mixed approach.

• The validity of including a global, one-way sorption model in an eddy diffusion

model should be assessed.
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Appendix A

Vapour emission

A.1 Acronyms for explosives

This table gives acronyms for some explosives, compounds found in explosives and ex-

plosive precursors.
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Acronym Full name

2,4-DNT 2,4-dinitrotoluene

2,6-DNT 2,6-dinitrotoluene

AN Ammonium nitrate

DADP Diacetone diperoxide

EGDN Ethylene glycol dinitrate

HP100 100 % hydrogen peroxide

NG Nitroglycerin

NM Nitromethane

PETN Pentaerythritol tetranitrate

P acid 2,4,6-trinitrophenol

p-MNT P-nitrotoluene

RDX Cyclotrimethylene trinitramine

S acid 2,4,6-trinitroresorcinol

TATP Triacetone triperoxide

Tetryl N-methyl-n,2,4,6-tetranitroaniline

TNA 2,4,6-trinitroaniline

TNB 1,3,5-trinitrobenzene

TNC 2,4,6-trinitro-m-cresol

TNM 2,4,6-trinitromesitylene

TNT 2,4,6-trinitrotoluene

TNX 2,4,6-trinitro-m-xylene

UN Urea nitrate

EH 2-ethyl-1-hexanol

2NT 2-nitrotoluene

4NT 4-nitrotoluene

HP100 Hydrogen peroxide. The number gives the percent of HP in water

DMNB 2,3-dimethyl-2,3-dinitrobutane

Table A.1: Acronyms for some explosives, compounds found in explosives and
explosive precursors.

A.2 Constituent components of TNT

TNT is a yellow coloured solid and comes in either flake or cast forms. A number of

impurities can form during the manufacturing process. Leggett et al. (1977) surveyed

eight military TNT samples and the average make-up of the constituent components

is given in Table A.2. Leggett et al. included data for both US military and foreign

samples.
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Figure A.1: A sample of cast TNT.

Vapour phase concentrations for TNT were given by both Leggett et al. (1977) and

Murrman and Nakano (1971).

Component MW Solid

phase

Vapour

phase Pn

/g·mol−1 /% /Pa

2,4,5 TNT 227.13 0.068

2,3,4 TNT 227.13 0.203

2,6 DNT 182.13 0.003 1.01× 10−4

2,5 DNT 182.13 0.004 4.05× 10−4

2,4 DNT 182.13 0.077 2.68× 10−3

2,3 & 3,5 DNT 182.13 0.018 4.19× 10−4

3,4 DNT 182.13 0.002

Unknown 1 - 0.014

Unknown 2 - 0.021

Unknown 3 - 0.113

Unknown 4 - 0.036

Unknown 5 - 0.277

2,4,6 TNT 227.13 99.204 1.59× 10−4

Table A.2: Average solid (percentage by weight) and vapour phase constituent
components of military grade TNT (Leggett et al., 1977). Pn is the partial
pressure at 20 ◦C and MW is the molecular weight.

The density of TNT crystals are 1654 kg·m−3 (Meyer et al., 2007).
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A.3 Molecular diffusion coefficient

The molecular diffusion coefficient for a vapour in air is important for both the vapour

production rate as described in Section 4.3.2 and also for the broader vapour transport.

The molecular diffusion coefficients of explosive vapours in air can be estimated from

their molecular weights and other parameters using a number of different method as

described in Poling et al. (2007); Guo (2002). One method is given by the following

(Poling et al., 2007).

Dm =
0.00143T

7
4

P MW
1
2
ab

[
Σ

1
3
v−a + Σ

1
3
v−b

]2 , (A.1)

where MWab [kg·mol−1] is given by Equation A.2 and Σv−a and Σv−b are the atomic

diffusion volumes of molecule a and b respectively. The atomic diffusion volume can

be calculated from tables which provide the volume increments for different atoms and

simple molecules, as given by Poling et al. (2007).

MWab = 2

[
1

MWa
+

1

MWb

]−1

, (A.2)

where MWa and MWb [g·mol−1] are the molecular weights of component a and compo-

nent b.

Phelan and Webb (1997) gave measured diffusion coefficients for TNT and DNT in air

at 27 ◦C of 4.5× 10−6 m2·s−1 and 4.8× 10−6 m2·s−1 respectively. The model described

above gives diffusivities of approximately 6.7× 10−6 m2·s−1 and 7.1× 10−6 m2·s−1 for

TNT and DNT respectively. Based on this limited data, the model prediction is within

a factor of 1.5.

A.4 Diffusion limited vapour flux

As discussed in Chapter 4, the diffusion limited vapour flux model of Gershanik and

Zeiri (2010) can be used to calculate the flux from a relatively small source (hemisphere,

flat disc or flat square) in slowly moving air.

Combining and rearranging Equations 3.3, 3.4 and 4.4 gives Sh = 8
π for a flat disc when

the rate is governed by diffusion only (and when Cambient = 0) and L = 2R. Similarly,

combining Equations 3.3, 3.4 and 4.3 for a hemisphere, gives Sh = 2.

Gershanik and Zeiri (2010) stated that for a small hemispherical sources, a significant

proportion of the change in concentration is contained within a small distance from the
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source. The concentration reduced by 90 % at a distance of 10R. For small particles of

explosive this region will be small and therefore it is likely to be contained within the

viscous sub-layer of a boundary layer1. From this Gershanik and Zeiri concluded that

air flow further from the source is unlikely to have much effect on the sublimation flux.

The equations presented in Section 4.3.2 are for an equilibrium sublimation condition

which occurs when the time is infinite, at which point C(r) = C0
R
r (Equation 4.2). The

diffusion limited sublimation rate is controlled by the concentration gradient and so for

small times, the gradients will be larger and the rate higher. A modelling study was

conducted to see how long it would take for the equilibrium condition to be reached.

For the study, diffusion from a hemisphere into an unbounded space was modelled.

Equation A.3 gives the concentration for a sphere in an infinite medium or a hemisphere

in a semi-infinite medium, where the surface of the sphere is fixed at a concentration,

C0, for r ≥ R (Coffey, 2010).

C = C0
R

r
erfc

(
r −R
2
√
D t

)
. (A.3)

This can be multiplied by the surface area and integrated between the hemisphere radius,

R, and infinity to give the total mass of vapour released from a hemisphere.

M =

∫ ∞
R

C0
R

r
erfc

(
r −R
2
√
D t

)
A dr, (A.4)

where the surface area, A, is 2πR2 for a hemisphere. This can then be differentiated

with respect to t to give the time dependent sublimation rate. This can be achieved

by differentiating only the complementary error function term, as this is the only term

which is a function of t. This symbolic differentiation was carried out by using Mathcad

V15.0.

dM

dt
=

∫ ∞
R

C0
R

r

(
1

2
√
π
e
−1
4

(r−R)2

D t
r −R
(D t)

3
2

D

)
A dr. (A.5)

Models were run to calculate the time and tND, at which the unsteady sublimation rate,

given by Equation A.5, drops to an arbitrary 101% of the steady state rate, which is

given by Equation 4.3. tND = t
L2 D

and in this case, t is the time and L is the hemisphere

radius.

A hemisphere with the same area as the large source used in Chapter 4 has R = 0.057 m.

If the diffusion coefficient is equal to Dm for TNT i.e. 5.6× 10−6 m2·s−1 (Gershanik and

Zeiri, 2010), then it will take almost 2 million seconds to reach 101% of the steady state

1For the indoor air LES modelled discussed in Chapter 3 (with an ACR = 10.2 h−1), the viscous
sub-layer on the floor of the room was approximately 10 mm deep. This is assuming that the sub-layer
ends when the non-dimensional distance from the wall, y+ = 5.
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rate. If the diffusion coefficient is equal to De for the test-case room i.e. 0.044 m2·s−1

(see Section 6.4.3.2), then it will take only 239 s to reach 101% of the steady state rate.

In both cases, tND = 3183.

A.4.1 Sublimation flux data

Phelan and Patton (2004); Gershanik and Zeiri (2010); Mu et al. (2003) provided data on

sublimation rates measured using a range of techniques such as quartz crystal microbal-

ance (QCM) and thermogravimetric analysis. They were measured on small deposited

samples with diameters of less than 1 cm and thicknesses of the order of micrometers or

tens of micrometers. Some explosives deposited as continuous layers while others formed

discrete crystals.

The sublimation rates in air given by Mu et al. (2003) (as reported by Phelan and

Patton (2004)) for a layer of TNT, deposited onto a QCM, at 25 ◦C and 30 ◦C were

0.0248 ng·cm−2·s−1 and 0.0496 ng·cm−2·s−1 respectively. The layer having a diameter of

6 mm gave a total sublimation rate of 7.01× 10−3 ng·s−1 at 25 ◦C.

The vapour pressure concentration, C0, of TNT at 25 ◦C is 7.06× 10−8 kg·m−3 (calcu-

lated from vapour pressure data from Gongwer (2005)) and if the diffusion coefficient

is taken to be 4.47× 10−6 m2·s−1 (Phelan and Webb, 1997), Equation 4.4 gives a value

of 3.79× 10−3 ng·s−1, which is within a factor of two of the empirical data of Mu et al.

(2003) given above.



Appendix B

Supporting data for the indoor

vapour transport test-case

This appendix shows the results of various sensitivity test of the LES model used to

simulate the flow in the Nielsen test room (Nielsen, 1990), as described in Chapter 3.

Figures B.1 and B.2 show the effect of refining the mesh around the inlet and the shear

layer on the velocity profiles. This sensitivity test was conducted on a earlier version

of the model i.e. when the model was run without the precursor simulation, with flat

(constant) velocity, TKE and dissipation rate profiles applied directly to the start of the

inlet channel. However, it is assumed that the findings can be applied to the model with

the precursor simulation.

Figures B.3 and B.4 show the effect of using laminar inflow condition or turbulent inflow

on the velocity profiles. The turbulent inflow was applied using the vortex method, which

is implemented in Fluent according to Mathey et al. (2006).

Figures B.5 to B.12 shows the effect of changing ∆t from 0.01 s to 0.005 s on the veloc-

ity profiles, concentration profiles and probability histograms of relative instantaneous

concentrations. These models were also run without the precursor simulation.
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Figure B.1: u / u0 and uRMS / u0 against y / H on vertical lines on the centre
plane at x / H = 1 (left graph) and x / H = 2 (right graph) for the mesh with
no inlet and shear layer refinement and the mesh with inlet and shear layer
refinement compared against the experimental data of Nielsen (1990).

Figure B.2: u / u0 and uRMS / u0 against x / H on horizontal lines on the centre
plane at a distance of Hinlet / 2 from the top wall (upper graph) and Hinlet / 2
from the bottom wall (lower graph) for the mesh with no inlet and shear layer
refinement and the mesh with inlet and shear layer refinement compared against
the experimental data of Nielsen (1990). The vertical lines show the locations
of the source centres.
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Figure B.3: u / u0 and uRMS / u0 against y / H on vertical lines on the centre
plane at x / H = 1 (left graph) and x / H = 2 (right graph) with and without
the vortex method to generate turbulent inflow conditions, compared against
the experimental data of Nielsen (1990).

Figure B.4: u / u0 and uRMS / u0 against x / H on horizontal lines on the centre
plane at a distance of Hinlet / 2 from the top wall (upper graph) and Hinlet /
2 from the bottom wall (lower graph) with and without the vortex method to
generate turbulent inflow conditions, compared against the experimental data
of Nielsen (1990). The vertical lines show the locations of the source centres.
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Figure B.5: u / u0 and uRMS / u0 against y / H on vertical lines on the centre
plane at x / H = 1 (left graph) and x / H = 2 (right graph) with ∆t = 0.01 s
and 0.005 s, compared against the experimental data of Nielsen (1990).

Figure B.6: u / u0 and uRMS / u0 against x / H on horizontal lines on the
centre plane at a distance of Hinlet / 2 from the top wall (upper graph) and
Hinlet / 2 from the bottom wall (lower graph) with ∆t = 0.01 s and 0.005 s,
compared against the experimental data of Nielsen (1990). The vertical lines
show the locations of the source centres.
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Figure B.7: c / c0 along vertical line VL1, for the large and small left source,
with ∆t = 0.01 s and 0.005 s. Only data up to y = 2.0 m (or y / H = 0.66) is
shown.

Figure B.8: c / c0 along horizontal line H1, for the large left source, with ∆t =
0.01 s and 0.005 s.
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Figure B.9: cRMS / c along vertical line VL1, for the large and small left source,
with ∆t = 0.01 s and 0.005 s. Only data up to y = 2.0 m (or y / H = 0.66) is
shown.

Figure B.10: cRMS / c along horizontal line H1, for the large left source, with
∆t = 0.01 s and 0.005 s.
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Figure B.11: The probability of c / c for the left small source at points PL1,
PL2 and PL3. The upper graphs show result from the model with the ∆t =
0.01 s, the lower graphs = 0.005 s. The vertical line shows cRMS / c. The bin
width = 0.25.

Figure B.12: The probability of c / c for the left large source at points PL1,
PL2 and PL3. The upper graphs show result from the model with the ∆t =
0.01 s, the lower graphs = 0.005 s. The vertical line shows cRMS / c. The bin
width = 0.25.





Appendix C

State-space model

A state-space model was used in Chapter 2.3 to predict the concentration in a room,

taking account of losses due to vapour sorption/permeation.

A diagram of the processes being modelled is shown in Figure 5.17 in Chapter 2.3.

The governing equations for the model are shown below and are based on Parker and

Bowman (2011) and Parker et al. (2014a).

The equation for rate of change in concentration, Ċ [kg·m−3·s−1], in the room and

permeation layers is Ċ

Ċ = AssC + Buss, (C.1)

where the state vector, C, is given by

C =


C1

C2

...

Cn

 , (C.2)

where Ci is the concentration [kg·m−3] in zone i and Ċ is given by

Ċ =


dC1
dt
dC2
dt
...

dCn
dt

 . (C.3)

Ass [s−1] is an n by n matrix where

Ass = V −1Q. (C.4)
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V is a diagonal matrix where Vi,i = Vi, Vi is the volume of zone i [m3] and Vi,j = 0 for

i 6= j. Q is an n by n matrix which describes the flow (or movement of vapour) between

zones and has unit of [m3·s−1]. Qi,i represents the flows out of zone i, Qi,j represent the

flow from zone j into zone i.

Q =


−Q1,1 Q1,2 . . . Q1,n

Q2,1 −Q2,2
. . .

...
...

. . .
. . . Qn−1,n

Qn,1 . . . Qn,n−1 −Qn,n

 . (C.5)

From the diagram in Figure 5.17, Q1,1 = Q0,1 + aA, Q1,2 = aA
Kab

, Q1,3 = 0, Q2,1 = aA,

Q2,2 =
(
aA
Kab

+ DA
dlayer2,3

)
etc.

The Buss term in Equation C.1 represents inputs into the system. B is a diagonal

matrix and equals V −1. uss [kg·s−1] is a vector which represents the sources in each

zone and in this case, uss1 = Ṁ1 and all the other elements are zero.

The analytical solution to Equation C.1 for a constant flow rate and a continuous and

constant source is given by (Parker et al., 2014a)

C(t) = −(I − eAt)A−1Buss, (C.6)

where I is an n by n identity matrix. Equation C.6 is solved directly at the required

time point using methods described in Parker et al. (2014b).



Appendix D

Comparison between a

state-space and CFD model

To build confidence in the state-space approach used to model sorption and permeation

(see 5.4.1.2), the predictions from a state-space model were compared to those from a

CFD model. For the comparison a simple geometry was used where mixing of the vapour

was maximised through the use of a high air change rate and a large molecular diffusion

coefficient. The geometry, shown in Figure D.1 was a 1 m cube which was meshed with

only 8800 cells so that it could easily be run for long simulation times.

The geometry had an inlet in the top right corner with two extracts low down to promote

mixing. The flow rate, Qf was 8.16× 10−3 m3·s−1, which gives an air change rate of

29.4 h−1. The molecular diffusion coefficient Dm = 1× 10−3 m2·s−1. The top half of

one of the walls was defined as a vapour source and was given a fixed concentration

boundary condition. The floor was a permeable surface, for which dtotal = 0.0065 m,

nlayer = 100, Dsolid = 1× 10−11 m2·s−1 and Kab = 5000.
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Figure D.1: The geometry used to compare the state-space approach for sorp-
tion/permeation to CFD. The hidden lines are dashed.

Figure D.2 shows the concentration in the air from both the CFD and state-space model.

For the CFD, the average concentration across the air volume is shown. When the state-

space model was run with the same flow rate as the CFD model it under-predicted the

concentration. When it was run with a flow rate of 2.00× 10−2 m3·s−1 (a factor of 2.5

higher) the predictions were much closer to the CFD. This suggests that even with the

high air change rate and molecular diffusion coefficient the space is not completely well-

mixed. Investigation of the flow pattern indicated that short-circuiting between the inlet

and outlets has resulted in faster mixing in parts of the room compared to a well-mixed

condition.

For times larger than approximately 25 min, the state-space model predictions for C /

Cequil, when Qf = 8.16× 10−3 m3·s−1, were only 2 % smaller than the CFD predictions.
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Figure D.2: CFD predictions for C / Cequil (upper) and 1 - C / Cequil (lower)
for the CFD and state-space model.
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Investigating a selection of mixing

times

The automated CFD process used to parameterise the eddy diffusion coefficient, as

discussed in Chapter 6 was originally demonstrated by studying pollutant mixing times

in mechanically ventilated, isothermal rooms. The work is described in full in Foat et al.

(2017) and is summarised below.

Three analytical mixing time models, including a novel jet transit based approach, were

selected for comparison with CFD predictions for a wide range of cuboidal rooms with

ceiling ventilation. The jet transit approach to pollutant mixing times uses the time it

takes for a jet of air to move from a ceiling diffuser to a horizontal plane on interest in

the room. The two other mixing models were the mechanical power model of Drescher

et al. (1995) and a simple characteristic time model where the characteristic time, τ = 1

/ λ. Three different mixing time metrics were calculated from the CFD for comparison

with the analytical models, one of the metric, t95−5, is described below.

If the range of concentrations within the room is described by a distribution, then a useful

measure of mixing is given by the difference between the time when only the highest

concentrations (the 95th percentile value) have crossed a threshold concentration and

when all but the lowest have (the 5th percentile value). This time is referred to as t95−5

and is indicative of the time between the first people and the last people in a room being

exposed to a threshold concentration. The threshold was defined as a fraction of the

maximum concentration reached in a well-mixed room of the same size and flow rate.

The modelled rooms were similar to those described in Section 6.3.2. They were a set

of isothermal rooms which were cuboid in shape and contained no furniture. They were

served by mixing ventilation with no recirculation, with air supplied via supply and

extract vents (square four-way diffuser) located in the ceiling. The room volume and
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shape, the air change rate and vent layout were varied across the parameter space shown

in Table E.1 using a Sobol sequence space filling algorithm.

Parameters Symbol Ranges

Room volume V 50 m3 - 5000 m3

Floor aspect ratio L / W 1 - 3

Height / (floor area)1/2 H / (LW )1/2 0.1 - 1.5

Air change rate λ 0.5 h−1 - 20 h−1

Table E.1: Experimental design space.

The main difference between the automated CFD scenario discussed in Chapter 6 and

that used here is that the pollutant was released into each room via the ventilation

system for a short duration. The release mass was defined as the amount of material

required to achieve a specific concentration in a well-mixed room of the same size and

flow rate.

The CFD method (using the k-ω SST turbulence model) was validated using a tracer

experiment in the meeting room described in 6.3.1. In this case, the tracer gas was

released over a period of 180 s, just upstream of the HVAC air handling unit. The

results of the validation are shown in Figure E.1.
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Figure E.1: Maximum, average and minimum tracer concentrations in parts
per million (ppm) across nine measurement locations from two experiments
compared to predictions from the CFD model.
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The key results of the study are shown in Figure E.2. This figure shows the mixing time

metrics, t95−5, as calculated from each of the automated CFD models, plotted against

the mixing time calculated by either: the jet transit model ttransitAR or the mechanical

power model tmixCell Drescher et al. (1995). Also shown is t95−5 plotted against τ . This

figure shows that, based on R2, t95−5 was best represented by the characteristic time

model.

Figure E.2: t95−5 plotted against ttransitAR, tmixCell and τ . Each cross repre-
sents the prediction from an individual CFD model. The solid lines are linear
regressions with the gradients of the lines and the R2 values given. The dotted
line shows a 1:1 gradient. Values are shown as ticks on the axes to indicate the
distribution of values

Additional results, analysis and discussion are given in Foat et al. (2017).
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