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Abstract

This thesis describes the development of new image-based methods to characterise in-plane moduli
for off-axis composites at high strain rates. It is difficult to accurately identify these properties with
current experimental methods such as the split-Hopkinson bar, because the assumptions that the tech-
nique is based on can be violated at strain rates above a few hundred s~!. With this new approach,
transverse and shear moduli of Carbon Fibre Reinforced Polymer (CFRP) composite samples have
been identified at strain rates in the 500 to 2000 s~! domain.

The off-axis composite modulus identification methods were developed within the Image-Based Iner-
tial Impact (IBII) test technique. Using the Virtual Fields Method (VFM), full-field measurements
and rigid body virtual fields were included in the principle of virtual work to derive stress averages
on a test sample. Transverse and shear moduli were then identified from linear fits to the average
stress-strain response. This thesis details the numerical implementation of the VFM theory used to
derive these moduli for unidirectional (UD) and multi-directional (MD) composite samples with con-
figurations of UD90°, UD45° and MD45°.

An image deformation study was undertaken to verify the identification methods and to assess smooth-
ing parameters for processing experimental images. Two full-field measurement techniques for calcu-
lating the displacement fields were evaluated in the image deformation simulations: the Grid Method
and Digital Image Correlation (DIC). The first major goal of the study was to verify that DIC displace-
ments could be used within the IBII test methodology. This was achieved by comparing the moduli
identified from unsmoothed strain and acceleration fields with no simulated camera noise overlayed on
the images. Here, the moduli identified with DIC were similar the Grid Method values. The second
goal of the study was to obtain optimised smoothing parameters that gave the best trade-off between
systematic and random errors on the identified moduli. This analysis showed that different optimised
smoothing parameters were obtained for the UD45° samples, because of their more-complex kinematic
fields compared to the UD90° samples. Optimised smoothing parameters that resulted in systematic
and random errors of less than 1% were obtained for both grid and DIC images.

IBII tests were performed at the University of Southampton’s high speed impact laboratory, where
a 50 mm bore gas gun was used to launch aluminium projectiles at composite samples with impact
speeds around 40 m.s~!. A Shimadzu HPV-X ultra-high speed video camera operating at 2 MHz
recorded images of the impacted samples and moduli were obtained from the deformed image sets.
Validation of the modulus identification methods was achieved by comparing the moduli from different
sample configurations. The transverse modulus Es9e obtained from the UD45° samples was within one
standard deviation (SD) of the UD90° sample result. Shear strain waves were detected in the UD90°
sample strain maps, which were generated by a slight pitch-angle misalignment between the impacting
components in the test. As a result, shear moduli were also obtained from the UD90° samples, with
G112 values within on SD of the UD45° results. Shear moduli obtained from MD45° samples were
around 6% lower than the UD values, which was consistent with the reduced laminate density of the
MD samples. Comparison of the high strain rate moduli obtained in this study suggests that values
reported in literature could be over-estimated, including both a material and a testing system response.

Comparison of the identified moduli from the two full-field measurement techniques showed that the
FEss and G2 values were lower for DIC compared to the Grid Method. Voids were detected in the
composite plates that the UD DIC samples were cut from, which provided an explanation for the
lower DIC values. Shear moduli identified from MD45° samples using DIC and the Grid Method
were within 1%, which was expected given that both samples were cut from the same plate. Results
from this study suggest that both the Grid Method and DIC are suitable for high strain rate moduli
identification within the IBII test methodology.
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Chapter 1

Introduction

1.1 Motivation

There are many industrial applications where components manufactured from composite materials
are subjected to high strain-rate loads. The high specific stiffness and failure stress properties of
composites have motivated their integration in automotive component design, in an effort to reduce
weight, fuel consumption and greenhouse gas emissions [1]. Strain rates on the order of 3 x 10% s~!
have been reported in car engine rails in [2] and 1 x 10® s~} at impact speeds of around 55 km.hr~!
(~ 15 m.s7!) in [3]. Composite aircraft components such as the nose, wings and stabilisers are partic-
ularly vulnerable to impact from foreign objects including runway debris, hail and birds. It has been
reported that bird strikes are one of the most significant problems for aviation worldwide, with annual
costs exceeding 1 billion U.S. dollars per year [4, 5]. Bird strikes and foreign debris impact on aircraft
panels can induce strain rates around 3 x 10% s~! at impact speeds of 180 km.hr~! [6], noting that
local strain rates extend to the thousand s~! domain [7]. Fibre composites are also utilised in many
military applications, including personnel body armour [8], missiles [9, 10] and vehicle armour, e.g.
appliqué armour [11] and spall liners. Strain rates in composite armour systems subjected to projectile
impact have been reported between 3 x 103 - 4 x 103 s71 in [12]. Although, projectile impact scenarios
can generate a broad range of strain rates over the duration of the engagement, with upper limits
around the multiple thousands of s~! mark [13]. Therefore, there are numerous industrial applications
where composite materials and components are subjected to strain rates in the thousand s~' regime.

Finite Element (FE) simulations are often used to predict the response of components under ser-
vice loads. The ability of a simulation to predict realistic results often requires that material models
specified for the components comprise of accurate experimental data e.g. in [14, 15]. It is therefore
critical that constitutive models for strain-rate sensitive materials are constructed with reliable ex-
perimentally derived properties, obtained at the high strain-rates experienced in-service. A review of
published literature on the in-plane high strain rate properties of composites shows inconsistency in
the data trends. For example, considering the transverse modulus of Carbon Fibre Reinforced Polymer
(CFRP) composites, some references reported increases [16-18] and others reported decreases [19, 20]
with increasing strain rate. Inconsistency was also found with dynamic shear properties, with one
example reporting an increasing shear modulus with increasing strain rate [20] and another reporting
practically no strain rate sensitivity [18]. Therefore, when the same testing method is used to test
similar materials, sample geometries and strain rates, different experimental campaigns yield conflict-
ing results [18, 20]. Similar trends exist for Glass Fibre Reinforced Polymer (GFRP) composites,
with some authors reporting increasing and others reporting decreasing moduli with increasing strain
rate [21]. On the whole, there is a significant lack of consistent data at strain rates higher than a few
hundred s~



1.2 Background

Current experimental techniques used to evaluate high strain rate material properties rely on a num-
ber of assumptions, which must be satisfied in order to produce accurate results. The most common
methods use split-Hopkinson bars, high-speed hydraulic test machines or drop towers. One of the
limitations of the split-Hopkinson bar technique is the requirement to assume quasi-static equilibrium
in the specimen, so that material parameters can be inferred from remotely mounted strain gauges.
In mechanical tests, quasi-static equilibrium results when the inertial response of the analysed sys-
tem is negligible. The split-Hopkinson bar technique uses long bars to mitigate inertial effects and
small sample dimensions to reduce inertial effects in the specimen. However, inertial effects can be-
come significant under dynamic loads that induce strain rates above 10? s™! and it is doubtful that
quasi-static equilibrium could be reached in composites evaluated in split-Hopkinson bar tests [22, 23].
Quasi-static equilibrium is particularly difficult to achieve when using the tension split-Hopkinson bar,
because it usually requires specimen geometries with varying gauge widths and longer lengths that
prolong the time for equilibrium to be established. Furthermore, quasi-brittle low-wave speed materi-
als such as unidirectional (UD) composites are difficult to characterise in transverse tension or shear
using the split-Hopkinson bar technique because they tend to fail at relatively low strains, resulting
in failure stresses that occur prior to quasi-static equilibrium conditions. Therefore, when using the
split-Hopkinson bar technique to derive composite material properties, the requirement of quasi-static
equilibrium in the specimen restricts testing at strain rates around a few hundred s~!.

Other regularly used test methods have limitations on the achievable strain rates from which accu-
rate data can be obtained. High-speed hydraulic test machines are generally equipped with grips
that allow the cross-head to reach the specified speed before gripping and engaging the specimen.
Quasi-static equilibrium in the specimen is also assumed when deriving accurate data from high-speed
hydraulic test machine experiments, because the force measurement is made remotely by a load cell
mounted at one end of the specimen. Obtaining data from these devices is further complicated by
the frequency response of the load cell, which can manifest as ‘ringing’ superimposed on the recorded
material response [24]. For reliable results, the test duration must usually exceed the time for load cell
ringing to dampen. Testing quasi-brittle composites is additionally difficult because failure may occur
before the load cell ringing subsides. As a consequence of these two limitations, high-speed hydraulic
test machines are usually restricted to testing composite specimens at strain rates < 102 s=1 [20].
Dynamic material properties are also derived from drop tower experiments, which can achieve similar
strain rates to high-speed hydraulic load frames. However, strain-rate limitations are also imposed
on drop tower tests because the force measurement methods are susceptible to inertial effects [25].
In summary, there is a common problem with current high strain-rate experimental techniques, in
that they can only be used to obtain accurate material properties at strain rates on the order of a
few hundred s~!. Considering this limitation, the previously discussed scatter in the high strain rate
properties of composites reported in literature is expected.

With the ongoing requirement to obtain material properties at strain rates on the order of a few
thousand s~!, it is important that techniques with fewer restrictions are developed. Recently, new
experimental techniques based on the use of full-field measurements have emerged [26, 27]. An ex-
ample of this is the Image Based Inertial Impact (IBII) test described in [28, 29]. The IBII test uses
ultra-high speed imaging, full-field measurements and the Virtual Fields Method (VFM) to obtain
material properties under dynamic loads by using the inertial response of the material as a kind of
embedded load-cell. Because the technique does not need to assume quasi-static equilibrium in the
specimen, it is ideal for testing the high strain rate properties of materials, including composites. In
fact, because the test is purely inertial, quasi-static equilibrium is never reached. In recent times,
material properties such as the transverse modulus and failure stress of a UD CFRP composite in [29]
and stiffness components from a quasi-isotropic composite in [27] were identified from IBII tests. The
technique has also been utilised to obtain the stiffness properties of a UD45° composite under a com-
bined compression/shear stress state [30]. However, in [30] only a single sample was tested and as



with [29], the smoothing parameters selected to process the experimental data were based on previous
evaluations. Therefore, there is scope to extend the IBII test method to evaluate the high strain-rate,
in-plane modulus and failure stress properties of composites, with smoothing parameters that min-
imise the systematic and random errors in the particular material property being identified.

Until recently, the Grid Method [31] was selected for displacement field calculations in IBII tests. This
has resulted in relatively-fine spatial resolutions to be achieved, compared to other full-field techniques
such as Digital Image Correlation (DIC). However, there are several reasons why DIC could be the
preferred full-field measurement technique. For example, in certain industrial settings it may not be
possible to prepare samples with a regular grid on the imaged surface, which is a primary requirement
of using the Grid Method. Some organisations may also be more familiar with speckle application
processes and have access to DIC processing software. However, differences in the high-strain rate
material properties for off-axis composites identified from IBII tests using DIC and Grid Method
displacements are currently unknown. If these differences were quantified and of an acceptable amount,
material testing laboratories would have more flexibility in the full-field measurement techniques they
could apply in IBII tests. At a more general level, this analysis would also increase the universal
nature of the IBII test methodology.

1.3 Aims and objectives

The primary aim of this PhD project was to develop a new procedure to identify in-plane material
properties from off-axis composite samples at high strain rates. This was achieved using the IBII test
methodology, combining full-field measurement techniques in the VFM without strain rate limiting
assumptions. Two specific objectives were derived from the primary project aim. The first objective has
addressed the previously discussed gaps in high strain-rate material properties reported in literature.
The second objective has expanded the universal nature of the IBII test. These project objectives
were:

1) Obtain an accurate in-plane material property dataset.

In-plane transverse and shear moduli of CFRP off-axis composites were obtained from IBII tests at
strain rates on the order of 500 to 2000 s~!'. Optimised smoothing parameters, which minimised
errors in the experimentally derived modulus values were determined in an image deformation study.
Numerical methods for the off-axis modulus identification were validated across a range of samples
including UD90°, UD45° and multi-directional (MD) MD45° configurations. Note that in this thesis,
MD45° refers to a [MD+45°)gs stacking sequence. Strain-rate sensitivities of the identified moduli
were then calculated relative to quasi-static values. Lower strain-rate sensitivities obtained in this
study suggest that previous data reported in literature may contain both a testing apparatus and a
material property response. Failure stress values were also identified from UD90° samples where again,
lower strain rate sensitivities were obtained compared to in-literature figures.

2) Comparison of material properties derived from DIC and the Grid Method.

The second aim of this project was to identify dynamic material properties from off-axis composites
with the IBII test and DIC derived displacements. Suitable subset sizing was confirmed with image
deformation simulations, from which error-minimising smoothing parameters were obtained. This
analysis revealed different optimised smoothing parameters for the DIC images, due to the reduced
spatial resolution of DIC compared to the Grid Method. Transverse and shear moduli were then
obtained from IBII tests on UD90° and UD45° samples. The DIC derived moduli were found to
be lower than their Grid Method equivalents, which was consistent with the lower density of the
DIC samples. However, when the different laminate densities were accounted for, the off-axis moduli
derived with DIC and Grid Method displacements were similar.



1.4 Novelty

The methodology for obtaining high strain rate in-plane stiffness properties for a CFRP composite
using the VFM and full-field measurements has been established in [27, 29]. The first novel result from
this project is the generation of transverse and shear moduli data for a high grade aerospace CFRP
composite, obtained in a single test at strain rates on the order of a few thousand s~!. This data has
been used for comparison to a viscoelastic material model for the composite, developed by one of the
University of Southampton’s collaborators: The French Aerospace Laboratory (ONERA) [20].

The second novel contribution was the development of a method to determine the elastic limit of the
shear response of composites. A similar process had been conducted in [32] at in the lower strain rate
regime around 50 s~!. IBII Tests on UD45° and MD45° samples revealed a non-linear shear strain
response, of which the elastic limit varied in space and time. Identification of the shear modulus to the
maximum shear loading included the non-linear response, reducing the calculated value. In the new
approach, progressive chord modulus fits were made to the shear stress-strain curves and the elastic
limit was located when the chord modulus fell below the average (excluding noisy data at the initial
loading). This method improved the accuracy of the shear modulus values identified from IBII tests
on off-axis composites.

Similar to the previous off-axis composite evaluation in [29], a linear elastic constitutive law was se-
lected for the transverse modulus identification. However, the high fibre stiffness of CFRP composites
can influence the transverse response in the material. In this evaluation, the identified transverse
modulus values were corrected to account for the fibre strains. However, the high stiffness of the
fibres led to the experimentally derived fibre strains being corrupted by noise. In order to overcome
this low signal-to-noise problem, fibre strains derived from finite element simulations were used in the
transverse modulus correction. The outcome of this activity was a more accurate high strain rate
transverse modulus dataset.

The fourth novel contribution was the development of a new process to validate high strain rate moduli
from IBII tests on off-axis composites. Previous IBII tests used UD45° samples to identify in-plane
shear moduli at high strain rates. However, there were no comparable datasets to assess the results
against, so it was unknown how accurate the results were. In this new validation process, IBII tests
were also conducted on samples with different laminate configurations and their modulus values were
compared. This analysis showed that the transverse modulus obtained from UD45° samples was close
to one standard deviation from the UD90° sample results. Tests on UD90° samples showed that a
slight pitch angle misalignment between the impacting components can lead to an additional shear
loading, from which the shear modulus can be identified. The shear modulus identified from UD90°
samples was within one standard deviation of the UD45° specimen value. These results were useful
because both the transverse and shear moduli could be obtained from a single test on either sample
geometry. In addition, the similar results obtained from the different sample configurations validated
the methods used to identify the off-axis moduli. Additional tests on MD45° specimens were per-
formed and the derived dynamic shear moduli were compared with the UD specimen values. Here,
the MD shear modulus was slightly lower than the UD sample results, in accordance with the lower
measured density of the MD laminate. Because the MD45° specimen shear moduli were derived from
a different composite layup to the UD45° samples, this additional validation increased the confidence
in the shear moduli identification methods.

The last novel contribution in this thesis was an assessment of the differences in the high strain rate
off-axis composite moduli identified from Grid Method and DIC displacements. Prior to this investiga-
tion, DIC had never been used in conjunction with the IBII test. Image deformation studies were used
to select error-minimising smoothing parameters for processing experimental grid and DIC speckle im-
ages. In this process, displacement fields obtained from a finite element simulation of an IBII test were



imposed on a set of synthetic grid or speckle images. Transverse and shear moduli were then identified
from the synthetic images using a range of spatial and temporal smoothing kernel sizes. Optimised
smoothing parameters were identified as the smoothing kernel combination that gave the lowest error,
relative to reference moduli. The image deformation study showed that the lower spatial resolution
resulting from DIC led to different optimised smoothing parameters being obtained from the synthetic
speckle images compared to the grids. However, systematic errors on the identified moduli of less than
1% were predicted from both image types, which verified the use of DIC. The optimised smoothing
parameters were then applied in the experimental identification of the transverse and shear moduli
from grid and DIC test samples. When the different sample densities were accounted for, the results
were within 1% and therefore, the DIC approach was validated. This finding has broadened the op-
tions available for full-field measurement techniques that can be used within the IBII test methodology.

1.5 Thesis outline

Subsequent chapters in this report are divided into the major themes from the project aim of deriving
high strain rate properties of off-axis composites. Chapter 2: Literature review gives a critical review of
current high strain rate experimental testing techniques and their limitations. It then focuses on results
published in literature, identifying trends in the data and inconsistencies resulting from test conditions
that cannot satisfy the assumptions required by their respective techniques. Chapter 3: Theory de-
rives the VFM equations and lists the assumptions required within the IBII test methodology for the
identification of off-axis composite in-plane modulus and failure stress properties. A description of the
composite samples, the gas-gun setup and the imaging system is first given in Chapter 4: Experimen-
tal methods. This chapter then explains how the theory in Chapter 3 is applied to the experimental
data to derive off-axis composite properties. Results from a numerical study that was used to select
optimised smoothing parameters for processing Grid Method and DIC samples are detailed in Chap-
ter 5: Image deformation. Kinematic fields, stress-strain curves and material properties obtained from
IBIT tests using Grid Method displacements are presented in Chapter 6: Experimental results 1: Grid
Method. Here, the focus is on the high strain rate moduli from off-axis samples and the failure stress
of transverse composite samples. DIC derived kinematic fields are compared to the Grid Method fields
in Chapter 7: Experimental results 2: DIC, which then lists the material properties obtained using
DIC displacements. A discussion of the experimentally-validated high strain rate material properties
and a comparison to values reported in literature is given in Chapter 8: Discussion. This Chapter also
quantifies differences in the material properties identified from both full-field measurement techniques.
Chapter 9: Future work outlines research topics that could build upon the results obtained in this work
and finally, the project conclusions are given in Chapter 10: Conclusions.



Chapter 2

Literature review

The overall aim of this project was to develop new experimental methods to obtain in-plane, high
strain-rate properties of off-axis composites. Therefore this chapter will cover the following topics
associated with the project aim:

1. Current high strain rate experimental techniques and their limitations.

2. Full-field imaging techniques regularly used for material property identification and their appli-
cation to high strain-rate testing.

3. Commonly used inverse methods for material property identification.

4. The IBII test and why it is very well adapted for characterising material properties of quasi-
brittle composites at high strain rates.

5. A description of the composite material analysed in this project and a brief introduction to
composite failure criteria.

6. A review of the in-plane, high strain-rate modulus and failure stress properties of composites
reported in literature.

The final section of this chapter gives a summary of the major research gaps identified and how this
project aims to fill these gaps.

2.1 Current high strain rate testing techniques

This section gives a review of the most regularly used experimental techniques for determining high
strain rate properties of solid materials at the macroscopic length scale. In this project, ‘high strain
rate’ refers to strain rates between 1x 102 —1x 10% s~! induced in materials under transient or ‘one-off’
loads i.e. not fatigue.

2.1.1 The split-Hopkinson bar

The split-Hopkinson bar is one of the most commonly used devices for testing materials under dynamic
loading conditions. Figure 2.1 (a) shows a schematic of the main components of the Split-Hopkinson
Pressure Bar (SHPB) apparatus used for compression tests. Before the test is conducted, a specimen
is positioned between the input and output bars. During the test, a striker rod impacts a long slender
input bar where a compression wave develops, travels along the input bar and eventually loads the
specimen. Strain gauges positioned on the input and output bars are used to measure the waves before
and after interaction with the specimen, where ¢; and ¢, are the incident and reflected strains in the
input bar, respectively and ¢; is the transmitted strain in the output bar. Figure 2.1 (a) also includes
a free-body diagram of a SHPB specimen, showing the forces on either side of the specimen that are
present during a test.
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Figure 2.1: Schematic showing the main components of the (a) Split-Hopkinson Pressure Bar (SHPB)
and the resulting free body diagram of the loaded specimen, along with the (b) main components of
the Split-Hopkinson Tension Bar (SHTB) apparatus.

Assuming 1D wave mechanics, linear elastic material behaviour in the bars and that the specimen is
under a state of quasi-static equilibrium i.e. that the forces on either side of the specimen F} and F3
are equal, the stress, strain rate and strain in the specimen can be derived from the input and output
bar strain histories from the equations:

os(t) = jI;Eb e (t)
€s(t) = QL(Zb € (t) (2.1)
eu(t) = 22’) Ot er(t) dt

where o4(t) is the stress, €5(t) is the strain rate and e4(¢) is the strain in the specimen, as a function
of time [33]. Here, Ay, Ej and Cy are the bar cross-sectional area, Young’s modulus and sound speed,
respectively, assuming both bars are made from the same material and have the same diameter. Ad-
ditionally, A is the specimen cross-sectional area and L is the length of the specimen.

The accuracy of results obtained from split-Hopkinson bar tests is highly dependent on the fulfilment
of assumptions upon which the technique is based. One of these assumptions is that the specimen is
loaded under uniaxial stress conditions. In split-Hopkinson bar tests, uniaxial or 1D stress loading of



the specimen is achieved in two ways, 1) with the use of long slender bars that transmit a predomi-
nantly 1D wave onto the specimen and 2) with well machined specimen and bar faces. However, the
test is of course dynamic and in the early stages of loading, stresses on either side of the specimen are
not equal. Time is required to establish quasi-static equilibrium so that the specimen stress can be
inferred from the bar strains. In the Hopkinson bar test, it is assumed that 3—4 stress wave passes
over the specimen length are required to allow the specimen to ‘ring-up’ to a state of quasi-static
equilibrium [34, 35]. Tests are often conducted with short specimens, so that the time to establish
quasi-static equilibrium conditions can be minimised [22]. Given the large input and output bar mass,
using small specimens also assists the requirement that the specimen remains in contact with the bars
for the entire duration of the loading [36]. However, inertial effects can become significant under dy-
namic loads at strain rates above 1 x 10? s~1 [22], making quasi-static equilibrium difficult to achieve
in split-Hopkinson bar tests under these conditions.

Quasi-static equilibrium can be even more challenging to achieve when testing low wave-speed ma-
terials such as composites [37]. In [38], quasi-static equilibrium in a split-Hopkinson bar test on a
quasi-isotropic carbon fibre composite sample was assessed by comparing the stresses on either side
of sample. Here, the stress on the left-hand side of the sample was inferred from the transmitted
stress oy, calculated from the Young’s modulus of the bars multiplied by the transmitted strain €. In
addition, the stress on the right-hand side of the sample was given by the sum of the incident and
reflected stresses o; + o,., which were computed from the incident and reflected strains ¢; + €,., respec-
tively, which were shown in Figure 2.1 (a). In this analysis, quasi-static equilibrium was determined
to have occurred when the ratio of the left and right hand bar stresses o./(o; + 0,) reached unity,
which occurred in approximately 9—10 us for the sample with a length of 4 mm. This result was
similar to the quasi-static equilibrium assessment performed on the S-2 glass woven fibre composite
in [39], which plotted the difference in the left and right-hand stresses over the average stress as seen
in Figure 2.2 (a). This analysis showed that quasi-static equilibrium was achieved in around 20—25 us
however, like the analysis in [38], the sample size was relatively small. The problem with testing
samples with small lengths is that they may not provide a sufficient representation of the laminate
from which the material properties are sought, e.g. off-axis composites with low fibres angles. In
addition, small sample sizes may also lead to material properties dominated by interfacial friction
effects [40]. Lastly, this evaluation did not include on-sample measurements, which usually differ from
the traditional stress-inference methods [19].
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(a) SHPB tests on a 0°/90° woven S-2 glass composite (b) SHTB tests on a woven glass-filled epoxy compos-
sample of dimensions ¢12.7 mmx6.35 mm [39]. ite with a sample length of 11 mm [41].

Figure 2.2: Quasi-static equilibrium assessments comparing the (a) difference in the stresses on either

side of the sample to the mean sample stress and the (b) % difference between the two.

Similar results were obtained from [41], who claimed to have reached quasi-static equilibrium in a
test on a glass-infused epoxy composite with a sample length of 11 mm after 20 ps. As seen in



Figure 2.2 (b), inertial effects were present late in the loading history, indicating that quasi-static
equilibrium may not have been achieved throughout the loading duration of the test. In fact, when
testing quasi-brittle materials at high strain rates, quasi-static equilibrium may never evolve regard-
less of its size [23]. If quasi-static equilibrium does evolve in the specimen, the time taken to reach
this condition usually surpasses the elastic material response and consequently, elastic properties of
materials cannot be obtained accurately in split-Hopkinson bar tests [42].

Achieving quasi-static equilibrium and uniform stress in the specimen is even more difficult in tensile
split-Hopkinson bar tests. The split-Hopkinson Tension Bar (SHTB) system is essentially the same as
the SHPB, however a tensile pulse is applied to a specimen positioned between the input and output
bars as shown in Figure 2.1 (b). Traditionally, SHTB specimens are adhered to threaded inserts at
the ends of the input and output bars and usually have a ‘dumb-bell’ profile to induce failure in the
specimen gauge section, rather than at the adhesive/threaded insert interface. Tension specimens are
also (typically) longer than compression specimens because they need to accommodate stress reliev-
ing transition radii on their profile. Transverse stress-strain curves obtained from a UD90° CFRP
composite at quasi-static, intermediate and high strain rates are shown in Figure 2.3. When tested
at the quasi-static strain rate of 1 x 107° s~! and the intermediate strain rate of 1 x 10° s~! using
a standard test machine, the stress-strain response was linear up to fracture, as expected for such a
configuration. However, when the material was tested using the SHTB at 4x10? s, the response was
non-linear and inertial effects can be seen throughout the loading history. Therefore, it was unlikely
that quasi-static equilibrium in the specimen evolved during the test duration and consequently it is
difficult to accurately determine the apparent modulus. Additionally, it is possible that the material
failed when inertial effects were present and it is therefore unclear what the true failure stress for this
test was. Thus, for quasi-brittle, low wave-speed materials such as composites, it is difficult to reliably
obtain high strain rate stiffness and failure stress properties with the SHPB or the SHTB.
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Figure 2.3: Stress-strain response from SHTB testing of a transverse CFRP composite in [16].

In more recent times, full-field imaging techniques have been integrated in Hopkinson bar tests. The
use of full-field measurements to measure displacements and derive strains in the specimen has ad-
vanced the split-Hopkinson bar technique, as a number of works have shown that inferring the specimen
strain from the bar strain histories results in an underestimate of the local specimen strain [17, 19,
43]. While the addition of full-field measurements has improved the strain measurement accuracy, it
does (of course) not mitigate inertial effects and the need to assume quasi-static equilibrium in the
specimen to infer the stress.



Another key assumption of the split-Hopkinson bar technique is that of 1D wave mechanics. During
a test, the striker bar impact on the input bar generates an initially 3D incident wave. One of the
reasons why long, slender input and output bars are used in Hopkinson bar tests is to allow enough
time for the 3D pulse to evolve to a state where it may be considered predominantly 1D or uniaxial.
However, the incident wave is formed of a range of frequencies, and the high frequency components
can disperse from the low frequency components in the main pulse as the wave travels the length of
the long input bar [44]. The dispersion in the incident wave can induce multi-dimensional loading
in the specimen and thus violate the 1D wave mechanics assumption [27]. Correction techniques [45]
can be used to account for wave dispersion, however these techniques are still evolving [44]. Pulse
shaping techniques that produce a ramped rather than a sharp rise in the incident pulse have also
been developed [33]. However, pulse shaping methods limit the achievable strain rates in Hopkinson
bar tests.

2.1.2 High-speed hydraulic test machine

The operational principle of a high-speed hydraulic test machine is similar to a standard test machine,
with a few exceptions. Firstly, pressure stored in the accumulators is released to the impact cylinder
over a short duration. This permits faster loading of the sample compared to a standard electro-
mechanical test machine. Depending on the sample configuration, tests can be performed over tens
of milliseconds e.g. 20 ms in [46]. However, there is no feedback loop to control the actuator during
a test, so the system has a ‘fire and forget’ quality. They are also equipped with special grips that
allow the cross-head to accumulate speed before engaging and loading the specimen. The purpose of
the special grips or the ‘slack-adaptor’ is to reduce the inertial effects from the lower grip and the
actuator during the loading stage [47]. High speed hydraulic test machines can operate between ~
1 mm.s~! — 25 m.s™! and can therefore induce a range of strain rates, usually to a maximum of
1 x 10% s~! [18, 48, 49]. Strain measurement in high speed hydraulic test machine experiments is
relatively straightforward, with on-specimen strain gauges or full-field measurements [2].

The main problem with high-speed hydraulic test machines is that it is difficult to accurately measure
the load. The first problem with the load measurement arises from inertial effects in the specimen.
Because the force is measured with a load cell located at one end of the specimen, the assumption
of quasi-static equilibrium is required to infer the specimen stress [24]. This is essentially the same
assumption required in the split-Hopkinson bar technique. In addition, the bulky design of the spec-
imen grips and requirements for strain measurement methods mean that relatively large specimen
gauge lengths are required, which further prolongs the establishment of quasi-static equilibrium in the
sample. The second problem comes from the inertial response of the load cell itself, which generates
‘ringing’ superimposed on the recorded material response. Because the recorded signal consists of both
the material and the load cell responses, it is difficult to accurately determine material properties such
as stiffness or failure stress. Finite element simulations can be used to predict the extent of load cell
ringing, as reported in [50]. Figure 2.4 (a) shows the finite element geometry used in simulations of a
CFRP composite loaded in a high-speed hydraulic test machine. The resulting force-strain histories
are shown alongside in Figure 2.4 (b), where the extent of load cell ringing was evident at relatively low
impact speeds between 5—15 m.s~!. In order to mitigate the effects of load cell ringing, test durations
are often required to outlast the time for the ringing to dissipate. However, this presents a problem for
testing low strain to failure materials such as composites, because if the failure occurs before the load
cell ringing has subsided, the failure stress identification will include the load cell effects. In [51], a
damping material was positioned between the contact faces of the slack adaptor to reduce oscillations
recorded from load cell. These oscillations were thought to be caused by the metal-on-metal contact in
the slack adaptor during the test however, the exact source or sources of the oscillations are unknown.
As a result of the inertial effects in the specimen and the load cell, high-speed hydraulic test machines
are limited to testing materials to ¢. 1 x 102 s~ L.
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Figure 2.4: Images from [50] showing the (a) mesh and the (b) force vs. displacement curves from the
finite element simulation of a high-speed hydraulic test machine loading of a CFRP composite.

2.1.3 Drop-weight tower

Drop-weight towers can be used to test basic specimen geometries in compression and special fixtures
can be used to test in tension [52] and combined compression/shear states of stress, at strain rates up
to several hundred s~! [53]. A load cell positioned underneath the specimen and velocity instrumen-
tation can be used to establish a relationship between the system impulse and the output voltage of
the load cell [25]. The stress in the specimen is then obtained by differentiation of the impulse-time
history and the specimen cross-sectional area. Additionally, an accelerometer positioned on the drop
weight can be used to obtain the force from the mass and acceleration of the drop weight [54].

Similar to the SHPB and high-speed hydraulic test machine methods, the drop-weight tower force
measurement technique assumes quasi-static equilibrium in the specimen. Again, in dynamics it is
unlikely that this condition is maintained over the duration that material properties are derived from
and therefore, interpretation of the results becomes troublesome. Measurements can be made both
above and below the specimen however, the results are susceptible to superimposition of the system
vibration response on the material response. Therefore, this is similar to the high-speed test machine
load cell ringing problem [21, 25]. In summary, drop-weight towers have similar limitations to high-
speed hydraulic test machines and are therefore, restricted to accurate dynamic material property
identification at strain rates up to a few hundred s~

2.1.4 Limitations of current high strain rate test methods

This review of current high strain rate experimental techniques has shown that commonly used meth-
ods rely on the assumption of quasi-static equilibrium in the specimen. Therefore, current techniques

11



are limited to testing materials at strain rates on the order of 1 x 102 s~!, so that inertial effects are
minimised and results accuracy is improved. This is a major limitation given that many engineering
components are subjected to strain rates on the order of 1 x 10% s~!. Single point measurements have
been traditionally used to infer or measure the specimen strains, however some users have integrated
full-field measurement techniques to measure strains on the specimen surface. Some of the most com-
monly used full-field techniques are discussed in the next section.

2.2 Full-field imaging techniques

2.2.1 Digital Image Correlation (DIC)

In the application of macro-scale material characterisation, DIC is a widely used non-interferometric
full-field imaging technique. DIC uses naturally-occurring surface variations or a random speckle pat-
tern applied to the specimen surface to track the deformations as a sample or item is loaded. Images
obtained from a DIC test are first divided into pixel subsets and each subset pixel grey level histogram
is quantified [55]. Displacements are calculated by matching the location of the subsets between suc-
cessive images in a least-squares sense. The resulting displacement vectors are obtained and the strains
are calculated from the spatial gradient of the smoothed displacements [56]. Interpolation functions
are used to predict grey level values at non-integer positions, leading to sub-pixel accuracy [57].

DIC has been used to obtain the displacements under dynamic loads in a wide variety of materials
and test configurations, including three-point bend tests on aluminium [58], Brazilian disk tests on
ceramics and polymers [34] and compression [59], tension [18] and shear [60] tests on composites. One
of the advantages of the DIC technique is that it can measure 3D surface displacements when used
in the stereo configuration. However, when considering the in-plane properties of composites, the
out-of-plane response is expected to be relatively small and therefore 2D measurements can be used.
One of the main limitations of the DIC technique is that it has a relatively low spatial resolution. This
limitation comes from the fact that each subset must be unique in order for the correlation procedure
to accurately measure displacements. The size of the speckles on the specimen surface is influenced by
the application technique, however the size of the speckles recorded on the camera pixel array should
usually be on the order of 3—5 pixels [61]. Given that 2—3 speckles in each direction are required
for unique subset identification in DIC, the minimum subset size is approximately 13x13 pixels per
independent measurement point. So the spatial resolution of DIC is driven by the pixel array size of
the camera and the subset size requirement. However, it has been shown that an alternative full-field
measurement technique, the Grid Method, has an improved compromise between spatial and mea-
surement resolution when compared to DIC [31]. This is particularly beneficial when using standard
high speed and Ultra-High Speed Video (UHSV) cameras, which typically have small pixel array sizes.
This technique is discussed in the following section.

2.2.2 The Grid Method

The Grid Method is an optical technique that uses the spatial phase shift of a regular grid to calculate
full-field surface displacements. The basic operational concept of the Grid Method is illustrated in
Figure 2.5. First, a series of deformed sample images are recorded with a camera. For simplicity, only
two specimen images at times ¢; and to are shown in Figure 2.5 (a). A region of the specimen outlined
in red is magnified and shown underneath the specimen in Figure 2.5 (b), revealing the digitised grey
levels for each pixel of the grid recorded by the camera. Phase values are calculated from the spatial
frequency of the grid pitch, using a windowed discrete Fourier transform that moves horizontally and
vertically over the specimen surface. Displacements are then determined from the change in phase
¢9 - ¢1 occurring between successive images and the strains are given by the spatial gradient of the
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displacement fields. A simplified representation of the phase change with respect to a specimen de-
formation from time ¢; to to is shown in Figure 2.5 (¢). As explained in [27], spatial and temporal
unwrapping procedures are required when using the Grid Method in dynamics, in order to account
for phase jumps larger than one grid pitch. A comprehensive explanation and review of the method
can be found in [31].
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Figure 2.5: Simplified representation of the phase change between two deformed specimen images at
t1 and to, where (a) shows the specimen grid images, (b) shows a magnified region of the grid and (c)
gives a representation of the phase change.

One of the limitations of the Grid Method is that a regular grid must be placed on the specimen [62].
However, grids can be easily printed onto composite samples with access to a flat-bed ink-jet printer,
providing their surface is relatively smooth [63—65]. The main advantage of using the Grid Method
is that a minimum sampling of five pixels per period can be assessed, which results in an improved
spatial resolution compared to DIC [31]. This is important for impact testing of off-axis composites
because previous investigations have revealed highly heterogeneous strain fields, leading to stress
concentrations on the specimen surface [29]. It is therefore advantageous to use a technique with a
‘finer’ spatial resolution, so that the strain concentrations are not smeared by larger sampling sizes.
A concern for both techniques is that one pitch or subset of data on the borders of the specimen is
lost due to strain discontinuity. This lost data needs to be reconstructed by extrapolation and for the
Grid Method, this reconstruction area can be smaller than for a DIC subset (depending on the subset
size), making the overall systematic error smaller. In summary, the Grid Method provides a better
compromise between spatial and displacement resolution than DIC and is therefore, well suited for
high strain rate testing of composite materials, which often generate heterogeneous strain gradients.
This advantage is additionally important considering the relatively sparse pixel array sizes available
in high-speed cameras.
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2.3 Inverse material property identification

Full-field measurements were initially used as an alternative to single point measurements from strain
gauges and extensometers, providing additional information in material tests. However, full-field
measurements were later used with inverse methods to identify material properties. As outlined
in [66], there are several approaches to identifying material properties using inverse methods and full-
field measurements, with the most natural approach being Finite Element Model Updating (FEMU).
Fields obtained from a finite element simulation are usually idealised. One reason for this is that the
boundary conditions used in their calculation exclude experimental occurrences such as slip in the
specimen/grips interface and localised plasticity [67]. FEMU aims at including these experimental
occurrences in the finite element simulation during material parameter identification. In this process,
an experiment is conducted and single-point or full-field measurements are obtained at the boundary
conditions, e.g. force or displacement histories. A finite element simulation of the experimental con-
figuration is then conducted, where an initial guess is made for the material parameters, e.g. Young’s
modulus or Poisson ratio. A cost function is then used to assess material parameter values (within a
range close to the reference) that generate boundary conditions with the lowest error compared to the
experimental measurements.

One of the major limitations of the FEMU process is that it is sensitive to boundary conditions [68].
The experimental measurements need to be very precise, so that the finite element model includes
physically meaningful data used for the material property identification. Collecting accurate exper-
imental data at the boundaries of a test specimen can be challenging, regardless of the technique
used to take the measurements. Another limitation of FEMU is that it is computationally expensive
because of the iterative calculation procedure [69, 70] requires that many finite element simulations
must be performed to converge on a result that minimises the cost function. Given that the aim of this
project is to determine the high strain rate properties of composites, the time cost of executing many
explicit dynamic simulations would be significant. An alternative to FEMU that can be insensitive to
boundary conditions and computationally efficient is the VFM, which is discussed in the next section.

2.3.1 The Virtual Fields Method (VFM)

The VFM uses the principle of virtual work to establish equilibrium equations relating the internal
and external forces on a solid deformable body under load. The principle of virtual work can be used
to describe equilibrium in a solid body in the absence of body forces as:

—/a:e*dV+/ T‘u*dS:/pa-u*dV (2.2)
1% sV 1%

where o is the stress tensor, T is the traction vector and a is the acceleration vector [71]. The virtual
displacement vector is u* and is related to the virtual strain tensor €* through:

€ij = 5 (Ui +uj;) s 4,5 =1,2 (2:3)

The first term in Equation 2.2 is the internal virtual work over the solid volume V', the second term
is the external virtual work on the volume surface 6V and the third term is the acceleration virtual
work over V. In quasi-static applications, the acceleration virtual work term in Equation 2.2 is zero
and virtual fields can be selected to relate the internal virtual work to the external virtual work, which
contains external load information [68]. Full-field displacement data can then be used together with
a constitutive model for the material to relate the internal stresses to the applied loads.
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The selection of virtual fields for material property identification using the VFM is influenced by
the constitutive behaviour of the material. For linear elastic and some non-linear elastic material
models, manually defined and noise-optimised virtual fields have been shown to be appropriate [68].
Virtual fields for other material behaviours are further described in [68, 71]. The VFM has been used
extensively to investigate the quasi-static response of a variety of materials [71, 72]. As this project is
focused on high strain rate applications, the application of the VFM in dynamics is further discussed
in the next section.

2.3.2 The VFM in dynamics

For dynamic applications, the acceleration virtual work term in Equation 2.2 is non-zero. The VFM in
dynamics involves the selection of virtual fields that cancel the internal or external virtual work terms
in Equation 2.2. This results in an expression that relates the stress to the acceleration over the spec-
imen surface. At this point the main advantage of the VFM for deriving dynamic material properties
is clear: the material’s inertial response is used to derive material parameters. Full-field measurements
and an appropriate constitutive model are then included in the principle of virtual work to identify
the material behaviour. The equations used to derive the modulus and failure stress for the mate-
rial specimens analysed in this project (UD90° and off-axis composites) are given in Chapter 3: Theory.

The VFM has been used to identify material properties under high strain rates in several applica-
tions. In [73] the VFM and full-field measurements were used to identify different dynamic Young’s
Moduli in compression and tension for concrete. The VFM was also used to characterise failure in a
concrete specimen in [73, 74] without relying on the interpretation of 1D signals from the rear surface
of the specimen, as in [75]. Other applications of the VFM in dynamics have been performed on
composites [26, 27] tungsten carbide ceramic-metallics (cermets) [28], rubber [76] and metals [77]. A
VFM-inspired approach was also used for foams in [78] and rubber in [79].

One limitation of using full-field measurements within the VFM is that if specimen strains are low,
noise levels can significantly influence the quality of the derived material parameters [72]. However, a
well designed test that generates sufficient signal to noise ratios can yield accurate dynamic material
properties [26]. An emerging experimental test methodology that uses full-field measurements and the
VFM in dynamic applications is described in the next section.

2.4 The Image-Based Inertial Impact (IBII) test

The IBII test uses full-field measurements and the VFM to obtain material properties at high strain
rates. The test utilises a gas gun to launch a projectile at a specimen/wave guide assembly as shown in
Figure 2.6. When the projectile hits the wave guide, a compressive pulse travels through the wave guide
and into the specimen. The specimen deformations are recorded with an UHSV camera, typically at
1 MHz or more. Advances in camera and computing technology have resulted in commercially available
UHSV cameras with framing rates above 1 MHz and pixel array sizes usable for resolving the material
response under high strain rate loads [80]. For example, the Shimadzu HPV-X UHSV camera can
record 400 x 250 pixel images at up to 5 MHz (0.2 us inter-frame time). Figure 2.6 also shows the
free-body diagram of the specimen in the IBII test, where there is only one impact force F; acting on
the body. Using Newton’s second law, F' = —ma, the impact force is:

F = —/ padV (2.4)
v
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Figure 2.6: Schematic of the IBII test and the specimen free body diagram.

Because the inertial response i.e. the acceleration of the specimen is measured, there is no need to
assume quasi-static equilibrium in the specimen, as required in current experimental techniques such
as the split-Hopkinson bar test. A full-field imaging technique such as that in Section 2.2.2 is used
to derive the surface displacements. Strains are then obtained by the spatial differentiation of the
displacements and the acceleration vector a in Equation 2.4 is obtained by twice differentiating the
displacements with respect to time. The strain and acceleration fields, together with selected virtual
fields are then combined in Equation 2.2 to relate the stresses to the surface accelerations on the
specimen under a dynamic load.

Recent high strain-rate applications of the IBII test used the Grid Method for calculating the dis-
placement fields because of the improved spatial resolution compared to other techniques. However,
there may be instances where other full-field measurement methods are called-for e.g., a company or
research group may be more familiar with DIC. Differences between VFM derived material parameters
for concrete using DIC and the Grid Method were recently reported in [81]. However, differences in
composite material properties identified with the IBII test using DIC and Grid Method derived dis-
placements have not yet been evaluated. This topic should be investigated to increase its compatibility
with different full-field measurement techniques.

The IBII test has been used to obtain the inter-laminar tensile properties of composites at high strain
rates in [65]. Furthermore, it has been employed to characterise the in-plane properties of UD90°
composites [29]. Recently, the IBII test method was extended to evaluate the transverse and shear
stiffness in UD45° off-axis composite specimens in [30] however, only a single test was conducted in
that work. Additionally, the failure stress identification procedures in [29] were not extended to the
application of off-axis composites. Therefore, there is potential to extend the IBII test method to
characterise the stiffness and failure stress of off-axis composite specimens subjected to a wider range
of combined stress states. In the next section, orthotropic Fibre Reinforced Polymer (FRP) compos-
ites and their resulting failure response under combined states of stress are discussed.
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2.5 Fibre composites

This project will consider test methods applied to FRP composites and the specific type of compos-
ite system that will be analysed is a CFRP composite. CFRP composites are used extensively in
aerospace and automotive applications, where they are subjected to impact loads making their high
strain rate properties of particular interest. Typical fibre composites are formed by embedding long
continuous fibres in a polymer matrix. The resulting properties of the composite material give high
specific strength and stiffness compared to standard engineering metals. This makes these materials
useful for applications in transport where weight reductions can lead to decreased fuel costs.

Several reinforcing fibre materials can be used in composites including: carbon, glass, Aramid (Kevlar)
and Ultra-High Molecular Weight Polyethylene (UHMWPE), with the most common fibres being car-
bon and glass. Carbon and glass fibres have relatively high stiffness and strength properties compared
to the polymer matrix. The polymer matrix material is generally an epoxy based thermosetting poly-
mer, but recently there has been considerable interest in thermoplastic resins due to the ability to
melt the resin and recycle the composite. Nonetheless, thermosetting epoxy resins offer relatively good
toughness and durability properties, making them an ideal matrix material in composite components
specified in industrial applications.

Another advantage of composite materials is that they can be formed into thin sheets called laminae,
which consist of a single layer of fibres embedded in the matrix material. The laminae exhibit a
higher strength and stiffness when loaded in the direction of the fibres however, these laminae can
be stacked in a variety of configurations to produce a laminate with a desired structural response.
The work in this thesis will generally focus on characterising the properties of UD laminates that
consist of laminae stacked with the same fibre direction. Figure 2.7 gives a schematic showing how a
UD laminate comprises of multiple laminae with the fibres orientated in the same direction. In this
thesis the standard coordinate system convention for composite laminae will be adopted. Specifically,
the 1-axis refers to the fibre direction, the 2-axis refers to the axis transverse to the fibres, in-plane
as shown in Figure 2.7. The 3-axis refers to the through-thickness direction of the laminate. The
experiments presented in this thesis will concentrate on the in-plane properties of composites so the
focus will be on the 1-2 plane. Reference to the global coordinate system is conventional, with the x-
axis being horizontal, the y-axis vertical and the z-axis out-of-plane. This project will mostly consider
rectangular specimens where the long axis of the rectangle is aligned with the x-axis, which is the
direction of impact as previously shown in the IBII schematic in Figure 2.6.

Laminae Laminate

Coordinate Systems

Figure 2.7: Composition of a UD composite laminate made from multiple laminae, together with the
applicable global and material coordinate systems.
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2.5.1 Failure envelopes

Tests on off-axis composite specimens can be used to obtain the in-plane transverse and shear failure
stresses in material coordinates. The combination of normal/shear failure stresses can be plotted in
the transverse vs. shear stress space as shown in the failure envelope in Figure 2.8. Representations of
the different loading and specimen configurations used to derive in-plane data for the different regions
of the failure envelope are also given in Figure 2.8. Observing the experimental failure stress values
on the envelope, the tension/shear side of graph shows how increasing tensile stress lowers the ability
of the material to support shear stress. In contrast, the compression/shear side of graph shows how
increasing compressive stress strengthens the shear stress material response due to the Mohr-Coulomb
strengthening effect [82].
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Figure 2.8: In-plane failure envelope for an example composite material at quasi-static strain rates
showing experimentally derived failure stresses, together with maximum stress and Tsai-Wu failure
criteria fits to the data [83]. Also shown are representations of the loading configurations for off-axis
composites used to obtain data for the different regions of the failure envelope.

There are a number of existing composite failure theories, with the most basic being the maximum
stress criterion. In the maximum stress criterion, failure occurs when the stress in the principal or
shear directions reaches a critical value. However, the maximum stress criterion is limited because
there is no interaction between the principal and shear stresses [84]. One theory that accounts for the
interaction between the principal and shear stresses is called the Tsai-Wu failure criterion [85]. An
example of the Tsai-Wu failure model applied to a composite material is also shown in Figure 2.8. It
is clear from this plot that use of the maximum stress criterion at the extreme left and right sides
of the graph is problematic because it predicts the material will not fail, when in reality it has failed
due to the combination of normal/shear stresses. It also predicts that the material will fail at the
top region of the graph although in the experiments failure had not occurred in this region. As
shown in Figure 2.8, the Tsai-Wu criterion gives an improved prediction of the failure response of the
material. There are many other composite failure theories that attempt to capture the shear/tension
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and shear/compression coupling effect on the failure envelope for composite materials. However, one
of the main limiting factors on accurately calibrating these failure criterion at high strain rates is the
lack of accurate experimental data. The majority of data in literature on composite failure envelopes
was obtained at quasi-static strain rates. As discussed in the next section, composite materials are
strain rate sensitive and therefore high strain rate failure envelopes should be developed in order to
accurately predict the response of composite under dynamic loads.

2.6 Strain rate sensitivity of composite materials

This section provides a review of published literature regarding the in-plane composite material prop-
erties obtained from high strain rate experiments, focusing on modulus and failure stress. Before
considering the rate dependence of composite materials as a whole, it is useful to consider the rate
dependence of the individual constituents because the composite system properties are influenced by
the type of fibres and matrix used to construct the laminate. Therefore, the rate sensitivity of com-
posite fibres and matrix materials is first reviewed. It is also important to consider the strain rate
sensitivity of composites loaded in different orientations with respect to their fibre axis. This section
therefore provides a review of the axial, transverse and shear moduli and failure stress strain rate
sensitivities for carbon and glass fibre composites tested in tension and compression. Finally, high
strain rate failure envelope data reported in the literature is discussed.

2.6.1 Strain rate sensitivity of the fibres

Two of the most common fibres used in automotive and aerospace industry composites are carbon
and glass fibres. Bundles of pure carbon fibres were tested between é ~ 1.0 x 1073 to 1.3 x 103 s7!
using a SHTB apparatus in [86], where it was found that both the modulus and failure stress were
strain rate insensitive. The tensile strength strain rate sensitivity of the carbon fibres was compared
to that of Kevlar-49, Silicon Carbide (SiC) and E-glass fibres as shown in Figure 2.9, where significant
rate dependence for the glass fibres was observed. The tensile strength rate sensitivity of glass fibre
bundles was also evaluated in [87], where an increase from 800 MPa at a quasi-static strain rate to
2100 MPa at 1.6 x 102 s~! was recorded. No tests were conducted at intermediate strain rates and
it is therefore, unclear if the exponential relationship between tensile strength and strain rate shown
in Figure 2.9 was realistic. In general, there is limited data on carbon and glass fibres at high strain
rates, potentially because the materials are rarely used on their own in engineering applications. Next,
the strain rate sensitivity of commonly used matrix materials is reviewed.
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Figure 2.9: Tensile strength vs. strain rate for carbon, Kevlar-49, SiC and E-glass fibre bundles [86].
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2.6.2 Strain rate sensitivity of matrix materials

Several examples of experimentally derived high strain rate properties of epoxy resins exist in literature,
with most tests being conducted using the SHPB or SHTB apparatus [88]. In general, epoxy resins
show increasing modulus and failure stress with increasing strain rate. For example, Figure 2.10 shows
a plot of peak tensile stress against strain rate obtained from tests on an Epon 826 epoxy resin [89],
where a clear strain rate sensitivity can be seen. The linear strain rate sensitivity changes slope at
approximately 1 x 10?2 s~!, which interestingly corresponds to the change from testing with a high
speed hydraulic test machine to a Hopkinson bar apparatus [88].
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Figure 2.10: Tensile failure stress vs. strain rate for Epon 826 epoxy resin from [88].

The stiffness and tensile failure stress of an epoxy resin used in a CFRP material was evaluated using
a SHTB at ¢ = 3.6 x 10?2 s~! in [16]. The failure stress appeared to reduce at high strain rate however,
it was reported that this may have been induced by stress concentrations at the strain gauge bonding
area. This finding highlights one of the obvious benefits of non-contact full-field measurements. There
was also significant inertial effects seen on the stress-strain response, so interpretation of the true
failure stress would have been troublesome. The stiffness was found to be strain rate sensitive, but
no modulus values were identified from the stress-strain curves. Considering the high strain rates,
the low wave speed in the material and the relatively-long tensile specimen length, it is unlikely that
quasi-static equilibrium was established during the elastic portion of the material response.

High strain rate compression and tension tests on three different epoxy resins were conducted using
the SHPB and SHTB apparatus in [90]. Increases in the compressive failure stress were reported as
79% for a Bisphenol A (BPA) resin, 72% for a modified Bisphenol A (mBPA) resin and 50% for a
Bismaleimide (BMI) resin in SHPB tests conducted at ¢ = 4.5 x 103 s~!. However, increases on the
order of 10% in the tensile failure stress were reported for all three polymers in the SHTB tests. There
was a significant difference in the reported increases in the stiffness for the three materials, with 64%
for the BPA, 75% for the mBPA and a large increase of 290% for the BMI resin at ¢ = 2.0 x 103 s,
Difficulties were reported for some of the tensile tests, in that misalignment between the specimen and
bar ends would result in bending stresses and premature specimen failure. For this reason, only the
results obtained from tests where the specimen fractured in the gauge section were reported. Never-
theless, it is unknown whether a 1D state of stress was present in the tension tests and it is therefore,
difficult to assess the accuracy of the complete dataset. Unfortunately the stress-strain curves were
not published, so it was not possible to assess the inertial response of the SHTB system. Shear testing
of epoxy resin materials using the Torsion SHB has also been conducted, with increases in modulus
and failure stress with increasing strain rate reported in [91, 92].
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In summary, most sources report an increase in modulus and failure stress with increasing strain rate
for matrix materials. However, the magnitude of this effect is unclear given the variability in the
reported data for similar epoxy resins. The extent of the strain rate sensitivity is also limited, given
the strain rate restrictions imposed on the test techniques that the data was acquired from. It can
be suggested that the resin dominant i.e. the transverse and shear properties of a composite system
are rate dependent, but the net result of this effect is unclear. In the next section, the strain rate
sensitivity of composite systems is reviewed.

2.6.3 Axial strain rate sensitivity of composites

The axial tensile stiffness of UD CFRP composites is mostly considered strain rate insensitive [17, 18,
93] and this is also the case for the axial compressive stiffness [54, 94, 95]. This stiffness strain-rate
insensitivity is most likely due to the dominance of the carbon fibre response, which shows negligible
strain rate dependence between ¢ = 1 x 1073 and 1.3 x 103 s~!, as previously shown in Figure 2.9.
However, the compressive failure stress of CFRP composites does show strain rate sensitivity. In one
example, the axial compressive failure stress of a CFRP composite was evaluated between é = 1.0x1072
and 1.0 x 10? s7! in [54]. Figure 2.11 shows the stress-strain response, where only marginal stiffness
strain rate dependence was seen, however significant failure stress strain rate dependence resulted.
The strain rate sensitivity in the compressive axial failure stress is explained by the structural nature
of the test. As the specimen is loaded, matrix cracks develop and permit buckling of the relatively
strong carbon fibres. The response of the composite system is then matrix dominated and therefore
some strain rate sensitivity is expected. In [54], different test methods were used to generate the data:
a servo-hydraulic test machine was used for é < 1.0 x 10' s™! and a drop tower for ¢ > 1.0 x 10! s7!. In
contrast, the axial tensile failure stress of CFRP composites is generally strain rate insensitive because
the dominant failure mode is tensile fibre failure [17, 18, 93].
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Figure 2.11: Axial compressive stress vs. strain response for a UD0° CFRP composite tested at
different strain rates from [54].
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The material considered in this report is a CFRP composite and therefore, only a general review of
dynamic modulus and failure stress properties for GFRP composites is given. There is limited data
available in literature on high strain rate testing of the axial properties of UD GFRP composites. Sev-
eral examples assessed the strain rate sensitivity of GFRP composites with woven fibres, for example
in [21, 93, 96]. These composite systems can develop 3D stresses due to the woven configuration of the
fibres and therefore, will generally not be considered in this project. Most of the available high strain
rate data on UD GFRP composites comes from tension tests however, there are some inconsistencies
in the results. For example, an increase of 13.5% in the axial tensile stiffness was obtained from
high-speed hydraulic test machine tests on a UD0° GFRP composite, where the strain rate was on
the order of ¢ = 8.5 x 10! s7! as reported in [48]. However, tests on a similar material at a strain rate
around ¢ = 4.1 x 10! s7! reported in [97] showed no strain rate sensitivity of the tensile axial stiffness.
Some authors reported increases [48, 98] and others no change [97, 99] and therefore, there is no clear
trend for the axial tensile modulus of GFRP composites reported in the literature.

With the exception of tests conducted at a low strain rate of ¢ = 2.0 x 10! s™! in [99], most ex-
amples in literature report an increasing axial tensile failure stress strain rate sensitivity for GFRP
composites [48, 97, 98, 100]. This may be due to the fibre dominant response in axial tests, with the
individual glass fibres being more strain rate dependent than carbon fibres. However the extent of
the increase is again unclear. For example, Figure 2.12 shows the axial failure stress against strain
rate from [100], where a step-change in the failure stress can be seen from the results generated with
a pneumatic test machine at ¢ = 1.0 x 10! s7! to that generated with a SHTB at ¢ = 7.0 x 10% s~ 1.
Therefore, it is not clear whether the increasing rate sensitivity is a true material effect, or a result of
the quasi-static equilibrium assumption being violated in the split-Hopkinson bar tests. In summary,
results presented in literature provide no clear indication of the magnitude of the axial tensile stiffness
or failure stress rate sensitivity of GFRP composites.
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Figure 2.12: Axial tensile failure stress vs. strain rate for a UD0° GFRP composite in [100].

2.6.4 Transverse strain rate sensitivity of composites

Figures 2.13 (a) and (b) provide a summary of the in-plane transverse tensile and compressive modulus
and failure stress rate sensitivities, respectively, for CFRP composites reported in literature. For both
figures, the vertical axis is the percentage change in the dynamic to quasi-static material property
(modulus or failure stress), where no change is equal to zero. Circular and square markers give results
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for tension and compression tests, respectively, while error bars show the extent of measurement vari-
ation if reported. Figure 2.13 (a) shows the percentage change in dynamic transverse modulus relative
to quasi-static values, where the range of variation in the reported data, or ‘scatter’ on the order of
30% can be seen between é ~ 1 x 1072 and 1 x 102 s™. Above é = 1 x 10? s~!, the scatter increases to
around 60% (-20% to +40%) due to the decreasing transverse stiffness rate sensitivity reported in [19].
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Figure 2.13: Percentage change in the dynamic to quasi-static in-plane transverse (a) modulus and (b)
failure stress vs. strain rate for UD90° CFRP composites. Circular markers show tension test results
and square markers show compression results from [16-20, 53, 54, 59, 95, 101, 102].

In some investigations, the transverse tensile modulus increased with increasing strain rate [17, 18] and
in others it was unchanged [20] or decreasing [19]. Some of the possible reasons for the inconsistency
in the reported transverse modulus values include testing at different strain rates, testing different
materials and specimen geometries. However, there is still considerable scatter in the reported results
for CFRP composites evaluated at similar strain rates. The main reason for the scatter is thought
to be due to the requirement to assume quasi-static equilibrium in the specimen, in order to infer
the stress from remote strain gauges in the Hopkinson bar, or the load cell in high speed hydraulic
test machines. This assumption is further complicated when testing long slender tensile specimens
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under dynamic loads. With some tests coming from the SHTB apparatus and some from high speed
hydraulic test machines, significant variation in the results is therefore expected. Results in literature
regarding the transverse compressive modulus are somewhat more consistent, with many examples
reporting increasing strain rate sensitivity [53, 54, 59, 101]. However, there is significant variation in
the reported strain rate sensitivity magnitude and this is again probably caused by the quasi-static
equilibrium assumption being violated at higher strain rates. Therefore, it is not surprising that the
majority of dynamic transverse modulus data for CFRP composites reported in literature is limited to
strain rates under 1x 10% s~!. In consideration of the scatter in the data, it is difficult to quantitatively
assess the strain rate dependence of the transverse modulus for CFRP composites.

The strain rate sensitivity of the transverse tensile and compressive failure stress of CFRP compos-
ites reported in literature is shown in Figure 2.13 (b). Here, an increasing trend in the transverse
failure stress with respect to increasing strain rates can be seen, which was presumably due to the
dominance of the strain-rate sensitive matrix. There was approximately 30% scatter in the reported
values at é ~ 1 x 10?2 s!, which may be a result of inertial effects present in the high-speed hydraulic
test machine experiments. Above ¢ ~ 1 x 10? s~!, the scatter diverges to approximately 60%. This
increased scatter is presumably caused by quasi-static equilibrium in the specimen not developing and
consequently reducing results accuracy in the split-Hopkinson bar tests. Therefore, it is again not clear
whether the reported rate sensitivities are true material properties. Overall, there was considerable
scatter in the reported transverse modulus and failure stress values, which was likely caused by vio-
lation of the quasi-static equilibrium assumption required in the split-Hopkinson bar and high-speed
hydraulic test machine experiments. Uncertainty in the results accuracy coming from the current test
methods means that the extent of the transverse modulus and failure stress strain-rate sensitivity for
FRP composites is ambiguous. In the next section, the shear modulus and failure stress strain-rate
sensitivity of FRP composites is reviewed.

2.6.5 Shear strain rate sensitivity of composites

High strain rate in-plane shear modulus and failure stress properties of composites are typically ob-
tained using UD45° or MD+45° specimens. The high strain rate shear stress-strain behaviour for
composites is initially linear until the composite begins to form damage, at which point the response
becomes non-linear. For example in [32], the onset of non-linearity was characterised for a MD=+45°
CFRP composite at ¢ = 5x 10! s7. Generally speaking, shear failure stress magnitudes are higher for
MD=+45° samples compared to a UD45° configuration because of the additional structural support of
the -45° laminae. Shear modulus and failure stress strain-rate dependencies for MD=+45° composites
can be different to that for UD45° composites, for example in [18]. A review of the shear modulus and
failure stress data for CFRP and GFRP composites is given in [103], showing a generally increasing
trend with increasing strain rate coming from the different test methods (split-Hopkinson bar, high-
speed hydraulic test machine, drop-weight tower) in tension and compression. Torsion split-Hopkinson
bars can be used to evaluate the shear properties of composites [104] and offer the advantage of no
wave dispersion when testing thin cylindrical specimens [22]. However, manufacturing the cylindrical
specimens for torsion Hopkinson bar tests is complex and such specimens are likely to be unrepresen-
tative of the same material in plate form, especially for FRP composites.

Figure 2.14 (a) shows the percentage change in dynamic to quasi-static shear modulus for UD45°
CFRP composites as reported in literature. Most of the data comes from compression tests using a
SHPB [53, 101, 105] with one source using a drop tower apparatus [54]. Only one reference reported
values from tension tests using a high speed hydraulic test machine [18]. The strain rate sensitivity
appears to increase linearly from é = 1 x 1072 s~!, where scatter of approximately 30% is present
in the results at ¢ ~ 1 x 102 s~'. One of the complications of testing off-axis specimens in com-
pression is that the friction at the specimen/bar interface prevents specimen end rotation because
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of the compression/shear coupling during loading. In [105] this was assessed by checking that the
y-axis displacements were the same at each end of the specimen. However, specimen rotation was not
reported in [53, 101] and may have contributed to the increased values because friction can have a
stiffening effect. In general, there is more available data for the in-plane shear failure stress of UD45°
CFRP composites, as shown in Figure 2.14 (b). An increasing trend in the failure stress strain-rate
sensitivity can be seen, but a divergence of approximately 30% occurs at ¢ ~ 1x 10! s~!. The increased
scatter is thought to be caused by inertial effects, which prevent quasi-static equilibrium evolving in
the specimen and limit results accuracy in current experimental techniques.
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Figure 2.14: Percentage change in the dynamic to quasi-static in-plane shear (a) modulus and (b)
failure stress wvs. strain rate for UD45° CFRP composites. Circular and square markers show tension
and compression results, respectively, from [16-18, 20, 53, 54, 59, 95, 101, 102].

The percentage change in dynamic to quasi-static shear modulus for MD+45° CFRP composites re-
ported in literature is shown in Figure 2.15 (a). A significant discrepancy in the results presented in
Figure 2.15 (a) is seen, with [18] reporting insignificant variation and [20] showing a 30% increase in
the shear modulus strain-rate sensitivity for a similar material, test machine and strain rate. One
of the differences between the tests was that the specimen gauge lengths were different, which could
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have increased the time for quasi-static equilibrium to evolve in the specimen. From the available
data, there was an increasing trend in the strain rate sensitivity however, scatter in the results at
¢ = 1 x 10% s7! was on the order of 80%. Therefore, the exact magnitude of the shear modulus
strain-rate sensitivity is not clear. The shear failure stress stain-rate sensitivity for MD+45° CFRP
composites is given in Figure 2.15 (b) and shows an increasing trend, with a maximum scatter around
70% at é = 1 x 10? s~!. No clarity in the exact magnitude of the increase in shear failure stress with
increasing strain rate is obvious. However, the shear failure strength of MD=+45° composites involves
inter-laminar effects dependent on the architecture of the laminate. Therefore, the failure stress can
only be considered an apparent failure stress. In summary, significant scatter in the reported shear
modulus and failure stress values for CFRP composites was seen at ¢ ~ 1 x 10%> s~!. Some of the
causes for the scatter have been identified as increased friction in compression tests and increased
time for quasi-static equilibrium to evolve in longer tension specimens. However, increased scatter is
present in both compression and tension tests and therefore, quasi-static equilibrium not evolving in
the specimen is likely to be the main cause for the discrepancy.
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Figure 2.15: Percentage change in the dynamic to quasi-static shear (a) modulus and (b) failure stress
vs. strain rate for MD+45° CFRP composites. Data collated from [16-18, 20, 106].
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The shear failure stress for GFRP composites is mostly considered strain rate dependent, as sum-
marised in [103] and shown in Figure 2.16. High strain-rate shear modulus data for UD45° or MD+45°
GFRP composites with UD fibres (not woven or plain weave) is limited because usually, only the failure
stress values are reported, e.g. in [107-109]. In [110], a negative shear stiffness strain rate sensitivity
for a MD+45° GFRP composite was reported. However, positive shear stiffness strain rate sensitivi-
ties were reported in [21, 93] although these composites used woven glass fibres. Given the differences
between UD and woven fibre composites, it is difficult to decipher trends in the shear stiffness strain
rate sensitivity for GFRP composites.
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Figure 2.16: Shear failure stress vs. strain rate results for GFRP composites from different authors
reported in [103].

On the whole, there is a reasonable amount of data on the high strain rate shear properties of compos-
ites that suggests an increase in stiffness and failure stress with loading rate. However, the data shows
considerable scatter even when differences in material systems are taken into account. Furthermore,
there is a lack of high strain rate data that can be used to accurately populate the in-plane failure
stress envelope for composites at strain rates greater than 1x103 s~!. Literature on tests aimed at

populating FRP composite failure envelopes is discussed in the next section.

2.6.6 High strain rate failure envelopes

In literature, there is a reasonable amount of high strain rate in-plane failure envelope data for FRP
composites, as compiled in [111]. Usually UD90° specimens are used to populate the normal stress
locations and off-axis 15°, 30°, 45°, 60° and 75° specimens can be used to populate the combined
stress regions of the failure envelope. Results reported in literature show a generally increasing trend
in the strain rate sensitivity of CFRP [59, 95, 101] and GFRP [107-109] composite failure envelopes.
Most of the high strain rate failure envelope data comes from compression tests made with the SHPB.
Only one example was found to have reported dynamic tension failure envelope data [102], however
restrictions on SHTB test conditions were the possible cause for reporting data at relatively low strain
rates around ¢ ~ 3.0 x 10? s~ L.

There are a number of concerns with populating failure envelopes using Hopkinson bar data. Firstly,
the tensile portion of the curve is usually not characterised, but rather extrapolated from quasi-static
data that is not experimentally validated. This is shown in the failure envelope in Figure 2.17, where
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no high strain rate data points are given on the tension/shear side of the graph. A follow-on problem
from the lack of tensile data is that extrapolation, rather than interpolation methods have been used to
predict the pure shear response on the failure envelope, as in [59, 108]. Another assumption used when
generating failure envelope data with axial measurements is that Poisson’s ratio and the shear coupling
coefficients used in strain transformations are not significantly affected by strain rate, as mentioned
in [101]. However, the main problem with using current high strain rate techniques to populate failure
envelopes is that only axial stress values are considered. Rotation equations transform the axial data
into the material coordinates for population of the failure envelope, however there is currently no way
to experimentally validate these results.
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Figure 2.17: Failure envelope constructed from UD15°, UD30°, UD45°, UD60°, UD75° and UD90°
composite specimens at quasi-static and dynamic strain rates in [101].

The overarching aim of the World Wide Failure Exercise (WWFE) was to benchmark failure theories
in their ability to predict failure in composites. In the first WWFE, five theories were assessed against
experimental test cases involving 2D in-plane bi-axial load cases. One of the results of the exercise was
that none of the theories could predict final failure to within +50% of the experimentally measured
values, in more than 75% of the test cases [112]. Failure models identified during the WWFE have been
extended to predict composite failure under dynamics loads, such as the Northwestern failure theory
(abbreviated as NU Theory in Figure 2.17) [101]. A failure theory’s ability to accurately predict fail-
ure hinges largely on the accuracy of the experimentally derived data used for the model parameters.
Considering the previously discussed scatter in the dynamic properties of composites, it is unknown
whether current theories will be able to accurately predict dynamic damage in composites. One of the
primary goals of the second WWFE was to accurately predict the response of composites subjected
to extreme loads such as blast and penetration [113]. Given that the strain rates in these scenarios
are on the order of several thousand s~! and that current data is limited to under 1 x 103 s~!, there
is an urgent need to utilise test methods without strain rate limitations to derive high strain failure
envelope data for use in failure models.

In general, most of the high strain rate failure envelope data has been generated with the SHPB
technique. This means the tension/shear portion of the failure envelope is not validated experimentally
and the strain rates are limited to a few hundred s~!. Having considered the material response of
orthotropic composites and the strain rates applicable in their engineering applications, there is a clear
need to generate accurate composite failure envelope data at strain rates around 1 x 103 s71.
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2.7 Summary

This literature review has assessed a number of themes relevant to the high strain rate properties of
FRP composites. A summary of the key findings in the literature and how they relate to the overall
aim of this project are listed below:

1. Significant scatter in the high strain rate transverse and shear modulus properties of FRP com-
posites exists in literature. This scatter is thought to be caused by the violation of assumptions
required for accurate results with the use of current experimental techniques. This problem will
be addressed by developing different IBII test specimen configurations for transverse and shear
modulus identification. Methods used to identify the modulus values will be validated across
a range of laminate configurations so that an accurate dataset can be obtained. This accurate
dataset will then be compared to the in-literature values to confirm some of the suspected causes
of scatter.

2. Current experimental techniques are not suitable to generate reliable high strain rate failure
stress data for FRP composites. In this project, full-field measurements obtained from IBII
tests will be used in the VFM to derive accurate transverse failure stress data for a UD90°
CFRP composite material, at strain rates on the order of 1 x 103 s~!. Similar to the modulus
investigation, the failure stress results from this experimental campaign will then be compared
to in-literature values and reasons for the scatter will be discussed.

3. To date, the Grid Method has been used for calculating displacement fields in the IBII test,
mainly because of its improved spatial resolution compared to other full-field techniques such
as DIC. However, in certain industrial settings DIC may be the preferred full-field measurement
technique selected for a material identification campaign. Therefore, in this project the differ-
ences between modulus properties identified from off-axis composites evaluated in IBII tests with
DIC and Grid Method derived displacements will be quantified. Results from this investigation
will add to the versatility of the IBII technique.
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Chapter 3

Theory

This chapter derives equations used in the VFM to obtain in-plane modulus and failure stress proper-
ties of off-axis composites. It begins with a discussion of the principle of virtual work applicable to the
geometry of an IBII test specimen. Next, the constitutive model selected for the composite material
analysed in this project is derived. Equations that include virtual fields and full-field measurements
in the principle of virtual work are then given. This process results in equations describing stress
averages over vertical and angled slices on the specimen’s surface. Finally, the modulus and failure
stress identification procedures are described.

3.1 The VFM
There are a number of assumptions made in this application of the VFM, which are listed below:

1. The specimen is in a state of 2D plane stress.
2. The kinematic fields are constant through-the-thickness of the specimen.
3. The specimen thickness is constant.

4. The specimen density is constant in both space and time.

Assumption 1 can be applied because the test sample’s thickness is small relative to its length and
height, as shown in Figure 2.6 of Chapter 2. Assumptions 2 — 3 are presumed to occur under as-
sumption 1 [114] however, variations in the through-thickness kinematics that may occur are assumed
to be negligible. In this project, this requirement must be made because the full-field measurement
techniques only measure surface displacements on one side of the sample. When the kinematic fields
vary more significantly through the thickness of the sample (e.g. under misaligned impact conditions),
back-to-back imaging can be applied [115]. The question of whether assumption 3 can be applied is
easily assessed by measuring the sample thickness at a number of locations over its length and ensuring
that the thickness variation is low. For all samples evaluated in this project, the variation in thickness
was under 1.6%. The assumption of constant density is not completely necessary, but is employed as
significant density variations or shock conditions are not expected. If necessary, the density can be
updated based on the measured strains, e.g. in [116]. If we apply the aforementioned assumptions
and neglect body forces, then the principle of virtual work given in Equation 2.2 of Chapter 2 can be
written in 2D as follows:

—/o’:e*dS’—i—/T-u*dl:p/a-u*dS (3.1)
S l S
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where all the terms are the same as described in Section 2.3.1, but in this instance the integrals are
applied over the specimen surface area S and the specimen perimeter [. Lastly, the tensorial and
vectorial fields are functions of both space and time, but the function notation has been omitted here
for ease of writing the equations.

Two types of virtual fields can be used for stiffness identification. The first approach is to select virtual
fields that cancel the external virtual work term at the impact edge and relate the internal virtual
work to the acceleration virtual work in the specimen. With an appropriate constitutive model, generic
virtual fields can be applied to identify the stiffness tensor over the specimen surface for each time
step. The second approach is to use rigid body virtual fields (with zero virtual strains) that cancel the
internal virtual work and relate the external virtual work to the acceleration virtual work. This results
in equations that relate stress averages for each position on the specimen length to accelerations over
the specimen surface. A constitutive model is assumed and the stiffness is identified by plotting the
average stress against the average strain. The second approach therefore gives the stiffness as a func-
tion of the specimen length, for each time step. With the second approach, the non-linear response
in the shear stress-strain curves can be observed without assuming a constitutive law for the material
(for uniform field distributions on slices) and will therefore be the focus of this report.

The VFM for failure stress identification is more involved. Heterogeneous strain fields resulting from
dynamic loads on impact specimens can lead to stress states that initiate fracture locally. Rigid body
virtual fields generate stress values that are averaged over the height of the specimen and are therefore
not suitable for deriving the failure stress. For this reason, a linear approximation of the stress distri-
bution in the specimen is required to identify the failure stress. Before discussing how Equation 3.1
can be used with rigid body virtual fields for stiffness and failure stress identification, we will briefly
consider the constitutive models that are relevant for the UD composites considered in this work.

3.2 Constitutive model

Transverse composite specimens

Consider the transverse composite specimen shown in Figure 3.1 (a), subjected to the axial force F,(t)
in the global (x—y) coordinate system. Here, we will assume a linear elastic orthotropic constitutive
model, which is generally suitable for UD fibre composites. For this material, the only component
that is expected to include any non-linearity is the shear term. As described in [54], this non-linearity
is reduced with strain rate, so there should be an appreciable portion of the shear loading that is
linear elastic. The derivation of the constitutive law for a transverse composite is described in [29],
however the derivation is recalled here in material coordinates because it leads into the derivation for
the off-axis composite. Under 2D plane stress conditions, the constitutive relationship is:

092 Q22 Q12 0 €22
oin| = |Qi2 Quu 0 €11 (3.2)
o12 0 0 Qes] |72
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Figure 3.1: Schematic representing the transverse specimen impacted with the force Fj(t), showing
the global (x—y) and material (2—1) coordinate systems.

As the impact loading is aligned with the 2—axis, the transverse stress component will be most
significant and therefore, the 2—axis stresses are analysed. Matrix multiplication of the stiffness
tensor and the strain vector in Equation 3.2 gives the stress-strain relationship for the g2 component:

022 = Q22€22 + Q12611 (3.3)

where Qo9 is the transverse stiffness and Q12 is the stiffness due to the Poisson effect. The elastic
stiffnesses Q22 and Q12 are related to Poisson’s constants through:

Eoo

e 3.4
1 — viov01 (34)

Q12 = V12Q22 ) QQQ =

where v15 and 191 are the major and minor Poisson’s ratios, respectively. Equation 3.3 can then be
written as:

022 = Q22(€22 + V12€11) (3.5)

Axial impact of the transverse composite results in low 1—axis (i.e. fibre) strains. Nevertheless, the
fibre axis strain €;; can be proportioned into the strain induced by the Poisson effect and the strain
due to o717 as in:

022 = Qaz(exn + vi2(en1 ™) + e 1))) (3.6)

The elastic constant relationships in Equation 3.4 can then be used to approximate the fibre strains
due to the Poisson effect through 611(P ) = —191€99. Thereafter, ego is factorised and the relationships
for (92 are again included as:

022 = Qa2(€22 + v12(—121€11 + 611(011)))

(3.7)
= Engean + Quaeqy 1)
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Because of the high stiffness of the carbon fibres, the contribution of €;1(“11) is expected to be small
and can therefore be neglected for the 2—axis stress in transverse specimens:

09292 = E22622 (38)

Validation of the constitutive law was performed in [29], where the elastic moduli obtained with Equa-
tion 3.8 were less than 1% of the reference values.

Characterisation of the shear modulus can be obtained from IBII tests on transverse composite samples
that generate a relatively strong shear response. The strength of the shear response can depend on the
how the load is introduced to the sample (see Chapter 4). Matrix multiplication of the shear response
in Equation 3.2 gives the constitutive relationship for the shear component:

012 = Q6712 (3.9)

where Qg6 is the in-plane shear modulus G2 and 732 is the engineering shear strain in material coor-
dinates equal to 2¢12. Next, the derivation for the constitutive relationship for an off-axis composite
specimen is described.

Off-axis composite specimens

Consider the impact of an off-axis specimen as shown in Figure 3.2 (a) with the 1l-axis aligned with
the fibres at an angle 6 to the x-axis, and the 2-axis perpendicular to the 1-axis. In the material
coordinate system, the constitutive relationship for an off-axis composite is:

o1 Qu Q12 0 | |en

o2 = [Qi2 Q2 0| |ex (3.10)

012 0 0 Qes] |2

E(t)
y
X
< z

(a) Traction vector T' and and normal vector n acting (b) Normal stress o9o and shear stress o1 compo-

on L made at the distance zy from = 0 on the nents acting on L.
specimen of height H.

Figure 3.2: Schematic representation of the off-axis specimen impacted with the force F,(t) with the
material 1—axis rotated clockwise from the global x—axis. Here, S is the surface area on the specimen
from the free edge to the angled slice L.
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(a) Traction vector T and and normal vector n acting (b) Normal stress ogo and shear stress oj2 compo-
on L made at the distance z¢ from x = 0 on the nents acting on L.
specimen of height H.

Figure 3.3: Schematic representing the off-axis specimen impacted with the force F,(t) with the
material 1—axis rotated counter-clockwise from the global x—axis. Again, S is the surface area on the
specimen from the free edge to the angled slice L.

Both the transverse and shear response of off-axis composites will be considered here. The transverse
stress relationship is obtained by matrix multiplication in Equation 3.10 as:

022 = Q12€11 + Q22622 (3.11)

A similar approach to derive the constitutive relationship for the transverse composite is then used,
assuming that the stiffness in the fibre direction ()11 is high and the strains due to stresses in the
fibre direction are negligible. The constitutive relationship for the transverse response of the off-axis
composite is:

022 = Egean (3.12)

Similar to the transverse samples, matrix multiplication of the shear response in Equation 3.10 gives
the constitutive relationship for the shear component in off-axis samples:

012 = Q66712 (3.13)

where again, Qg is the in-plane shear modulus G5 and 712 is the engineering shear strain in material
coordinates equal to 2e19. In this section, the transverse and shear constitutive relationships for the
off-axis composite were derived. In the next section, these constitutive laws will be used with the
VFM for modulus identification.

3.3 Virtual fields for modulus identification

Previous implementations of the IBII test used rigid body virtual fields for stiffness and failure stress
identification of composite materials [27, 29]. In this section, rigid body virtual fields are applied in
the VFM to identify both the transverse and shear moduli from transverse and off-axis composite
samples in material coordinates.
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3.3.1 UD90° samples: transverse component

Consider the UD90° composite specimen in Figure 3.1 (a). Here we apply the rigid body virtual field
describing a rigid translation along the material 2—axis:

€y =
o 22
2 e, =0 (3.14)
ul - O «
612 - O

For this rigid body virtual field the virtual strain field is null, cancelling the contribution of the
internal virtual work term. This virtual field can now be substituted into the principle of virtual work
in Equation 3.1 as follows:

1
0

ST

with the only non-zero tractions on the specimen perimeter [ acting on the slice L. Now consider the
free body diagram showing a vertical slice on the impacted specimen in Figure 3.1 (a). This gives the
traction vector T and the normal vector n, acting in the 2—axis in a direction opposing F,(t). Here,
T is equal to the dot product of o and n as:

1
T=0-n=|"2 2. 7| = |7% (3.16)
o12 O11 0 012

This relationship is then included in Equation 3.15 along with the acceleration vector components in

material coordinates as and ap as:
1 1
dL=p [ || || ds
0 S |aq 0

/ o22|

L (012
/UQQdL:p/ agdS
L S

The integrals in Equation 3.17 are then applied to the IBII test specimen over the region of interest
shown in Figure 3.1 (b) as follows:

H/2 H/2 0
/ o990 dy = ,0/ / as dxdy (3.18)
—H/2 —H/2 Jo

dL = p/s a- Ll]] ds (3.15)

(3.17)

During the IBII test, images of the specimen deformation are obtained with a UHSV camera and a
full-field imaging technique is used to derive the kinematic fields. When using a camera to obtain full-
field kinematics, a discrete number of measurement points are obtained over the specimen’s surface.
Therefore, the surface area of the specimen S can be discretised into smaller surface areas s* where
i is a measurement point for ¢ = 1 : n, with n being the number of measurement points on S as
shown in Figure 3.4. Here, the accelerations at each measurement point a’ act at the centre of each
s'. Given this discrete set of measurement points, the acceleration integral on the right hand side of
Equation 3.18 can be approximated as a discrete sum (using the rectangle method) as follows:
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Figure 3.4: Discretised acceleration components as® acting at the centroid of each discretised surface
s over the specimen surface S.

In Equation 3.19, @3° is the average 2—axis acceleration over the area S. Note that in the rest of this
document, the overline notation combined with a superscript S indicates spatial averaging over the
surface of interest. In a similar way, the left-hand side of Equation 3.18 can be approximated as a
discrete sum:

H/2
/ o dy ~ Hos" (3.20)
—H/2

L

where G223~ is the 2—axis or normal stress averaged over a vertical slice on the specimen. For the

transverse case samples, the overline notation combined with a superscript ‘L’ is used to indicate

36



averaging over a vertical slice. Equations 3.19 and 3.20 are then substituted back into Equation 3.18
to give the transverse ‘stress gauge’ equation:

Tl = proaz” (3.21)

Identification of the transverse modulus Foo is then undertaken using the constitutive law derived
previously in Equation 3.8: g9y = FEagenq, by plotting 723" against 3~ and linearly fitting the linear
elastic part of the response.

3.3.2 UD90° samples: shear component

The shear modulus can also be identified from tests on UD90° samples where the shear response is
strong. Here we utilise a rigid body virtual field describing a 1—axis translation:

u* o 632 == O
2 e =0 (3.22)
ul - «
€ =0

Similar to the transverse case, the traction vector is obtained through Equation 3.16 and is applied in
the principle of virtual work together with the virtual fields from Equation 3.22, giving the relationship:

/ 012 dL = ,0/ ai dsS (323)
L S

Thereafter, the discretisation procedures in Equations 3.18 to 3.20 are applied to give the shear stress
gauge equation for transverse composite samples:

o12" = paoar® (3.24)

The shear modulus is then identified by applying the constitutive model in Equation 3.9 and fitting the
linear portion of the 713" against 713~ response. Equations 3.21 and 3.24 are valid for any transverse
section of interest, so stress-strain curves can be plotted for any ‘zq’ position of interest. This gives
the transverse and shear elastic moduli as a function of position along the specimen length. Our goal
in the next section is to derive ‘stress-gauge’ equations in the material coordinate system, which can
be used for modulus identification from off-axis samples. This requires that all kinematic fields are
first rotated from global x—y to material 1—2 coordinates, as described in the following section.

3.3.3 Off-axis case: coordinate system rotation

The global coordinate system acceleration fields can be rotated into the material coordinate system
using the vector rotation matrix, as follows:

ar| | cost sinf| |ay (3.25)
a —sinf cosf| |ay '
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The strain tensor can be rotated into material coordinates using:

€11 cos?0 sin?0 sinbfcost €xa
€| = s5in20 cos*0 —sinfcosb Eyy (3.26)
Y12 —2sinfcosh 2sinfcosh (cos?0 — sin0) Yoy

For samples that are configured with the fibres rotated counter-clockwise to the x-axis such as that
shown in Figure 3.3 (a), the angle 6 used in Equations 3.25 and 3.26 is positive. Whereas, -0 is used
for samples that are orientated with its fibres rotated clockwise from the x-axis, such as that shown in
Figure 3.2 (a). Now that the kinematic fields are in the material coordinate system, we will combine
them with the principle of virtual work using rigid body virtual fields.

3.3.4 Off-axis case: transverse component

Given the off-axis specimen configuration shown in Figure 3.2 (a), we now consider a virtual field
in material coordinates describing a translation along the 2—axis. This virtual field is similar to the
previously considered rigid body virtual field applied to the transverse case, so the analysis here will
be alike. The virtual field is:

« 611* =0
(5] =0
€0 =0 (3.27)
uy* =1 .
€12 =

In Figure 3.2 (a), the traction vector T opposes F(t), pointing in the positive direction of the 2—axis.
Therefore, both normal vector components are positive and T is obtained by:

0
T=0-n=|"" 2. "] = |72 (3.28)
O12 099 1 0922

Similar to the process applied in the transverse case, the resolved traction vector and acceleration
vector components are incorporated in the principle of virtual work leading to the relationship:

/022 dL = p/ a ds (329)
L S

The discretisation procedures in Equations 3.19 and Equation 3.20 are followed to give the transverse
stress gauge equation for an off-axis composite:

S—S
ot = 22 (3.30)

where G337 is the average normal stress in the 2—axis acting over an angled slice of length L, and
S is the trapezoidal surface area shown in Figure 3.2 (b). Note that hereafter the overline notation
combined with a superscript L will be used to indicate averaging over an angled slice in the material
coordinate system.
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For off-axis samples that are impacted with the the fibres rotated counter-clockwise to the x—axis
as shown in Figure 3.3 (a), the normal vector 2—component points in the opposite direction of the
material 2—axis and T is obtained as:

O _
T=c-n=|"" 2. = | (3.31)
12 022 -1 —022

As with the previous case, the traction and acceleration vectors are applied in the principle of virtual
work to establish the relationship:

—/ 099 dL :p/ as dS (3.32)
L S

Again, the discretisation procedures in Equations 3.19 and Equation 3.20 are followed to give the
transverse stress gauge equation for an off-axis composite with its fibres rotated counter-clockwise to
the x-axis:

S—S
ot = -2 (3.33)

Note that Equations 3.30 and 3.33 are the same, but the later case includes a minus sign accounting
for the different direction of the material coordinate system 1—axis. The transverse modulus Foo is
then identified from off-axis composites using the constitutive law in Equation 3.12 by plotting a line
of best fit to a2 vs. €3” and linearly fitting the elastic response.

3.3.5 Off-axis case: shear component

For the shear component we consider a rigid body virtual field in the material coordinate system
describing a translation along the slice shown in the free body diagram in Figure 3.2 (a). This virtual
field takes the following form:

w* =1 =
! €on* =0 (3.34)
uy® =0 .
€12 =

The processes used in Equations 3.15 to Equation 3.17 are followed to give the relationship:

/ o12dL = p/ a1 dS (3.35)
L S

where o012 acts on the slice L and a; acts over the surface area S defined by the blue coloured
trapezoid in Figure 3.2 (b). Similar to the transverse case, the integrals in Equation 3.35 can again
be approximated as discrete sums of the quantities obtained from full-field measurements, giving the
shear stress gauge equation for an off-axis composite:

—S
ol = pSzl (3.36)
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where o12% is the average shear stress acting over L on the specimen shown in Figure 3.2 (b). For
samples in the configuration shown in Figure 3.3 (a), the stress gauge equation is:

S—S
ot = - (3.37)

Average shear stresses can also be obtained over slices transverse to the fibres shown in Figures 3.2 (a)
and 3.3 (a). Here, the @1® term in Equations 3.36 and 3.37 is replaced by @3°. For the average shear
stress reconstruction from slices transverse to fibres orientated CCW as in Figure 3.3 (a), the minus
sign is removed from Equation 3.37 because the normal vector is aligned with the positive 1-axis.
Equations 3.36 and 3.37 are combined with the average shear strain 713" derived from full-field mea-
surements to establish stress-strain curves for the duration of the loading recorded in the experiments.
The shear modulus Gi9 is then obtained by plotting a line of best fit to the linear portion of the
12" vs. J12” curves. Plotting stress averages are sufficient for stiffness identification however, for
localised material properties such as the failure stress, alternative procedures are required. This is
briefly discussed in the next section.

3.4 Virtual fields for failure stress identification

The VFM equations used to reconstruct the failure stress in an impacted transverse composite were
derived in [29], so only the main result and the essence of the derivation is given here. In brief, three
rigid body virtual fields are selected to give stress and stress moment averages, which are combined
with a linear approximation of the stress distribution over the specimen height. The three rigid
body virtual fields are 1) a translation in the x-axis that gives the average transverse stress, i.e. the
transverse stress gauge given in Equation 3.21, 2) a translation in the y-axis that gives the average
shear stress and 3) a rotation that resolves the average of the first moment of the axial stress. These
stress and moment field averages are combined with a linear approximation of the normal stress over
the specimen height, in what is termed the Linear Stress Gauge (LSG) equation:

12
0ar(LSG) = proas + 2% (azg® — aya® + w0, (3.38)

where @z7° and ayms are the first moments of the acceleration averages. This gives an improved
representation of the x-axis normal stress in the specimen over the standard stress gauge ‘average’
over the specimen height.

3.5 Summary

This chapter has shown how the combination of the VFM with full-field measurement techniques can
be used to obtain elastic moduli for both UD90° and off-axis composites with orthotropic linear elastic
material behaviour. This has been performed without the need for remote stress measurements or
the requirement for quasi-static equilibrium in the specimen. In the next chapter, the experimental
method for testing off-axis composite samples will be described.
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Chapter 4

Experimental methods

This chapter describes the materials, instrumentation and processing methods used to obtain dynamic
material properties from the impact experiments. Quasi-static tests on the same material system were
conducted to establish the strain-rate sensitivity of the transverse and shear moduli and therefore, the
materials and methods for these experiments are presented first. Thereafter, the dynamic test sample
composition and layup are given, along with a brief description of the gas gun used to impart the
dynamic loads. Prior to each batch of IBII tests, a procedure to align the target was performed so
that the specimen was axially loaded. This alignment procedure is discussed in detail and reference
images obtained during the process are provided. Imaging system specifications are listed together
with a description of the full-field measurement techniques used to calculate the displacement maps.
Methods for the kinematic field calculations and material property identification are then outlined.

4.1 Quasi-static tests

4.1.1 Quasi-static specimens

Quasi-static tests were conducted on UD45° tensile test samples in order to establish the strain rate
sensitivity of the transverse and shear modulus for the CFRP material evaluated in this project. The
quasi-static tensile test specimens were manufactured from Hexply M21/35%/268/T700GC UD pre-
preg from Hexcel, France. This pre-preg system consists of M21 themosetting epoxy resin and T700GC
carbon fibres. Laminates were made from 12 hand-layed plies, cured in an autoclave at the French
aerospace laboratory (ONERA) in Lille, France. Appendix A gives the method and measurements
used to calculate the laminate density of 1514 + 20 kg.m™3. UD45° tensile test specimens were cut
from the UD0° laminates by orientating the laminate fibres at 45° to the specimen edges. ImageJ was
used to measure the fibre angles from images of the sample faces, which were found to be 45° + 1°.
Rectangles with nominal dimensions of 250x25x3 mm were first cut from the laminates with a water-
jet cutting machine. The sample ends were then cut with a water-cooled tile saw to final dimensions of
230x25x3 mm. Front and back surfaces of the specimens were then lightly sanded using 500 grit sand
paper, smoothing the peel-ply imprint so that the nominal specimen thickness was 3.14 mm. Standard
strain gauge application procedures were followed in the application of TML FRA-3-11 0°/45°/90°
rosette strain gauges to the front and back surfaces, as shown in Figure 4.1.

4.1.2 Quasi-static testing method

Tests were conducted on an Instron 5569 testing machine at 1 mm.min~!, loading the specimens
within the elastic range to 4000 N and then unloading them at the same rate. In these tests the goal
was to obtain moduli, so the specimens were not loaded to failure. Strain signal conditioning was
achieved with a Strainsmart 8000 series transducer with a quarter-bridge configuration and 2 volts
excitation for each individual gauge. In order to maximise the signal to noise ratio for each gauge, the
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Figure 4.1: Quasi-static tensile test specimen.

0°/45°/90° rosette strain gauges were positioned with the first gauge aligned at 45° to the material
coordinate system as shown in Figure 4.2 (a). This configuration was determined by first assuming
some material properties (Young’s moduli and Poisson’s ratios), and then estimating the strain output
of each strain gauge as a function of angular position with respect to the material coordinate system.
Figure 4.2 (b) shows the results of this analysis, where the strain output of each gauge was estimated
through the equation:

2 2

€sc cos“ay  Sin‘“ag  Sstnapcosaq | | €11
€saa| = |cosPas sinas  sinascosas| | € (4.1)
€53 cos*az  sinlas  sinazcosos Y12

where €gq; is the strain from each gauge on the rosette, positioned at angle oy for ¢ = 1,2,3 with
respect to the material coordinate system shown in Figure 4.2 (a). Note that for the strain gauge
rosette applied here, ap = a1 +45° and a3z = a7 +90°. The material coordinate strain € was obtained
from the relationship € = Q'o under the assumption of 2D plane stress, where Young’s Moduli
and the Poisson’s ratios (E11, E22, V12 and va1) given in Chapter 3 were used to form the material
coordinate stiffness tensor ). Here, the material coordinate stress o was attained by rotating the
global stress components (assuming uni-axial stress in the global coordinates) with the relationship:

011 cos?0 sin26 2sinfbcosl Oua
oo | = sin?0 cos%0 —2sinfcosl Oyy (4.2)
o012 —sinflcost  sinbcost (cos* — sin?0) Ty

After the strain gauge orientation was determined, the tests were conducted and the transverse and
shear moduli were obtained in the following steps. First, the rosette strains were converted to material
coordinate strain components using Equation 4.1. Next, the global stress tensor was constructed from
the load cell force and the specimen cross-sectional area, then transformed into material coordinates
using Equation 4.2. The constitutive models defined in Chapter 3 were then used to obtain the
transverse and shear moduli via linear fits to the stress-strain curves, with the component strains
taken as the average of the front and back measurements. Three samples were tested six times (total
of 18 tests), each time removing and re-gripping the sample between tests. After the first three tests on
each sample, the sample was rotated 180° 7.e. turned upside-down. These operations were performed
to ensure that bias due to gripping boundary conditions was minimised.

42



(=)

‘S nl
g —€5G1
E 2 —€sa2
—€

.§ 0! 5G3
R |

l 0 45 90 135 180 225 270 315 360

R Rotation angle (a°)

y

(a) Free-body diagram of the UD45° quasi- (b) Strain output from each strain gauge vs. angular
static tensile test sample. position, with respect to the material coordinate system.

Figure 4.2: Free-body diagram of the quasi-static test in (a) and the predicted strain outputs from
the rosette strain gauge in (b).

4.2 Dynamic tests

4.2.1 1IBII specimens

The IBII test specimens were also made from laminates manufactured by ONERA. UD90° and UD45°
samples were obtained by cutting rectangles from the laminates, with the long edge at 90° and 45°
to the laminate fibres, respectively. As described later in Sections 4.2.7 and 4.2.8, two full-field mea-
surement techniques (the Grid Method and DIC) were used to calculate displacements from the IBII
test images. The UD IBII specimens evaluated with the Grid Method were cut from a plate with
a calculated density of 1575 4 17 kg.m~3 (UD0° Plate 1 in Appendix A). This plate had the same
specification, but a different calculated density to the plate used for the UD IBII specimens evaluated
with DIC and the quasi-static samples, which had a density of 1514 & 20 kg.m~3 (UD0° Plate 2 in Ap-
pendix A). Both the Grid Method and DIC MD=+45° samples were manufactured from 12 ply 0°/90°
laminates with a density of 1530 £ 41 kg.m™3. In this work, the MD=+45° samples had the stacking
sequence of [MD=+45°gg. All of the IBII samples were cut from the laminates in two stages. First,
5 mm oversized rectangles were cut from the laminates with a water-jet cutting machine. The sample
edges were then cut using a water-cooled precision cutting machine fitted with a diamond coated disc,
to finished nominal dimensions of 70x43 mm. The peel-ply imprint on the top and bottom specimen
faces was abraded with 500 grit silicon carbide (SiC) sand paper used on a rotary sanding machine.
Care was taken to ensure only the peel-ply imprint was removed and water coolant minimised heat
conduction into the specimen. Each specimen was then cleaned with demineralised water and left to
dry at room temperature. Images of the finished UD90° and UD45° specimens prior to grid or speckle
pattern application are given in Figures 4.3 (a) and 4.3 (b), respectively. Note that an MD+45° sample
image is not provided as it appeared identical to the UD45° specimen. One face of the sample (the
imaged surface) was then painted with three thin coats of white acrylic spray paint and left to dry for
30 minutes in an oven set at 50° after each coat.

For the Grid Method samples, a regular grid of black squares was printed on the specimen’s painted
surface with a flat-bed printer. Figure 4.3 (c) shows the printed grid, where the distance between the
black squares or the grid pitch was 0.9 mm. More information on the grid printing procedure can be
found in [117]. For the DIC samples, a black speckle pattern with a speckle size of 0.72 mm was first
printed onto a ‘dry-rub’ vinyl transfer sheet. A section that was 10 mm oversized from the sample
dimensions was cut from the transfer sheet and positioned face-down on the sample’s painted surface.
Pressure was then applied to the transfer backing sheet using a cloth and moderate thumb-pressure.
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After checking that all speckles were adhered to the sample’s surface, the sample was placed in an
oven set at 50° for 30 minutes, with a 5 kg weight placed on top of the transfer pattern. Figure 4.3 (d)
shows an image of the applied speckle pattern. More information on the grid and speckle pattern
specifications is given in Sections 4.2.7 and 4.2.8.

(a) UD90° specimen. (b) UD45° specimen.

(¢) Grid printed on the specimen surface. (d) DIC speckle pattern.

Figure 4.3: Unpainted IBII test specimens in the (a) UD90° and (b) UD45° configurations, together
with finished examples of the (c) grid and (d) DIC specimens.

4.2.2 Gas gun

A gas gun was used to generate the dynamic loading required for the IBII tests. The major components
of the gas gun system are the barrel, pressure vessel and target trap shown in Figure 4.4 (a). Before a
test is conducted, a projectile/sabot assembly is loaded into the gas gun barrel and the pressure vessel
is pressurised to the desired firing pressure. Previous test campaigns established that a firing pressure
of 1.1 bar was required to launch 45 mm diameter by 25 mm long aluminium projectiles at a nominal
velocity of 40 m.s~! [29]. This firing pressure was selected for all tests conducted in this thesis. When
the system is fired, a solenoid valve opens and the pressurised gas accelerates the projectile/sabot
assembly down the gas gun barrel toward the target assembly. For these tests, the target assembly
consisted of a specimen bonded to a 45 mm diameter, 50 mm long right-angled aluminium cylinder
called a ‘wave guide’. The purpose of the wave guide is to 1) hold the specimen and 2) provide good
contact with the projectile, allowing the input pulse to load the specimen. The specimen and wave
guide rest on a ‘v-shaped’ foam stand as shown in Figure 4.4 (b). The foam stand was positioned
on an aluminium plate secured to a five-axis mechanical stage (discussed in the next section), which
can be adjusted to align the axis of the wave guide with the gas gun barrel. The target assembly
is encased by a steel target trap shown in Figure 4.4 (c), which protects users and instrumentation
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from impact debris and facilitates the recovery of the impacted specimen. One side of the target trap
contains a Polycarbonate window through which the imaging system can record the specimen surface
deformations. Further information on the gas gun apparatus is given in [117]. Positioning of the
camera and the flash light is also shown in Figure 4.4 (c).

b

Foam stand

(b) Specimen and wave guide on foam stand.

é Flash

Camera -

i w1
Target trap

(a) Major components of the gas gun system. (c) Target trap, camera and flash light.

Figure 4.4: Gas gun components, specimen assembly and imaging system arrangement used in the
IBIT tests.

4.2.3 Imaging system

Deformations on the surface of each sample were recorded with a Shimadzu HPV-X UHSV camera
with a framing rate of 2 MHz. The camera records 128 images, which gives a total recording time
of 64 us. Benefits of using this camera for dynamic full-field measurements have been previously
discussed in [118]. The camera was fitted with a Sigma 105 mm lens and positioned approximately
700 mm from the specimen. Figure 4.5 shows the field of view, in which the camera’s pixel array size
of 400 x 250 pixels was occupied by the specimen, plus a small region of free space surrounding the
specimen’s top, bottom and free edges. This free space allowed for a few grid pitches of rigid body
translation and a small amount of rigid body rotation in the specimen, which can occur during a test.
With the given imaging set-up and specimen grid pitch of 0.9 mm, the resulting spatial frequency
(sampling) of the grid images recorded by the camera was 5 pixels per pitch, as shown in the magni-
fied view of a horizontal portion of the grid in Figure 4.5. Table 4.1 provides a summary of the main
imaging system specifications.
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Free space Field of view
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Figure 4.5: Image recorded during the IBII tests showing the field of view, together with a magnified
view of the grid showing its spatial frequency.

Table 4.1: Imaging system specifications.

Camera Shimadzu HPV-X
Pixel array size 400 x 250

Sensor bit depth 10 bits

Total frames 128

Inter-frame time 0.5 pus

Integration (shutter) time 0.2 us

Imaging distance 700 mm (approx.)

Lens Sigma 105 mm 1:2.8 DG Macro
Flash Light Bowens Gemini 1000 Pro

Field of view 72 X 45 mm

Magnification 0.18 mm/pixel

The camera was triggered by a contact circuit consisting of two thin copper tabs adhered to the front
face of the wave guide, which were connected to the camera trigger port with electrical wires. When
the contacts were impacted by the metallic projectile, an electrical circuit was completed and the cam-
era triggering circuitry registered a voltage. The camera started recording after a short programmed
delay, which accounts for the time for the input pulse to travel the length of the wave guide, arriving
at the impact edge of the specimen. It is often advantageous to record a few frames (= 6 — 8) prior
to the wave impacting the specimen, so that temporal smoothing effects are minimised at the start of
the test. For this reason, a delay slightly less than the time for an acoustic wave to travel the length
of the wave guide is used for the UHSV camera recording time. Adequate lighting of the specimen
surface was provided with a Bowens Gemini 1000 Pro flash light, positioned to the left of the camera
as shown in Figure 4.4 (c). It is important to have the appropriate light intensity and duration over
the time that full-field measurements are made during the test. The flash light intensity-time curve
includes a rise time, a near-constant or ‘useable’ portion and a fall time as indicated in Figure 4.6.
Therefore, a flash light triggering set-up is required to ensure that the usable portion of the light is
present for the duration of the test recording. Figure 4.6 gives a schematic of the triggering system
used for the flash light, showing the projectile and sabot, gas gun barrel, light gates and the wave
guide/specimen assembly. Light gates positioned at the end of the barrel are used in combination
with an Arduino system to calculate the projectile velocity V. The Arduino system then calculates
the required flash light delay time from the distance between the second light gate, the length of the
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sabot/projectile assembly, the projectile velocity and the flash rise time as shown in Figure 4.6. The
distance from the second light gate to the front face of the wave guide must be programmed into the
Arduino software prior to the test, so that the correct flash delay time can be calculated. After the
flash and camera have triggered, a series of surface deformation images are recorded and soon after,
processed with an appropriate full-field measurement technique to derive displacement fields.

Light gates

i

Wave guide Projectile/Sabot

Specimen

dist 4

. . dist L
Flash trigger time = - " rise time

'useable’

Flash intensity

N I
Flashlight ~ Camera rise time fa

Figure 4.6: Schematic showing the camera and flash triggering arrangements.

4.2.4 Pre-test projectile and wave guide alignment

It is important that all of the components involved in the impact event are axially-aligned, so that
the stress wave progression through the wave guide into the specimen is predominantly 2D, i.e. out-
of-plane effects such as bending are minimised [115]. For the IBII tests conducted in this work, the
alignment of two interfaces in the target assembly were considered, which were that between 1) the
projectile and the wave guide and 2) the wave guide and the sample. Procedures developed to measure
the alignment of these interfaces during testing are now discussed.

Measuring the impact angles of projectiles and targets using high-speed imaging is regularly under-
taken in terminal ballistics studies. After tests are conducted, images recorded with a high-speed video
camera are viewed in imaging software such as ImagelJ, and the pixel locations of the components are
measured to determine their impact angles. Usually the camera is positioned horizontally to the shot
line, so the ‘pitch’ angle of the projectile is obtained. If a mirror is placed above the vertical centreline
of the projectile and positioned at approximately 45° to the camera lens, a top-down view of the
incoming projectile can be obtained and the ‘yaw’ angle can also be measured, as performed in [119].
This general concept was adapted to the IBII tests to measure the pitch and yaw impact angles be-
tween the projectile and the wave guide. Here, the pitch and yaw angle measurements were made
independently in ‘side-on’ and ‘top-down’ tests, respectively. Both of these angles were measured by
recording images of a projectile impacting a wave guide at the intended test impact speed. Before
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the alignment tests were conducted, a polymer alignment rod was placed in the end of the barrel to
approximately align the wave guide to the barrel axis, as shown in Figure 4.7 (a). The front face of
the projectile was made approximately planar to the polymer alignment rod ‘by-eye’, using the ad-
justment dials on the five-axis stage. Verniers on the Goniometer and the rotary stage were then read
to determine the ‘pitch’ and ‘yaw’ angle setting, as shown in Figure 4.7 (b). The stage rotation dials
were then locked and the alignment rod was removed before conducting the first side-on alignment test.

Figure 4.7 (c) shows the configuration used for the pitch or ‘side-on’ alignment tests, where the camera
was positioned horizontally. Here, a camera pre-trigger was set to record a number of images before
the projectile impacted the wave guide. In the first side-on alignment test, the relative angle between
the front face of the projectile and the wave guide was measured from an image like that shown in
Figure 4.7 (d). When the gun is fired, air in front of the projectile is compressed as the projectile
accelerates down the barrel. For high projectile speeds, the compressed air in front of the projectile
can load the front face of the wave guide, causing it to pitch upwards because the bottom of the
wave guide is secured to the foam stand. This causes non-planar contact between the projectile and
the wave guide and at the same time, can cause the specimen grid to tilt, affecting the displacement
field calculations in the Grid Method. However, the rotary stage can be adjusted so that the wave
guide is pitched slightly ‘nose-down’, compensating for the projectile air-loading and any pitch angle
misalignment. Following the adjustment, a second validation test was undertaken and the angle was
again measured from the recorded images to ensure the pitch alignment was planar.

After the side-on alignment tests, the camera was repositioned at an angle approximately 45° to the
horizontal. This gave a top-down view of the wave guide, reflected from a mirror positioning above
the wave guide as shown in Figure 4.7 (e). An image from a ‘top-down’ alignment test is shown
in Figure 4.7 (f), where a similar procedure to the ‘side-on’ offset angle calculation was followed to
calculate the ‘top-down’ alignment angle from the recorded image.

For both the side-on and top-down alignment tests, two hand-picked points are required to measure
the projectile and wave guide impact angles. If the camera is positioned such that the two points
used to measure the front face of the projectile and the wave guide are within one pixel, the method
can measure impact angles to a resolution of 0.23°. This angular measurement resolution is spe-
cific to these tests and calculated from the trigonometric relationship between the magnification of
0.18 mm.pixel~! and the wave guide diameter of 45 mm i.e. § = sin~!(0.18/45). One limitation
of the pre-test alignment procedure is that both side-on and top-down alignments are not obtained
simultaneously. Another limitation is that the pitch and yaw angles are not measured during a test,
meaning that their effect on the identified material properties is unknown. During a test campaign,
the pitch and yaw angles on the five-axis stage are checked after each test on the pitch and yaw verniers
shown in Figure 4.7 (b), which have measurement resolutions of 0.08° and 0.16°, respectively. If the
readings on the verniers have not changed between tests, it is assumed that the projectile/wave guide
alignment has not changed because the angular measurement resolutions on the verniers are within
the bounds of the errors calculated from the recorded images (7.e. within 0.23°).

Influences on the identified material properties from tests where this alignment procedure was and
was not followed were assessed in [115] using a back-to-back imaging setup. This analysis showed
that only minor effects in the identified modulus of around a few percent were induced by misaligned
tests. However, in that investigation the alignment angles were calculated before a series of tests were
conducted and therefore, small changes in the alignment angles resulting from the assembly of the
impacted components were not measured. Although these small deviations would likely have a minor
effect on the identified modulus, more significant effects could be expected in localised properties,
e.g. failure stress [115]. Alignment-induced effects can be detected from a deviation in the expected
stress-strain response however, this approach could be complicated when assessing the non-linear shear
response of composites.
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Wave guide

*Yaw’ vernier

(a) Polymer rod used for the initial alignment of the (b) Five-axis stage showing the verniers used for the
wave guide. pitch and yaw angle readings.

(c) Side-on alignment test configuration with a view (d) Image recorded during a side-on alignment test.
of the wave guide on the foam stand. Markers in yellow show the locations used to measure
the relative angle between the wave guide and the pro-

jectile.

(e) Top-down alignment test configuration with a view (f) Image recorded during a top-down alignment test.
of the mirror stand manufactured for the tests.

Figure 4.7: Experimental set-up and images recorded during the projectile/wave guide alignment tests.
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4.2.5 In-test projectile and wave guide alignment

For the IBII tests on DIC samples, a new method was used to measure the alignment between the
projectile and the wave guide during an experiment. This was achieved by positioning two contacts
at four locations on the wave guide as shown in Figure 4.8 (a). These contacts were part of an elec-
trical circuit that generated a voltage spike when shorted by the incoming projectile, as shown in
Figure 4.8 (b). Together with the speed of the projectile, the pitch and yaw angles were calculated
from the difference in time between the top and bottom, and left and right rise-times, respectively.
In principle, this was a low-cost version of the method used to measure tilt angles in plate impact
experiments [120]. Figure 4.8 (c) gives a schematic showing the parameters used to calculate the
pitch angle, which was obtained from the relationship 6 = sin™! 7, where s = v x (t7 — tp), v is the
projectile velocity and [ is the diameter of the wave guide. Here, t7 and tp are the rise times for the
top and bottom locations on the wave guide, determined from the time that the trace started to rise
above zero. The voltage rise times can be seen in Figure 4.8 (b), which plots the results obtained from
one of the tests. Note that the trace from the top contact had a different profile to the remaining
contacts because a different circuit was used to produce the voltage spike (see Appendix C). A similar
procedure was used to calculate the yaw angle from the rise times t;, and tr, from the left and right
locations on the wave guide, respectively, as shown in Figure 4.8 (d). The procedure for constructing
the contacts and aligning the sample on the wave guide is given in Appendix C.

One advantage of this technique is that the overall resolution of the angle calculation (0.05°) was
finer than the pre-test alignment method (0.23°). This was a result of the high temporal resolution
of the oscilloscope (50 ns) used to record the difference in the impact times and the relatively-high
spatial resolution of the image (0.02 mm/px) used to measure the distance between the contacts
positioned on the wave guide. However, this resolution would have been finer than 0.05° if printed
contacts were used rather than the hand-cut copper tabs, which decreased the accuracy of the value of [
measured from the wave guide image shown in Figure 4.8 (a). Nevertheless, the main advantage of this
technique is that the alignment measurements can be made during each test that material properties
are identified from. Effects on the in-plane modulus identification from the degree of misalignment were
obtained experimentally and are presented later in Chapter 7. In this investigation, in-test alignment
measurements confirmed that when the pre-test alignment procedure was followed (i.e. the pitch
and yaw angles were within 1 pixel or 0.23°), there was insignificant effect on the identified in-plane
transverse and shear moduli. This was likely a result of Saint-Venant’s principle in dynamics [57], as
alignment-induced effects diminish at a certain distance from where the load is applied.

4.2.6 Wave guide and sample alignment

The second target assembly interface where alignment was considered was that between the wave
guide and the sample. In IBII tests, it is important that the specimen has a flat impact edge, with
a surface that is perpendicular to its long edge. This will ensure that the long edge of the sample
is perpendicular to the back face of the wave guide, when viewed from the top-down perspective in
Figure 4.9 (a). Assuming that the wave guide faces were perpendicular to its axis within general
engineering tolerances, a flat specimen impact edge will allow the loading pulse to transition from
the wave guide to the specimen with minimal out-of-plane effects. Before the IBII tests were con-
ducted, macroscopic ‘top-down’ images of the impact edges from a representative group of six UD45°
specimens were taken. ImageJ was then used to measure the impact edge angles as shown in Fig-
ure 4.9 (b). A diagram showing the measurement locations and their values is given in Appendix B,
where the mean angle was measured as 90.13° £ 0.37°. Here the ‘4’ value was taken as the SD of
all measurements taken. However, it is noted that the macroscopic images only provided a 2D view
of the top surface of the specimen and consequently, did not reveal the angular variance along the
specimen height. Therefore, in this work it was assumed that the manufacturing tolerances resulting
from the standard material specimen cutting operation were sufficient to provide a flat impact edge
on the specimen, and did not contribute to any 3D loading of the specimen.
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(a) Wave guide with four contacts. (b) Voltage-time history from the contacts.

Projectile th Projectile

tT ; S
Wave guide -4

Sample Wave guide

9 i

(c) Schematic for the in-test pitch angle calculation.  (d) Schematic for the in-test yaw angle calculation.

Figure 4.8: Four contact pairs positioned at the ‘Top’, ‘Bottom’; ‘Left’ and ‘Right’ positions on the
wave guide in (a) and the voltage—time history from each location recorded during a test in (b).
Schematics showing the variables used for the calculation of the pitch and yaw angles between the
projectile and the wave guide are shown in (c¢) and (d), respectively. Note that the angle of the wave

guide has been exaggerated to highlight the angles.

(b) Macrograph of a sample edge.

(a) Sample adhered to a wave guide.

Figure 4.9: (a) Top-down image of the sample and wave guide and (b) macrograph of the sample edge.

The procedure outlined in Appendix C was undertaken to maintain consistency in the positioning of
the samples on the wave guides for each test. After each sample was positioned and adhered to a wave
guide, a top-down image of the assembly was taken like that shown in Figure 4.9 (a). ImageJ was
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then used to measure the angle of the sample relative to the back face of the wave guide. If the angle
was measured outside the range of 90° £+ 0.7°, the sample was removed, cleaned and re-positioned on
the wave guide, ensuring that the measured angle was within this range. Table C1 in Appendix C
provides the measurements obtained from the IBII tests on DIC samples.

4.2.7 Displacement calculations: the Grid Method

Full-field displacement maps were obtained from the deformed grid images using the Grid Method.
A thorough explanation and review of the Grid Method can be found in [31] and therefore, only a
summary of the main steps in this application is given here. For this work, an open source Matlab
code containing the Grid Method procedure in [31] was used to calculate the displacement fields. The
main steps in the Grid Method can be summarised as follows:

1. Phase maps. A windowed discrete Fourier transform is used to calculate phase maps from the
specimen grid deformation images recorded by the camera.

2. Spatial unwrapping. For deformations that are more than one grid pitch, the calculated phase
can extend beyond a single wavelength i.e. lie outside the domain (-7, 7). When this occurs,
integers of 27 radians are added to the phase maps. To illustrate why this is done, consider the
schematic in Figure 4.10 (a), showing a specimen with a simplified grid before and after impact
from a projectile at times t1 and ¢2, respectively. At t2 the grid has deformed from the incoming
compressive wave. Figure 4.10 (b) gives a representation of the spatial frequency of the first
four squares in the grid before impact at ¢1, indicated by the blue line on the amplitude against
phase plot. The red line is the phase representation of the deformed grid at ¢2, considering only
the first three squares for brevity. For illustrative purposes, the phase calculated at the square
closest to the impact edge (square #1 at t2) is greater than 27 however, the windowed discrete
Fourier transform interprets this phase as 7/4. In reality, the phase has extended beyond the (-,
m) domain by /4, so the actual phase should be 97 /4. If the calculated phase at ¢2 was 7/4, a
discontinuous jump in the phase would occur in this region, as values within the (-7, 7) domain
suddenly drop (incorrectly) to m/4. As described in [117] the Matlab code used to calculate the
phase maps in this work incorporates a phase unwrapping algorithm described in [121].
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(a) Representation of a simplified grid before and after (b) Representation of the phase change between two
deformation. simplified grids.

Figure 4.10: Illustration of the spatial unwrapping requirement for a phase calculated from a defor-
mation greater than one grid pitch.
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3. Temporal unwrapping. Integers of 27 radians are added to the phase maps where the calcu-
lated phase extends beyond the domain (-7, 7) between frames (i.e. in time).

4. Phase difference maps. Phase difference maps are calculated by subtracting the phase map
of a reference un-deformed grid (reference phase) from each phase map in the loading history.

5. Displacement calculation. The displacement fields are calculated from the phase difference
between the reference and deformed images and the grid pitch p using the equation:

Equation 4.3 provides the initial guess for the displacement calculation. However, the iterative
procedure outlined in [31] is used to obtain the corrected displacement value, accounting for grid
defects and the relative movement between frames.

Table 4.2 provides a summary of the Grid Method processing parameters, where phase calculations
were made at every pixel using a bi-triangular window with a width of nine pixels. This domain was
selected for phase calculations considering results from the analysis in [122]. Note that sizing of the
spatial and temporal smoothing kernels is discussed in Chapter 5.

Table 4.2: Grid Method specifications.

Grid pitch 0.9 mm

Grid sampling 5 pixels.pitch ™!

Grid configuration Black squares on white background
Analysis window Bi-triangular

Window width 9 pixels

Phase calc. step 1 pixel

Disp. calc. method  Iterative [31]

One difficulty of using the Grid Method in this application results from the low pixel fill factor of
the Shimadzu HPV-X camera used in the IBII tests [29, 123]. The low fill factor produces image
distortions amplified by the presence of sharp edges (high spatial frequencies in the image) [124]. This
problem is reduced by slightly blurring the recorded image by changing the lens focus. An optimal
level of blurring is determined prior to each IBII test with an out-of-plane movement test. In this
test, a reference image is recorded with the camera and loaded into grid image processing software
that calculates the grid phase. The stand-off distance between the camera and the specimen is then
changed by a known amount using a horizontal translation stage to which the camera is secured. This
simulates a hydrostatic strain over the specimen surface. The software calculates the phase change
between the two images and the resulting displacement using the Grid Method. Strain is then derived
by spatial differentiation of the displacements. The resulting strains should be uniform however, fill
factor effects lead to the presence of oscillations in the strain maps. Therefore, the amount of blurring
is adjusted and the process is repeated until the strain oscillations disappear. An adverse consequence
of blurring the image is that its dynamic range is reduced and therefore the light intensity on the flash
light may have to be increased or alternatively, the lens aperture can be opened.
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4.2.8 Displacement calculations: Digital Image Correlation

In addition to the Grid Method, Digital Image Correlation (DIC) was used to derive displacement
fields from images recorded during IBII tests. For this application, the focus was on traditional subset-
based or local DIC rather than global DIC methods. DIC theory has been extensively described in
many texts (e.g. in [55]) and is not covered here. Rather, a summary of the main steps involved in
this DIC application is given. After a set of deformed speckle images are obtained, subsets are first
defined within the region of interest (ROI) on a reference image, as shown in Figure 4.11. The overall
aim is to obtain the displacement vector u between the centre of each subset on the reference and
deformed images. A summary of the main actions in this process are listed below:

1. Correlation criterion. As the reference subset (centre) position is known, the position of the
subset on the deformed image needs to be located. This is commonly obtained as the subset
with the minimum Sum of the Squared Differences (SSD) in the subset pixel grey levels on the
displaced image using the equation:

min* = (G, - F? (4.4)

[ASEAL -
7

where F' and G are the reference and deformed images, respectively, and 2 is the function
to be minimised for i = 1:n pixels in each subset [55]. Variations in contrast between the
recorded images (which can result from e.g. non-constant illumination) can be accounted for by
subtracting the mean contrast from each subset through the expression:

_ 2
i

where G; = 13" G; and F; = L " F,. In this work, a Zero-Normalised Sum of Squared Dif-

ferences (ZNSSD) criterion was applied. This criterion provides additional compensation for

contrast contraction and expansion (or the contrast scale), by normalising the pixel grey levels

in the deformed image in the equation:

2
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Equation 4.6 gives the ‘initial guess’ of the displaced coordinates with integer pixel accuracy.

2. Interpolation function. Pixel grey levels at non-integer pixel locations were determined by
fitting cubic splines to the surrounding pixel grey levels. Values between four pixel centres were
interpolated from the corner and adjacent pixels, in both the x and y-axis. Therefore, bi-cubic
spline interpolation was applied in this work.

3. Shape function. In Equation 4.6 the subset is permitted to move to a new position in its
original ‘square’ shape. For this DIC application, the subset deformation was constrained using
an affine shape function, allowing for rigid body translation, rotation and shear deformation.
Therefore, the shape of the subset was permitted to deform like that shown in Figure 4.11.

4. Displacement calculation. The displacement vector u is obtained by subtracting the centre
positions of a deformed subset P(x2,y2) from the reference subset P(x1,¥), from all subsets on
each deformed image.
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Figure 4.11: Schematic showing a reference speckle image with a region of interest (ROI) and subsets.

Deformed speckle image sets obtained from the IBII tests were processed in MatchID using the pa-
rameters listed in Table 4.3. Here, the speckle pattern had an average speckle size of approximately
4x the 0.18 mm.pixel ! magnification of the imaging setup (giving an average speckle size of approx-
imately 0.72 mm). This ensured that the average speckle size was between the 3 to 5 pixel range
and therefore, aliasing effects would be minimised during image digitisation [125]. Next, a subset size
of 13 pixels was selected so that the spatial resolution was close to the sampling used for the grids
(5 pixels.pitch~!). Using 4 pixel speckles and 13-pixel subsets would provide ‘uniqueness’ in the subset
grey level distributions, leading to higher correlation coefficients. Displacement values at each pixel
were obtained with a step size of one, so that field sampling was similar to the Grid Method values.
Using the local DIC approach causes a loss in displacement field data equal to half a subset size
around the specimen edges. Therefore, MatchID’s missing data compensation option was employed to
reconstruct this data using the subset’s affine shape function. Note that in this work, DIC was only
used to derive displacement fields and not strains.

Table 4.3: DIC processing parameters.

Software MatchID
Subset size 13 pixels

Step size 1 pixel
Correlation criterion ZNSSD

Shape function Affine
Interpolation method Bi-cubic spline
Image pre-filter None

Image size 400250 pixels
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4.2.9 Strain and acceleration calculations

As explained in [29], when calculating displacements with the Grid Method, one grid pitch worth of
data is erroneous at the specimen edges. For this work, a ‘padding’ technique was used to first crop
the ‘corrupted’ data and replace it with extrapolated values. This technique has shown to improve the
material property identification when using the VFM and DIC in [126]. For test results processed in
this report, the edge data extrapolation method developed in [65] was selected. Here, one grid pitch
worth of horizontal u, displacement data was first removed. A linear fit to the displacement values
over one grid pitch within the cropped edges was then extrapolated over the cropped region. This
procedure was also performed on the vertical u, displacements.

Following the edge padding procedure, spatial smoothing was applied to the displacement fields to
reduce the effects of camera noise on the strain calculations. Without spatial smoothing, camera noise
is amplified by the spatial differentiation used to determine the strains. Therefore, Gaussian spatial
smoothing was applied to the displacement fields prior to the strain field calculations. Sizing of the
Gaussian smoothing kernel was determined from an image deformation study, which is described in
Chapter 5. After spatial smoothing, the strain fields were obtained by differentiating the displacements
once, with respect to space. Temporal smoothing was also required to mitigate the effects of camera
noise on the acceleration fields. Third-order polynomial smoothing was applied to the (un-smoothed)
displacement fields prior to the acceleration field calculations. The number of frames used for temporal
smoothing was also determined in the image deformation study. Following temporal smoothing, the
acceleration fields were calculated by twice differentiating the displacements with respect to time.
Differentiation of the displacement fields was performed with an in-house developed Matlab code
using the gradient function [29]. Here, a centred finite difference approach was used so that gradients
were calculated from one data point forward and backward from the calculated value.

4.2.10 Strain rate calculations

IBII test strain rates are inherently heterogeneous in space and time. Peak average strain rates give
the upper limit of the strain rate range experienced by the material, reported here as the maximum
value from all specimen slices over the loading duration of the test. In order to give an indication of
an ‘effective’ strain rate, we define a second strain rate quantity, which is the strain-weighted strain
rate:

s 2?11 it lez€nn]

€2 = (4.7)
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where f is the frame, f; is the total number of frames recorded during the test (128) and n is the
number of spatial sampling points. Smoothing kernel edge effects were removed from the calculation
by cropping the strain and strain rate fields by Sx/2 + one grid pitch from all edges, where S is
the spatial smoothing kernel size in pixels. Given the nominal sample dimensions of 70x43 mm,
0.18 mm.pixel ™! sampling and S}, = 25 pixels, the total number of pixels or spatial calculation points
n was 71,104. However, n varied for each sample because of the different sample dimensions and
smoothing kernel size selected to process the laminate configuration (see Chapter 5).
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4.2.11 Modulus and failure stress identification for the UD90° case

Experimental data processing procedures for the UD90° case modulus and failure stress identification
are thoroughly explained in [29, 117]. Therefore, only a brief description of the procedure is given
here, as the focus of this report is on the UD45° case. Displacement fields obtained using the grid
method or DIC are generated in the global coordinate system. For the UD90° case, the material
coordinate system is aligned with global coordinate system and therefore, the global acceleration and
strain fields can be used directly to establish average stress-strain relationships along vertical slices
on the specimen surface (see Section 3.3.1 of Chapter 3). Transverse modulus values for each slice
are then obtained from linear fits to the linear part of the stress-strain response. Here, the spatial
variation of transverse moduli along the specimen surface is revealed. Averaging these values over the
specimen length, or a portion of the specimen length then gives an overall average identified modulus
value. For the UD90° samples, moduli were obtained over the middle 50% of slices so that spatial
smoothing effects at the vertical edges, and low signal-to-noise data at the free-edge were not included
in the identification. Transverse stress-strain curves and the transverse modulus spatial variation over
a UD90° IBII test sample are given in Chapter 6.

For the UD90° specimens that formed a crack during the IBII tests, the crack location, time of failure
and failure stress value were obtained by realising that a crack can be detected as a spuriously high
‘strain’ concentration in the strain fields, which is in fact not a strain but a crack opening. The
failure location was determined by scanning through the unsmoothed strain fields and finding regions
of concentrated strain. Additionally, the specimen deformation images recorded by the UHSV camera
will often show the crack location. In order to determine the time of failure in the specimen, the
stress calculated using a constitutive law and the strain fields @55 (¢) was plotted against the stress
calculated with the LSG equation 7,z (LSG) (see Section 3.4 of Chapter 3) over a ‘virtual gauge
area’ surrounding the crack, as shown in Figure 4.12. The point at which the two stresses diverge
gives the onset of the spuriously high ‘strain’ value i.e. the onset of crack formation. At this time, the
LSG stress reaches a maximum, which gives the time of failure and the failure stress. In this work, a
virtual gauge size of 20 x 30 pixels was used to track the average stress values in the vicinity of the
crack over the loading history. The crack location, time of failure, failure stress value and the location
of the virtual gauge is shown for an example specimen in Chapter 6.
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Figure 4.12: Stress calculated using a constitutive law and the strain fields @75 (¢) and the stress

calculated from the LSG equation 75;7(LSG) over a ‘virtual gauge area’ surrounding the crack,
against time.
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4.2.12 Modulus identification for the UD45° case

For off-axis composites, material properties are obtained from angled slices aligned with the principal
axis of the material coordinate system. Recall that in this work, the material coordinate system for
off-axis composites is aligned with the fibres. Therefore, it was first necessary to rotate the global
acceleration and strain fields into material coordinates by the off-axis fibre angle, using standard
rotation matrices. Angled slices are considered over the specimen surface and the stress component
averages over the slices are calculated using the stress gauge equations. Here, samples orientated
with the fibres at -45° use Equations 3.30 and 3.36, whereas samples orientated with the fibres at
+45° use Equations 3.33 and 3.37 of Chapter 3 (Note CCW+ convention). One of the processes in
calculating the stress averages on an angled slice is to determine @;° and @3°. Here, it is recalled that
Equations 3.30 and 3.36 take the form:

L_ pSa;®

P i=128 =2 (4.9)

i

This was achieved in four steps, as indicated in the flow chart in Figure 4.13 (a). Firstly, the ac-
celeration and strain fields were rotated into the material coordinate system using Equations 3.25
and 3.26 in Chapter 3. Example a; acceleration fields in global and material coordinates are given
in Figure 4.13 (b) to help illustrate the @;° calculation procedure. Next, an angled slice is applied to
the specimen. In this example, the slice is at -45° to the global x-axis as shown in Figure 4.13 (c),
where the number of measurement points on the diagram has been reduced for clarity. The coordi-
nates of the angled slice were determined by calculating the linear equation describing the slice in
the global (x, y) system, where the slope of this equation was determined from the fibre angle. In
this work, the x-coordinate of the slice was calculated from the y-coordinate of the specimen height.
Therefore, the number of x-coordinates considered was equal to the number of y-coordinate divisions
in the global coordinate system. The next step was to create a logical mask to be applied to the
rotated acceleration fields. This mask was generated by starting at the y-axis pixel location and scan-
ning horizontally along each x-axis pixel to determine whether it was less than the slice x-coordinate.
The process was repeated for each y-axis pixel location on the specimen surface, leading to a logi-
cal mask consisting of 1’s to the left of the slice and ‘Not a Number’ (NaN) values to the right, as
shown in Figure 4.13 (d). The logical mask was then applied to the rotated acceleration fields as in
Figure 4.13 (e) and @7° was calculated from the mean of each masked acceleration field. This process
was repeated for each frame and each slice on the specimen for both @i and @3°. Here, the range
of specimen slices started at the top left-hand corner of the specimen and progressed rightward, until
the lower slice coordinate intersected the impact edge, as shown in the schematic in Figure 4.13 (c).
Note that the slices did not intersect the impact edge, so that unknown forces were not included in the
average stress calculation. Slices can intersect the free-edge of the specimen, however in this report
the slices did not intersect the free-edge, so that the number of data points on each slice was consistent.

One of the drawbacks of this method is that it results in a ‘staircase’ approximation of @i” over the
angled slice, as shown in Figure 4.13 (c). A more accurate method could include a weighted average
of the pixel area to the left of the slice equations. However, the error resulting from the staircase
approximation to the acceleration surface average was validated with FE simulations in [127], where
the error between the calculated and FE modulus values was 0.3%. After the acceleration surface
averages were calculated, the surface area S was determined for each specimen slice using the equation
S = H(xo+ 0.5L cos ), recalling that H is the specimen height, x( is the distance from the free-edge
to the top corner of the slice, L is the slice length and 6 is the off-axis angle of the specimen. Lastly,
the slice length L was calculated from the specimen geometry and the angle of the fibres using the
trigonometric relationship L = H sinf. After all terms in Equation 4.9 were calculated numerically,
average transverse and shear stresses over each angled slice 3237 and 12%, respectively, were obtained.
Average shear stresses were also calculated from slices orthogonal to the sample fibres, which are
labelled slices 2 on Figure 4.13 (c).
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Figure 4.13: Flowchart and process to obtain @i° for an off-axis specimen on slice 1.

Before the average stress-strain curves could be produced for the off-axis samples, average strain
values along each angled slice were first determined. For 45° slices, slice strain values coincide with
the measurement points (i.e. on a pixel centroid), as shown in Figure 4.14 (a). With the exception of
a vertical slice, strain values on other slice angles do not coincide with the pixel strains and therefore,
strain interpolation to the slice is required. Interpolation of the strain values onto the angled slices
was performed in Matlab using the function scatteredInterpolant. First, the slice equation was overlaid
on the strain field and then the strain value at the x-coordinate of the slice was interpolated from
the adjacent data points. This process was repeated for each y-axis pixel location on the specimen
surface, as shown in Figure 4.14 (b), for all slices and time steps.
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Figure 4.14: Schematic showing how the strains are interpolated along (a) 45° slices and (b) 60° slices.

Average transverse and shear strains were calculated at each slice and plotted against their respective
average stress components. Elastic moduli were calculated at each slice from linear fits to the linear
portion of the stress-strain curves, using Equation 3.12 and Equation 3.13 of Chapter 3, respectively.
Finally, the transverse and shear moduli were identified as the average of all slice modulus values on
the sample. Contrary to the UD90° case, all of the slice data was used to identify moduli from the
off-axis samples. The reason for this was that data located on the angled slices was further away
from the specimen impact and free-edges and was therefore, less sensitive to edge effects within one
smoothing kernel size. Note that shear moduli were also identified from linear fits to average shear
stress-strain curves obtained from slices orthogonal to the sample fibres. In this report, the shear
moduli identified from slices 1 and 2 are G2 g1.1 and G2 g2, respectively. Stress-strain curves and
the spatial variation of transverse and shear moduli obtained from a UD45° specimen are given in
Chapter 6. In the next chapter, the procedure used to obtain optimised smoothing parameters for
experimental results processing is explained.
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Chapter 5

Image deformation simulations and
numerical verification

During image deformation, displacement fields from a finite element simulation with ‘known’ inputs
(loads, boundary conditions, mesh element size and material properties) are imposed on a synthetically
generated image. This process is repeated for each time step of the loading duration, resulting in a set
of deformed images from which material properties can be obtained. Because the simulation inputs
are known, systematic errors resulting from an experiment can be ‘incorporated’ in the deformed im-
age set. Therefore, the systematic and random errors resulting from a particular experimental setup
can be assessed before an actual test is conducted. Image deformation has provided researchers with
the opportunity to analyse the effects of changing various parameters on data obtained from full-field
experiments e.g. in [28, 65, 124, 126, 128-133]. A key benefit of image deformation is that these effects
can be studied prior to a test being performed, saving time and money in material property identi-
fication campaigns. Another advantage of incorporating image deformation is that one can obtain
‘optimised’ processing parameters, which minimise systematic and random errors in material proper-
ties identified from experiments. Some of these processing parameters include camera pixel array size
and framing rate (particularly in dynamics), image pattern specifications, image contrast, noise and
technique specifics e.g. speckle size for DIC.

This image deformation study assesses the systematic and random errors resulting from the IBII
test setup, from which high strain-rate composite moduli were identified (see Chapter 4). It then
shows how these errors change when different combinations of spatial and temporal smoothing were
applied during the identification process. It is difficult to quantify the magnitude of the experimental
systematic and random errors because the experimental (or actual) dynamic moduli are unknown.
Therefore, ‘reference’ material properties were first specified in the finite element simulations of the
IBIT tests from which the deformed image sets were created. Prior to this work, the material’s strain-
rate sensitivity was unknown, so the quasi-static moduli were used for the reference value. Deformed
image sets were then processed with a range of smoothing parameters in an image deformation sweep,
where the systematic and random errors (relative to the reference) were obtained. The smoothing
kernel combination that resulted in the best compromise between the systematic and random errors
was then selected to process the experimental images. The specific aims of this chapter are to:

e Predict errors in the modulus values expected from the IBII experiments.
e Compare the resulting errors and processing parameters from grid and DIC speckle images.

e Obtain optimal smoothing parameters that give the best compromise between systematic and
random errors on the identified moduli.
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5.1 Image deformation procedure

5.1.1 Finite element simulation

The first step in the image deformation procedure was to produce finite element simulations of IBII
tests on UD90° and UD45° samples. Each simulation was verified by identifying moduli from the
stress and strain fields (FE calculated) with the methods explained in Chapter 4, ensuring that less
than 1% difference from the reference values listed in Table 5.1 was obtained. During the verification
process, an optimal mesh size was determined from an element size dependence study, where the
calculated modulus values converged using a mesh element size of 0.25 mm. Figure 5.1 (a) shows the
sample dimensions and the impact edge that was loaded with the pressure profile 0., (t) illustrated
in Figure 5.1 (b), which was reconstructed from an experimentally-obtained loading pulse. Numer-
ical instabilities in the finite element calculations caused by high frequency oscillations [134] can
be controlled with Rayleigh damping via the stiffness proportional damping coefficient 8. However,
damping and bulk viscosity were disabled because the ‘smooth step’ function in Abaqus produces a
smoothly-varying pulse that does not excite any high-order frequencies. Average stress-strain curves
were reconstructed from angled slices on the finite element stress and strain fields (directly). This
ensured that edge effects generated from calculating acceleration and strain fields from displacements
were removed from the model verification. Figures 5.1 (c¢) and 5.1 (d) give the UD45° simulation ego
strain and o9y stress fields at 20 us, respectively. Here, the dashed black lines show the range of slices
from which the stress-strain curves were reconstructed. Figure 5.1 (e) shows the o99 vs. €99 curve
from the angled slice at the position ¢ = 12.9 mm, which is indicated as the red dashed line on Fig-
ures 5.1 (¢) and 5.1 (d). Modulus values were identified by averaging the moduli over the range of xg
positions on the sample (black dashed lines on Figures 5.1 (¢) and 5.1 (d)), as shown in Figure 5.1 (f).
Here, the Fs9 identification utilised the constitutive relationship given in Equation 3.12 of Chapter 3,
which assumes that the fibre strains are small relative to the matrix strains.

Table 5.1: Finite element simulation parameters used for the image
deformation procedure.

Solver Abaqus/Explicit

Element type CPS4R! with hourglass control
Specimen size 70x44x4 mm

Element size 0.25%0.25 mm

Material model Lamina, Elastic

Density 1.57x10% kg.m ™3

En 135 GPa [20]

FEao 8.0 GPa [20]

G12 4.0 GPa [20]

V12 0.32 [20]

V21 0.019

Load Experimentally derived (see Figure 5.1 (b))
Time steps 128

Output step time 0.5 us
Solver time step 1/ V2 : 1 x critical time step
Damping Disabled

19D plane stress four-node reduced integration point
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Figure 5.1: Setup and results from the finite element simulation of a UD45° IBII test sample. The
sample mesh is shown in (a) and the applied load in (b). The €9 strain and oyy stress fields at
20 ps are given in (c) and (d), respectively, where the dashed red lines indicate the slice at position
o = 12.9 mm from which the o992 vs. €22 plot in (e) was constructed. The Fao modulus vs. xo position
is given in (f), where the range of g positions is shown overlayed on the fields in (c) and (d) as dashed

black lines.
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5.1.2 Synthetic image generation

The second step in the image deformation procedure was to generate a synthetic image that would be
artificially deformed using the finite element displacement fields. In this project, two types of synthetic
images were produced: a Grid Method ‘grid’ and a DIC speckle pattern. Details of how each image
type was generated and subsequently deformed are now described.

Synthetic grid image
A synthetic grid image comprising of solid white squares and a black background was used for the grid
image deformation simulations. Figure 5.2 (a) shows the grid image generated using the equation:

G(x,y) =2° [Io + % (1 + cos (27;:10)) (1 + cos (?))] (5.1)

where G(z,vy) is the grey level intensity of the sinusoidal grid, b is the bit depth of the image, Iy is
the average illumination expressed as a fraction of the dynamic range (between 0 and 1), ~y is the
contrast amplitude expressed as a fraction of the dynamic range (between 0 and 0.5) and p is the
grid pitch [117]. Similar to an image generated with the Shimadzu HPV-X camera, the synthetic
grid image was initially encoded with 10-bits of information. The size of the image was equal to the
camera array size (400 x 250 pixels) and included 10 pixels of free space at the free-edge and 2 pixels
of free space above and below the grid. Note that the pixel grey level of the free space was equal to
the mean grey level of the grid. Therefore, the size of the actual ‘grid’ within the synthetic image
occupied 390 x 246 pixels. Sizing and the location of the grid within the synthetic image was made
to be similar to an experimentally obtained grid image, like that shown in Figure 4.5 of Chapter 4.
Including free-space around the grid permitted deformation and rigid body translation of the grid
within the bounds of the FOV, similar to an IBII test image. The synthetic grid image histogram
given in Figure 5.2 (b) shows a relatively narrow grey level distribution within its dynamic range, due
to its formulation from Equation 5.1. Note that the histogram shows the pixel counts and pixel grey
levels for the pattern area only, i.e. it does not include the free-space surrounding the pattern.

Digital speckle image

Optimised smoothing parameters for processing the IBII test samples with DIC were also obtained
using image deformation. For this work, a synthetic DIC speckle image with an average speckle size
of 4 pixels was created using the computer generated pattern described in [135, 136]. With this design
the position and size of the speckles is controlled with respect to the size of the sample. The speckle
pattern is generated by first constructing a random distribution of white and black pixel grey levels
over a domain defining the pattern edges. The average speckle size is then controlled by the threshold
frequency of a low-pass filter applied to the image [137]. The pixel grey levels in the synthetic speckle
pattern were multiplied by 210, so that the image was initially encoded with 10-bits (similar to the grid
image). Because the original speckle pattern was produced from a binary image comprising of only
black or white pixels, a Gaussian filter with a standard deviation of 1.25 was applied to increase the
distribution of grey levels within the dynamic range. This minimised sharp transitions from black to
white pixel grey levels in the image, which can induce displacement field distortions during processing.
The image contrast was then matched to an experimentally obtained image. This was achieved by
adjusting the minimum and maximum pixel grey levels in the speckle pattern shown in Figure 5.2 (c)
until the resulting histogram, shown in Figure 5.2 (d), resembled that from a experimental static
image. A link to the Matlab application Optimised Speckle Generator used to create the image is
provided in the digital dataset located at the end of this thesis. Similar to the synthetic grid image,
the size of the speckle pattern was 390 x 246 pixels and including the free-space around the pattern,
the FOV was 400 x 250 pixels. As the 70 mm specimen occupied the full 390 pixels of the speckle
pattern, the resulting magnification of the image was 0.1795 mm.pixel"'. Table 5.2 provides the
specifications for the synthetic DIC speckle images.
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Figure 5.2: Synthetic grid and speckle pattern images (16-bit) and their histograms.

Table 5.2: Synthetic DIC speckle pattern specifications.

Pattern Optimised [135, 137]

Printer resolution 446x451 PPI

Average speckle size 4 pixels

Image filter Gaussian, SD = 1.25

Image size 400 x 250 pixels

Bit depth 10-bit (deformed images scaled to 16-bit)

5.1.3 Deformed image sets

Displacement fields from each finite element simulation output step were imposed on the synthetically
generated images, creating sets of deformed grid and speckle images as shown in process schematic
shown in Figure 5.3. Deformed analytic grid images were produced by interpolating the undeformed
synthetic grid image pixel centroids to the finite element simulation u, and u, nodal displacements,
and then inserting them into Equation 5.1. However, a different process called sub-pixel interpolation
was used to deform the ‘random’ DIC speckle patterns. Here, the resolution of the synthetic image
was initially made finer by linearly interpolating the pixel grey levels by a factor of five, as described
in [124, 126]. Nodal values in the finite element displacement fields were then interpolated to the up-
sampled synthetic image coordinates. Finally, the displaced image was down-sampled by averaging
over the original pixel area, returning the image to its original size. Without these up-sampling and
down-sampling processes, the finite element displacements can be applied to pixels adjacent to the
desired location. This can lead to errors in the calculated kinematic fields [126] and material properties
during processing with full-field techniques. Each deformed image was then scaled to 16-bits, similar
to an image that is generated with the Shimadzu HPV-X camera. The Matlab script used to create
the deformed image sets can be accessed from the link to the digital dataset.
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(b) Three of the 128 grid and speckle images from the deformed image sets.

Figure 5.3: Schematic giving an overview of the deformed image set creation where the finite element
displacements in (a) are imposed on the synthetic images, creating a set of deformed images represented
in (b) for each time step of the simulation (0.5 ps inter-frame time, 64 ps total time).

Despite the up-sampling and down-sampling processes, residual interpolation errors in the deformed
speckle image sets were anticipated [126]. Therefore, equal comparison was made between the speckle
and grid image deformation results by additionally analysing a grid image set deformed using sub-
pixel interpolation. Therefore in this work, image deformation results from three different types of
deformed image sets were compared:

e Grid images deformed using an analytical equation.
e Grid images deformed with sub-pixel interpolation.

e Speckle images deformed with sub-pixel interpolation.

5.1.4 Image deformation verification and sweep

In the last step of the image deformation process, material parameters were identified from the synthet-
ically deformed images using the same methods for processing experimental images (see Chapter 4).
Further interrogation of the deformed images was then undertaken to assess the following:

1) Systematic errors - no smoothing, no noise (verification)
2) Systematic errors - smoothing, no noise (combine with 3. to check noise-induced bias)

3) Systematic and random errors - smoothing and noise (obtain optimised smoothing parameters)
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The purpose of 1) was to verify that the systematic errors on the moduli identified from each image
type were reasonable (i.e. were within a few percent of the reference) without smoothing or added
noise. In assessment 2) the deformed image sets were processed using a range of spatial and tempo-
ral smoothing kernel size combinations (without the addition of simulated noise). For this analysis,
smoothing kernel sizes of S = [0, 11, 21, 31, 41, 51, 61] and T}, = [0, 5, 11, 15, 21, 25, 31| were assessed,
where Sy and T}, are the spatial and temporal smoothing kernel sizes, respectively. For assessment 3)
Gaussian white noise was added to the deformed image sets to simulate the noise generated from the
Shimadzu HPV-X camera in IBII tests [117]. Here, the noise field amplitude was iteratively adjusted
until the displacement field resolution obtained from a set of 128 static synthetic images matched that
from a set of experimental statics. Following this process resulted in noise amplitudes of 0.4% and
0.32% of the dynamic range for the grid and speckle images, respectively. In total, thirty copies of
images polluted with unique, random noise fields were assessed in the image deformation sweeps. Be-
fore the combined systematic and random error assessment, the results from 2) and 3) were compared
to ensure that there was no noise-induced bias on the systematic errors. This was expected to be low
due to the linear elastic material behaviour of the CFRP composite analysed here.

5.1.5 Definition of errors

Systematic, random and total errors on modulus values identified with the IBII test method were
assessed in the image deformation study. In this application, systematic errors result from the camera
pixel array size and selected framing rate, while random errors are generated from the amount of noise
in the recorded images. Spatial and temporal smoothing is undertaken to reduce the effects of noise
(i.e. random errors) on the identified modulus. However, there is a trade-off between systematic and
random error reduction with smoothing, in that increased smoothing will reduce the random error,
but can increase the systematic error (and vice-versa). In this image deformation study, the ideal
compromise between systematic and random errors on the identified modulus values was determined.
This was achieved by calculating the systematic, random and total errors on the identified moduli, for
a range of smoothing kernel sizes and noise representative of that present in a real test. The smoothing
parameter combination that minimised the total error on the identified modulus was then selected to
process the experimental results. In this work the systematic error Errgy, is defined as:

(Qii,ip — Qii,FE)

Qii,FE

L i=2,6 (5.2)

Errgys =

where @Q;; 1p is the mean identified stiffness over 30 noise copies and Qy; g is the reference stiffness
value specified in the finite element simulation material model. Here we recall that for this material
the transverse modulus Fas ~ Q22 and G2 = Qg (see Chapter 3). The random error is defined as
the SD of the calculated stiffness values over 30 copies of noise, normalised by the reference stiffness:

e 1 \/251(QZ,1D — Qii,FE)? 5.3)
" Quire N -1 '

where N = 30 total iterations and QZ ;p is the stiffness identified for the kth iteration. The total
error between the stiffness value calculated for each smoothing kernel size combination relative to the
‘reference’ stiffness specified in the finite element simulation is:

Errio = |Errsys| + 2Er7ran4d (5.4)
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5.2 Image deformation results: no noise

5.2.1 Numerical verification of the identified moduli

Prior to the error assessments, the modulus values identified from the grid and speckle images (without
smoothing) were compared to the finite element simulation results. UD45° case Eag vs. xo position
plots from the three deformed image types are overlaid in Figure 5.4. Here, the identified moduli
listed in the legend are the average of the modulus values obtained over the range of slices on the
sample, as shown on Figure 5.1 (f). Figure 5.4 shows that the transverse modulus identified from the
analytic grids of 8.11 GPa was within 0.63% of the finite element simulation value of Ess = 8.06 GPa.
This result was expected, as low errors were anticipated from the analytically deformed images. Grid
images deformed with sub-pixel interpolation were also within 1% of finite element value and therefore,
the method of deforming grids with sub-pixel interpolation was verified. Figure 5.4 also shows the
identified modulus value obtained from the speckle images, which was less stable over the specimen
width but also within 1.1% of the finite element calculation. Similar results were obtained from the
UD90° case Fa9 and the UD45° case (G152 identifications, which are catalogued in Appendix A. Given
that the moduli obtained from all three image types were within 1.1% of the finite element values, the
methods used to deform the images were considered verified. Note that these numerical verifications
of the identified modulus values were for the noiseless case, and that effects from noise were assessed
in the image deformation sweeps in the next section.

8-5 T T T T T T
B === =T moa/ ey [ FE simulation (3.06 GPa)
A — Grid, analytic (8.11 GPa)
S — Grid, sub-px int. (8.14 GPa)

Q8 4 px per spec. (8.11 GPa)

R T5r 1 |— Reference (8.00 GPa)

7.0 1 1 1 1 1 1

0 4 8 12 16 20 24
xo (mm)

Figure 5.4: UD45° case Faos vs. xg position results from the finite element simulation and the three
types of deformed image sets.

5.2.2 Systematic error analysis

Noise influences on the systematic errors obtained from each smoothing kernel combination were as-
sessed by comparing the results from the noiseless and noise-polluted images. Systematic error maps
from the noiseless and noisy images for the UD90° case Q22 identification from the analytic grids are
shown in Figures 5.5 (a) and (b), respectively. In these heat maps, the colour bar indicates the error
magnitude on the identified stiffness component resulting from each spatial and temporal smoothing
kernel size combination. Captions above each heat map indicate the type of error on the identified
stiffness component (in %). These maps show the effect of increasing the spatial kernel size on the
systematic error. As the spatial kernel size increases the strains are ‘smeared’, which increases the
calculated stiffness and makes the systematic error more positive. Effects on the systematic error from
an increasing temporal smoothing kernel size are also visible. When the temporal smoothing kernel
size increases, the accelerations (and calculated stresses) are ‘smeared’, so the calculated stiffness is
reduced and the systematic error becomes more negative. Figure 5.5 (a) also shows a green coloured
valley where the trade-off between the average stress and strain was in balance, giving an overall
reduced systematic error on the stiffness. For some of the stiffness components, it was difficult to
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assess the influence of noise on the systematic errors calculated from the noisy images ‘by-eye’. This
can be more explicitly seen in Figure 5.5 (c), which plots the noisy minus the noiseless systematic
errors for the UD90° case Q20 identification. From this result it was clear that after a small amount
of spatial smoothing was applied, effects from noise on the systematic errors were removed. Results
for the sub-pixel interpolated grids and speckles were similar, as shown in Figures 5.5 (d), (e) and (f)
and Figures 5.5 (g), (h) and (i), respectively. These trends extended to the UD45° case results, which
for brevity are not shown here but can be found in Appendix B. Given the low error magnitudes
obtained from the difference maps from all image types and sample configurations, influences from
noise on the systematic errors were deemed minor. This result was expected given the linear elastic
material model specified in the finite element simulation.
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Figure 5.5: Systematic error maps from the noiseless sweep, the noise sweep and the difference between
the noise and noiseless sweeps for the analytic grids (a)—(c), sub-pixel interpolation grids (d)—(f) and
sub-pixel interpolation speckles (g)—(i) for the UD90° case (22 identification.
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5.3 Image deformation results: noise

Systematic, random and total errors from a range of smoothing parameter combinations were obtained
from an image deformation sweep using the noise-polluted images. Here it is recalled that the range
of spatial and temporal smoothing kernels assessed were Sy = [0, 11, 21, 31, 41, 51, 61] and T} = [0,
5, 11, 15, 21, 25, 31]. Errors were obtained from each smoothing parameter combination [Sy, Tk] over
30 copies of noise, meaning that a total of 49 x 30 = 1470 calculations were performed in each sweep.
In the following heat maps, the red cross gives the smoothing kernel size combination that results in
the lowest error.

5.3.1 Sweep results: UD90° case

Systematic, random and total errors on Q22 for the UD90° case are shown in Figure 5.6. Note that
the noisy systematic error map shown in Figure 5.6 (a) is the same as that shown in Figure 5.5 (a),
from which trends in the systematic errors were previously discussed. Figure 5.6 (b) shows the random
error, which was largely insensitive to spatial smoothing. The heat map also shows that only a small
amount of temporal smoothing was required to drastically decrease the random error, as indicated
by the large ‘blue’ area in Figure 5.6 (b). Observing the heat maps in Figures 5.6 (a) and (b), the
trade-off between systematic and random errors in relation to the smoothing parameters is revealed.
To demonstrate, in Figure 5.6 (a) there is a large ‘green’ area where systematic errors are low for
spatial and temporal smoothing kernel sizes between 10—30 pixels and 0—15 frames, respectively.
Over this range of smoothing parameters, one could select no temporal smoothing and obtain a low
systematic error, however this would result in the maximum random error, as indicated by the ‘red’
region in Figure 5.6 (b). Conversely, if too much temporal smoothing is applied, the systematic error
would become more negative, as indicated by the ‘blue’ region in Figure 5.6 (a). Although, it is noted
that the random error magnitudes were relatively low compared to the systematic error magnitudes,
meaning that the effects from the camera’s pixel array size and framing rate were more significant
than noise (over the range of smoothing kernels assessed). The dominance of the systematic error was
evident in the total error map shown in Figure 5.6 (c), which essentially represents absolute values
of the systematic errors. This heat map shows a large ‘blue’ valley of low total error, where effects
from the spatial and temporal smoothing kernels are balanced. Because the valley of low total error
spans a significant portion of the total error maps, there is some flexibility in the smoothing kernel
combination that can be selected to minimise errors under 1%.

Comparing the error maps in Figures 5.6 (a)—(c) and Figures 5.6 (d)—(f), no significant differences
were obtained from the grids deformed with the analytic equation and sub-pixel interpolation. There-
fore, errors obtained from the DIC images are comparable to the grids irrespective of the method
used to deform the images. Results from the DIC images are given in Figures 5.6 (g)—(i), which
were generally similar to the results from the grid images. However, the systematic error map in
Figure 5.6 (g) was slightly shifted upwards compared to the grid results in Figures 5.6 (a) and (d).
This upward shift was likely due to the lower spatial resolution resulting from the 13-pixel subsets
used to process the DIC images. With the lower spatial resolution, the acceleration (and calculated
stress) fields are ‘smeared’ and the identified modulus value is reduced. As indicated in Figure 5.6 (g),
additional spatial smoothing was required to smear the strains, increase the modulus and reduce the
systematic error. Overall trends in the random error magnitudes from the DIC images were similar to
the grids, with values spanning from 0.02—0.08% over the range of smoothing kernels evaluated here.
The slight upward shift in the systematic error map translated to the total error map shown in Fig-
ure 5.6 (i). Here, the location of the ‘red’ cross gives the smoothing parameter combination resulting
in the minimum error, which was slightly higher for the DIC images compared to the grids. Given
the large ‘blue’ valley of low total error magnitudes, one could select similar smoothing parameters to
process both grid and DIC images for the identification of Fs in the UD90° case.
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Figure 5.6: UD90° case systematic, random and total error maps for the identification of Q92 from
the (a)—(c) analytic grids, (d)—(f) sub-pixel interpolation grids and the (g)—(i) speckle images.

5.3.2 Sweep results: UD45° case

Systematic, random and total error maps for the UD45° case Q22 identification from the three image
types are given in Figure 5.7. The Q22 systematic error map from the analytic grids in Figure 5.7 (a)
revealed a slightly unbalanced relationship between the spatial and temporal smoothing kernel sizes.
This trade-off was more balanced for the UD90° case however, the angled fibres in the UD45° samples
generated more complex kinematics, which resulted in a different relationship between spatial and
temporal smoothing. Trends in the UD45° case Q22 random error maps were similar to the UD90°
case, however the random error magnitudes were slightly higher at around 0.3%. This higher random
error magnitude was expected because of the slightly lower signal-to-noise ratio obtained from the
UD45° case €99 strain fields. The unbalanced relationship between the spatial and temporal smooth-
ing effects on the systematic error influenced the total error map shown in Figure 5.7 (c¢). Overall, the
UD45° case (22 error maps from the analytic and sub-pixel interpolation grids were similar, which
can be seen comparing Figures 5.7 (a), (b) and (c) with Figures 5.7 (d), (e) and (f). However, the
UD45° case Q22 systematic error map obtained from the DIC images was shifted downwards com-
pared to the grids, as shown in Figure 5.7 (g). This can be more easily seen when comparing the
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systematic errors for the no-smoothing condition, which were around 1% for DIC and -0.1% for the
grids (compare the lower left-hand corner of Figures 5.7 (g) and (a)). The reason for the downwards
shift in the DIC case systematic error heat maps was likely a result of the reduced spatial resolution of
DIC. This leads to increased systematic errors in the spatial gradients of the displacements (strains)
and the temporal gradients (accelerations), both of which contribute to the identified stiffness. The
random and total error heat maps from the DIC images again followed the trends obtained from the
grid images in terms of overall shape and magnitude, as seen in Figures 5.7 (h) and (i). For the
UD45° case, less spatial smoothing was required to reduce the total errors on the (95 identification
(compare Figures 5.7 (i) and (c)). Considering that there was already some inherent spatial smoothing
coming from the 13-pixel subsets, this result seemed logical. However, this was contrary to the UD90°
result shown in Figure 5.6 (g), where more spatial and temporal smoothing was required compared to
the grids in Figure 5.6 (c¢). These results implied that the strains and accelerations (and calculated
stiffness) were affected differently by the lower spatial resolution in each sample configuration.
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Figure 5.7: UD45° case systematic, random and total error maps for the identification of Q9o from
the (a)—(c) analytic grids, (d)—(f) sub-pixel interpolation grids and the (g)—(i) speckle images.
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Error maps for the UD45° case QQgg identification from slices 1 and 2 are given in Figures 5.8 and 5.9,
respectively. One noticeable difference in the Qgg systematic and total error maps from the two slices
is that the trends from slices 2 are almost a mirror image of slices 1. As seen in the systematic error
plots from slices 1 in Figures 5.8 (a), (d) and (g), increasing temporal smoothing makes the systematic
errors more negative. Conversely, increasing temporal kernel sizes leads to more positive systematic
errors for the slice 2 results shown in Figures 5.9 (a), (d) and (g). Because the random error magni-
tudes were low, this trend was also clearly seen in the total error plots in Figures 5.8 (c), (f) and (i)
and Figures 5.9 (¢), (f) and (i). This observation can be attributed to the different average strain
and acceleration histories from the two slices obtained over the duration that the stiffness values are
calculated. To illustrate this point, representative slices parallel (slices 1) and transverse (slices 2) to
the fibres are shown overlayed on the 712 strain field at 20 us in Figure 5.10 (a). Average shear strain
histories from the two slices are shown alongside in Figure 5.10 (b). Here, the strains are plotted to
their maximum absolute value, which defines the fitting region for the stiffness identification. As the
slices see different average strains over the loading history, the systematic errors calculated from each
smoothing kernel combination will also be different, resulting in unique heat maps for each slice.
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Figure 5.8: UD45° case systematic, random and total error maps for the identification of Qgg 57,1 from
the (a)—(c) analytic grids, (d)—(f) sub-pixel interpolation grids and the (g)—(i) speckle images.
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Figure 5.9: UD45° case systematic, random and total error maps for the identification of Qgg 51,2 from
the (a)—(c) analytic grids, (d)—(f) sub-pixel interpolation grids and the (g)—(i) speckle images.

5.3.3 Optimised smoothing parameters

Optimised smoothing parameters were determined from the spatial and temporal smoothing kernel
combination that resulted in predicted total errors of less than 1% for both sample configurations.
Table 5.3 summarises the optimal smoothing parameters and the predicted errors (systematic, random
and total) on the identified moduli for the analytic grids and DIC images. For the UD90° case grids,
the total error was minimised to 0.05% with spatial and temporal kernels of 31 pixels and 15 frames, re-
spectively. With this smoothing kernel combination, the resulting systematic and random errors were
0.002% and 0.03%, respectively, as listed in Table 5.3. Therefore, this kernel combination (S;=31 pix-
els, Tp=15 frames) was selected to process experimental results from the UD90° grid specimens. For
the deformed UD90° case speckle images, the total error on the identified transverse modulus was
minimised to 0.06% with a smoothing kernel combination of S;=51 pixels, Tp=21 frames. However,
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another blue region of low total error can be seen on the left-hand side of Figure 5.6 (i). In this region,
a smoothing kernel combination with lower kernel values of Sip=31 pixels, T =5 frames resulted in a
total error of 0.14%. As these smoothing parameters would also be used to process more localised fail-
ure stress properties, this smoothing parameter combination (S;=31 pixels, T =5 frames) was selected
to process the UD90° case speckle images. With this kernel combination the resulting systematic and
random errors were 0.03% and 0.06%, respectively, as listed in Table 5.3.
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position xyp = 12.9 mm. o = 12.9 mm.

Figure 5.10: UD45° case finite element simulation (a) shear strain field and (b) average shear strain.

In consideration of the total error plots for the off-axis case, it is clear that different kernel combinations
were required to optimise each of the modulus components. Different smoothing parameters could
be used to identify each modulus component individually however, this would increase the time to
process each test. Therefore, optimal smoothing was determined by selecting the temporal and spatial
kernel combination that minimised the sum of the total errors from all identified modulus components
using the Equation 5.5:

(Errior, Q22) + (Erriot, Qe Slice 1) + (Errior, Qeg Slice 2)

min 9.5
Sy, T, €(0:61,0:31) 3 (5:5)
Erry,;, Combined Erry,;, Combined
60 25 60 2.5
50 50
= 2 = 2
< 40 3 40
5 30 1.5 S 30 1.5
w5 20 & 20
1 1
10 10
0 —] 0.5 0 0.5
0 30
Ty (frames) Ty (frames)
(a) Analytic grids. (b) DIC speckle images.

Figure 5.11: Average of the total errors for all stiffness components for the UD45° case. The red cross
gives the smoothing kernel combination that resulted in the lowest combined total error.

75



Table 5.3: Random Err,,q and systematic Errg,s errors resulting from the smoothing parameter
combination [Sk, T}] that minimised the total error Err,y on the identified stiffness components, for
the analytic grid and speckle images.

Case  Comp. Analytic grid images DIC speckle images
Sk, Te]  Erreys  Errepa Errie [Sk, Tl Erreys  Errppg Errig
(Px, fr) (%) (%) (%) (Px, fr) (%) () (%)

UD90° Q22 [31,15]  0.002  0.03 0.05 [51,21]  0.009  0.02 0.06

[31, 5]'  0.03 0.06 0.14
UD45° Q22 [11,31]  -0.08 0.13 0.34 [0,31]  0.15 0.13 0.40
UD45° Qg6 5.1 [21,21]  0.06 0.08 0.23 [41,25]  -0.04 0.06 0.17
UD45° Qes 512 [11,15]  0.04 0.07 0.18 [11,31] -0.03 0.06 0.14
UD45° Eq. 5.4  [11,15] 0.17 0.10 0.51 [31,15]  0.52 0.07 0.72

1 Did not minimise the total error

Figure 5.11 (a) shows the average of the total errors from each UD45° case modulus component for
the analytic grids, where Equation 5.5 was minimised to 0.51% with spatial and temporal kernels of
11 pixels and 15 frames, respectively. The same process was applied to the speckle images, where
Equation 5.5 was minimised to 0.72% with spatial and temporal kernels of 31 pixels and 15 frames,
respectively. This region of minimum error for the combined modulus components can be seen from
the red cross in Figure 5.11 (b)). Table 5.3 gives a summary of the optimised smoothing parameters
used to process the experimental grid and DIC speckle images. It should be noted that for all cases,
quite a large area in the heat maps produced low errors (dark blue zones). This was reassuring as it
confirmed that the identification behaviour was rather stable over the range of smoothing kernel sizes
assessed. However, without this study one could have ended up selecting harsher spatial smoothing
leading to significantly larger systematic errors, or large random errors from not smoothing at all.
Therefore, the results generated from image deformation studies are useful for an informed selection.

5.3.4 Verification of using the quasi-static reference

After the IBII tests were performed, a single image deformation study was performed using the exper-
imentally obtained dynamic modulus values as the reference in the finite element simulation. Trans-
verse and shear modulus values of E9s = 10.0 GPa and G132 = 5.5 GPa obtained from IBII tests were
specified for both the UD90° and UD45° cases. Deformed analytic grid image sets were created and
processed with the optimised smoothing parameter combinations listed in Table 5.3, recalling that
these parameters were obtained from the image deformation sweep that used the quasi-static modulus
values as the reference. Similar to the previous analysis, 30 copies of noise were assessed in each sweep.
For the UD90° case, the total error on the identified Q2o modulus was 0.24%. Total errors on the
UD45° case Q22, Qs6, 1.1 and Qeg, 51.2 moduli were 0.82%, 0.35% and 0.67%, respectively. Because
the resulting errors on all modulus components for both cases were less than 1%, the approach of
using the quasi-static value as the reference in the image deformation simulations was reasonable.

76



5.4 Summary

In this chapter, results from an image deformation study provided the ability to make informed
choices when selecting smoothing parameters to processing full-field displacement data. Smoothing
parameters were selected to minimise errors in the high strain-rate modulus properties for off-axis
composites identified from IBII tests. A summary of the main findings of this chapter is given below:

e For both the UD90° and UD45° cases, the systematic, random and total errors in the stiffness
components identified from the synthetic grid images deformed through the analytic equation
and sub-pixel interpolation were similar.

o Generally speaking, for the imaging setup used in this project (Shimadzu HPV-X camera with
a pixel array size of 400x250 pixels and a frame rate of 2 MHz), a DIC speckle pattern with a
speckle size of 4 pixels could be used to identify stiffness values with predicted errors of £2.5%
and -1 to +3% for the UD90° and UD45° cases, respectively. Analysis of the systematic and
random error maps generated during the image deformation study was used to obtain optimised
smoothing parameters, which reduce these errors to less than 1%.

e More complex kinematics in the UD45° sample shifted the relationship between the spatial
and temporal smoothing on the systematic error, which was present for the UD90° case. This
highlights the importance of incorporating an image deformation analysis for material property
identification with off-axis samples, i.e. the UD90° case optimised smoothing parameters are
not transferable to the UD45° case.

o Additional spatial smoothing was required to offset the reduced UD90° case Q22 stiffness obtained
from the DIC images, resulting from the lower spatial resolution of the 13-pixel subsets compared
to the 5 pixel grid pitch. However, the more complex kinematic fields in the UD45° sample
required less spatial smoothing to minimise errors on the Qo9 stiffness identification from the
DIC images.

e The lower signal-to-noise ratio of the strains for the UD45° configuration led to an increased ran-
dom error magnitude compared to the UD90° case. Although the random error magnitudes were
low, noise-optimised virtual fields could be included in future image deformation analysis [77].

e Slightly more spatial smoothing was required to reduce the combination of errors in the UD45°
case (D22, Q66,51.1 and (g6, 51.2 stiffness values obtained from the DIC images compared to the
grids. This result was expected because the reduced spatial resolution from DIC affected each
stiffness component differently.
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Chapter 6

Experimental results 1: Grid Method

6.1 Quasi-static tests

Figure 6.1 (a) shows the transverse stress vs. strain response from the quasi-static tensile test on
UD45° Specimen 1. Transverse modulus Fso values were obtained from linear fits over the predom-
inantly linear region of the curve, to a transverse strain value of 2.0 mm.m~!. Figure 6.1 (b) shows
the shear stress-strain curve, which transitioned from a linear to a non-linear response at approxi-
mately 3.0 mm.m~!. This non-linear onset strain was similar to that reported in [32], who obtained
a value of 2.5 mm.m~! in similar tests on an MD=+45° configuration of the same material. Table 6.1
gives the mean transverse and shear moduli obtained from six tests on each specimen. Transverse
modulus values were corrected to account for fibre strains by fitting the g99 — Q12611 vs. €32 response
to obtain Q22 Corr, which is represented as the yellow line in Figure 6.1 (a). Note that Q12 was
obtained from the relationship Q12 = v12F22/(1 — v12v21), with v12 = 0.32 and ve; = 0.019. Here, the
uncorrected Foo value was obtained by linearly fitting the o99 vs. €92 curve, shown as the blue line
in Figure 6.1 (a). The corrected transverse modulus Es9 was then calculated using the relationship:
Ess = Q922 Corr(1l — vio191). From the total of 18 tests (3 samples tested 6 times each) the mean
E»y value was 8.30 GPa, which was obtained at a transverse strain rate of 6.86x107° s~! as listed
in Table 6.1. In addition, the mean G5 value was 4.73 GPa and the average shear strain rate was
1.1x10~* s~1. This quasi-static G2 result was consistent with that in [20], where MD=+45° specimens
made from the same material were evaluated.

G12 =4.78 GPa, ’.}/12 =1.1x10"*s!

Ey = 8.51 GPa, Qg Corr. = 8.31 GPa,

30 30
—Avg. front and back —A.vg. front and back
o5 | |- Linear fit . 195 o5 | |~ Linear fit
— Q12 correction
Linear fit =
120 20+
=) =
= =
115 & = 15)
S
110 « 10+
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15 5
0 s ‘ | | | | 0 0 ‘ ‘ ‘ | |
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Figure 6.1: (a) Transverse and (b) shear stress vs. strain obtained from the UD45° quasi-static tensile
test Specimen 1. The strain rate and modulus obtained from linear fits to the curves are also given.
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Table 6.1: The transverse modulus FEs, shear modulus G2, transverse strain rate e3o and shear
strain rate 7yio identified from quasi-static tensile tests on three UD45° specimens. The mean, SD and
coefficient of variation (COV) from six tests on each specimen are listed at the bottom of the table.

Specimen Eoo G2 €592 iz
(#) (GPa) (GPa) (x1075 s71) (x107% s7h)
Sample 1—Test 1 8.31 4.78 6.85 1.11
Sample 1—Test 2 8.31 4.78 6.82 1.12
Sample 1—Test 3 8.30 4.76 6.57 1.12
Sample 1—Test 4 8.27 4.76 6.68 1.08
Sample 1—Test 5 8.27 4.80 6.81 1.12
Sample 1—Test 6 8.29 4.76 6.90 1.13
Sample 2—Test 1 8.34 4.83 6.79 1.10
Sample 2—Test 2 8.29 4.79 6.74 1.13
Sample 2—Test 3 8.30 4.75 6.82 1.05
Sample 2—Test 4 8.33 4.76 6.66 1.09
Sample 2—Test 5 8.34 4.77 6.80 1.08
Sample 2—Test 6 8.32 4.74 6.62 1.13
Sample 3—Test 1 8.32 4.70 7.35 1.16
Sample 3—Test 2 8.26 4.64 6.17 0.99
Sample 3—Test 3 8.32 4.62 7.36 1.14
Sample 3—Test 4 8.31 4.63 7.12 1.14
Sample 3—Test 5 8.31 4.61 7.25 1.14
Sample 3—Test 6 8.33 4.62 7.24 1.14
Mean 8.30 4.73 6.86 1.11
SD 0.0236 0.0698 3.05 3.96
COV (%) 0.284 1.48 4.44 3.57

6.2 Kinematic field resolutions

Kinematic field resolutions were obtained by processing sets of 128 static images from each IBII test
sample, taking the SD of all field values. Table 6.2 lists the mean displacement resolutions for each
batch of samples, together with the means from all sample types. Considering the mean from all sample
configurations, the displacement component resolutions were similar, with values of u, = 2.49 um and
uy = 2.23 pm. Strain and acceleration resolutions were also calculated as the SD of all 128 field
values. Here, it is noted that the displacement fields were smoothed with the optimised smoothing
parameters obtained in Chapter 5 prior to the strain and acceleration calculations. These smoothing
parameters are recalled here: [Sy, Tx] = [31, 15] for the UD90° samples and [11, 15] for the UD45°
and MD45° samples, with Sy, T} being the spatial and temporal smoothing kernel sizes in pixels
and frames, respectively. The mean strain component resolutions from all sample configurations were
balanced, with values of €;; = 565 pm.m™!, €, = 516 pm.m~! and 7, = 708 ym.m~!. Finally,
the mean acceleration component resolutions were also balanced, with values of 8.66x10° m.s~2 and
7.74x10° m.s~2 for a, and ay, respectively.
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Table 6.2: Displacement, strain and acceleration resolutions obtained by processing 128 static exper-
imental grid images.

Displacement Strain Acceleration
Ug Uy €xa €yy Yoy az ay
(um) [piscels| () (x10° m.s~?)
UD90° (6 tests) 2.36 [0.013] 2.09 [0.012] 545 487 600  8.13 7.21
UD45° (7 tests) 2.61 [0.014] 2.32 [0.013] 597 534 T76  9.09 8.08

MD=+45° (4 tests) 2.50 [0.014] 2.28 [0.013] 552 525 750 8.75 7.94

Mean 2.49 2.23 565 516 708 8.66 7.74

6.3 Kinematic fields

This section provides the kinematic fields obtained from IBII tests on the UD90° and UD45° samples,
where the displacement fields were calculated with the Grid Method. Fields obtained from the UD90°
specimens are first presented because it is easier to follow the kinematic field wave paths in specimens
with material coordinates orthogonal to the loading pulse. Full-field kinematics from the UD45° sam-
ples are then presented in both global and material coordinates. Differences in the field evolutions are
described and compared to the transverse specimen fields. In this chapter, a naming convention will
be used for the results from a particular specimen, e.g. UD90-S3 is UD90° sample three, UD45-S7 is
UD45° sample seven and MD45-S1 is MD45° specimen one.

6.3.1 UD90° specimen

Figure 6.2 shows the x-axis displacement u, and y-axis displacement u, fields at two time steps in the
recorded loading history during the IBII test on UD90-S3. Here, the global coordinate system origin
is at the lower left-hand corner of the field, with positive x to the right, and positive y upwards. In
Figure 6.2 (a), the u, wave front had progressed approximately to the centre of the specimen at 20 yus.
Figure 6.2 (b) shows the u, field at 47 us, well after the loading pulse had reflected off the specimen
free-edge. For the remainder of this section, the kinematic fields for the test specimens will be shown
at the same time intervals of 20 ps and 47 ps. Figure 6.2 (c¢) and (d) show how the wu, fields were
lower in magnitude than the u, fields, because u, was at 90° to the loading pulse F,(t). At 20 us
in Figure 6.2 (c), the u, wave profile was slightly angled in comparison to the vertical u, wave front
shown in Figure 6.2 (d). During the test, a slight pitch angle misalignment between the projectile and
the wave guide introduced a non-planar loading on the sample’s impact edge, resulting in the angled
field seen in Figure 6.2 (c).
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Figure 6.2: Global coordinate system displacement fields for UD90-S3: wu, at (a) 20 us & (b) 47 us
and uy at (c) 20 pus & (d) 47 ps.

Global coordinate strain maps obtained from the IBII test on UD90-S3 are presented in Figure 6.3.
At 20 ps the €,, wave front had reached the approximate specimen centre, as shown in Figure 6.3 (a).
Given that a delay time of 4 us was chosen for this test, the time for the u, wave front to travel
35 mm (to the middle of the specimen) was approximately 16 us. Therefore, the speed of the u, wave
front was on the order of 2.2 mm.us~!, which is similar for epoxy resins [138] and expected, given
that the loading was in-line with the resin dominated direction of the composite (i.e. transverse to
the fibres). However, it must be noted that this kinematic relationship is approximate only, given
here to provide a general understanding of the longitudinal wave motion in the specimen during the
compressive loading. Later in the test at 47 us, a tensile strain region had developed in the €,, field,
as the compressive loading pulse reflected off the free-edge of the sample. This tensile region can be
seen as the red zone on the left side of the specimen in Figure 6.3 (b). Relatively-high peak €,, values
around 20 mm.m~! were obtained at 20 us as seen in Figure 6.3 (a), which was primarily due to the
axial loading and the low stiffness of the epoxy matrix. However, the high stiffness of the carbon fibres
and resulting low minor Poisson’s ratio, caused the €, strains to be an order of magnitude lower, at
approximately 2 mm.m~! as shown in Figures 6.3 (c) and (d). Compared to the transverse and shear
strains, more noise can be seen in the y-axis strain maps because of the lower signal-to-noise ratio
of the fibre strains. Shear strain -, fields at the two time steps are given in Figures 6.3 (e) and (f)
and had peak values ranging from around 5—10 mm.m~'. In Figure 6.3 (e), a Yzy Wave front had
developed due to y-axis strains evolving from the projectile/wave guide pitch misalignment during the
IBIT test. The development of a shear strain wave in the UD90° samples was unexpected, but also
pleasing because it gave the possibility of identifying the shear modulus from the same test.
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Figure 6.3: Global coordinate system strain fields for UD90-S3: €., at (a) 20 us & (b) 47 pus, €,y at
(c) 20 us & (d) 47 ps and v,y at (e) 20 ps & (f) 47 ps.

Strain-rate fields in global coordinates obtained from the test on UD90-S3 are given in Figure 6.4.
Compressive strain rates on the order of 2x10% s~! were present in the é,, fields at 20 us as seen in
Figure 6.4 (a). A region of concentrated high strain rate values evolved at around 15 mm from the
free-edge on the lower edge of the specimen, as seen in Figure 6.4 (b). This high strain region was
a result of a crack that formed during the test and will be discussed further in Section 7.4. The é,,
fields at the two time steps are shown in Figures 6.4 (c) and (d), which reveal lower peak values than
the é,, fields, again due to the higher stiffness of the carbon fibres. Figures 6.4 (e) and (f) show peak
values for the 4, fields on the order of 1-2x 103 s71, which was relatively-high considering the UD90°
sample configuration.

Acceleration a, and a, fields are shown at two time steps in Figure 6.5. In Figure 6.5 (a) at 20 us, the
a, wave has a width on the order of 25 mm. This pulse width can be explained from the distance-time
graph given in Figure 6.6, which provides a simplistic 1D approximation of the longitudinal wave
movements in the impact components during an IBII test. After the projectile impacts the wave guide
at t = 0, a left-moving compressive pulse travelling with a speed of approximately 5.0 mm.us™" pro-
gresses through the wave guide and reaches the specimen at around 10 us (blue solid line in Figure 6.6).
As previously mentioned, the compressive pulse then travels in the specimen at the approximate speed
of 2.2 mm.us~! (green solid line), reaching the centre of the specimen at around 20 ps. Immediately
after the initial impact of the projectile on the wave guide, a compressive wave also develops in the
projectile, which travels rightward at around 5.0 mm.us™' toward the back face of the projectile.
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After impacting the rear surface it reflects as a tensile wave, which is represented in Figure 6.6 by
the dashed red line. This tensile wave travels through the wave guide (represented here by the blue
dashed line) where it meets the specimen at about 20 us. The distance between the solid and dashed
green lines gives the approximate compressive wave length of 25 mm, which is similar to that shown
in Figure 6.5 (a). The compressive pulse in the specimen (solid green line) reaches the free-edge of
the specimen and reflects as a tensile wave. This tensile wave then interacts with the wave generated
at the specimen/wave guide interface (dashed green line), creating a highly tensile region at around
45 ps. This location and time corresponds to the formation of the crack in the specimen seen in
Figure 6.4 (b). It must be noted that in Figure 6.6 the movement of the interface boundaries and
some of the wave reflections are not shown, so that the main wave motions are easier to see. The a,
fields at two time-steps in the loading history are given in Figures 6.5 (c) and (d), where peak acceler-
ations on the order of 6x10% m.s~2 were obtained. This was slightly lower than the peak accelerations
generated in the a, fields, which were on the order of 1x10” m.s~2 as shown in Figures 6.5 (a) and (b).
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Figure 6.4: Global coordinate system strain rate fields for UD90-S3: €., at (a) 20 us & (b) 47 pus, éyy
at (c) 20 ps & (d) 47 ps and 4,y at (e) 20 ps & (f) 47 ps.
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Figure 6.5: Global coordinate system acceleration fields for UD90-S3: a, at (a) 20 us & (b) 47 us and
ay at (c) 20 ps & (d) 47 ps.
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Figure 6.6: Representative distance-time graph of the main longitudinal wave motions within the
impact components during an IBII test.

The average force acting on the specimen impact edge in the x-axis direction F,’ was calculated from
the specimen mass m, and the average acceleration over the specimen surface a;® using the equation
Y = mgaz®. At the same time, the average stress acting on the impact edge in the x-axis direction
T2 was obtained by dividing F,” by the cross sectional area of the specimen. F,’ and o,,Y are
plotted against time for the IBII test on UD90-S3 in Figure 6.7, where peak values are approximately
22 kN and 170 MPa, respectively. F,’ reaches a first peak of about 22 kN in compression at 14 us
and then starts to unload as the incoming relief wave enters the specimen, which can also be seen as

the positive a, region trailing the negative a, region in Figure 6.5 (a). At this time, F,” decreases in
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magnitude as the initial loading pulse hits the specimen free-edge and reflects, becoming tensile. The
second compressive peak in F,° at approximately 30 us corresponds to the arrival of a secondary wave
generated at the specimen/wave guide interface, due to the impedance mismatch between the speci-
men and the wave guide. This wave initially travels rightward, then reflects off the front face of the
wave guide and enters the specimen again (dashed light blue line in Figure 6.6). As the main loading
pulse reflects off the free-edge of the specimen F,’ becomes less compressive, as seen in Figure 6.7 at
46 ps. Kinematic fields obtained from an IBII test on one of the UD45° specimens are presented in
the next section.
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Figure 6.7: Average force acting in the x-axis direction F,,’ and the average stress acting on the impact
edge in the x-axis direction 7,;¢ obtained from the IBII test on UD90-S3.

6.3.2 UDA45° specimen: global coordinates

In this section, kinematic fields from an example UD45° specimen are first presented in global coordi-
nates. Global coordinate system u, and u, displacement fields are shown at 20 us and 50 us during
the IBII test on specimen UD45-S2 in Figure 6.8. As seen in Figure 6.8 (a), the u, field at 20 us has
developed a curved wave front, which evolved for two reasons. Firstly, the carbon fibres have a higher
longitudinal wave speed than the epoxy matrix and therefore, the wave travels faster in the 1-axis than
the x-axis. Using the T700GC carbon fibre modulus of £ = 240 GPa and density p = 1780 kg.m 3
from [139], the longitudinal wave speed is ¢ = /E/p = 11.6 mm.us~!, which is considerably faster
than the wave speed in the matrix (recalling that this is around 2.2 mm.us™!). Secondly, the shear-
coupling stiffness causes the specimen to rotate (in this case, anti-clockwise) as the specimen is axially
loaded, resulting in an angled u, displacement field. At 20 us, the curved u, displacement wave front
had just passed the approximate centre on the top edge of the specimen in Figure 6.8 (a). At 50 us,
the u, field had a complex form due to multiple wave interactions within the specimen, as shown in
Figure 6.8 (b). Curvature was also present in the u, wave front at 20 ps in Figure 6.8 (c). This result
was expected because the y-axis displacement u, is influenced by the faster wave speed in the fibres.
After the loading pulse had reflected off the sample’s free-edge, it was again difficult to predict the
u, field evolution in Figure 6.8 (d), because of the multiple wave interactions within the sample. For
UD45-587, the peak u, and u, displacement component values were similar, which is in contrast to
the displacement fields obtained from UD90-S3. This result was also anticipated because the fibres in
the UD45° specimen were closer to being axially-aligned with the loading pulse and therefore, deform
more significantly compared to the fibres in the transverse specimen, which are aligned at 90° to the
loading pulse.
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(a) u, (mm) at 20.0 us (b) u, (mm) at 50.0 us

0.2
0.1 40 y
30 . 0.1
0 g
E 20 0
-0.1
. 10 -0.1
-0.2
0 -0.2
0 20 40 60 0 20 40 60
x (mm) X (mm)
(c) uy (mm) at 20.0 us (d) uy (mm) at 50.0 ps
40 0.1
0.1
—30 0.05
g
£ 20 0 0
N
-0.05
10 -0.1
0 -0.1

X mm) X (mm)

Figure 6.8: Global coordinate system displacement fields for UD45-S2: wu, at (a) 20 us & (b) 50 us
and uy, at (c) 20 pus & (d) 50 ps.
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Figure 6.9: Global coordinate system strain fields for UD45-S2: €., at (a) 20 us & (b) 50 us, €,y at
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Global coordinate system strain fields at two time steps in the loading history for UD45-S2 are given
in Figure 6.9. A curved wave front profile was also seen in the €, field at 20 us in Figure 6.9 (a),
where peak compressive strains were on the order of 10—20 mm.m~'. The €yy field at 20 ps also
had a curved shape, with tensile strains around 5—10 mm.m~!, as shown in Figure 6.9 (c). Higher
€yy peak values for the UD45° off-axis specimens were expected due to the low matrix stiffness in
the 2-axis, which was more closely aligned with the y-axis than for the UD90° case. At 20 us, the
vYzy field generated peak strains on the order of 10—15 mm.m~!, as viewed in Figure 6.9 (e). Sim-
ilar to the previous fields, the global coordinate strains also had a complex structure following the
reflection of the loading pulse (see Figures 6.9 (b), (d) and (f)). Note that the strain rate fields in
global coordinates for UD45-S2 are not provided in this report, as they are not used in further analysis.

The global coordinate system acceleration components a, and a, at two time steps from the test on
UD45-S2 are given in Figure 6.10. Similar to the displacements in Figure 6.8, the acceleration fields
had a curved profile, which can be seen in Figures 6.10 (a) and (c). Peak accelerations for the a, field
were on the order of 4x10% m.s™2, whereas the a, peaks were slightly lower, at around 2x106 m.s~2.
Both the a, and a, fields were complex following the reflection of the loading pulse from the free-edge
of the specimen (see Figures 6.10 (b) and (d), respectively). In the next section, kinematic fields from
the test on UD45-S2 are given in material coordinates.

(a) a; (m.s72) at 20.0 us ~ x10° (b) a, (m.s72) at 50.0 us % 10°

x 100

40
X (mm)

Figure 6.10: Global coordinate system acceleration fields for UD45-S2: a, at (a) 20 us & (b) 50 us
and ay at (c) 20 ps & (d) 50 ps.

6.3.3 UD45° specimen: material coordinates

Material coordinate system strain fields at two time steps from the test on UD45-S2 are given in
Figure 6.11. Similar to the UD90° €, fields in Figures 6.3 (c) and (d), the high fibre stiffness and
resulting low signal-to-noise ratio led to noise dominated €1 fields, as shown in Figure 6.11 (a) and (b).
Given that the strain rate insensitive 1-axis properties of composites (see [54]) were not the focus of
this investigation, the €17 and é1; fields will not be shown further in this thesis. Higher peak com-
pressive €20 values resulted because of the relatively low matrix stiffness, where values on the order of
10 mm.m~! can be seen in Figures 6.11 (c) and (d). Out of all the strain components, the ;2 fields
recorded the highest peak values of about 25 mm.m~!, as shown in Figures 6.11 (e) and (f).
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Figure 6.11: Material coordinate system strain fields for UD45-S2: €11 at (a) 20 us & (b) 50 us, €22
at (c) 20 ps & (d) 50 ps and 12 at (e) 20 ps & () 50 pus.

Material coordinate system strain rate fields from the test on UD45-S2 are given in Figure 6.12. Fig-
ure 6.12 (a) shows a mostly planar wave form in the é;; field at 20 us, whereas the ¢z and 412 fields
were aligned with the sample fibres, as shown in Figure 6.12 (c) and (e), respectively. Peak strain
rates for both the é1; and éoo were approximately equal at around 1x103 s~! However, the strong
shear response from the UD45° sample configuration resulted in higher shear strain rates on the order
of 2—3x103 s~1. A region of spuriously-high strain rate magnitudes can be seen in the upper left hand
corner of Figure 6.12 (d), which was a result of a crack that formed during the test.

The material coordinate a; and as fields are given in Figure 6.13. An angled wave profile aligned with
the off-axis fibres developed for the a; field at 20 us in Figure 6.13 (a), with peak accelerations on the
order of 4x10% m.s~2. The tensile relief wave is also visible in the a; field in Figure 6.13 (a), which
had a wave front aligned with the specimen fibres. As shown in Figure 6.13 (c), ay is positive due to
the anti-clockwise rotation of the specimen, which occurred because the sample fibres were orientated
at an angle of 45°, clockwise from the x-axis. Both the a; and ay fields were complex following the
reflection of the loading pulse from the free-edge of the specimen (see Figures 6.13 (b) and (d).
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Figure 6.12: Material coordinate system strain rate fields for UD45-S2: é;; at (a) 20 us & (b) 50 us,
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Figure 6.13: Material coordinate system acceleration fields for UD45-S2: a; at (a) 20 us & (b) 50 us
and ag at (c) 20 ps & (d) 50 ps.
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6.3.4 MD45° specimen: material coordinates

Material properties obtained from the MD45° samples were derived from kinematic fields in material
coordinates, so the global coordinate maps are not shown here. Shear strain fields at 20 us and 50 us
from the test on MD45-S1 are given in Figures 6.14 (a) and (b), respectively. Similar to the UD45°
specimens, the 712 field peak strains were on the order of 25 mm.m~! however, the MD45° samples
developed ‘X-shaped’ strain fields in-line with the samples £45° fibres, as shown in Figure 6.14 (a).
The 412 wave profile had a similar shape to the ;2 field, as shown in Figure 6.14 (c). Here, peak 412
values were on the order of 2—3x10% s™!, which was similar to the UD45° values. Acceleration a; and
as fields in Figures 6.15 (a) and (c) show angled wave fronts aligned with the sample’s -45° and +45°
fibres, respectively. Peak accelerations for the a; and ag fields were similar, at around 4x10° s~1.
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Figure 6.14: Material coordinate system fields for MD45-S1: shear strain 712 at (a) 20 us & (b) 50 us
together with the shear strain rate 412 at (c) 20 us & (d) 50 ps.
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Figure 6.15: Material coordinate system acceleration fields for MD45-S1: a; at (a) 20 us & (b) 50 us
and az at (c) 20 us & (d) 50 us.
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6.4 Stiffness identification

This section presents the high strain rate stress-strain curves and stiffness data obtained from IBII
tests on UD90°, UD45° and MD45° Grid Method samples. The CFRP composite material evaluated
here had been previously characterised by ONERA in [20, 140], up to strain rates on the order of
5x10' s7!. Data provided in this section extends the material characterisation to the thousand s—*

strain rate regime.

6.4.1 UD90° specimens: transverse component

The transverse stress gauge equation (Equation 3.21 of Chapter 3) was used to calculate the average
stress over the specimen height a33” from the as acceleration fields for the UD90° specimens. Next,
the average strain over the specimen height €3% was calculated from the s fields, and plotted against
the transverse stresses at each vertical slice on the sample. Recalling that the UD90° case material
1 and 2-axis are aligned with the global coordinate y and x-axis, the material coordinate strain and
acceleration fields can be viewed in Figures 6.3 and 6.5 through the relationships: €22 = €z, €11 = €y,
Y12 = VYay, @2 = az and a1 = a,. Stress-strain curves obtained from slices at various xo positions
(distances from the specimen’s free-edge) for UD90-S3 are given in Figure 6.16, where a linear loading
in compression and unloading in tension was observed. Some non-linearity was present late in the
unloading due to the development of a macro-crack in the specimen. For this particular test, the
peak average compressive stress was approximately 160 MPa. Although the quasi-static compressive
failure stress of this material is unknown, it is unlikely that the composite specimen experienced dam-
age during the loading portion of the test because the stress-strain response was linear. In addition,
compressive failure stress values obtained from quasi-static tests on similar UD90° CFRP composite
specimens were reported to be over 200 MPa in [111]. Therefore, the compressive loading portion of
the test could be used to obtain the elastic modulus.

Top = 6.7 mm To = 17.0 mm To = 27.1 mm

50 50 50

S g 0 S
= = =

:/ -50 :/ -50 :/ -50

‘f -100 ‘f -100 ‘f -100
8 3 5

& 150 £ -150 2 -150

-200 -200 -200

-20 -15 -10 -5 0 5 -20 -15 -10 -5 0 5 20 -15 -10 -5 0 5
Strain &7 (mm.m™!) Strain &7 (mm.m!) Strain &;" (mm.m!)
zo = 40.8 mm zo = 51.0 mm o = 61.1 mm
50 . . . . 50 . . . . 50 . . . .

S S S
= = =

: -50 : -50 : -50

‘f -100 ‘f -100 ‘f -100
3 8 8

& 150 2 -150 2 -150

-200 -200 -200

-20 -15 -10 -5 0 5 -20 -15 -10 -5 0 5 -20 -15 -10 -5 0 5
Strain &»” (mm.m™!) Strain &»” (mm.m™!) Strain &»” (mm.m™!)

Figure 6.16: Transverse stress-strain curves at various xg distances obtained from UD90-S3.

91



Transverse moduli were obtained by linearly fitting the compressive portion of the transverse stress-
strain curve from each slice on the UD90° samples. Figure 6.17 shows the transverse modulus as a
function of g position (from the free-edge) results from six IBII tests on UD90° samples. A relatively
poor modulus identification was obtained at the sample’s impact and free-edges. At these locations,
extrapolated data is included in the spatial smoothing kernels that overhang the edges, which conse-
quently induces a bias in the spatially smoothed displacements. As a result of this bias, the modulus
values identified at slices within half a spatial smoothing kernel plus one grid pitch from the sample’s
impact and free edges will be of poor quality. The image deformation study described in Chapter 5
determined an optimised spatial smoothing kernel size of 31 x 31 pixels for the UD90° case samples.
Given the 0.18 mm.pixel ™! magnification in these tests, approximately 3.8 mm of strain data was af-
fected. Strains closer to the specimen’s free-edge are also lower, which results in a low signal-to-noise
ratio and subsequently poor modulus identification. In order to avoid the influence of the edge effects,
modulus values were identified over the middle 50% of the specimen length, as was done in [29]. Ta-
ble 6.3 lists the mean transverse modulus identified from the six tests as Fos = 10.2 GPa, with a SD
of 0.154 GPa and a coefficient of variation (COV) of 1.52%, indicating good test-to-test repeatability.
Note that Figure 6.17 shows the identified UD90° case transverse modulus Fas as the solid purple
line. The quasi-static modulus of 8.3 GPa obtained in this work was used to determine the percentage
difference to the quasi-static value (% Diff. to QS), which was 22.3%. This result is in-line with
the understanding that the transverse properties of composites are dominated by the rate-dependent
matrix material response.
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Figure 6.17: Transverse modulus as a function of zy distance from the specimen’s free edge, identified
from the six IBII tests on UD90° grid samples. Also shown is the quasi-static reference value and
+10% of the quasi-static reference value obtained from this work.

Table 6.3 also lists the peak compressive 2—axis strain rate averaged over the vertical slice |e'22|L,
which was on the order of 1-3x103 s~! for the batch of UD90° samples. Some variation in the peak
strain rates was expected because of the heterogeneous strain fields, which can be seen in Figure 6.3.
However, the average value for UD90-S1 and UD90-S2 was on the order of 1x10% s~!, which was
significantly lower than the peak values obtained for UD90-S3 to UD90-S6, being around 3x10% s~!.
The reduced peak strain rates for UD90-S1 and UD90-S2 were a result of an increase in the y-axis
displacements, resulting in an increased shear loading of the sample. This finding can be seen in
Figure 6.18, which shows the average transverse and shear stresses o,,Y and 7,, respectively, acting
on the impact edge in the IBII test on UD90-S2. Here, the red trace shows the shear stress reached
around 40—50 MPa over the first 8 us of the loading history. Over the same duration, the transverse
stress peaked at around 90 MPa, which was significantly lower than the value of 160 MPa obtained for
UD90-S1, as seen in Figure 6.7. This comparison gives evidence that a portion of the impact energy
had been split between a transverse and a shear response and explains why the peak strain rate values
in UD90-S1 and UD90-S2 were low.
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Table 6.3: The transverse modulus Fss and shear modulus GG15 identified from six IBII tests on UD90°
grid specimens, together with the mean, SD, COV, QS value and %Diff. QS value. Peak average and
effective transverse and shear strain rates are also listed.

Spec. E5o G2 Peak |e.22|L Peak |'7;12|L €59 '7712
(#) (GPa) (GPa) (x 103 s71) (x 103 s71) (x 103 s71) (x 103 s71)
UD90-S1 9.97 5.65 1.18 1.38 0.467 0.466
UD90-S2 10.3 5.2 1.18 1.46 0.473 0.555
UD90-S3 10.0 5.34 2.93 1.51 1.18 0.465
UD90-54 10.1 5.98 3.03 1.18 1.16 0.390
UD90-S5 10.3 5.38 3.19 1.03 1.15 0.277
UD90-S6 10.3 5.61 2.92 1.45 1.17 0.375
Mean 10.2 5.51 2.41 1.34 0.932 0.421
SD 0.154 0.127

COV (%) 1.52 2.30

QS Value 8.30 4.73

%Diff. QS 22.3 16.6

The increased average shear stresses obtained from UD90-S1 and UD90-S2 were thought to be gen-
erated from a non-planar loading pulse, caused by a pitch-angle misalignment between the projectile
and the wave guide during the test. As explained in Chapter 4, at certain test impact velocities,
the projectile causes an air loading on the front face of the wave guide. Because the wave guide is
anchored at the lower edge (to the foam stand), the air loading causes the wave guide to pitch upward
and consequently, the bottom of the wave guide is impacted first by the projectile. This upward
pitch is usually accounted for during the side-on alignment procedure, by slightly over-pitching the
wave guide. The increased shear response seen in Figure 6.18 indicated that the pre-test alignment
routine performed before the tests on UD90-S1 and UD90-S2 still included a slight misalignment and
consequently, y-axis displacements were generated. However, the pitch angle from the last side-on
alignment test was re-measured and confirmed to be within one pixel. Therefore, it is unknown what
caused the pitch angle misalignment in the UD90-S1 and UD90-S2 tests.
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Figure 6.18: Average transverse stress 0.;Y and average shear stress o,,Y acting on the impact edge
as a function of time, obtained from the IBII test on UD90-S2.
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Prior to the IBII tests on UD90-S1 to UD90-S2, the projectile/wave guide alignment procedure de-
scribed in Chapter 4 was followed. However, the step of checking the pitch and yaw angle on the
rotary stage dials between specimen tests was not followed because at that time, it was not part
of the set-up process. This process was later included in the pre-test alignment procedure, because
during testing on one of the UD90° specimens, it was found that the stage had become misaligned. It
was likely that the stage misalignment was caused by one of the test components impacting the stage
post-impact, i.e. the projectile or wave guide rebounding off the catching box located inside the target
trap and impacting the stage. For subsequent tests, the ‘bumped’ stage resulted in a misalignment
between the front face of the projectile and the wave guide, leading to 3D loading of the sample and
a poor material property identification. Here, the reader is reminded that the theory developed for
identifying the material properties (see Chapter 3) assumes that the specimen is loaded under 2D
plane stress conditions. In order to check the extent of yaw misalignment, a top-down alignment test
was performed, where a misalignment between the front face of the projectile and the wave guide was
confirmed. For this reason, the added step of checking the pitch and yaw alignment angles on the
rotary stage was included in the test procedure. Tests on specimens UD90-S3 to UD90-S6 presented
in Table 6.3 were conducted after the additional pitch and yaw angle checking step was included in the
pre-test alignment procedure, where the angles between the projectile and the wave guide were aligned
to within the tolerance of 1-pixel. Note that the results for the test with significant projectile/wave
guide misalignment were discarded, so they are not included in Table 6.3.

Stress-strain curves obtained from a test with suspected poor projectile/wave guide alignment are
given in Figure 6.19. For slices up to 30 mm from the impact edge, a non-linear loading and a ‘loop-
ing’ characteristic in the unloading was thought to be caused by bending waves initiated by the 3D
loading of the sample [115]. As the bending wave progresses along the specimen, the surface defor-
mations are no longer wholly in-plane and therefore, the stress and strain quantities are no longer
accurate, as they rely on the assumption of 2D deformations. However, the compressive stress-strain
behaviour at slices closer to the specimen free-edge was significantly more linear. This transition to a
more linear behaviour was possibly due to Saint Venant’s effect in dynamics, causing the 3D effects
to be reduced further from the point at which the loading is introduced [57].
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Figure 6.19: Transverse stress-strain curves at various xg positions obtained from a UD90° IBII test
with suspected poor alignment between the projectile and the wave guide.
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The spatial variation in the modulus identified over the specimen surface for the test with poor pro-
jectile/wave guide alignment is given in Figure 6.20. Close to the impact edge, poor modulus values
were identified from the non-linear (artificial) loading behaviour seen in the stress-strain curves in
Figure 6.19. This response was expected because the 3D effects are stronger closer to the impact
edge. Moving away from the impact edge, the 3D effects reduce and a linear stress-strain response
was obtained. Averaging over the middle 50% of the specimen length, the identified modulus was
about 9.8 GPa, which was close to the value identified in the tests where the projectile and wave
guide alignment was acceptable. Further, if the stiffness values from the back-half of the specimen
were used to determine the average identified stiffness, the value is close to the mean of 10.2 GPa
identified for the tests with good alignment. However, as a result of the 3D specimen loading and
subsequent non-physical stress-strain response, the results from this test were not used for material
property identification in this report.

12+

| ———Ident.
o I Y [ — Ident. Ave.
= 8 1 |— — — QS Ref.
N | ] |——— QS Ref. £10%
61 ! ]
0 10 20 30 40 50 60
Lo (mm)

Figure 6.20: Transverse modulus as a function of xy position for the UD90° specimen with suspected
poor alignment between the projectile and the wave guide.

6.4.2 UD90° specimens: shear component

Shear strain waves seen in the UD90° shear strain maps (e.g. in Figure 6.3 (e)) prompted the question
of whether shear moduli could be identified from UD90° samples that were impacted with a slight pitch
angle misalignment. To investigate the performance of this identification, average shear stress-strain
curves were obtained from the UD90° samples, using Equation 3.24 of Chapter 3 to reconstruct the
stress averages from the a; fields. Figure 6.21 shows the average shear stress-strain curves, which were
mostly linear over the loading duration of the test. For these tests, the peak shear stress and strain
magnitudes were much lower compared to the transverse response, with values around 20 MPa for the
stresses and 2.5—3.5 mm.m™" for the strains. This reduced shear response was expected because here,
the induced shear was unintentionally introduced to the sample through the pitch angle misalignment.
As a result of the low shear strain magnitudes, it was not possible to measure any non-linearity (or
the non-linear onset strain) that was expected from this material [32]. As discussed in Chapter 8,
future testing on UD90° samples with more pitch angle misalignment could activate a stronger, non-
linear shear response. Note that in Figure 6.21, the red markers show the fitted portion of the loading
from which modulus values were obtained, where linear fits to the absolute maximum stress were made.
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Figure 6.21: Shear stress-strain curves at various x( distances obtained from UD90-S3.

The shear modulus G5 is plotted against x( position for all specimens in Figure 6.22. Similar to the
transverse response, a poor modulus identification resulted from the slices close to the impact and free
edges. Modulus values from the middle 50% of slices were averaged to identify the G2 value for each
sample, where the mean from six tests was 5.51 GPa with a SD of 0.127 GPa and a COV of 2.30%, as
listed in Table 6.3. These statistics indicated good consistency across the batch of samples, in spite of
the low shear-strain magnitudes resulting from the UD90° configuration. Using the quasi-static G2
modulus of 4.73 GPa obtained in this work, the %Diff. to QS value was 16.6%. Table 6.3 also lists the
mean peak shear strain rate of 1.34x10% s~!, which was lower than the mean transverse strain rate
of 2.41x10% s~! and expected given the low shear strains seen in Figure 6.21. The lower mean strain-
normalised shear strain rate of 0.421x103 s~! compared to the transverse value of 0.932x10% s~! was
also consistent with the reduced shear response of the UD90° sample impact conditions in these tests.
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Figure 6.22: G2 as a function of xg position for the UD90° specimens, the mean identified from six
tests, the quasi-static reference value and £10% of the quasi-static reference value.
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6.4.3 UD45° specimens: transverse component

The ay acceleration fields obtained from the IBII tests on UD45° samples were used (in Equation 3.30
of Chapter 3) to calculate o33” over each angled slice L transverse to the sample fibres. Average
transverse stress-strain curves from selected z( distances from UD45-S7 are presented in Figure 6.23.
Similar to the transverse material response resulting for UD90-S3 shown in Figure 6.16, the transverse
material response for the UD45° specimens was predominantly linear over the compressive loading
period of the curve. Peak stresses were around 60 MPa, which was lower than the UD90-S3 result
of around 160 MPa (again, see Figure 6.16). When an off-axis sample is impacted axially, the im-
pact energy will be split between a transverse and a shear material response. It is therefore expected
that a lower peak average transverse stress would result for the off-axis specimen compared to the
transverse specimen, in which the majority of the impact energy invokes a transverse response (for an
axially-aligned test). Similar to the UD90° FEs, identification, linear fits over the compressive loading
portion of the transverse stress-strain curves were used to calculate the transverse modulus for each
slice. Figure 6.23 indicates the fitted data with red markers, with the fitting range starting at the zero
stress condition and ending at the maximum compressive stress.
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Figure 6.23: UD45-S7 average transverse stress-strain curves at the given xg positions. Linear fits to
the red data points were used to calculate the transverse compressive modulus.

The average transverse modulus as a function of specimen length calculated over the recorded loading
history from seven IBII tests on UD45° samples is given in Figure 6.24. For the UD45° specimens,
modulus values were obtained from all angled slices with xg positions up to approximately 24 mm,
depending on the dimensions of each sample. Table 6.4 gives the mean transverse modulus obtained
from seven tests on UD45° specimens as 9.98 GPa, which was 20.2% higher than the quasi-static
reference value of 8.30 GPa. Again, the statistics from the batch of seven samples tested indicated
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good sample-to-sample consistency, as suggested by the low SD = 0.345 GPa and COV = 3.45%
values. The peak and strain-normalised transverse strain rates of 0.795 x103 s~ and 0.513 x103 s71,
respectively, were lower than the UD90° values and expected, given the greater shear response for the
UD45° configuration.
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Figure 6.24: Transverse modulus Es, as a function of x( position identified from the seven IBII tests
on UD45° grid samples. Also shown is the quasi-static reference value and +10% of the quasi-static
reference.

Table 6.4: Transverse modulus E99 and shear modulus G2 identified from seven UD45° grid specimens,
together with the mean, SD, COV, QS value and %Diff. to QS value. Peak average and effective
transverse and shear strain rates are also given.

Spec. Ez> Gi2,s1.1 Gi2,s1.2 |€.22|L |‘)’.12|§~l,1 |‘>’.12|§l‘2 €22 Yiz
(#) (GPa) (GPa) (GPa) (x10%s71) (x103s7!) (x10%s71) (x103s71) (x10% s71)
UD45-S1 10.6 5.54 5.05 0.513 1.38 0.926 0.316 0.809
UD45-S2 9.65 5.40 5.13 0.585 1.35 0.882 0.417 0.852
UD45-S3 9.79 5.70 5.25 0.913 1.33 1.01 0.672 0.987
UD45-54 10.2 5.43 5.43 0.814 1.78 1.36 0.490 1.10
UD45-S5 9.81 5.69 5.38 0.968 1.83 1.30 0.591 1.13
UD45-S6 9.65 5.36 5.04 0.952 1.84 1.15 0.596 1.24
UD45-S7 10.1 5.40 5.17 0.819 1.83 1.16 0.509 1.19
Mean 9.98 5.50 5.21 0.795 1.62 1.11 0.513 1.04

SD 0.345 0.143 0.153
COV (%) 3.45 2.59 2.95
QS Value 8.30 4.73 4.73
%Diff. QS 20.2 16.3 10.1

6.4.4 UDA45° specimens: shear component

Average shear stress values obtained from angled slices parallel to the sample fibres (slices 1) were
calculated using Equation 3.36 of Chapter 3. These quantities are plotted against the average shear
strains over the slice in Figure 6.25. As explained in Chapter 4, average shear stresses can also be
obtained from slices transverse to the fibres (slices 2). In this case, the average shear stress over
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the slice is calculated with Equation 3.36, exchanging the a; term with ao. Average shear stresses
obtained from slices 2 are plotted against the average shear strains over the slice in Figure 6.26.
Comparison of Figure 6.23 with Figures 6.25 and 6.26 shows some distinct differences between the
transverse and shear behaviour. Initially the material response over the loading portion of the curve
was linear and then turned non-linear. This type of behaviour was expected, as the shear response
of fibre composites is generally found to be non-linear, with the non-linearity being attributed to
micro-damage formation [32]. As seen in Figure 6.25, the non-linear onset occurred with strain values
of around 10—15 mm.m~!. This was consistent with the results obtained in [32], where the non-linear
onset strain was around 5 mm.m~! at a strain rate of 5x10" s~!. With increasing strain rate, the
non-linear response is delayed [53] and this explains the extended linear response observed in this study.

Figure 6.25 shows peak stresses from slices 1 of around 90 MPa, which were higher than the slice 2
values of about 60 MPa, as shown in Figure 6.26. Here, the lower peak shear stresses resulted because
the absolute 2-axis acceleration surface averages @3> from the transverse slices (slices 2) were lower in
magnitude compared to the parallel slices (slices 1), as shown in Figure 6.27. Note that in Figure 6.27,
the acceleration surface averages are plotted for the slices with z positions of 12.7 mm. The unloading
behaviour was also predominantly linear and appeared to have a reduced stiffness compared to the
linear portion of the compressive loading. In addition, there was a residual strain after the specimen
had unloaded, which can be seen by comparing the loading and unloading strains at zero average
shear stress in Figure 6.25. These residual strains appeared greater at slices closer to the impact edge,
where the average stresses were higher compared to the slices near the free-edge. The lower unloading
modulus and residual strain may indicate that the material had undergone micro-damage during the
loading. As discussed in Chapter 8, physical evidence of damage is required to validate this hypothesis.
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Figure 6.25: UD45-S7 average shear stress-strain curves at the given zy positions from slices 1. Red
markers indicate the data used for the shear modulus identification.
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Figure 6.26: UD45-S7 average shear stress-strain curves at the given xg positions from slices 2. Red
markers indicate the data used for the shear modulus identification.
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Figure 6.27: Line plots of the l-axis surface average acceleration a7° from slices 1 and the 2-axis
surface average acceleration @z° from slices 2 for UD45-S7.

A linear fit to the linear loading portion of the shear stress-strain curve was used to determine the shear
modulus, for each zy distance on the specimen. The region over which the fits were made are shown as
red markers on Figures 6.25 and 6.26. Several approaches are possible to determine the linear fitting
range for the shear response. One approach is to observe the stress-strain response and manually
select a value corresponding the the onset of non-linearity. However, this method is not systematic
and sometimes leads to the inclusion of non-linear response data, because the linear to non-linear
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transition strain is different across the range of slices. Therefore, in this report a progressive chord
modulus fitting procedure was used to determine the upper limit of the fitting range. Starting at the
lower limit strain, chord modulus fits to the stress values were made at progressively increasing strain
values over the loading portion of the stress-strain curve, as shown in Figure 6.28. The transition from
linear to non-linear behaviour was determined by the point at which the chord modulus fell below the
average value, over the compressive loading range.
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Figure 6.28: Progressive chord modulus against average shear strain for UD45-S7 calculated at
g = 9.8 mm. The average value over the loading portion of the stress-strain curve is indicated
by the dashed red line.

Sometimes the chord modulus fell below the mean before the transition because of noise present in
the stress-strain curves, as seen in Figure 6.28. Therefore, data in the range up to twice the strain
resolution was excluded from the average chord modulus calculation. With the noisy data excluded,
the linear limit was determined as the location where three successive chord moduli fell below the
average. Finally, the shear modulus was determined from a linear fit through all data points in the
linear range. As seen in Figures 6.25 and 6.26, the method used to determine the linear response fitting
range was able to predict the onset of non-linearity in the stress-strain curves. Additional methods
including tangent modulus fitting with a sliding window, and image deformation simulations with a
non-linear material model are discussed as future work in Chapter 8.

The UD45° case shear modulus as a function of zy position plots from slices 1 and 2 are given in
Figures 6.29 (a) and (b), respectively. For each test, shear moduli were identified from the average of
the modulus values over the range of xy positions on the sample. Table 6.4 lists the mean G149 results
from seven tests for slices 1 and 2 as 5.50 GPa and 5.21 GPa, respectively. Here, the slightly lower
slice 2 shear moduli were influenced by the lower (absolute) acceleration surface averages incorporated
in the average stress reconstructions (again see Figure 6.27). Statistics from slices 1 (SD = 0.143 GPa,
COV = 2.59%) and from slices 2 (SD = 0.153 GPa, COV = 2.95%) were indicative of good consis-
tency across the batch of samples. Using the quasi-static shear modulus of 4.73 GPa, shear strain-rate
sensitivities of 16.3% and 10.1% were obtained for slices 1 and 2, respectively.
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Figure 6.29: G2 against xq position from seven UD45° grid specimens together with the mean, quasi-
static and +£10% of the quasi-static reference value.

Table 6.4 also lists the peak shear strain rates, which were higher than the transverse strain rates due
to the increased shear response for the UD45° samples. Similar to the UD45° transverse strain rates,
the mean strain-normalised shear strain rate of 1.04x103 s~! was lower than the peak values obtained
from slices 1 and 2 of 1.62x10% s™! and 1.11x10% s~!, respectively. Here, the lower peak slices 2
shear strain rates resulted from the lower slices 2 strain gradients, which can be seen in Figure 5.10
of Chapter 5. Given the increased shear strains obtained from the UD45° sample, the higher strain-
normalised strain rate value of 1.04x10% s~! compared to the UD90° result of 0.421x10% s~ was
expected.

6.4.5 MD45° specimens: shear component

In addition to the UD45° and UD90° samples, shear moduli were obtained from IBII tests on MD45°
specimens. Average shear stress and strain components were obtained from angled slices parallel
(slices 1) and transverse (slices 2) to the outer-surface fibres on the sample, as shown in Figure 6.30.
Shear stress-strain curves from MD45-S1 at selected x( distances from slices 1 and 2 are shown in
Figures 6.31 and 6.32, respectively. Overall, the shear response from the MD45° sample was similar
to the UD45° samples behaviour shown in Figures 6.25 and 6.26, with a linear region that turned
non-linear at around 10—15 mm.m~'. This behaviour was also stronger at slices closer to the sample’s
impact edge, where the resulting peak shear stresses were higher at around 75—85 MPa. The same
shear modulus identification method used for the UD45° samples was applied to the MD45° samples
to obtain G2 values from both angled slices. Figures 6.33 (a) and (b) give the average shear modulus
identified as a function of x( position for slices 1 and 2, respectively.
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Figure 6.30: Angled slices on the MD+45° specimens.

Results from four IBII tests on MD45° specimens are listed in Table 6.5, which give a mean shear
modulus of 5.05 GPa and 5.12 GPa for slices 1 and 2, respectively. These values were slightly lower
than the UD45° and UD90° values of 5.51 GPa and 5.36 GPa (average of slice 1 and 2 values), re-
spectively and consistent with the lower density of the MD45° sample density of 1530 + 41 kg.m™>
compared to the UD samples of 1575 + 17 kg.m 3. The standard deviation and coefficient of vari-
ation were slightly higher than the corresponding values for the UD45° specimens. It was thought
that the increased variation in the modulus values may have resulted from the sample fibre angles not
being exactly +45°. However, the fibre angle was measured on one side of the specimen surface using
ImageJ. Three measurements were made per specimen, where a mean fibre angle of 44.6° + 1° was
obtained. Another reason for the increased variation could have been the larger geometric tolerance
variability on the specimens. For some of the MD45° specimens, the edges were found to be not square
to each other, which resulted in the specimen sitting slightly angled when adhered to the wave guide.
The resulting percentage difference to the quasi-static value of 4.73 GPa obtained in this work was

6.77% and 8.25% for slices 1 and 2, respectively.
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Figure 6.31: MD45-S1 average shear stress-strain curves at the given xg positions from slices 1. Red
markers indicate the data used for the shear modulus identification.
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Figure 6.32: MD45-S1 average shear stress-strain curves at the given x( positions from slices 2. Red
markers indicate the data used for the shear modulus identification.

Strain rate data from the MD45° samples was similar to the UD45° results, with peak shear strain
rates of 1.91x10% s~ and 1.60x103 s~! for slices 1 and slices 2, respectively. Similar strain-normalised
strain rates were also obtained, with a mean from four tests of 1.22x10% s~1.

Table 6.5: Shear modulus G2 identified from four MD45° specimens, together with the mean, SD,
COV, QS value and %Diff. to QS value. Peak average and effective shear strain rates are also listed.

Specimen Giz,s1.1 Gi2,51.2 Peak |’);12|1;z.1 Peak |’);12|§l.2 a2
(#) (GPa) (GPa) (x 103 s71h) (x 103 s71h) (x 103 s71)
MD45-S1 5.50 5.52 1.82 1.72 1.05
MD45-52 4.95 5.04 2.14 1.38 1.20
MD45-S3 4.84 4.89 1.71 1.59 1.20
MD45-54 491 5.03 2.00 1.69 1.46
Mean 5.05 5.12 1.91 1.60 1.22
SD 0.305 0.275

COV (%)  6.01 5.38

QS Value 4.73 4.73

%Diff. QS  6.77 8.25
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Figure 6.33: G112 against x( position from four MD=+45° specimen tests together with the mean,
quasi-static and £10% of the quasi-static reference value.
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6.5 Failure stress identification: UD90° samples

This section describes the tensile failure stress identification of the UD90° samples. Figure 6.34 (a)
shows the UD90-S3 stress field calculated from the transverse strains and the constitutive law o, (€)
at the time of fracture. This field had developed a strong tensile stress region on the left-hand side
of the sample, following the reflection of the loading pulse from the free-edge of the sample. Fig-
ure 6.34 (b) gives the stress field at the same time step, calculated using the acceleration fields in the
linear stress gauge 0., (LSG), as described in Equation 3.38 of Chapter 3. Similar field distributions
in Figures 6.34 (a) and (b) illustrate that the linear stress approximation over the specimen height
was sufficient to represent the experimentally obtained (smoothed) stress maps. However, the linear
approximation may not be sufficient for more complex stress states, where higher order reconstruc-
tions would be needed, as described in [141]. Failure stress values were obtained by analysing the
stresses over a virtual gauge area, which is overlaid on both fields in Figures 6.34 (a) and (b). The
stress calculated from the constitutive law averaged over the virtual gauge area 55 (¢) and the stress
calculated from the LSG equation over the virtual gauge area @552 (LSG) are plotted against time
in Figure 6.34 (c). At about 45 us, 7zz"'(LSG) begins to diverge from 7,z (¢), indicating the onset
of fracture in the specimen. Thereafter, 75z (€) continues to linearly rise (non-physically), whereas
Tz (LSG) reaches a maximum at around 47 ps, which is considered to be the time of fracture ini-
tiation. The value of 0., (LSG) at this time is taken as the failure stress, which for UD90-S3 was
93 MPa. UTMA(LSG) is plotted against the x-axis strain averaged over the virtual gauge area €2 in
Figure 6.34 (d), where a tensile failure strain around 13.5 mm.m~" resulted. This analysis shows that
the stresses in the fracture region at the time of failure were higher than the stress averages presented
in the stress-strain plots used for the modulus identification in Figure 6.16. For UD90-S3, taking the
mean of the average transverse stress values over the range of slices corresponding to the virtual gauge
length resulted in a stress of 60.7 MPa. This is why stress values averaged over the specimen height
were not used to determine the failure stress.
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Figure 6.34: UD90-S3 failure stress identification: Stress field calculated from (a) a constitutive law
and the strain fields o,,(€), together with (b) the acceleration fields using the linear stress gauge
equation ¢, (LSG). Virtual gauge area averages (c) 757 (€) and 7,z (LSG) against time and (d)
UTWEA(LSG) against the average strain over the virtual gauge area ;4.
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Table 6.6 lists the mean tensile failure stress obtained from six IBII tests on UD90° grid samples of
89 MPa (SD = 7.1 MPa), which indicated good consistency across the batch of samples. Using the
quasi-static data reported in [140], the percentage increase in the transverse tensile failure stress was
18%. Minimum compressive strain rates over the virtual gauge area prior to fracture Min @A are
also listed in Table 6.6, which ranged between 1.43x10% s=! to 2.18x103 s~!. Similar to the Fa9
modulus identification, the increased shear response observed in UD90-S1 and UD90-S2 did not affect
the tensile failure stress values away from the mean. The maximum tensile strain rate over the gauge
area at the time of failure Max %A is also given in Table 6.6, where values ranged from 1.56x10% s~1
to 2.40x10% s71.

Table 6.6: Transverse failure stress averaged over the virtual gauge area g,z obtained from six IBII
tests on UD90° grid samples, together with the mean, SD, COV, QS value from [140] and the % Diff.
to QS value. The minimum compressive %A (pre-failure) and maximum tensile aA (at failure)
strain rates are listed for each specimen.

Specimen G222 (LSG) Min %A Max @A
(#) (MPa) (x103s71)  (x10% s71)
UD90-S1 92 1.43 2.40
UD90-S2 87 1.45 2.10
UD90-S3 93 2.00 1.90
UD90-54 98 2.10 1.82
UD90-S5 84 1.85 2.17
UD90-S6 78 2.18 1.56
Mean 89
SD 7.1
COV (%) 8.1
QS Value 75.4
% Diff. to QS 18

107



Chapter 7

Experimental results 2: DIC

This chapter provides results from IBII tests on UD90°, UD45° and MD45° samples, where DIC was
used to calculate the displacement fields. Kinematic fields obtained from DIC and Grid Method
displacements are displayed together, so that differences and similarities in the field evolutions can be
observed. Stress-strain curves and modulus results are then presented, with the identified material
properties listed in summary tables for each laminate configuration. In this chapter, the naming
convention: ‘UD90-D1’ refers to UD90° DIC specimen number one, distinguishing it from the grid
samples e.g. ‘UD90-S1’.

7.1 Kinematic field resolutions

Kinematic field resolutions for each DIC sample are listed in Table 7.1. Prior to the strain and accel-
eration resolution calculations, the displacement fields were smoothed with the optimised smoothing
parameters obtained in Chapter 5. These smoothing parameters are recalled here: [Sk, Tj] = [31, 5]
for the UD90° samples and [31, 15] for the UD45° and MD45° samples, with Sk, T being the spa-
tial and temporal smoothing kernel sizes in pixels and frames, respectively. Compared to the grids,
the DIC samples obtained lower resolutions for all field components. This result was expected due
to the additional smoothing of the 13-pixel subsets compared to the 5-pixel sampling used for the grids.

Table 7.1: Kinematic field resolutions for the DIC sample tests.

Displacement Strain Acceleration
Ug Uy €xa €yy Yoy ay ay
(pm) [pixels] (pm.m~1) (x10° m.s~2)

UD 90 (5 tests)  0.765 [0.004]  0.735 [0.004] 154 152 217  2.64  2.52
UD 45 (5 tests)  0.688 [0.004]  0.683 [0.004] 469 446 640  1.63  1.57
MD 45 (4 tests)  0.772 [0.004]  0.768 [0.004] 501 492 688  1.78  1.77

Mean 0.742 0.729 375 363 515 202 195
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7.2 Comparison of the DIC and Grid Method kinematic fields

7.2.1 UD90° specimens

Figure 7.1 (a), (b) and (c) gives the ez fields for the DIC sample UD90-D5 at 10 s, 20 us and
30 ps, respectively. The same field values obtained from the Grid Method sample UD90-S3 are plot-
ted underneath in Figure 7.1 (d), (e) and (f), at slightly adjusted times so that the wave fronts are
aligned. Fields from the DIC tests appeared smoother than their Grid Method counterparts. Given
that the same spatial smoothing kernel size of S;, = 31 pixels was used to process both the UD90°
Grid Method and DIC samples, the 'smoother’ appearance of the DIC fields was likely a result of the
inherent smoothing from the 13-pixel subsets. The compressive €22 magnitudes were similar at around
20 mm.m~! and the ey wave fronts were planar, which indicated that there was a relatively low shear
response from the test. This was confirmed by the low magnitudes in the 15 fields shown in Figure 7.2,
which were on the order of 5 mm.m~!. Figures 7.2 (a), (b) and (c) obtained from the DIC sample had
a slightly weaker shear response compared to the Grid Method fields in Figures 7.2 (d), (e) and (f).
This may have resulted from the reduced spatial resolution in the DIC case, or a reduced pitch angle
misalignment between the projectile and the wave guide. As this project was focused on strain-rate
sensitive material properties, the €;; strains are not shown here. For brevity, the strain rate fields
are also not presented, but can be found via the link to the digital dataset given at the end of this thesis.
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Figure 7.1: Material coordinate system ego strain fields obtained from the DIC sample UD90-D5: at
(a) 10 ps, (b) 20 us and (c) 30 us, together with the egs fields from the Grid Method sample UD90-S3:
at (d) 12 ps, (e) 22 us and (f) 32 us.
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Figure 7.2: Material coordinate system o strain fields obtained from the DIC sample UD90-D5: at
(a) 10 s, (b) 20 us and (c) 30 us, together with the 712 fields from the Grid Method sample UD90-S3:
at (d) 12 us, (e) 22 ps and (f) 32 us.

The ay acceleration fields from the DIC sample UD90-D5 and the Grid Method sample UD90-S3 are
shown in Figures 7.3 (a), (b) and (c) and Figures 7.3 (d), (e) and (f), respectively. No major differ-
ences were observed in the fields, with the exception of the additional DIC spatial smoothing that was
also visible in the a; acceleration fields in Figures 7.4 (a), (b) and (c) compared to the grid results in
Figures 7.4 (d), (e) and (f).
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Figure 7.3: ag fields from the DIC sample UD90-D5: at (a) 10 us, (b) 20 us and (c) 30 us, together
with the as fields from the Grid Method sample UD90-S3: at (d) 12 us, (e) 22 ps and (f) 32 us.
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Figure 7.4: a; fields from the DIC sample UD90-D5: at (a) 10 us, (b) 20 us and (c) 30 us, together
with the a; fields from the Grid Method sample UD90-S3: at (d) 12 us, (e) 22 us and (f) 32 us.

7.2.2 UDA45° specimens

The €99 fields from the DIC sample UD45-D1 are given in Figures 7.5 (a), (b) and (c). Similar to the
UD90° results, the UD45° DIC sample €32 fields appeared smoother than the Grid Method equivalents,
which are shown for UD45-S1 in Figures 7.5 (d), (e) and (f). A portion of this increased smoothing
can be attributed to the larger spatial smoothing kernel size used to process the UD45° DIC results of
S = 31 pixels, vs. S = 11 pixels for the grids. But again, some increased smoothing was expected
from the 13-pixel subsets in the DIC case. Similar results were obtained for the 7,2 strain fields from
UD45-D1 and UD45-S1, which are given in Figures 7.6 (a), (b) and (c) and Figures 7.6 (d), (e) and
(f), respectively. Due to the increased shear response from the UD45° sample, the peak shear strains
were on the order of 20 mm.m ™! and higher than the transverse strains, which were around 10 mm.m™".
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Figure 7.5: Material coordinate system egy strain fields obtained from the DIC sample UD45-D1: at
(a) 12 us, (b) 22 us and (c) 32 ps, together with the €9 fields from the Grid Method sample UD45-S1:
at (d) 12 ps, (e) 22 us and (f) 32 us.
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Figure 7.6: Material coordinate system -9 strain fields obtained from the DIC sample UD45-D1: at
(a) 12 ps, (b) 22 us and (c) 32 us, together with the ;2 fields from the Grid Method sample UD45-S1:
at (d) 12 ps, (e) 22 ps and (f) 32 us.

Figures 7.7 and 7.8 give the ay and a; acceleration fields, respectively. Here, the peak as and a;
acceleration magnitudes for both sample types were balanced, on the order of 4—6 m.s~2. Gradients
can be seen in the DIC case a; compressive wave fronts in Figures 7.8 (a) and (b) compared to the
Grid Method results in Figures 7.8 (d) and (e). This finding was consistent across the batch of samples
tested and may have been caused by the reduced spatial resolution in the DIC case.
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Figure 7.7: ag fields from the DIC sample UD45-D1: at (a) 12 us, (b) 22 us and (c) 32 us, together
with the ag fields from the Grid Method sample UD45-S1: at (d) 12 us, (e) 22 ps and (f) 32 ps.
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Figure 7.8: a; fields from the DIC sample UD45-D1: at (a) 12 us, (b) 22 us and (c) 32 us, together
with the a; fields from the Grid Method sample UD45-S1: at (d) 12 us, (e) 22 us and (f) 32 us.

7.2.3 MD45° specimens

Similar to the UD samples, the MD45° sample ~;2 fields shown in Figures 7.9 (a), (b) and (c) were
smoother than the Grid Method results shown in Figures 7.9 (d), (e) and (f). In both cases, the peak
shear strain magnitudes were close to the UD45° values, at around 20 mm.m~!. Figures 7.10 and 7.11
revealed peak as and a; accelerations that were balanced, on the order of 5—10 m.s™2.
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Figure 7.9: Material coordinate system -2 strain fields obtained from the DIC sample MD45-D2: at
(a) 12 us, (b) 22 us and (c) 32 us, together with the 712 fields from the Grid Method sample MD45-S2:
at (d) 12 us, (e) 22 us and (f) 32 us.
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Figure 7.10: ay fields from the DIC sample MD45-D2: at (a) 12 us, (b) 22 pus and (c) 32 us, together
with the ag fields from the Grid Method sample MD45-S2: at (d) 12 us, (e) 22 us and (f) 32 us.
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Figure 7.11: a; fields from the DIC sample MD45-D2: at (a) 12 us, (b) 22 us and (c) 32 us, together
with the a; fields from the Grid Method sample MD45-S2: at (d) 12 us, (e) 22 ps and (f) 32 ps.
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7.3 Modulus identification

This section provides stress-strain curves and modulus ws. position plots obtained from the DIC
samples. Figures showing the DIC derived material properties have the same axis limits as the Grid
Method results presented in Chapter 6, so that the results could be easily compared. In-test measure-
ments of the pitch and yaw angles between the projectile and the wave guide are also given for each
sample. When combined with the material response data, negligible alignment-induced effects were
observed in the identified in-plane transverse and shear moduli.

7.3.1 UD90° specimens: transverse component

Similar to the IBII tests on UD90° Grid Method samples, the average transverse stress over the speci-
men height 5357 was plotted against the average strain over the specimen height e3% at each vertical
slice on the sample. Figure 7.12 shows stress-strain curves at selected xq positions for UD90-D2, where
a linear response was obtained over the compressive loading. Most of the unloading response was also
linear, except for the later stages where a crack formed in the sample. Peak average compressive
stresses were on the order of 150 MPa, which was consistent across the batch of tests conducted. Red
markers on Figure 7.12 show the linear fitting region that was used to derive transverse moduli from

each slice on the UD90° samples.
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Figure 7.12: Transverse stress-strain curves at various x( distances obtained from UD90-D2.

Figure 7.13 shows the transverse modulus as a function of z;y position (from the free-edge) results from
five IBII tests on UD90° DIC samples. As with the UD90° grid samples, E9s modulus values were
identified by averaging the moduli over the middle 50% of the sample’s length. This procedure was
undertaken so that spatial smoothing effects at the sample edges and low signal-to-noise strains at
the free-edge did not influence the identified moduli [29]. Good repeatability was obtained across the
batch of five samples, where the mean transverse modulus was FEa; = 8.98 GPa (SD = 0.079 GPa), as
listed in Table 7.2. Using the quasi-static modulus of 8.3 GPa obtained in this work, the percentage
difference to the quasi-static value (% Diff. to QS) was 8.15%. This result was significantly lower than
the strain-rate sensitivity obtained from the UD90° grid samples, which was 22.3%. However, lower
E»s values were expected from these tests because the UD90° DIC samples were cut from a plate that
had a lower density compared to the UD90° grid samples. This is further discussed in Chapter 8,
where an explanation for the lower laminate density is given. Table 7.2 also lists the peak compressive
transverse strain-rate of 3.34x10% s~!, which was higher than the strain-normalised transverse strain-

rate of 1.50x10°% s~ L.
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Figure 7.13: Transverse modulus as a function of zy distance identified from five IBII tests on UD90°
DIC samples. The mean, QS reference and +10% of the QS reference value are also shown.

Table 7.2: Transverse modulus F99 and shear modulus G identified from five IBII tests on UD90°
specimens using DIC displacements, together with the mean, SD, COV, QS and %Diff. QS value.
Peak average and effective transverse and shear strain rates are also listed.

Spec. Es5o G2 Peak |e.22|L Peak |’);12|L €59 'flz
(#) (GPa) (GPa) (x 103 s71) (x 103 s71) (x 103 s71) (x 103 s71)
UD90-D1 8.88 5.22 3.41 1.05 1.38 0.320
UD90-D2  8.90 4.95 3.25 0.671 1.55 0.384
UD90-D3  9.05 5.29 3.07 0.712 1.39 0.324
UD90-D4  9.06 5.25 3.63 0.325 1.64 0.425
UD90-D5  8.99 5.57 3.36 0.810 1.56 0.418
Mean 8.98 5.26 3.34 0.713 1.50 0.374
SD 0.079 0.223

COV (%) 0.885  4.24

QS Value 8.30 4.73

%Diff. QS 8.15 11.1

7.3.2 UD90° specimens: shear component

Figure 7.14 shows average shear stress o1z~ against average shear strain 7137 curves obtained from
the IBII test on UD90-D2. These curves reveal low magnitude peak average shear strains of around
1.5—2.0 mm.m~'. With the exception of UD90-D2, peak average shear strains below 1.5 mm.m™!
were obtained from all UD90° DIC samples. Therefore, the signal to noise ratio for the UD90° DIC
samples was approximately half of the UD90° grid samples, where peak average shear strains around
2.5—4.0 mm.m~! were recorded (see Figure 6.21 of Chapter 6). The low magnitude peak average shear
strains resulting from the UD90° DIC samples indicated that the pitch angle misalignments during
those tests were minimal. However, the low magnitude average shear strains made it difficult to assess
the linearity of the shear response from the UD90° DIC tests. Red markers in Figure 7.14 show the
fitted portion of the loading from which shear modulus values were obtained, using linear fits to the
absolute maximum stress.
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Figure 7.14: Transverse stress-strain curves at various x( distances obtained from UD90-D2.

Figure 7.15 shows the G2 against x( position data from the UD90° DIC tests. This plot shows a
greater amount of inter-sample scatter from the DIC tests compared to the grid sample results pre-
sented in Figure 6.22 of Chapter 6. Here, the scatter was a result of the low signal to noise ratio
induced by the low pitch-angle misalignment present in the tests. This was not ideal for identifying
G129 values from UD90° samples, where a greater pitch-angle misalignment is required to activate a
stronger shear response (increasing the signal to noise ratio). In spite of the low magnitude shear
strains, shear moduli were identified from the average of the middle 50% of slices on the sample. From
the five tests, the mean identified G2 value listed in Table 7.2 was 5.26 GPa (SD = 0.223 GPa), which
was close to the UD90° grid sample result of 5.51 GPa (SD = 0.127 GPa). Here, the increased SD
from the DIC sample G2 values was influenced by the low magnitude shear strains induced by the
reduced pitch angle misalignment. The SD was also heavily influenced by the UD90-S2 result, which
had the lowest peak average strain from the batch of tests. Using the quasi-static G12 modulus value of
4.73 GPa, the %Diff. to QS value was 11.1%. Table 7.2 also lists the mean peak and strain-normalised
strain rates of 0.713x10% s~! and 0.374x103 s~!, respectively. As expected, the shear strain rate
metrics were lower than the transverse values for the UD90° configuration.
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Figure 7.15: GG12 as a function of xg position for the UD90° DIC specimens, the mean identified from
five tests, the quasi-static reference value and +10% of the quasi-static reference value.

7.3.3 UD90° specimens: alignment

Table 7.3 lists the pitch and yaw angles between the projectile and the wave guide for the UD90°
DIC samples, which were calculated using the process described in Chapter 4. From the five tests on
UD90-D1 to UD90-D5, the mean pitch angle was 0.077° (SD = 0.024°) and the mean yaw angle was
0.149° (SD = 0.111°). These low pitch angle values were likely responsible for the low signal-to-noise
ratio in shear stress-strain curves seen in Figure 7.14. When combined with the consistent Fos data
obtained from the UD90° tests of 8.98 GPa (SD = 0.079 GPa), these results suggest an insignificant
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influence on the identified F99 modulus over the range of alignment angles obtained in this work. Note
that in Table 7.3, the absolute value of the measurements was used to calculate the mean from each
batch of samples.

Table 7.3: Angle between the projectile and the wave guide measured from the IBII tests on UD90°
DIC samples. Minimum, maximum and the absolute difference between the minimum and maximum
pitch and yaw angles are listed, along with the mean and SD of the absolute values.

Specimen Pitch.,in Pitchaz |A| Y awmin Y awnmaz |A|
(#) (degrees) (degrees) (degrees) (degrees) (degrees) (degrees)
UD90-D1 0.077 0.102 0.025 0.272 0.319 0.047
UD90-D2 -0.064 -0.053 0.010 0.154 0.188 0.033
UD90-D3 0.094 0.120 0.026 -0.210 -0.220 0.010
UD90-D4 0.041 0.063 0.021 0.036 0.056 0.020
UD90-D5 0.068 0.092 0.024 -0.025 -0.011 0.014
UD90-D6'  -0.197 -0.196 0.001 0.455 0.508 0.053
Mean 0.077 0.149

SD 0.024 0.111

1 Not included in mean or SD values

Following the modulus identification tests, one UD90° sample was intentionally impacted with a set
amount of yaw misalignment of 0.5°. This test was performed to assess the influence of the yaw angle
on the identified modulus value. As explained in Section 4.2.4 of Chapter 4, yaw angle misalignments
can induce 3D effects in the sample, leading to a bias in the average stress reconstruction. Table 7.3
gives the pitch and yaw alignment angles of —0.197 to —0.196° and 0.455 to 0.508°, respectively,
which were calculated from the test on UD90-D6. Note that the pitch and yaw angles were calculated
from the methods explained in Section 4.2.5 of Chapter 4. These impact conditions resulted in a
‘positive’ zone trailing the compressive egy wave front, which can be seen in Figure 7.16 (a). This
artificially-high strain region likely resulted from a 3D bending wave generated from the yaw angle
misalignment [115]. For the aligned tests, the region trailing the compressive wave front remained
compressive (over the modulus identification duration), as shown in Figure 7.16 (b). In the misaligned
case, the ‘less-compressive’ strains resulted in a different stress-strain response from the slices closer
to the impact edge. To demonstrate, Figure 7.16 (c) plots the transverse stress-strain response from
all slices on the sample’s surface for the misaligned test on UD90-D6. For this analysis, the slice
data within half a smoothing kernel size plus one subset size was excluded from both vertical edges.
Here, the stress-strain response was less concentrated compared to the aligned test, as shown in Fig-
ure 7.16 (d). In addition, the maximum average stress value of around 130 MPa was lower for the
misaligned test compared to the aligned test, which recorded values around 150 MPa. Influences on the
maximum compressive stress from the projectile impact speed were excluded, as values of 37.9 m.s™!
and 38.0 m.s~! were measured for UD90-S5 and UD90-S6, respectively. The yaw alignment induced
effects in the stress-strain curves resulted in higher modulus values closer to the impact edge for the
misaligned case, as shown in Figure 7.16 (e). However, at 25—20 mm from the impact edge, the effects
dissipated and the modulus value identified over the middle 50% of slices was 8.85 GPa, which was
within 1.4% of the mean value obtained from the aligned tests (8.98 GPa). This result demonstrated
the robust nature of the test, as reasonable modulus values could be identified with severe yaw mis-
alignment angles.
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Figure 7.16: Comparison of the UD90° sample eyy strain fields from the (a) misaligned test and (b)
aligned test, together with the g9 vs. €y curves from the (c) misaligned test and (d) aligned test.
Note that the dashed lines on (a) and (b) give the range of slices from which the stress-strain curves
in (c) and (d) were plotted. The Fyy against z( position curves from both cases are plotted in (e).
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7.3.4 UDA45° specimens: transverse component

Average transverse stress-strain curves from selected xy positions from UD45-D1 are plotted in Fig-
ure 7.17. These curves show a linear response over the compressive loading to a value of around
60 MPa, which was lower than the 150 MPa obtained from the transverse response-dominated UD90°
samples. This result was expected because for the UD45° samples, the impact pulse is split between
the transverse and shear components of stress. Thereafter, the unloading was also linear until the
sample failed later in the test. All of the UD45° DIC samples formed a crack during the test, which
was unlike the grid results where only two of the batch of seven samples failed. Note that influences
on the maximum compressive stress (and crack formation during a test) from the projectile impact
speeds were excluded, as values around 38—40 m.s~! were measured for both the grid and DIC sam-
ples. Similar to the UD90° Fss identification, linear fits over the compressive loading portion of the
transverse stress-strain curves were used to calculate the transverse modulus for each slice.
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Figure 7.17: UD45-D1 average transverse stress-strain curves at the given x( positions. Linear fits to
the red data points were used to calculate the transverse compressive modulus.

FE9o as a function of xg position from five IBII tests on UD45° samples is given in Figure 7.18. As
explained in Chapter 6, all of the slice data was used to identify the modulus values in the UD45°
specimens. Table 7.4 lists the mean E5» modulus obtained from five tests on UD45° DIC samples
as 9.01 GPa, which was 8.59% higher than the quasi-static reference value of 8.30 GPa. Again, the
statistics from the batch of five samples tested indicated good test-to-test consistency, as suggested
by the low SD of 0.141 GPa. Table 7.4 also lists the peak average and strain-normalised transverse
strain rates of 1.01 x10% s~! and 0.707 x10% s~!, respectively. As expected, the UD45° transverse
strain rate values were lower than the UD90° results.
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Figure 7.18: Fss as a function of xg position identified from five IBII tests on UD45° DIC samples.
The mean, quasi-static reference and +£10% of the quasi-static reference are also shown.
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Table 7.4: Transverse modulus Fss and shear modulus G5 identified from five UD45° DIC samples,
together with the mean, SD, COV, QS value and %Diff. to QS value. Peak average and effective
transverse and shear strain rates are also given.

Spec. E22 Gi2,51.1 Gi2,51.2 |€.22|L |’);12|gz.1 |’);12|];l.2 €22 Yi2
(#) (GPa) (GPa) (GPa) (x10%s7!) (x 103 s71) (x 103 s71) (x 103 s71) (x 103 s71)
UD45-D1  8.99 5.22 5.11 1.03 1.59 1.22 0.764 1.18
UD45-D2 9.11 5.14 4.96 0.876 1.68 1.19 0.619 1.13
UD45-D3  9.05 5.11 5.01 0.962 1.65 1.90 0.690 1.20
UD45-D4  8.78 5.06 5.01 1.14 1.81 1.98 0.739 1.23
UD45-D5 9.13 5.08 5.11 1.04 1.84 2.15 0.724 1.29
Mean 9.01 5.12 5.04 1.01 1.71 1.69 0.707 1.21
SD 0.141 0.063 0.067

COV (%) 1.56 1.22 1.33
QS Value 8.30 4.73 4.73
%Diff. QS 8.59 8.29 6.55

7.3.5 UD45° specimens: shear component

Figure 7.19 (a) gives average shear stress-strain curves obtained from angled slices parallel to the
UD45° sample fibres (slices 1) for UD45-D1. These curves show a linear shear response until around
10—15 mm.m~!, which was similar to the results obtained from the UD45° grid samples. At this point,
the response turned non-linear to a peak shear stress of around 70 MPa. The unloading behaviour
was linear, but slightly less stable than the linear loading response. Some distinct differences were
observed in the stress-strain curves obtained from the slices perpendicular to the fibres (slices 2), which
are shown in Figure 7.19 (b). Here, the amount of non-linearity proceeding the linear response was
reduced and the peak average stresses were lower compared to slices 1. Similar results were obtained
from the grid sample average shear stress-strain curves from slices 1 in Figure 6.25 compared to slices 2
in Figure 6.26. These occurrences could be expected given the different strain histories that develop
in the orthogonal slices (see Figure 5.10 of Chapter 5). Further to the differences in the loading, the
unload response ended earlier for slices 2 than for slices 1, stopping at around 35—40 MPa (compared
to 20—25 MPa for slices 1). The reason for the higher unload stresses from slices 2 was that the
crack originated close to the top left-hand corner of the sample, covering the slice 2 domain. After
the crack formation, the average stresses and strains in this region remained artificially high, which
resulted in more compressive average stresses at the end of the unloading. Linear fits to the linear
loading portion of the shear stress-strain curves were used to determine the shear modulus for each
xo position on the samples. Similar to the grid UD45° samples, the progressive chord fitting method
determined the linear limit over which shear moduli were derived. Consistent G12 vs. xg position
histories were obtained from both slices, as shown in Figure 7.20. This consistency was evidenced by
the mean G2 values listed in Table 7.4 for slices 1 and 2, which were 5.12 GPa (SD = 0.063 GPa) and
5.04 GPa (SD = 0.067 GPa), respectively. Again, using the quasi-static shear modulus of 4.73 GPa,
shear strain-rate sensitivities of 8.29% and 6.55% were obtained for slices 1 and 2, respectively. Ta-
ble 7.4 also lists the strain-normalised strain rate of 1.21x10% s~!, which was expectedly lower than
the peak average shear strain rates. Here, the UD45° DIC sample peak average shear strain rates were
1.71x10% s for slices 1 and 1.69x10% s~ for slices 2.
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(a) Slices 1.
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Figure 7.19: UD45-D1 average shear stress-strain curves at the given z( positions from (a) slices 1
and (b) slices 2. Red markers indicate the data used for the shear modulus identification.
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Figure 7.20: G2 vs. xo position for (a) slices 1 and (b) slices 2 obtained from five UD45° DIC tests.
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7.3.6 UD45° specimens: alignment

Pitch and yaw angles between the projectile and the wave guide were also calculated for the UD45°
DIC sample tests. Table 7.5 lists the results, where the mean pitch angle was 0.220° (SD = 0.010°)
and the mean yaw angle was 0.128° (SD = 0.098°). Although the UD45° sample mean pitch angle
was greater than the UD90° value, the consistent modulus results in Table 7.4 indicate that there
was insignificant influence on the identified E92 and G12 moduli under the alignment conditions in
Table 7.5.

Similar to the UD90° evaluation, one UD45° test was also conducted with intentional yaw-misalignment.
However, for this test the rotary stage was set to an offset angle of 1°, which was double the angle
set for the UD90° misaligned test of 0.5°. This yaw angle misalignment was detectable ‘by eye’ and
normally would have been removed during the pre-test alignment procedure. However, the test was
conducted to evaluate the effects on the identified material properties under severe yaw misalignment
conditions, which could occur if the stage was unknowingly knocked during a test campaign. Table 7.3
lists the pitch and yaw angles calculated from the test on UD45-D6, which were —0.046 to —0.033°
and 1.124 to 1.249°, respectively. Figure 7.21 (a) shows the €99 field obtained from the misaligned
test, which revealed lower peak strains compared to the aligned test field showed in Figure 7.21 (b).
These lower strains resulted in a steeper stress-strain response compared to the aligned test, clearly
seen when comparing the results in Figures 7.21 (c¢) and 7.21 (d). Lower peak average transverse
stresses of around 43 MPa were also obtained from the misaligned test compared to the aligned test,
where values around 60 MPa were recorded. The effects seen in the kinematic fields and stress-strain
curves translated to increased FE9o values over a significant portion of the xy positions on the sample,
as shown in Figure 7.21 (e). As all slices were used to identify the modulus, the misaligned test Eao
value of 10.0 GPa was 10% higher than the mean value obtained from the aligned UD45° tests of
9.01 GPa. However, it is recalled that this test was not used to identify material properties.

Table 7.5: Angle between the projectile and the wave guide measured from the IBII tests on UD45°
DIC samples. Minimum, maximum and the absolute difference between the minimum and maximum
pitch and yaw angles are listed, along with the mean and SD of the absolute values.

Specimen Pitchn Pitchpaz |A| Y awmin Y awmax |A|
(#) (degrees) (degrees) (degrees) (degrees) (degrees) (degrees)
UD45-D1 -0.129 -0.125 0.004 0.004 0.021 0.017
UD45-D2 -0.362 -0.384 0.022 0.040 0.061 0.021
UD45-D3 0.161 0.198 0.036 -0.271 -0.280 0.009
UD45-D4 0.254 0.300 0.046 0.121 0.151 0.030
UD45-D5 0.127 0.158 0.032 0.150 0.183 0.033
UD45-D6! -0.046 -0.033 0.012 1.124 1.249 0.126
Mean 0.220 0.128

SD 0.010 0.098

1 Not included in mean or SD values
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Figure 7.21: Comparison of the UD45° sample €ay strain fields from the (a) misaligned test and (b)
aligned test, together with the 9o vs. €y curves from the (c) misaligned test and (d) aligned test.
Note that the dashed lines on (a) and (b) give the range of slices from which the stress-strain curves
in (c) and (d) were plotted. The Fyy against zy position curves from both cases are plotted in (e).
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7.3.7 MD45° specimens: shear component

Shear stress-strain curves obtained from MD45-D1 are shown Figures 7.22. Similar to the UD45°
samples, the MD45° sample shear response was linear to around 10—15 mm.m™!, over the loading
portion of the test. Peak average shear stresses from both slices were around 60—75 MPa, with higher
values closer to the impact edge. Unlike the UD90° and UD45° samples, the shear unloading extended
past the zero stress condition because the MD45° samples did not form macro-cracks during the test.
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Figure 7.22: MD45-D1 average shear stress-strain curves at the given xo positions from (a) slices 1
and (b) slices 2. Red markers indicate the data used for the shear modulus identification.

Shear modulus values were obtained from the angled slices using the same methods applied to the
UD45° case. Figure 7.23 shows the G2 vs. xg position plots for both slices, where mean shear moduli
of 4.76 GPa (SD = 0.110 GPa) and 4.78 GPa (SD = 0.087 GPa) were identified for slices 1 and 2,
respectively. These values were lower than the UD90° and UD45° results of 5.26 GPa and 5.08 GPa
(average of slice 1 and 2 values), respectively. The lower G2 obtained from the MD45° samples was
unexpected for a few reasons. Firstly, the MD45° sample density of 1530 & 41 kg.m 3 was higher than
the UD sample density of 1514 + 17 kg.m 3. This higher density would normally result in an increased
modulus for the MD45° sample. Secondly, no effects were expected from differences in the sample
tolerances or the impact conditions, as these aspects were similar for both MD45° and UD45° DIC
samples. In addition, the shear strain and acceleration field magnitudes obtained from both samples
were on a similar order of magnitude. However, as discussed in Chapter 8, the reduced shear modulus
may have been influenced by the smoothing parameter selection in the MD45° case. Table 7.6 also
lists the MD45° sample G159 strain rate sensitivities of 0.581% and 1.11% for slices 1 and 2, respec-
tively. These results indicate negligible strain-rate sensitivity for the MD45° shear modulus, which
was contrary to the UD sample data. Lastly, the peak average shear strain rates were 1.85x103 s~ for
slices 1 and 1.80x10% s™! for slices 2, and the strain-normalised strain rate was 1.35x10% s~!. There-
fore, the strain rate data from the MD45° samples was similar to the UD45° results listed in Table 7.4.
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Figure 7.23: G12 against x( position for (a) slices 1 and (b) slices 2 obtained from four MD+45° DIC
tests, along with the mean, quasi-static and £10% of the quasi-static reference value.

Table 7.6: Shear modulus Gi9 identified from four MD45° DIC specimens, together with the mean,
SD, COV, QS value and %Diff. to QS value. Peak average and strain-normalised shear strain rates

are also listed.

Specimen G2, 1.1 G12,51.2 Peak |’Y.12|§l,1 Peak |’Y.12|§l,2 Yiz
(#) (GPa) (GPa) (x 103 s71) (x 103 s71) (x 103 s71)
MD45-D1 4.67 4.69 1.66 1.82 1.33
MD45-D2 4.88 4.90 1.90 1.65 1.30
MD45-D3 4.82 4.78 1.94 1.77 1.36
MD45-D4 4.66 4.76 1.88 1.95 1.41
Mean 4.76 4.78 1.85 1.80 1.35
SD 0.110 0.087

COV (%)  2.30 1.83

QS Value 4.73 4.73

%Diff. QS 0.581 1.11
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7.3.8 MD45° specimens: alignment

Pitch and yaw angles between the projectile and the wave guide calculated from the four MD45° DIC
sample tests are listed in Table 7.7. Here, the mean pitch angle was 0.076° (SD = 0.041°) and the
mean yaw angle was 0.179° (SD = 0.111°). Similar to the UD90° and UD45° samples, the consistent
shear modulus data obtained from these tests indicated minimal alignment induced effects from the
MD45° tests, for the impact angles listed in Table 7.7. Note that no intentionally misaligned tests
were conducted using MD45° samples.

Table 7.7: Angle between the projectile and the wave guide measured from the IBII tests on MD45°
DIC samples. Minimum, maximum and the absolute difference between the minimum and maximum
pitch and yaw angles are listed, along with the mean and SD of the absolute values.

Specimen Pitch.,in Pitchggz |A| Y awmin Y awnmaz |A|
(#) (degrees) (degrees) (degrees) (degrees) (degrees) (degrees)
MD45-D1 0.110 0.119 0.009 0.256 0.277 0.021
MD45-D2 0.096 0.122 0.025 -0.238 -0.243 0.005
MD45-D3 0.082 0.106 0.024 -0.255 -0.264 0.008
MD45-D4 -0.033 -0.019 0.014 -0.042 -0.030 0.013
Mean 0.076 0.179

SD 0.041 0.111
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7.4 Failure stress identification: UD90° samples

Transverse failure stress values were also identified from the UD90° DIC samples. Diagnostic figures
from the test on UD90-S2 are shown in Figure 7.24. Figure 7.24 (a) shows the stress field calculated
from the transverse strains and the constitutive law o, (€) at the time of fracture. During the test,
multiple cracks originated in a region of high tensile stress, which formed as the compressive loading
pulse reflected off the sample’s free edge. This resulted in a curved tensile stress distribution over
the sample height, which can be seen in Figure 7.24 (a). As shown in Figure 7.24 (b), this feature
was not well represented by the LSG equation due to its linear approximation of the stress field (over
the sample height). Although the LSG equation was not sufficient to represent the experimentally
obtained (smoothed) stress maps, the peak average stresses in the virtual gauge area (7,72 (LSG)
and @55 (¢€)) were similar in magnitude. Figure 7.24 (c) plots the two stresses over the virtual gauge
area, where good agreement can be seen until the fracture time of 45.5 us. At this time, o552 (LSG)
diverged from 7,z (¢), which indicated that the sample had fractured with a (LSG) failure stress of
66 MPa. a_mA(LS G) is plotted against the x-axis strain averaged over the virtual gauge area &2 in
Figure 7.24 (d), where a tensile failure strain around 8.5 mm.m~! resulted.
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Figure 7.24: UD90-D1 failure stress identification: Stress field calculated from (a) a constitutive law
and the strain fields o,,(€), together with (b) the acceleration fields using the linear stress gauge
equation o,,(LSG). Virtual gauge area averages (c) o5 (¢) and 7., (LSG) against time and (d)
22 (LSG) against the average strain over the virtual gauge area €;;.

Table 7.8 gives the mean tensile failure stress obtained from five IBII tests on UD90° DIC samples
of 66 MPa (SD = 2.9 MPa), indicating good inter-sample consistency. Using the quasi-static failure
stress value of 75.4 MPa reported in [140], the difference in the transverse tensile failure stress was
-13%. This result was unexpected because composite failure stresses are generally thought to increase
with increasing strain rate [103]. However, these samples were cut from a laminate that contained
voids, which would have reduced the identified failure stress (this is further discussed in Chapter 8).
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The failure stress resulting from the IBII test that had a set amount of yaw misalignment (UD90-D6)
was 69 MPa. This result was only 4.5% lower than the mean of 66 MPa, and unexpected given the
modest 0.5° yaw misalignment. However, the failure location was close to the free-edge, where the
3D effects induced from the misalignment should be reduced compared to the impact-edge. Results
from [115] showed a more significant error of around 30% on the identified failure stress compared to
the test on UD90-D6. However, in [115] the sample length and length to thickness ratios were reduced
compared to the samples tested here, so the 3D effects may still have been strong when (and where)
the samples failed. Although only one sample was tested here, this result suggested that for long,
thin samples, 3D effects induced from misalignment could be mitigated if the failure occurs close to
the free-edge. However, further testing is required for confirmation of these effects and should include
testing at higher framing rates to reduce any temporal bias. Table 7.8 also gives the mean minimum
compressive and maximum tensile strain rates over the virtual gauge area prior to fracture, which
were on the order of 1.88x10% s™! to 2.38x103 s~1.

Table 7.8: Transverse failure stress averaged over the virtual gauge area @,z obtained from five
IBII tests on UD90° DIC samples, together with the mean, SD, COV, QS value from [140] and the
% Diff. to QS value. The minimum compressive Con (pre-failure) and maximum tensile e (at
failure) strain rates are listed for each specimen. The test with 0.5° of yaw misalignment (UD90-D6)
is also listed in the table, but not included in the statistics.

Specimen T2 (LSG) Min aA Max aA
(#) (MPa) (x10% s71)  (x10% s71)
UD90-D1 71 1.94 2.38
UD90-D2 66 1.88 2.28
UDY90-D3 65 1.94 1.94
UD90-D4 64 2.12 2.06
UD90-D5 64 2.01 1.95
UD90-D6* 69 1.40 0.825
Mean 66
SD 2.9
COV (%) 4.4
QS Value 75.4
% Diff. to QS -13

1 Not included in mean or SD values
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Chapter 8

Discussion

This chapter provides a discussion on the experimental results presented in Chapters 6 and 7. Results
from the Grid Method IBII tests are presented first, where the modulus identification methods are
validated by comparing the moduli obtained from each sample configuration. Differences in the high
strain rate material properties identified from Grid Method and DIC displacements are then evaluated,
where influences from the spatial resolution, laminate configuration and integrity of the laminates are
considered. All of the material data is then compared to values in the literature and reasons for the
excessive scatter seen in the previously published data are given.

8.1 Validation of the modulus identification methods

The purpose of this section is to validate the IBII test methods used to identify the high-strain rate
moduli from the Grid Method samples. This task was complicated by the fact that there are cur-
rently no reasonable datasets for comparison, as most data found in-literature was obtained with the
split-Hopkinson bar. Here, it is recalled that identifying composite material properties with the split-
Hopkinson bar can be easily corrupted by inertial effects, when the evaluated strain rates are above
a few hundred inverse seconds. Therefore, the validation process was completed by comparing the
identified moduli obtained from different laminate configurations. This provides a reasonable compar-
ison for the identification methods because each of the sample configurations had unique features that
could potentially affect the results. For example, the UD90° and UD45° samples were expected to have
better matrix consolidation compared to the MD45° samples, due to the £45° layup. Additionally,
the UD90° samples had a much lower y-axis strain resolution compared to the UD45° samples, and a
different surface area over which the acceleration averages are obtained in the stress gauge equations.
In [127], the transverse stress gauge approach used to obtain the transverse modulus from UD45°
CFRP specimens was validated. However, that evaluation was performed on a single sample, so this
study extends the assessment to include a larger sample size. Note that the transverse stress gauge
methodology used to identify UD90° Eso values had already been experimentally validated in [29].

8.1.1 Transverse modulus from UD45° samples

Figure 8.1 plots the mean Fas value of 10.2 GPa (SD = 0.154 GPa) obtained from the batch of six
UD90° grid samples. As previously stated in Chapter 6, the statistical data from this batch of sam-
ples indicated excellent shot-to-shot consistency. Although, this could be expected given the strong
transverse response from the UD90° configuration. Also plotted in Figure 8.1 is the mean FEsy value
of 9.98 GPa (SD = 0.345 GPa) obtained from the batch of seven UD45° grid samples. Comparing the
results variance from the two sample batches, the increased SD from the UD45° samples may have
resulted from the slightly lower signal to noise ratio in the transverse strains. However, the UD45°
FEs value was within one SD of the UD90° result, when the SD of the UD45° samples is considered.
Given the consistent results between the two sample laminate configurations, the transverse stress
gauge method used to obtain the transverse modulus from UD45° samples was considered validated.
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Figure 8.1: Comparison of the transverse modulus Fsy results from this study with data from [20].

8.1.2 Shear modulus from UD90° samples

In-plane shear moduli of composites are often identified with off-axis configurations (e.g UD45° or
MD45°), as the angled fibres can induce a strong shear response in the sample. However, in this work
(12 values were also identified from UD90° specimens. As explained in Chapter 6, the shear modulus
identification from the transverse samples was unintended, and resulted from a slight pitch-angle
misalignment between the projectile and the wave guide. However, this discovery unexpectedly added
to the versatile nature of the IBII test because 1) it proved that shear moduli could be identified from
more basic sample configurations and 2) it provided another data point to evaluate the UD45° and
MD45° sample shear modulus identification methods. Averaging the slice 1 and 2 values, the mean
GG12 obtained from the UD45° samples was 5.36 GPa (SD = 0.148 GPa), which is plotted against the
UD90° result of 5.51 GPa (SD = 0.127 GPa) in Figure 8.2. Both of these datasets indicate excellent
consistency between tests, particularly for the UD90° case because of the low signal to noise ratio of
the y-axis strains. As the UD90° (15 was within one SD of the UD45° result, the method of obtaining
the shear modulus from UD90° samples was experimentally validated.

8.1.3 Shear modulus from MD45° samples

The mean MD45° G5 values identified from slices 1 and 2 were 5.05 GPa (SD = 0.305 GPa) and
5.12 GPa (SD = 0.275 GPa), respectively. Figure 8.2 plots the average of the two slices, giving a
mean MD45° sample shear modulus of 5.09 GPa (SD = 0.290 GPa). In comparison to the UD sample
results, the MD45° G12 value was 5.0% and 7.6% lower than the UD45° and UD90° sample results,
respectively. It was suspected that the reduced MD45° modulus may have resulted from a lower fibre
volume fraction of the MD laminate. When the laminates are manufactured, the alternating -45° and
+45° laminae can lead to regions of trapped resin at the ply interfaces as the matrix consolidates.
This hypothesis was supported by the MD laminate’s reduced density value of 1530 kg.m~3, which
was 2.9% lower than the UD laminate density of 1575 kg.m™3. Therefore, the lower MD45° shear
modulus is consistent with the lower fibre volume fraction resulting from its layup configuration.
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Figure 8.2: Comparison of the shear modulus Gy results from this study with data from [20].

8.2 Comparison of the DIC and Grid Method results

8.2.1 Transverse modulus from UD90° samples

The mean transverse modulus obtained from the UD90° DIC samples was 8.98 GPa (SD = 0.079 GPa),
which was 12.0% lower than the grid specimen results of 10.2 GPa (SD = 0.154 GPa). Here, a differ-
ence in the results could have been expected because of the lower spatial resolution resulting from the
13-pixel subsets chosen to process the DIC images. However, this amount of disparity was thought
to be excessive, as the errors in the identified Q25 values obtained from the image deformation study
were under 1% for both image types. Given that optimised smoothing parameters were selected to
process the experimental images, it was unlikely that the lower DIC FEso value was entirely due to a
lower spatial resolution. Some variation was expected from the different densities of the plates that
the samples were cut from, with the UD90° DIC samples having a density of 1514 & 20 kg.m ™3, which
was 3.9% lower than the UD90° grid sample density of 1575 4 20 kg.m 3.

Differences in the calculated sample densities were unexpected, as both plates had the same material
specification and were manufactured at the same facility. Therefore, optical inspection techniques
were used to investigate the cause of the reduced density. Micrographic images of the IBII test
sample laminates are given in Figure 8.3. These images provide a view that is parallel to the sample
fibres from the in-plane perspective. All images were obtained using an Olympus BX41M—LED
microscope and the samples were cold-mounted using Struers Epofix epoxy resin. Micrographs of the
UDO0° (Plate 1) laminate that the UD90° and UD45° Grid Method samples were cut from are shown in
Figures 8.3 (a) and 8.3 (b). In these images, the absence of voids indicate that this laminate had good
bonds between the fibres and the matrix. However, the microscope images of the plate that the UD90°
and UD45° DIC samples were manufactured from were quite different. Figures 8.3 (c¢) and 8.3 (d) show
micrographs of the UD0° (Plate 2) laminate, where multiple inter and intra-laminar voids can be seen.
This finding indicated that poor consolidation of the matrix had occurred during the laminate curing.
Computed Tomography (CT) scans conducted at the University of Southampton’s p-vis imaging centre
confirmed that voids on the order of 2—5 pm in length were present in the UDO0° (Plate 2) laminate.
The detection of voids from the micrographs of Plate 2 was consistent with its lower calculated density,
and also explained why lower F9s values were obtained from the UD90° DIC samples. This also meant
that it was difficult to undertake a fair comparison between the Grid Method and DIC derived FEao
values, as the manufactured quality of both samples was not the same. Here it is recalled that the QS
data was obtained from the plate containing voids (Plate 2).
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(a) UDO° Plate 1 at 5x resolution. (b) UDO0° Plate 1 at 20x resolution.

(c) UD0° Plate 2 at 5x resolution. (d) UDO° Plate 2 at 20x resolution.
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(e) UD0°/90° Plate 1 at 5x resolution. (f) UD0°/90° Plate 1 at 20x resolution.

Figure 8.3: Through-thickness micrographs of UD0° Plate 1 in (a) and (b), UD0° Plate 2 in (c) and (d)
and UD0°/90° Plate 1 in (e) and (f).
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8.2.2 Transverse modulus from UD45° samples

The mean transverse modulus identified from five UD45° DIC tests was 9.01 GPa (SD = 0.141 GPa),
which was 9.7% lower than mean of 9.98 GPa (SD = 0.345 GPa) obtained from the Grid Method tests.
This difference in the F9y values identified from the Grid Method and DIC tests on UD45° samples
was close to the UD90° result of 12%. These differences were not expected to be identical because the
optimised smoothing parameters used to process the UD90° and UD45° samples had slightly different
predicted error magnitudes of 0.54% and 0.14%, respectively (see Chapter 5). Although, this would
only account for a small portion of the difference between the Grid Method and DIC results from the
UD90° and UD45° samples i.e. 12% - 9.7% = 2.3%. Comparison of the Foo values obtained from
the Grid Method and DIC UD45° samples was difficult, because the UD45° DIC samples were cut
from the same UDO0° (Plate 2) laminate as the UD90° DIC samples. Therefore, it was likely that a
significant portion of the 9.7% difference in the identified Fs5 value was due to the voids and lower
measured density in the UD45° DIC samples. Using a simple rule of mixtures analysis, the reduction
in density between the Plate 1 and Plate 2 laminates corresponds to a reduction in the matrix volume
fraction of around 10%. When this was applied to the mean transverse modulus of 9.98 GPa obtained
from the Plate 1 laminate (grid tests), a value of 9.0 GPa resulted from the rule of mixtures analysis.
Therefore, when the difference in matrix volume fraction was accounted for in the rule of mixtures,
the Foo results from the DIC and grid tests were similar.

8.2.3 Shear modulus from UD90° and UD45° samples

From the five UD90° DIC samples, the mean identified shear modulus of 5.26 GPa (SD = 0.223 GPa)
was 4.5% lower than the Grid Method result of 5.51 GPa (SD = 0.127 GPa). As explained in Chap-
ter 7, the lower signal to noise levels in these tests resulted in low magnitude shear strains, which were
likely responsible for the relatively large SD in the G192 values. In spite of this, when the DIC case SD
is added to the mean, the result is less than 1% from the Grid Method value, i.e variance in the results
from both sample types overlap. Comparison of the G2 values derived from Grid Method and DIC
displacements is also complicated by the defects detected in the Plate 2 laminates that the UD90° DIC
samples were manufactured from. In consideration of the reduced density of the DIC samples of 3.9%,
the 4.5% lower UD90° DIC sample G712 was similar to the Grid Method result. Averaging the results
from the five UD45° DIC samples, the mean G5 value of 5.08 GPa (SD = 0.065 GPa) was 5.2% lower
than the Grid Method value of 5.36 GPa (SD = 0.148 GPa). Using the same rule of mixtures analysis
that was applied to the transverse modulus, a 10% reduction in the matrix volume fraction (from the
voids) results in a reduction of the shear modulus of around 10%. This reduction was greater than the
4.5% and 5.2% reductions observed from the UD90° and UD45° DIC tests, respectively. However, the
shear response could include some bias from the determination of the non-linear shear strains (further
discussed in Section 8.4.2), so the comparison may not be as straightforward as the transverse response.

8.2.4 Shear modulus from MD45° samples

The detection of voids in the UD90° and UD45° DIC samples made it difficult to directly compare
the transverse and shear moduli from the Grid Method and DIC tests. However, both Grid Method
and DIC MD45° samples were cut from the same plate, so a direct comparison between the identified
shear moduli was possible. Micrographs of the 0°/90° (Plate 1) laminate that the MD45° samples
were cut from are shown in Figures 8.3 (e) and 8.3 (f). Similar to the UD0° (Plate 2) laminates, the
MD45° samples also contained voids. Averaging the results from both slices, the mean identified shear
modulus from the four MD45° DIC samples was 4.77 GPa (SD = 0.099 GPa). This result was 6.3%
lower than the Grid Method result of 5.09 GPa (SD = 0.290 GPa). The image deformation study in
Chapter 5 did not consider the MD45° sample configuration, so it is likely that some of this difference
was a result of processing with non-optimal smoothing parameters. However, because the samples
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were cut from the same laminate, this comparison provides a clearer understanding of the differences
in the G152 identification from the Grid Method and DIC. Variances in the results obtained from both
datasets overlapped and therefore, it was difficult to detect any differences in the MD45° G2 values
identified with DIC and the Grid Method.

8.2.5 UD90° sample failure stress

The mean transverse failure stress identified from the UD90° DIC samples was 66 MPa (SD = 2.9 MPa),
which was 26% lower than the grid method result of 89 MPa (SD = 7.1 MPa). This result was similar
to the 30% reduction in tensile failure stress obtained from a UD CFRP composite tested at quasi-
static strain rates in [142]. The lower failure stress values obtained from the DIC samples were due
to the presence of voids, which act as stress concentration points that can initiate fracture at lower
stresses compared to laminates without voids. Therefore, the failure stress values obtained from the
DIC samples did not represent the ‘true’ failure stress of the composite system. Lower failure strains
were also measured from the DIC tests compared to the grid tests. This can be seen in Figure 7.24 (d)
of Chapter 7 where a tensile failure strain of around 8.5 mm.m™" resulted for UD90-D1, compared to
the 12.0 mm.m ™! value obtained from UD90-S3 in Figure 6.34 (d) of Chapter 6. These lower failure
strains could be expected given the voids detected in the DIC sample laminates [143, 144]. Unfortu-
nately, the presence of voids in the DIC samples meant that the transverse failure stresses obtained
from the DIC and Grid Method samples were not directly comparable.

8.3 Comparison with literature

8.3.1 Transverse modulus

The quasi-static and high strain rate moduli identified in this work are now compared to results for
the same composite material system reported in [20]. Comparison of the high strain rate data will
only consider the IBII test results on the Grid Method samples, due to the detection of voids in the
laminates that the DIC samples were manufactured from. In [20], the mean transverse modulus ob-
tained from two tests on UD90° samples was 7.98 GPa. This value is plotted against the evaluated
quasi-static strain rate of 9x10~* s~! in Figure 8.1. The Eyy value of 8.30 GPa obtained from the
quasi-static tests conducted here is also plotted in Figure 8.1, which was 4.0% higher than the result
in [20]. One possible reason for the different results was that in this study, the moduli were calculated
using the average of the strains measured on the front and the back of the specimen. Conversely, the
moduli in [20] were derived from strains on one side of the specimen. In quasi-static tensile tests, some
bending of the sample can be expected due to the alignment of the test machine grips, and the posi-
tioning of the sample in the grips. Depending on what side of the sample the strain gauge is located
on, the bending can induce a decrease or an increase in the measured strains. Therefore, it is possible
that a bias due to specimen bending could be included in the results from [20]. A second reason for
the variation in the quasi-static Eoy values could be related to the reduced density of 1514 kg.m™3
calculated for the tensile test samples. As previously discussed, this reduced density was thought to be
resulting from voids formed during manufacture, as shown in Figure 8.3, which may account for some
of the variation seen in Figures 8.1 and 8.2. Although, it is unknown whether the samples evaluated
in [20] were cut from plates that contained voids or not.

Following the quasi-static result of 7.98 GPa from [20], the transverse modulus obtained at 1.8 x1073 57!
increased to around 10.2 GPa. At this point there was a step change in the FEy value, which also
corresponded to a change in test method used to obtain the results (from a standard tensile test ma-
chine to a high-speed hydraulic test machine). Thereafter, similar values were recorded at the strain
rates of 1.1x107! s7! and 2.1x10' s7!, indicating that the F2s modulus was (approximately) strain
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rate insensitive. Transverse moduli obtained from the UD90° and UD45° IBII tests are also plotted
in Figure 8.1. When combined with the quasi-static values, these results showed an increasing strain
rate sensitivity of the F99 modulus, which agreed with the understanding that the matrix-dominant
properties of composites are generally considered to be strain rate sensitive [103]. This finding was
contrary to the results from [20] however, the strain rate insensitivity was largely influenced by the
increased Fas obtained when changing the test method. At this stage, it is difficult to directly compare
the strain rate sensitivities in the intermediate strain rate range, as this data was not obtained in this
work. However, intermediate strain rate tests on the same material using an ultrasonic rig similar to
that in [145] are currently being obtained in a separate study.

Positive E9 strain rate sensitivities of 22.3% and 19.4% above quasi-static values were obtained for
the UD90° and UD45° samples, respectively. IBII tests on UD90° CFRP composite specimens in [29]
resulted in a Es value of 7.9 GPa with strain rates around 2x10% s~! (8% increase over the quasi
static value). The same material was evaluated in the UD45° configuration in [127], where the same
Es = 7.9 GPa value was obtained. In [29, 127], the composites utilised a low-temperature out-of-
autoclave epoxy matrix, which may have behaved differently to the autoclave cured matrix used in
samples evaluated here. Therefore, Fos values obtained in this work are reasonably consistent with
the results from [29, 127].

8.3.2 Shear modulus

Quasi-static Gi2 data obtained from standard test machine tests on three specimens in [20] were
averaged to a value of 4.11 GPa and plotted in Figure 8.2. This result was 13.1% lower than the
4.73 GPa value obtained in this work. The elastic limit strains used to determine the modulus values
in both studies were similar at around 2.5 mm.m~'. Therefore, any variation in the modulus values
due to the fitting ranges was assumed to be negligible. Similar to the transverse modulus, differences
between the shear modulus results from this work and in [20] may have been influenced by the single-
sided strain measurements. In addition, the quasi-static results from [20] were derived from MD45°
specimens and therefore, some differences from the different laminate configurations could be expected.

Figure 8.2 also plots the Gy result of 4.6 GPa obtained at the higher strain rate of 1.0x1073 s~1,
which also corresponded to a change from a standard test machine to a high-speed hydraulic test
machine. Thereafter, the shear modulus increased to a value of around 6.6 GPa at a strain rate of
8.8x10' s7!. Shear modulus results from all three IBII sample configurations are also shown in Fig-
ure 8.2. When combined with the quasi-static data, the results from this study also show a positive
G192 strain rate sensitivity, but at a lower rate compared to that in [20]. Again, it is difficult to assess
the different strain rate sensitivities without intermediate data. However, one possible explanation for
the difference in the results obtained here and in [20] could be due to load cell ringing. Recalling that
in [24], finite element simulations of a high-speed hydraulic test machine test showed load cell ringing
at speeds as low as 5 m.s~ . Because the materials, testing apparatus and testing speeds in [20] were
similar, it is possible that the higher strain rate data may have been affected by load cell ringing.

Acknowledging differences in fibre and resin systems, transverse and shear moduli values obtained
during this evaluation generally conform to published data from [59], where maximum strain rates
were around a few hundred s~!. At this ‘lower end’ of the high strain rate regime, inertial effects are
lower and the quasi-static equilibrium assumption used in the split-Hopkinson bar test may be more
admissible. Further, strains reported in [59] were obtained from ‘on-sample’ full-field measurements
using the DIC technique, which may have produced more realistic results compared to traditional
split-Hopkinson bar analysis [146]. As seen in Figures 2.13 (a) and 2.14 (a) of Chapter 2, there was
significant scatter in the published results, particularly at strain rates of 10? s~! and above. In this
strain-rate regime, inertial effects are stronger and the quasi-static equilibrium assumption can be
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violated. Therefore, it is difficult to make meaningful comparison with split-Hopkinson bar data ob-
tained at strain rates higher than a few hundred s~', because it is possible that inertial effects have
influenced the result away from the ‘true’ material response.

8.3.3 UD90° sample failure stress

The mean tensile failure stress obtained from six UD90° grid specimens was 89 MPa (SD = 7.1 MPa).
These results were good, considering that values obtained from split-Hopkinson bar tests on a sim-
ilar material at strain rates an order of magnitude lower had a larger variance (Hexply IM7-8552
UD90° specimens mean failure stress = 79.0 MPa, SD = 11.9 MPa and COV = 15.1% obtained at
¢ = 2.71x10? s~! in [102]. However, failure stress is highly dependent on material defects and con-
sidering that the sample material is a composite, variance in the obtained values was expected. One
source of error could be due to the use of a linear approximation of the stress using the LSG, which
may have over or under-predicted the maximum average stresses in the vicinity of the crack. For
example, consider a convex loading pulse shape in the specimen. Here, the LSG will not be able to
accurately reconstruct the stress profile and therefore the calculated failure stress will be incorrect.
This would be particularly important for failure stress predictions in off-axis specimens, which de-
velop angled acceleration profiles across the specimen height. Therefore in future work, higher order
approximations of the stress should be assessed. Recalling that when the quasi-static data reported
in [140] was considered, the percentage increase in the UD90° sample tensile failure stress was 18%.
Figure 8.4 plots the mean tensile failure stress value obtained from the IBII tests compared to the
results reported in literature (previously shown in Figure 2.13 (b) of Chapter 2). On the whole, this
plot shows how the results from this work predict a much lower strain rate sensitivity compared to
the in-literature values at strain rates above a few hundred s~!. As most of the datasets came from
split-Hopkinson bar tests, the results obtained at the higher strain rates may have been over-predicted,
due to violation of the quasi-static equilibrium assumption in the tests. Below a few hundred s~!,
the results were consistent with that of [19, 102], which both used full-field measurements in their
analysis. Therefore, using full-field measurements to identify failure stress properties may give more
accurate results, as effects such as stress concentrations at the sample—bar interfaces can be measured
and accounted for during the identification process.
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Figure 8.4: Comparison of the percentage change in failure stress relative to quasi-static value from
the UD90° IBII tests compared with data from [16-20, 53, 54, 59, 95, 101, 102].
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8.4 Limitations and future work

This section discusses the limitations of the IBII test method and their effect on the resulting modulus
and failure stress values. Future research activities aiming to further understand the effects of these
limitations and extend the versatile nature of the technique are also discussed.

8.4.1 2D plane stress assumption

A key assumption of the IBII test method applied here is that the samples are loaded under 2D
plane stress conditions. The validity of this assumption was investigated in [115], where modulus and
failure stress properties were identified on both sides of a sample using back-to-back cameras. The
results of this study showed that the unintentionally induced, out-of-plane loading due to projectile
misalignment caused only a small bias on the identified elastic modulus. Results from this work agree
well with [115], where in-test projectile misalignment measurements confirmed that when the pre-test
alignment procedure was followed, there was insignificant influence on the identified elastic moduli.
When coupled with the linear transverse response observed in all tests in this work, the impact of 3D
effects on the results are considered negligible. Similar to the finite element simulation results, the
off-axis sample F99 and G5 responses were very stable over the range of zy positions, indicating that
the sample was loaded under 2D plane stress conditions.

8.4.2 Determination of the linear shear strain region

In this work, a non-linear shear response was obtained from the UD45° IBII tests. The range over
which linear fits to the shear stress-strain curves were made influenced the shear modulus value. Be-
cause the linear limit strain varied in space and time, chord moduli were progressively fitted to the
shear stress-strain curves and the linear limit was determined when the value fell below the average
modulus. This method was affected by noise induced oscillations in the shear response, which made
the linear limit identification troublesome because the oscillations were often of similar magnitude to
the non-linear onset strains. There is currently no efficient method to check every slice and time step
to evaluate the linear elastic limit determined from the chord fitting method. Future work could there-
fore include image deformation studies, including a non-linear material model in the finite element
simulations, which can be used to determine the linear fitting range for experimental results processing.

A major limitation of the method used to obtain the non-linear onset strain was that it was affected
by the non-linear shear response in the sample. When the strains are uniformly distributed along the
slice, averaging the strains over the slice gives a good approximation of the material response. Here,
the stress-strain curves are ’smeared’ as points of different stress/strain are averaged to produce the
response, but the smeared curve will still be a straight line of the correct slope. However, when the
material behaviour is non-linear, the strains may not be uniformly distributed along the slice. This
could be particularly relevant for the UD45° samples, where the kinetic fields were more complex
compared to the UD90° samples. When non-linear behaviour is present, some of the linear points are
averaged with the non-linear data and therefore, the obtained modulus will be biased. In this case, a
more accurate method to detect the non-linear onset would be to utilise a shear damage model, which
is discussed in Section 8.4.7.

8.4.3 Optimised smoothing parameters for the MD45° samples

The MD45° sample IBII tests were processed using the optimised smoothing parameters obtained
from the UD45° case image deformation study. However, the symmetric £45° nature of the MD45°
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samples generated different kinematic field shapes compared to the UD45° specimens. This may re-
quire different smoothing kernels to minimise errors on the MD45° G12 moduli. Therefore, optimised
smoothing parameters for the MD45° samples should also be obtained using image deformation. Here,
the reference moduli specified in the finite element simulation material model could be calculated with
Classical Lamination Theory (CLT) and the optimised smoothing parameters could then be compared
to the UD45° and UD90° results. Due to the symmetric nature of the fields, it is expected that the
optimised smoothing parameters for the MD45° case could be similar to the UD90° sample values.

8.4.4 Optimisation of the shear response from UD90° samples

The shear modulus identification from UD90° specimens was obtained from shear stresses and strains,
generated from a pitch angle misalignment between the projectile and the wave guide during the
tests. Here, the pitch angle misalignment was not intentional, so the resulting shear stress and strain
magnitudes were low. In the future, it should be possible to design the test to intentionally use this
misalignment to more strongly activate the shear response. This could be achieved using an appro-
priate finite element model to predict the loading from a misaligned projectile. Results from the
misaligned finite element simulation could then be used to deform synthetic grid or DIC images in an
image deformation study. Initially, this study would determine whether there was a strong enough
shear response resulting from the particular misalignment set in the finite element model. This would
be confirmed by a low systematic error on the identified shear modulus, excluding effects from noise.
Simulated noise could then be included in the analysis to obtain optimised smoothing parameters,
which provide the best compromise between systematic and random errors. IBII tests could then be
conducted using the in-test alignment procedure, to confirm the angle set on the rotary stage (and
in the simulation). Printed contacts or alternative sensors such as polyvinylidene di-fluoride (PVDF)
gauges [147] could be trialled to achieve an improved accuracy on the angle calculations. However, a
more straightforward option of inducing a stronger shear response could be to impact the sample over
half its height. This could be achieved by aligning the horizontal centreline of the sample with the
top of the wave guide.

8.4.5 Failure stress identification from UD90° samples

In this work, image deformation studies were undertaken to obtain optimised smoothing parameters
for identifying modulus properties from IBII tests. These same smoothing parameters were also ap-
plied in the identification of failure stress values from the UD90° samples. Therefore, errors due to
non-optimal smoothing parameter selection are expected from the failure stress values, which could
be more significant because of their localised nature. Because the stresses are calculated from the
accelerations, temporal smoothing can mask the failure location determined from the departure of the
LSG stress from the stress calculated from the strains and the constitutive model (see Section 4.2.11
of Chapter 4). Future image deformation studies could be undertaken to reveal the extent of the
systematic, random and total errors on the transverse failure stress. Displacement fields from a finite
element model with a cohesive zone in the crack location could be imposed on synthetically generated
images. Full-field techniques could then be used to generate kinematic fields from which stress maps
are derived. The stresses can then be analysed over a ‘virtual gauge area’ on the synthetic images,
which is positioned in the same location as the fracture zone observed in the experiments. FErrors
could then be calculated by comparing the identified failure stresses to quasi-static or high strain rate
values as the reference.
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8.4.6 Failure stress envelope

The first aim of this thesis was to develop and validate transverse and shear modulus identification
methods for off-axis composites with the IBII technique. A further aim was to obtain an accurate
transverse failure stress dataset from UD90° samples. The next research task is to extend these meth-
ods to obtain the dynamic failure stress under a combined tension/shear or compression/shear loading,
using off-axis composite samples. Mechanical properties associated with failure often require a more
localised approach, because the stress state at the exact point of failure is required. As a first step,
the Linear Stress Gauge (LSG) approach described in [29] can be applied to off-axis specimens in
global coordinates, using the free-edge boundary conditions to populate the stress tensor. The stress
tensor is then rotated into material coordinates to obtain the transverse and shear failure stresses.
However, this is only valid when failure occurs at the specimen edges, where shear and y-axis stresses
are zero and the full stress tensor can be obtained. A preliminary failure stress identification using
UD45° samples was undertaken as part of this research project. However, the results were unexpect-
edly low, with values around 20 MPa for both the transverse and shear failure stresses. These low
failure stress values were thought to be resulting from the linear stress reconstruction over the sample
height. With this method, the stresses resulting from the off-axis sample’s angled wave kinetics were
not well-approximated. In addition, the presence of voids in the UD45° sample laminates may have
resulted in lower identified failure stresses. For these reasons, the UD45° sample failure stress values
are not presented here, but will be investigated in future work.

Alternative methods are possible for instances where the failure does not occur at the specimen edge.
One option is to utilise angled slice boundary condition information together with rigid body virtual
fields, to construct higher order (quadratic or cubic) approximations of the transverse and shear stress
in the material coordinate system. Another option is to use the full-field accelerations to approximate
the local equilibrium equation as described in [141]. Once the failure stress reconstruction method-
ology is determined, a range of off-axis specimens could be evaluated in IBII tests to populate a
high strain rate failure envelope under combined tension/shear and compression/shear states of stress.
Comparisons between the failure stresses identified using DIC and Grid Method displacements could
also be undertaken.

8.4.7 Shear damage model

Shear stress-strain curves obtained in this work revealed different load and unload moduli together
with a residual shear strain upon return to the zero stress condition. These observations may have
indicated that damage had occurred, in the form of plastic deformation of the matrix or the formation
of micro-voids or cracks within the sample. Therefore, a shear damage model such as that reported
in [72] could be adapted for this high strain rate application. Micrography of recovered specimens could
then facilitate an experimental validation of the damage model, comparing the reduction in modulus
with the percentage void increase in recovered samples. Following the tests on samples that did not
form cracks, no changes to the recovered sample length or height measurements were recorded. This
indicated that the loading conditions had not initiated plastic deformation of the matrix, but rather a
viscoelastic response. However, these measurements were obtained using callipers with a resolution of
40.005 mm, so more accurate methods could be used to detect permanent strains. Preliminary x-ray
CT scans of the recovered samples also revealed no damage in the samples however, it is possible that
cracks formed during the loading had closed following the test. Further scans using a small loading
fixture to lightly load the samples and re-open the cracks could therefore be investigated. Results from
the preliminary scans also indicate that the samples should be impacted at greater speeds, to initiate
a stronger non-linear shear response. This may lead to damage in the recovered samples, which can
be detected using optical inspection methods. Lastly, the progressive chord modulus fitting technique
applied in this work was affected by noise. Therefore, noise-optimised virtual fields could be used in
the VFM to extract modulus data as in [65].
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Chapter 9

Conclusions

This chapter lists the conclusions from the two main research activities in this project. The first aim
was to generate an accurate high strain rate material property dataset for off-axis CFRP composites.
This required the application of VFM techniques within the IBII test methodology, which were tailored
to match the different laminate configurations of the evaluated samples. Validation of these methods
was achieved by comparing the results from each of the laminate configurations. The outcome of this
process was an experimentally validated method to identify the in-plane transverse and shear moduli
of orthotropic composites in the 0.5 — 2x10% s~! strain rate regime. Conclusions from this evaluation
are listed below:

¢ The mean transverse modulus obtained from seven tests on UD45° specimens was Foo = 9.98 GPa
(SD = 0.345 GPa), indicating good repeatability between specimens. This was similar to the
mean UD90° result of E9 = 10.2 GPa (SD = 0.154 GPa). These results demonstrated how
consistent in-plane transverse moduli could be identified from different sample configurations
with the IBII test.

e Shear moduli were also identified from the UD90° samples, where the mean (G192 value was
5.51 GPa (SD = 0.127 GPa), which was again indicative of low inter-sample variation. The
UD90° result was consistent with the mean shear modulus obtained from the UD45° samples of
5.36 GPa (SD = 0.148 GPa), which was calculated from the average of slices 1 and 2. The out-
come of this evaluation was proof that accurate shear moduli could be identified from IBII tests
on relatively easy to manufacture UD90° specimens, provided that enough in-plane misalignment
was present to generate the shear wave.

e Four tests were performed on MD45° specimens, where the resulting shear modulus was 5.09 GPa
(average of slices 1 and 2). This was 5.0% lower than the UD45° value and consistent with the
reduced fibre volume fraction of the MD laminate, as evidenced by its lower density.

e The mean transverse failure stress obtained from six tests on UD90° specimens was 89 MPa
(SD = 7.1 MPa). Good repeatability was obtained from the tests, considering the additional
variation that could be expected from localised failure stress measurements. This result repre-
sented an 18% increase over the quasi-static value, with peak transverse tensile strain-rates on
the order of 2x103 s~1.
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The second aim of this project was to evaluate the off-axis properties identified using DIC displace-
ments, and compare them to the Grid Method results. Voids detected in the laminates that the DIC
samples were cut from resulted in a reduced sample density compared to the grid samples. This made
the comparison of moduli identified from the grid and DIC tests difficult, because the specific mass
and structural integrity of the samples differed. However, when a simple rule of mixtures was applied,
the moduli obtained from the DIC samples were comparable to the grid results. The MD45° samples
were cut from the same composite plate, so a direct comparison was possible. The main conclusions
from this evaluation were:

e The mean transverse modulus obtained from five tests on UD45° DIC specimens was 9.01 GPa
(SD = 0.141 GPa). This result was was 9.7% lower than the Grid Method result of 9.98 GPa
(SD = 0.345 GPa). A mean FE9 value of 8.98 GPa (SD = 0.079 GPa) was obtained from
the UD90° DIC samples, which was 12.0% lower than the Grid Method result of 10.2 GPa
(SD = 0.154 GPa). These values were consistent with the 3.9% reduction in density of the UD
DIC samples. When the reduced matrix volume fraction (due to voids) was accounted for in a
rule of mixtures analysis, there was an insignificant difference in the F2o value obtained from
the Grid Method and DIC tests.

e Shear moduli were also identified from the UD90° DIC samples, where the mean G5 value was
5.26 GPa (SD = 0.223 GPa), which was 4.5% lower than the Grid Method result of 5.51 GPa
(SD = 0.127 GPa). This result was consistent with the mean shear modulus obtained from
the UD45° DIC samples of 5.08 GPa (SD = 0.065 GPa), which was 5.2% lower than the Grid
Method result of 5.36 GPa (SD = 0.148 GPa). Similar to the transverse modulus comparison,
the results were consistent with the 3.9% reduced laminate density of the UD DIC samples.

e Four tests were performed on MD45° DIC specimens, where the resulting shear modulus was
4.77 GPa (SD = 0.099). This result was 6.3% lower than the MD45° Grid Method value of
5.09 GPa (SD = 0.290), calculated from the average of the slice 1 and 2 results. As the samples
were cut from the same plate, the results were directly comparable. When the results variance
is considered, the DIC and Grid Method results were similar.

e The mean transverse failure stress obtained from the five IBII tests on UD90° DIC samples
was 66 MPa (SD = 2.9 MPa). This was 26% lower than the mean failure stress of 89 MPa
(SD = 7.1 MPa) resulting from tests on the grid samples, which were cut from a pristine laminate.
The reduced failure stress value was consistent with the presence of voids detected in the DIC
samples.

In consideration of the consistent results and experimental validation in this study, the IBII technique
represents an excellent test method to use in pursuit of high strain-rate modulus property identification
for composites. The good consistency was evidenced by the coefficients of variation between dynamic
tests, which were better than many quasi-static tests reported in the literature. Because of this con-
sistency, it was possible to detect a reduction in moduli of 10% between pristine and porous composite
panels. Results from this project have also demonstrated the versatile nature of the test, given that
systematic errors on the identified moduli were less than 1% when different full-field measurement
techniques were used in conjunction with the IBII methodology. These attributes suggest that the
IBII test is an obvious candidate for a new standard high strain-rate test for modulus identification.
Undoubtedly, as camera technology improves the efficacy of the IBII method will also improve.
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A Density calculations

Density values were calculated from small samples cut from the same laminate that the IBII and
quasi-static specimens were manufactured from. Surfaces of the density samples were first sanded to
the same amount as the quasi-static and IBII test specimens. Each density sample mass was measured
using a mass balance with a resolution of 1x10™* grams. Six measurements of each specimen dimen-
sion were taken with a digital calliper, which had a length measurement resolution of + 0.005 mm.
The lower and upper geometric measurements were used to calculate the specimen’s (approximate)
minimum and maximum volume. Maximum and minimum density values were calculated by dividing
the specimen mass by the minimum and maximum volumes, respectively. Tables A1, A2 and A3 list
the mean density value and standard deviation for each laminate.

Table Al: Measurements from five samples cut from the UD(0° laminate (Plate 1) used to calculate
the density for the UD90° and UD45° IBII specimens.

Spec Length Height Thickness Vol.,.in Volinax Mass Pmin  Pmaz
(#)  (um) (mm) (nm) (x10°m?)  (x107%kg) (kgm™)
1 23.83 £ 0.02 18.15 + 0.06 3.05 £ 0.02  1.301 1.331 2.0732 1558 1593
2 18.07 £ 0.12 19.18 £0.04 3.06 &+ 0.01  1.050 1.075 1.6682 1552 1589
3 23.84 +£ 0.03 23.83 +£0.03 3.05 £ 0.02 1.717 1.750 2.7239 1557 1586
4 23.84 + 0.04 23.83 +0.02 3.05 £ 0.01 1.718 1.738 2.7352 1574 1592
5 23.82 £ 0.01 17.95 + 0.08 3.05 £0.02  1.291 1.316 2.0550 1562 1592
Mean 1575
SD 17

Table A2: Measurements from four samples cut from the MDO0°/90° laminate used to calculate the
density for the MD=+45° IBII specimens.

Spec. Length Height Thickness Vol.,in Volinaz Mass Pmin  Pmaz
(#)  (mm) (mnm) (1) (x10°m®)  (x107%kg) (kgm)
1 31.14 + 0.03 12.29 + 0.05 3.07 £ 0.04 1.155 1.199 1.8038 1504 1561
2 35.27 £ 0.04 10.34 + 0.07 3.10 &£ 0.07  1.098 1.167 1.7265 1479 1573
3 35.48 + 0.04 11.56 + 0.06 3.10 &= 0.07 1.234 1.308 1.9446 1486 1576
4 30.88 + 0.04 28.14 + 0.04 3.09 £ 0.05  2.635 2.738 4.1094 1501 1560
Mean 1530
SD 41
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Table A3: Measurements from five samples cut from the UD0° laminate (Plate 2) used to calculate
the density for the quasi-static tensile test samples, along with the UD90° and UD45° IBII samples
evaluated with DIC.

Spec. Length Height Thickness Vol.,in VoOlinaz Mass Pmin  Pmaz
#)  (am) () (mm) (x10°m)  (x10°kg) (kgm™?)
1 28.55 + 0.03 10.26 + 0.02 3.14 + 0.03  0.908 0.929 1.3925 1498 1534
2 26.99 £ 0.04 9.33 +£0.04 3.134+0.02 0.778 0.799 1.1928 1493 1533
3 29.56 + 0.03 8.26 + 0.04 3.13 +0.02 0.756 0.773 1.1532 1492 1526
4 25.29 £ 0.03 13.01 +0.04 3.13 £0.03 1.015 1.044 1.5657 1499 1542
5 31.84 + 0.09 39.03 + 0.04 3.13 +0.02  3.852 3.933 5.8863 1497 1528
Mean 1514
SD 20

B Sample edge angle measurements

Top-down and Bottom-up macroscopic images of the vertical edges of six UD45° samples were taken
with a WILD M420 macroscope. The images were captured with the measured edge located in the
centre of the field of view. Front and back face angles were measured from each edge using ImagelJ,
as shown in Figure 1. When taking the measurements, each arm of the angle measurement tool was
as long as the sample thickness. The accuracy of the measurements was determined by shifting the
endpoint of each arm of the angle measurement tool by one pixel (increasing the angle). This angle
measurement was subtracted from the actual measured value to determine the angle measurement
resolution, which was £0.17°. Table B1 lists the measured angles.

Edge 1, Top-down Edge 2, Top-down

_F?ack

: 3 Edge 1 Edge 2
e Front & & s v &

CREIEE

Edge 2, Bottom-up
| PN -

SESENT S Front &

Edge 1, Bottom-up

A BackJ‘

Figure 1: Diagram showing the perspective and location from which the macroscopic images were
taken to measure the sample edge angles.
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Table B1: Edge angle measurements from six UD45 samples, where the location of the measured angle
is shown in Figure 1.

Edge 1 Edge 2
Sample Face Top-down Bottom-up Top-down Bottom-up
(#)  (Front/Back) (degrees) (degrees) (degrees) (degrees)

1 Front 89.99 90.16 89.77 90.43
Back 89.94 90.56 90.45 89.60
2 Front 90.25 89.76 89.79 90.10
Back 90.18 90.72 90.71 90.64
3 Front 90.63 89.64 90.25 89.87
Back 89.86 90.26 90.28 90.20
4 Front 90.26 90.06 90.27 90.11
Back 90.24 90.35 88.95 90.09
5 Front 90.37 89.85 89.60 90.44
Back 90.19 90.14 90.52 89.51
6 Front 90.44 90.33 89.65 90.42
Back 89.55 90.65 89.99 90.17

Mean 90.13

SD 0.37
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C Wave guide assembly procedure

Select a wave guide and measure the diameter
at four equidistant positions at both ends.
Then measure the length at four locations.
Average both sets of measurements and
ensure that they are within the measurement
resolution of the callipers used to make
the measurements (here, 0.005 mm). Place
the wave guide on an aluminium ‘V-block’
and using an engineering square and pencil,
rule two orthogonal lines on one of the end
surfaces as shown in Figure 2. Notice that
both lines intersect at the approximate centre
of the wave guide.

Cut three strips of double-sided tape and
position them over the marked lines as shown
in Figure 3. Ensure that the edges of the tape
touch one another, but do not overlap.

Place the wave guide tape-side down on a
flat wooden board. Use a sharp blade to
cut around the wave guide diameter, leaving
square tabs at the end of each line as shown
in Figure 4. Fold the tabs back along the
wave guide’s central axis. The double sided
tape provides electrical insulation for the
contact circuits, which give the projectile im-
pact times at four locations on the wave guide.

Figure 2: Marking orthogonal lines on the wave
guide.

Figure 3: Three strips of double-sided tape posi-
tioned on the wave guide.

Figure 4: Trimmed double-sided tape and the lo-
cation of an insulating tab.
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After removing the double sided tape, cut
small strips of adhesive copper tape approxi-
mately 2x10 mm in size. Position two tabs at
the end of each line ruled on the wave guide,
ensuring that 2-3 mm of the tab is located
on the impact face as shown in Figure 5.
Place the double-sided tape backing sheet
back onto the impact face and using another
wave guide, press down on the copper tabs
using firm body weight. Measure the length
of the wave guide plus the double-sided tape
and the copper tabs to ensure that the height
of the tabs is within the tolerance of the
callipers used to make the measurement.

Cut eight lengths of insulated wire and solder
them to each tab. Label four wire pairs
according the location of their tabs, e.g.
‘Top’, ‘Bottom’, ‘Left’ and ‘Right’. Cut two
strips of double-sided tape and position them
on the foam stand as shown in Figure 6.

Place the wave guide ‘impact-end upwards’
on a flat surface that contains a slot (or
hole), and thread the ‘Bottom’ position
wires through the slot, as shown in Figure 7.
Position a piece of 0.2 mm PTFE sheet
underneath the wave guide. This will ensure
that the front face of the wave guide is
slightly forward of the foam stand during a
test. Place the foam stand on the flat surface
and gently bring it towards the wave guide,
aligning the centres of both items ‘by-eye’.

Figure 5: Positioning of the copper tabs.

s

Figure 6: Positioning of the double-sided tape on
the foam stand.

[gP——

Figure 7: Positioning of the wave guide on the foam
stand.

148



Check that the front face of the wave guide is
square with the bottom surface of the foam
stand. This can be done by placing the wave
guide and foam stand on a flat surface (e.g. a
laboratory workbench) and taking an image
of an engineering square resting on the work
bench, close to the impact face, as shown in
Figure 8.

The next step is to position the sample on the
wave guide and foam stand assembly. It is
important that the long-edge, central axis of
the sample is axially-aligned with the central
axis of the wave guide. Firstly, mark the
centre of the foam stand with a felt-tipped
pen and re-position on the workbench. Using
the engineering square, rule a vertical line on
the back face of the wave guide as shown in
Figure 9.

Using a ruler, draw a line parallel to the
centreline, offset by half the sample width
(approximately 1.5 mm) from the centreline.
Position a flat, square object on the wave
guide, such as the mechanical test machine
fitting (referred to here as a ‘square block’)
shown in Figure 10 (a). Position a ruler
underneath and place strips of masking tape
over the edges of the square block to permit
easy removal after the sample is adhered to
the wave guide. Align the vertical edge of the
square block with the offset line and position
a sample against it to ensure that the sample
edge is aligned with the centreline, as shown
in Figure 10 (b). If the sample is not axially
aligned with the centreline, the centre and
offset lines must be redrawn.

Figure 8: Check that the wave guide is positioned
square to the bottom of the foam stand.

Figure 9: Marking a centreline on the wave guide.

Figure 10: Positioning the square block on the off-
set line in (a) and checking the sample is axially-
aligned on the wave guide in (b).
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Use a wooden applicator to spread a thin
coat of instant adhesive on the impact edge
of the sample. Run the applicator along
the centre of the sample, forming an even,
convex section of adhesive with a height of
approximately 0.5 mm. Take care to ensure
that the glue does not extend to the edges of
the sample, as shown in Figure 11.

Holding the flat edge firmly on the wave
guide, position the sample ‘impact-edge
down’ on the wave guide, aligning the sample
with the square block’s vertical edge, then
press downwards with firm hand pressure
for 20 seconds. Ensure to remove the excess
glue from the sample/wave guide edge, par-
ticularly on the imaged side of the sample,
as this may enter the field of view during a
test. Remove the square block and position a
piece of masking tape on the rear surface of
the wave guide, cutting it to the wave guide
diameter as shown in Figure 12.

Place the wave guide, foam stand and sample
assembly on the workbench. Position an
engineering square at the end of the sample
as shown in Figure 13 and capture a still
image. Measure the vertical angle of the
sample (Angle 1 in Table C1) using Image
processing software such as ImageJ. Ensure
that the angle is less than 0.5°, meaning that
the impact edge is perpendicular to the base
of the foam stand within this tolerance. This
measurement collectively accounts for the
edge squareness of each component following
assembly. It is also important for achieving
consistent pitch angles when using the vernier
scale on the 5-axis stage. If the angle here
is greater than 0.5°) it may be an indication
that the sample was positioned incorrectly on
the wave guide or that the foam stand may
need to be replaced.

Figure 11: Application of adhesive on the sample’s
impact edge.

Figure 12: Masking tape on the rear face of the
wave guide (imaged side).

Figure 13: Check that the sample edge is perpen-
dicular to the bottom of the foam stand after as-
sembly.
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Looking at the sample’s free-edge, position
the engineering square perpendicular to
the wave guide’s centre axis at the end of
the sample, as shown in Figure 14. Again,
using image processing software measure the
angle between the vertical centre-axis of the
sample relative the the straight edge of the
engineering square (Angle 2 in Table C1).
Assuming that the workbench has an angular
tolerance of less than 0.1°, this angle will
provide an indication of the angle between
the vertical centre-axis of the sample and the
wave guide/foam stand assembly. When the
angle is less than 0.5°, the sample has been
positioned well on the wave guide. If the angle
is greater than this, the sample may need
to be re-positioned because the kinematic
field calculations above the sample centre-
line may be affected differently to those below.

Take a top-down image of the sample on the
wave guide, ensuring that the vertical centre
axis of the sample and the back face of the
wave guide are in the centre of the image (see
Figure 15). Using image processing software,
measure the angle between the sample’s long
edge and the back face of the wave guide
(Angle 3 in Table C1). This measurement will
provide an indication of how perpendicular
the sample’s long-edge centre-axis is relative
to the rear face of the wave guide.

Position the assembly on the 5-axis stage and
secure the wires to the bottom of the target
trap with masking tape, so that the wires
do not interfere with the stage during a test.
Supporting the aluminium guide, press the
assembly down. Use a spirit level to ensure
the top of the wave guide is approximately
horizontal to the aluminium guide. Figure 16
gives an image of the sample, wave guide and
foam stand assembly in position on the 5-axis
stage.

Figure 14: Image used to measure the angle be-
tween the vertical centre-axis of the sample and
the wave guide/foam stand assembly.

Figure 15: Image used to measure the perpendicu-
larity of the sample’s long edge centre axis to the
rear face of the wave guide.

Figure 16: Sample, wave guide and foam stand as-
sembly in position on the 5-axis stage.
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Record the pitch angle on the vernier printed
on the Edmunds Optics TechSpec series
Goniometer, which facilitates the pitch angle
adjustment on the 5-axis stage. The smallest
increment on the vernier is 5 minutes or
0.083°, however the manufacturer’s specified
resolution is 0.1°. Figure 17 (a) gives an
image of the vernier printed on the Goniome-
ter. The vernier scale is quite small, so the
reading is obtained by taking a ‘zoomed-in’
image of the vernier using a smart phone
camera. The pitch angle vernier is addition-
ally difficult to read, because it is positioned
in front of the vertical translation post on
the 5-axis stage. Therefore, the pitch angle
vernier was read by pointing the smart phone
camera lens trough a small hole in the stage’s
vertical post, as shown in Figure 17 (b).
In the future, the hole in the post could be
made wider so that the image easier to obtain.

Yaw angle adjustment is facilitated by a
rotary stage, which is part of the b-axis
stage assembly. Record the yaw angle on the
vernier scale printed on the rotary stage (see
Figure 18). Like the pitch angle reading, this
was done by taking a ‘zoomed-in’ image of
the vernier with a smart phone camera. Note
that the smallest increment on the rotary
stage vernier is 10 minutes or or 0.17°.

Each pair of wires soldered to the tabs on
the wave guide formed part of a circuit that
generated an electrical current when shorted
by the projectile. For the ‘Right’, ‘Bottom’
and ‘Left’ positions, the ends of the wires
were connected to one side of an electronics
box via a cable with alligator clips on one end
and a BNC fitting on the other. The other
side of the electronics box was connected
to a PicoScope 4244 series PC oscilloscope
with double-ended BNC cables, as shown in
Figure 19. The ‘Top’ wires were connected
to the trigger input on the HSV camera,
and the ‘Aux1’ output was connected to the
Oscilloscope.  This ‘Top’ or ‘Auxl’ signal
was used to trigger both the camera and
the oscilloscope, while giving the projectile
impact time for the ‘Top’ position on the
wave guide.

(a) (b)

Figure 17: Goniometer vernier with a pitch angle
resolution of 0.1° in (a) and an image of the vernier
used to record the angle during a test in (b).

Figure 18: Rotary stage vernier with a yaw angle
resolution of 0.17°.

Electronics

Figure 19: Experimental setup for the impact tim-
ing circuit.
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Table C1: Measurements of the DIC samples on the wave guide once assembled, with Angle 1 calcu-
lated from an image similar to Figure 13, Angle 2 from Figure 14 and Angle 3 from Figure 15.

Sample Angle 1 Angle 2 Angle 3
(#) (degrees) (degrees) (degrees)

UD90-D1  0.20 0.40 89.3
UD90-D2  0.15 0.29 90.3
UD90-D3  0.30 0.20 90.2
UD90-D4  0.15 0.32 89.7
UD90-D5  0.20 0.33 90.6

UD90-D6  0.04 0.30 90.0
UD45-D1  0.24 0.08 90.0

UD45-D2  0.07 0.28 90.0
UD45-D3  0.25 0.11 89.8
UD45-D4  0.14 0.32 90.4
UD45-D5  0.21 -0.33 90.2
UD45-D6  0.05 -0.25 89.9
MD45-D1  0.50 0.34 89.4
MD45-D2  0.03 0.48 90.3

MD45-D3  0.07 0.05 90.6
MD45-D4  0.18 0.07 90.5
Mean 0.17 0.26 90.1
SD 0.12 0.12 0.39
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D Modulus vs. position plots from the different image types with
no applied noise or smoothing

(a) UD90° case Ea22 vs. xg position.
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Figure 20: Modulus against position for the three image types, where no noise fields or smoothing
was applied in the identification of the UD90° Fs (a), UD45° G121 (b) and UD45° G1a51.2 (c) case
moduli.
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E Noiseless and noisy systematic error heat maps
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Figure 21: Systematic error maps from the noiseless sweep, the noise sweep and the difference between
the noise and noiseless sweeps for the analytic grids (a)—(c), sub-pixel interpolation grids (d)—(f) and
sub-pixel interpolation speckles (g)—(i) for the UD45° case (22 identification.
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Figure 22: Systematic error maps from the noiseless sweep, the noise sweep and the difference between
the noise and noiseless sweeps for the analytic grids (a)—(c), sub-pixel interpolation grids (d)—(f) and
sub-pixel interpolation speckles (g)—(i) for the UD45° case Qgg, 51.1 identification.
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(a) Errgys noiseless, Qeg, s1.2 % (b) Errgys, Qes,s1.2 (%) c) Errsys Erry,s noiseless, Qe s1.2 (%)
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Figure 23: Systematic error maps from the noiseless sweep, the noise sweep and the difference between
the noise and noiseless sweeps for the analytic grids (a)—(c), sub-pixel interpolation grids (d)—(f) and
sub-pixel interpolation speckles (g)—(i) for the UD45° case Qgg, 51.2 identification.
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