
University of Southampton Research Repository

Copyright c� and Moral Rights for this thesis and, where applicable, any accompanying data are

retained by the author and/or other copyright owners. A copy can be downloaded for personal non-

commercial research or study, without prior permission or charge. This thesis and the accompanying

data cannot be reproduced or quoted extensively from without first obtaining permission in writing

from the copyright holder/s. The content of the thesis and accompanying research data (where appli-

cable) must not be changed in any way or sold commercially in any format or medium without the

formal permission of the copyright holder/s.

When referring to this thesis and any accompanying data, full bibliographic details must be given, e.g.

Thesis: Author (Year of Submission) ”Full thesis title”, University of Southampton, name of the

University Faculty or School or Department, PhD Thesis, pagination.

Data: Author (Year) Title. URI [dataset]





UNIVERSITY OF SOUTHAMPTON

Faculty of Engineering, Science, and Mathematics
School of Electronics and Computer Science

Multilinguality in Knowledge Graphs

by

Lucie-Aimée Kaffee

A thesis for the degree of
Doctor of Philosophy

October 2021

http://www.southampton.ac.uk




University of Southampton

Abstract

Faculty of Engineering, Science, and Mathematics
School of Electronics and Computer Science

Doctor of Philosophy

Multilinguality in Knowledge Graphs

by Lucie-Aimée Kaffee

Content on the web is predominantly in English, which makes it inaccessible to
individuals who exclusively speak other languages. Knowledge graphs can store
multilingual information, facilitate the creation of multilingual applications, and make
these accessible to more language communities. In this thesis, we present studies to
assess and improve the state of labels and languages in knowledge graphs and apply
multilingual information. We propose ways to use multilingual knowledge graphs to
reduce gaps in coverage between languages.

We explore the current state of language distribution in knowledge graphs by
developing a framework - based on existing standards, frameworks, and guidelines -
to measure label and language distribution in knowledge graphs. We apply this
framework to a dataset representing the web of data, and to Wikidata. We find that
there is a lack of labelling on the web of data, and a bias towards a small set of
languages. Due to its multilingual editors, Wikidata has a better distribution of
languages in labels. We explore how this knowledge about labels and languages can
be used in the domain of question answering. We show that we can apply our
framework to the task of ranking and selecting knowledge graphs for a set of user
questions

A way of overcoming the lack of multilingual information in knowledge graphs is to
transliterate and translate knowledge graph labels and aliases. We propose the
automatic classification of labels into transliteration or translation in order to train a
model for each task. Classification before generation improves results compared to
using either a translation- or transliteration-based model on their own.

A use case of multilingual labels is the generation of article placeholders for Wikipedia
using neural text generation in lower-resourced languages. On the basis of surveys
and semi-structured interviews, we show that Wikipedia community members find
the placeholder pages, and especially the generated summaries, helpful, and are
highly likely to accept and reuse the generated text.
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immer an euch.

I’d like to thank the many people I met and was lucky enough to call friends in all the
places I lived throughout these PhD years - Berlin, Southampton, Bristol, Hannover,
and London. You made the frequent moving bearable and kept life exciting.
Johanna, Vanessa, Jabir, and Timo – Danke, dass ihr immer mein Zuhause seid.
Vinayak,

Last but certainly not least, I would like to express my gratitude to the Wikidata and
Wikipedia communities, who not only collaborated on my work but also supported
my ideas and were eager to test them with me. This, among others, made the
ArticlePlaceholder and Scribe projects possible. You make the world a better place,
one edit at a time.

Lucie Kaffee
നീയാണ് കൊടുങ്കാറ്റിൽ എന്റെ ശാന്തത ഡാ



xxiii

Definitions

Alias An alias is an alternative name for a concept. While each entity should only
have one label per language, it can have multiple aliases. Properties to indicate
aliases include skos:altLabel and schema:alternateName.

Class Classes are a type of resource to sort entities into groups, i.e., to describe the
type of an entity. The property used to declare an entity as a type of a class is
rdf:type.

Description A description is a short text describing the content of an entity, helping
users to differentiate between entities with similar labels.1 Descriptions are in
natural language, and can therefore be covered in different languages.
Properties to indicate descriptions include schema:description.

Entity An entity is one data point in the web of data, describing a concept, expressed
in a linked data format, and identified by a URI. In the following, we use entity
and concept interchangeably.

Knowledge graph A knowledge graph is a database in a graph format, containing
linked data in RDF format. More information: https://www.ontotext.com/kno
wledgehub/fundamentals/what-is-a-knowledge-graph/

Label A label is the natural language representation of a concept in a knowledge
graph. A label should be annotated with a language in the form of @<language
code>. For example, "Berlin"@en is the English label for the entity wd:Q64.

Labelling property A labelling property is a property indicating the connection
between an entity and its label. The standard labelling property on the web of
data is rdfs:label.

Language tag A language tag is used to mark the language of a string. Language tags
are based on ISO codes for languages.2 An example for a language tag could be
"<label>"@de, where the language tag @de represents German, indicating the
label is in German.

1https://www.wikidata.org/wiki/Help:Description, retrieved 11. May 2021
2https://www.w3.org/International/questions/qa-choosing-language-tags.en, retrieved 11.

May 2021
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Linked data Linked data is data that is machine readable, published in RDF or a
comparable format, and part of the web of data.

Linked open data (LOD) Linked open data is freely accessible data on the web of
data in RDF format, identified by URIs.

Namespace A namespace in RDF is the first part of the URI, often describing the
knowledge graph an entity belongs to. For example, the namespace for entities
in Wikidata is http://www.wikidata.org/entity. In Turtle notation, the
namespaces are replaced by predefined prefixes.

Ontology Ontologies are a way of standardising the vocabulary across knowledge
graphs.3 For example, they can be used to indicate the type of an entity in all
knowledge graphs with the standard rdf:type.

Property A property (or predicate) describes the relationship between two entities. In
the triple, it is the link between two entities, i.e., subject - property - object.

Resource Description Framework (RDF) RDF is a format for describing concepts on
the web of data in XML, designed to be machine readable. More information:
https://www.w3.org/RDF/

rdfs:label rdfs:label is the standard labelling property in RDF to indicate a label in
the form <concept> rdfs:label ‘‘<label>’’@<language code>. For example,
the triple to describe the label of the entity wd:Q64 is wd:Q64 rdfs:label

"Berlin"@en .

SPARQL SPARQL is the query language of RDF. More information:
https://www.w3.org/TR/rdf-sparql-query/

Statement A statement is a triple, or set of triples, expressing information about an
entity. A statement might have additional information, such as provenance
information (e.g., source of information) or other qualifiers (e.g., the time range a
statement is valid in). Those qualifying triples can use blank nodes. More
information on blank nodes: https://www.w3.org/wiki/BlankNodes

Translation Translation describes the task of transferring the meaning of a word from
one language to another.

Transliteration Transliteration phonetically transfers a word from one script to
another.

Triple Triples describe the relationship between two data points in a subject - property -
object format, e.g., wd:Q64 - wdt:P1367 - wd:Q183, Berlin (wd:Q64) is the
capital of (wdt:P1367) Germany (wd:Q183).

3According to the standard by https://www.w3.org/standards/semanticweb/ontology, retrieved
11. May 2021
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Turtle Turtle is a compact version of RDF, making it easier for humans to read. Turtle
defines prefixes for namespaces in the form PREFIX wd:

<http://www.wikidata.org/entity/>, so that an entity in the form of
http://www.wikidata.org/entity/Q64 can be referred to as wd:Q64. We use
turtle notation throughout this thesis.

Uniform Resource Identifier (URI) A URI is a unique identifier for an entity on the
web of data. For example, the concept Berlin, the capital city of Germany, is
described by the URI http://www.wikidata.org/entity/Q64. More
information: https://www.w3.org/Provider/Style/URI

Web of data The web of data, or semantic web, defined by Berners-Lee et al. (2001) is
an extension of the web that aims to make data on the web linked, interoperable,
and machine-readable.

World Wide Web Consortium (W3C) The World Wide Web Consortium (W3C)
defines standards for the web. More information: https://www.w3.org/
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Chapter 1

Introduction

The web does not reflect the true diversity of language speakers using the internet.
Currently, 60% of content online is in English.1 However, only 17% of the world’s
population speak English.2 This bias towards English online has material
consequences. A growing number of non-English speakers are experiencing online
knowledge inequality as they gain access to the internet. For example, from 2000 to
2020 the number of Arabic speakers using the internet increased by 9, 348.0%,
compared with an increase of 742.9% for English speakers in the same time frame.3

It is crucial to make the web more accessible to this increasing number of non-English
speaking internet users and to provide information in their language (Peters et al.,
2012). Supporting the multilingual reality of the web needs tools designed for the
purpose.

To be accessible across languages, multilingual information needs to be machine
readable and accessible in an interconnected format. The web of data extends the web
with data in a machine readable format. It enables applications to access information
on the web automatically, in ways that would not be possible in the traditional,
human-readable web. W3C publishes the standards for making the web of data
accessible across different vocabularies.4 The web of data has been taken up by a
number of data publishers, from cultural institutions to the British government’s data
portal (Shadbolt et al., 2012).5

Knowledge graphs can be used as a storage hub for multilingual information. In this
thesis, we develop a framework to measure the coverage of languages across datasets

1https://w3techs.com/technologies/overview/content language, retrieved 25.09.2020
2World population of 7, 865, 905, 220 according to https://www.worldometers.info/world-populati

on/, retrieved 15. May 2021, 1348 million English speakers total according to https://www.ethnologue.c
om/guides/ethnologue200, retrieved 15. May 2021

3https://www.internetworldstats.com/stats7.htm, retrieved 25.09.2020
4https://www.w3.org/standards/semanticweb/data, retrieved 15.02.2021
5https://www.ontotext.com/knowledgehub/case%2Dstudies/linked%2Ddata%2Dintegration%2Dg

alleries%2Dlibraries%2Darchives%2Dmuseums/, retrieved 15.02.2021

https://w3techs.com/technologies/overview/content_language
https://www.worldometers.info/world-population/
https://www.worldometers.info/world-population/
https://www.ethnologue.com/guides/ethnologue200
https://www.ethnologue.com/guides/ethnologue200
https://www.internetworldstats.com/stats7.htm
https://www.w3.org/standards/semanticweb/data
https://www.ontotext.com/knowledgehub/case%2Dstudies/linked%2Ddata%2Dintegration%2Dgalleries%2Dlibraries%2Darchives%2Dmuseums/
https://www.ontotext.com/knowledgehub/case%2Dstudies/linked%2Ddata%2Dintegration%2Dgalleries%2Dlibraries%2Darchives%2Dmuseums/


2 Chapter 1. Introduction

on the web of data. We demonstrate a lack of multilingual labels in both the web of
data and Wikidata. In response, we propose a method of increasing the amount of
data available across languages using translation and transliteration of knowledge
graph labels. Further, we show two use cases of multilingual data on the web of data:
ranking knowledge graphs based on their language information for question
answering, and text generation for Wikipedia.

Knowledge Graphs Knowledge graphs are graph-structured data storage
technology. Knowledge graphs link concepts, or entities (such as events, people, or
places), with information about those concepts, e.g., Berlin -- capital of --

Germany and Berlin -- population -- 3, 644, 826. Typically, knowledge graphs can
focus on one specific domain, such as the linguistic information provided by BabelNet
(Navigli and Ponzetto, 2010) or be domain independent, as in the case of Wikidata
(Vrandecic and Krötzsch, 2014). Each concept or entity is identified by a Uniform
Resource Identifier (URI), which describes an entity in the knowledge graph. In their
functionality, URIs clearly differ from labels (Montiel-Ponsoda et al., 2011): while
labels are a way for humans to interact with the data in natural language, URIs are
supposed to be the unambiguous identifiers of entities, i.e., one URI refers to only one
entity. Labels can be changed and exist in multiple languages. URIs, however, should
be independent of the actual content of an entity, as they can not change.6 For
example, the entity for Berlin can be identified by https://wikidata.org/wiki/Q64.7

Information about an entity is expressed in triples. Triples describe the relationship
between two data points in a subject - property - object format, e.g., Q64 -- P1367 --

Q183, Berlin (Q64) is the capital (P1367) of Germany (Q183).

Labels User-facing applications, such as question answering systems, make
particular use of labels in the knowledge graph. A label is the human-readable
description of an entity, such as the name of a person. Knowledge graphs are machine
readable, i.e., they express information in a structured and linked format. Labels are
the way humans can interact with this information. Human users depend on the
availability of labels in their language, to make use of the data in a variety of
applications such as question answering systems or natural language processing
(NLP) tasks. Therefore, a comprehensive labelling of knowledge graphs across
languages is needed in order for applications to be ported across languages.

Labels in a knowledge graph are represented as triples. Labels are indicated with the
rdfs:label property. Figure 1.1 displays an example in graph structure from
Wikidata. Wikidata’s URIs are language independent. For example, Ada Lovelace is

6http://www.w3.org/Provider/Style/URI, retrieved 13. May 2021
7In the following, we omit the Wikidata namespace and address entities only by their ID in the Wiki-

data namespace, e.g., Q64.

http://www.w3.org/Provider/Style/URI
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FIGURE 1.1: Example of a triple (Ada Lovelace - occupation - computer scientist) with the
respective label for each entity and the property in English (en) and Arabic (ar).

FIGURE 1.2: Representation of Figure 1.1 in triples format. The rdfs:label property
connects opaque URIs of the entity to their natural language representations in English

and Arabic.

represented by Q7259. Figure 1.2 shows the representation as triples, where the triple
to be expressed in natural language (Q7259 - P106 - Q82594) is shown in grey. I.e.,
with its English labels, the triple can be expressed as Ada Lovelace - occupation -

computer scientist. Each of the entities in this triple are labelled in English and
Arabic using the rdfs:label property. In addition to its label, each entity can have
one or more aliases and descriptions in natural language. Aliases are alternative names
for an entity. A label in RDF should be unique, i.e., one label per language.8 This
ensures that an application finds the preferred name for a concept easily. Aliases can
then be used to indicate alternative names for the same entity. For example, an alias
for Ada Lovelace is Augusta Ada King, Countess of Lovelace – a different way the entity’s
name can appear in text. A description is a longer, human-readable definition of an
entity. For example, Ada Lovelace’s English description on Wikidata is English
mathematician, considered the first computer programmer.9

Wikidata Throughout this thesis, we focus on Wikidata (Vrandecic and Krötzsch,
2014), a knowledge graph which contains information about more than 93 million
entities as of the writing of this thesis.10 It is edited by an international community of

8https://www.w3.org/2004/12/q/doc/rdf-labels.html, retrieved 25. September 2020
9Ada Lovelace on Wikidata: https://www.wikidata.org/wiki/Q7259, retrieved 11. May 2021

10https://www.wikidata.org/wiki/Wikidata:Main Page, retrieved 15 May 2021

https://www.w3.org/2004/12/q/doc/rdf-labels.html
https://www.wikidata.org/wiki/Q7259
https://www.wikidata.org/wiki/Wikidata:Main_Page
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"Alemania"

ex:12 ex:31 ex:13
ex:12 rdfs:label "Johann Sebastian Bach"@es

ex:31 rdfs:label "lugar de nacimiento"@es
ex:13 rdfs:label "Alemania"@es

ex:12 rdfs:label "Allemagne"

db:Bach dbo:birthPlace db:Germany
db:Bach rdfs:label "Johann Sebastian Bach"@en

db:Germany rdfs:label "Germany"@en
db:Germany rdfs:label "BRD"@en

db:Germany rdfs:label "Deutschland"@de
db:birthPlace rdfs:label "birth place"@en

wd:Q255 wd:P19 wd:Q183
wd:Q183 rdfs:label "Germany"@en

wd:Q183 rdfs:label "Deutschland"@de
wd:Q183 rdfs:label "Almanya"@tr

wd:Q255 rdfs:label "Johann Sebastian Bach"@en
wd:Q255 rdfs:label "Johann Sebastian Bach"@de

wd:P19 rdfs:label "Geburtsort"@de
wd:P19 rdfs:label "birth place"@en

""

"Deutschland"

""

""

Knowledge Graph 1 (KG1)

Wo wurde Bach geboren?

""

Knowledge Graph 2 (KG2)

Knowledge Graph 3 (KG3)

German

Spanish

"Germany"
"BRD"

"Germany"

""

English German Spanish

¿Dónde nació Bach?

Where was Bach born?

English

1 2 3

FIGURE 1.3: Motivating Example. (1) User queries, processed by a question answer-
ing system, in three different languages. (2) Three different knowledge graphs that
are used by the QA systems independently to find an answer to the user question. (3)
The collected answers. If there is a lack of data in the language to disambiguate and
answer the question, the answer is empty (“”), if there is more than one label for the
returned entity, the answer contains multiple, independent words. The second knowl-
edge graph (KG2) is therefore most appropriate for English and German, the third

knowledge graph (K3) is most appropriate for Spanish.

volunteers, with 25, 263 editors11 working across 410 languages. Wikidata is
multilingual by design. Each aspect of the data can be translated and rendered to the
user in their preferred language. This makes it the tool of choice for a variety of
content integration affordances in Wikipedia, including links to articles in other
languages, and infoboxes. A range of other applications use Wikidata, such as
question answering systems (Tanon et al., 2018) and chat bots (Athreya et al., 2018).
Virtual assistants, used by a large number of people internationally, already integrate
knowledge from Wikidata into their services.12

1.1 Motivation

As the motivation of this thesis, we present two use cases of multilingual knowledge
graph data: question answering systems, and text generation for Wikipedia. Both use
cases show the importance of multilingual knowledge graph data in their respective
contexts.

11https://www.wikidata.org/wiki/Special:Statistics, retrieved 15 May 2021
12https://www.wired.com/story/inside-the-alexa-friendly-world-of-wikidata/, retrieved 15.

May 2021

https://www.wikidata.org/wiki/Special:Statistics
https://www.wired.com/story/inside-the-alexa-friendly-world-of-wikidata/
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1.1.1 Question Answering

Amazon Alexa and Google Home have made question answering available to a large
number of households over recent years. Amazon Alexa has sold over 100 million
units13. Globally, products that answer user questions, from voice interaction systems
to chatbots, are experiencing increased uptake

To support a larger number of users, Amazon has invested in its product’s increasing
ability to understand and answer questions in multiple languages (Gaspers et al.,
2018).

Question answering systems draw on an existing set of background knowledge. Most
commonly, question answering systems rely on linked data stored in knowledge
graphs (Diefenbach et al., 2018).

We motivate our work with a use case in which a multilingual question answering
system needs to choose between a set of knowledge graphs with different coverage of
multilinguality. Consider three knowledge graphs that have different coverages of
labels ((2), in Figure 1.3). The first knowledge graph (KG1) contains English and
German labels, with more labels in English. One entity (db:Germany) has two labels
in English. KG2 contains English, German, and Turkish labels, with slightly more
coverage of labels in German. KG3 (unlike KG1 and KG2) contains only Spanish
labels, and a label with no language tag. Consider a question answering (QA) system
that answers questions in English, German, and Spanish. The QA system uses a
knowledge graph as background knowledge to answer questions posed by a user.

In our example, the QA system wants to answer the same user question ((1), in
Figure 1.3 in Chapter 1) about the birthplace of Bach, in Spanish, German, and
English. The system needs to select among the three knowledge graphs the one that
suits its needs best and can answer the question in three languages. Considering a
multilingual QA system, all or most languages in the system need to be represented in
the labelling of entities. KG1 contains labels in English, but they are ambiguous: the
system cannot identify which label is the correct one. Further, there are no labels
available in German or Spanish. Therefore, the second knowledge graph should be
selected, as unique labels are available in English and German. Even though there are
no Spanish labels, the system can answer the question in two of the three languages.
The second choice is KG3, as it is able to answer a question unambiguously in one
language, whereas KG1, the third choice, can also answer questions only in English,
but even in English will return an answer with two labels. Systems have to select a
background knowledge graph. If a system selects the wrong knowledge graph (e.g.,

13https://www.theverge.com/2019/1/4/18168565/amazon-alexa-devices-how-many-sold-number-
100-million-dave-limp, retrieved 15 October 2020.
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FIGURE 1.4: Wikipedia language versions and size in articles, based on https://en.w
ikipedia.org/wiki/List of Wikipedias, retrieved 28 April 2021

selecting KG1, making the system only able to answer the question in English, and
ambiguously), the system will be rendered useless.

A ranking approach based on the language requirements of a question answering
system is needed. Knowledge graphs can be ranked based on the range of topics that
different systems require. Therefore, the first part of our work is to identify the
labelling and multilinguality properties of different knowledge graphs, and represent
them in a way that is easily accessible. We suggest a way of ranking knowledge
graphs by their success in meeting end users’ needs through the use of labels and
multilinguality, based on the previously identified factors.

1.1.2 ArticlePlaceholder for Wikipedia

Wikipedia is one of the most accessed websites in the world.14 The
community-maintained encyclopedia is available in 303 languages.15 However, its
content is unevenly distributed (Hecht and Gergle, 2010), as seen in Figure 1.4.
Language versions with less coverage than English Wikipedia face a recursive
problem: fewer editors means less quality control, making that particular Wikipedia
less useful for readers in that language; which in turn makes it more difficult to recruit
new editors from among readers.

14Alexa rank 13, https://www.alexa.com/siteinfo/wikipedia.org, retrieved 13 October 2020.
15https://en.wikipedia.org/wiki/List of Wikipedias, retrieved 28 April 2021

https://en.wikipedia.org/wiki/List_of_Wikipedias
https://en.wikipedia.org/wiki/List_of_Wikipedias
https://www.alexa.com/siteinfo/wikipedia.org
https://en.wikipedia.org/wiki/List_of_Wikipedias
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FIGURE 1.5: Research questions posed in this thesis, contributions, methods, and
datasets for each research question.

Multiple approaches aim to address this problem, such as the content translation tool
on Wikipedia, which enables a user to create a new article in their language based on
(machine) translation from the same article in another Wikipedia language version.16

Not all information on non-English Wikipedia sites is available in English Wikipedia.
In fact, Hecht and Gergle (2010); Hecht (2013) have disproved the English-as-superset
hypothesis, showing that different Wikipedia language versions contain different
content.

In Chapter 8, we suggest using the available information in a knowledge graph,
Wikidata, to automatically generate Wikipedia articles – the ArticlePlaceholder. We
show that it is possible to use knowledge graph information to create placeholder
pages in lower-resourced languages on Wikipedia such as Arabic and Esperanto.
These placehold pages have automatically generated introduction sentences that are
useful to readers and editors alike. This shows the importance of storing data
centrally and multilingually, because this enables us to make information available
across languages.

1.2 Research Questions

In the following, we present the research questions we aim to answer in this work
(Figure 1.5). We aim to contribute to a better understanding of the role of knowledge

16https://www.mediawiki.org/wiki/Content translation, retrieved 28 April 2021. Some Wikipedia
language versions, such as English Wikipedia, disable machine translation in the content translation tool
(see https://en.wikipedia.org/wiki/Wikipedia:Content translation tool, retrieved 28 April 2021).

https://www.mediawiki.org/wiki/Content_translation
https://en.wikipedia.org/wiki/Wikipedia:Content_translation_tool
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graphs when supporting access to multilingual content online. Therefore, the primary
question we aim to answer is: How can we support multilingual access to
knowledge graphs for speakers of low-resourced languages? We explore this
research question from four different perspectives. First, we establish the state of
knowledge graphs with regards to languages and labels, and develop a framework
that we validate by applying it on two different data sources and reuse it for the task
of ranking knowledge graphs. We further propose an approach for translation and
transliteration of knowledge graph labels based on work in the field of machine
translation and transliteration. Finally, to make knowledge graph labels accessible
across languages as text, we propose an evaluation methodology for neural text
generation from knowledge graph data with a focus on the users.

RQ1: What is the state of knowledge graphs with regard to labels and
multilinguality?

Motivation Knowledge graphs have the structure to support multilingual
applications, but in order to effectively support applications across languages,
knowledge graphs must also have multilingual content in the form of labels.
Therefore, we investigate the state of knowledge graphs with regard to labels and
languages. To deepen our understanding of multilinguality in knowledge graphs, we
also explore the provenance of the data in the graphs. In the case of Wikidata, a
community contributes the content. By understanding how the existing language
distribution came about, we gain an insight into how the community created the
multilingual content. This can contribute to an understanding as to how and where to
support communities of editors to create more diverse knowledge graphs. In order to
have a basis for comparison of different datasets, and in an effort to unify different
previously proposed frameworks and guidelines, we develop a comprehensive
framework for measuring labelling and multilinguality.

Data and Methods We introduce a framework for the analysis of knowledge graphs
with a focus on labelling of entities and languages covered in a dataset. We apply this
framework to understand the label and language coverage of the web of data and
Wikidata, by conducting two descriptive studies in which we present an analysis of
the LOD laundromat and the Wikidata dataset. The LOD laundromat aggregates a
large number of datasets on the web of data and unifies them. We therefore use it as a
representation of the web of data. Based on the edit history of Wikidata, we deepen
our understanding of the provenance of Wikidata’s multilingual data and its users’
multilinguality. Data and code can be found here:
https://github.com/luciekaffee/metrics-label,
https://github.com/luciekaffee/Wikidata-User-Languages

https://github.com/luciekaffee/metrics-label
https://github.com/luciekaffee/Wikidata-User-Languages
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Results We develop a framework that can be applied to any dataset to measure
labelling and multilinguality (Chapter 3) and apply it to two datasets: LOD
Laundromat (Chapter 4) and Wikidata (Chapter 5). We show how this framework can
be reused in applications (see RQ3). We find that the web of data still lacks labels for
entities, and wider support for a large number of languages. While Wikidata generally
has a more diverse coverage of languages, it is still largely biased towards English.
However, the multilinguality of editors and their contributions give a promising
direction for diversification of the knowledge graph in terms of labels.

RQ2: How can knowledge about languages in a knowledge graph be
applied to the task of ranking them for question answering?

Motivation Users pose questions in different languages to a question answering
system. Given the large amount of knowledge graphs on the web of data, a question
answering system can have access to multiple knowledge graphs for answering user
questions. This poses the challenge of selecting the correct knowledge graph for a
given question and user language.

Data and Methods We propose a method of ranking knowledge graphs for
effectiveness in question answering by capturing knowledge about language and label
coverage based on the framework introduced in Chapter 3. We investigate whether
extracting label and language information can help select the knowledge graph
containing the most appropriate answer for a user’s question in their language. We
introduce LINGVO, a framework able to compare and rank knowledge graphs based
on multilingual knowledge at class level. The approach is tested on an extended
version of the QALD dataset, including five widely used knowledge graphs (Wikidata,
DBpedia, YAGO, MusicBrainz and LinkedMDB) in our analysis. To select the best
knowledge graph to answer a given question, we create a gold standard based on the
answers of human annotators in a crowdsourcing experiment. The data and code for
the experiments can be found here: https://github.com/luciekaffee/LINGVO.

Results We empirically show that ranking at class level leads to precise results.
Moreover, the ranking of these knowledge graphs is particularly effective when
performed in a contextual domain, e.g., movies or people.

RQ3: How does differentiating between translation and transliteration
impact the generation of new knowledge graph labels and aliases?

https://github.com/luciekaffee/LINGVO
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Motivation Knowledge graphs lack multilingual coverage, which limits their
applicability in many tasks. Wikidata’s approach to correcting this limitation is to
collate labels from its multilingual community. However, this is highly time- and
cost-intensive, and cannot scale across the entire knowledge graph. Automation is
needed in this aspect. We propose a method of automatically translating labels.

Data and Methods Our approach explores the generation of a Chinese alias given an
English label in the company domain. The research challenges are as follows: (1)
Company labels can be translated or transliterated without an indicator of translation
or transliteration, creating the need for an automatic classification. (2) Since datasets
are a mix of simplified and traditional Chinese, we explore the impact of conversion
from one character set to the other on the overall translation. (3) We explore the
impact of differentiating translation from transliteration, compared to a pure
translation or transliteration model.

We tackle these research challenges by investigating each of the stages of a pipeline
that takes an English label as an input and generates a Chinese alias, by differentiating
between translation and transliteration. The generation of the alias is based on the
neural models widely used for neural machine translation, transformers. We train the
model on out-of-domain datasets and test them on the company domain in Wikidata.

Results Differentiating effectively between translation and transliteration before
generating an alias improves results by 34.7% compared to using a translation- or
transliteration-based model on its own for the transliteration model, and improves
results by 25.4% for the translation model, in terms of character error rate. Converting
all Chinese training and test datasets can improve performance by 77.12% in terms of
BLEU-4 score.

RQ4: How do Wikipedia editors perceive automatically generated
Wikipedia summaries?

Motivation Knowledge graph information in the form of triples is accessible and
readable by machines, but triples are not easy to read for human users. The field of
data-to-text generation tackles this problem by generating natural language text from
knowledge graph triples. In our work, we approach the problem of Wikipedia
summaries, which give an overview of a topic for Wikipedia readers and editors. Our
focus is on the target user group, i.e., the readers of the generated sentences, who need
to understand them and potentially reuse them to create articles on Wikipedia.
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Data and Methods We work on lower-resourced languages, i.e., languages with
fewer resources available online.17 Specifically, we work with Arabic and Esperanto.
Using an encoder-decoder architecture to generate Wikipedia summaries from
Wikidata triples in Arabic and Esperanto, we propose a methodology to evaluate
these generated sentences with the community. We take a mixed-methods approach
that includes surveys and semi-structured interviews with the communities we
address. The data and code for the experiments can be found here:
https://github.com/pvougiou/Mind-the-Language-Gap.

Results We show that natural language generation is a promising direction to
support lower-resourced Wikipedias; however, it brings its own challenges, too.

1.3 Context

Knowledge Graphs Throughout this thesis, we work with knowledge graphs as the
ideal technology for representing knowledge. There are some obvious limitations to
using knowledge graphs in that way. From a social science perspective, knowledge
graphs are eurocentric, they are largely developed by European researchers, following
(mostly) European research methodologies to capture eurocentric knowledge. For
more information regarding the topic of how the methodology of research my inflict
its outcomes see: Smith (2021). The author also gives an outlook on how researchers
from an underrepresented group can own research; this is a bright perspective also for
the bias here implied in knowledge graphs. A large part of the world’s knowledge
cannot be represented in the structure of knowledge graphs, for example oral
knowledge, which was discussed in the context of Wikipedia and is yet to be explored
in the context of knowledge graphs.18 The inherit structure of knowledge graphs in
the form of subject – predicate – object represents only a subset of languages, and
excludes a wide range of languages. To the best of our knowledge these limitations are
yet to be addressed and are outside of the scope of our studies.

Low-resourced languages This thesis works on what is here called low-resourced,
lower-resourced, or under-resourced languages. This is not a statement of how widely the

17We introduce the concept of lower-resourced languages analogously to low-resourced languages, a term
common in natural language processing research. Lower-resourced languages are languages that are not
among the 10 best covered languages, but still have more information online than, e.g., minority lan-
guages. See Section 1.3.

18https://medium.com/@lucie.kaffee/the-sum-of-all-knowledge-oral-citations-on-wikiped
ia-abaad65c5b0c

https://github.com/pvougiou/Mind-the-Language-Gap
https://medium.com/@lucie.kaffee/the-sum-of-all-knowledge-oral-citations-on-wikipedia-abaad65c5b0c
https://medium.com/@lucie.kaffee/the-sum-of-all-knowledge-oral-citations-on-wikipedia-abaad65c5b0c
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language is spoken. We borrow the term from natural language processing (NLP)
research, in which any language lacking language resources (i.e., enough language
information to automatically process the language) is defined as low-resourced. Singh
(2008) point out the following problems defining low-resourced languages:

• Linguistic study: English is so widely studied that even widely spoken
languages such as Hindi are not comparable

• Language Resources: Lack of (machine-readable) resources in the language

• Computerization: Lack of existing (NLP) tools in the language

• Language Processing: Lack of automated processing of the languages

• Other Privileges: The main factor identified by the author is the lack of privilege
of many low-resource languages, namely lack of ”availability of finance,
equipment, human resources, and even political and social support for reducing
the lack of computing and language processing support“ (Singh, 2008)

Cieri et al. (2016) aim to define low-resourced languages overall and define critical
languages as ”languages that suffer an undesirable ratio of supply to demand“ (Cieri
et al., 2016), including among others Arabic and Chinese. Critical languages are a
subset of low-resourced languages. The authors point out that projects working on
low-resourced languages can include European languages, given they are not as
well-covered as English in terms of resources. They further describe how low-resource
can be defined in comparison to other languages, which is the approach we follow in
our work. In other words, we create a context for the language we work with and
define the language in terms of coverage in the context we work in.

Dependent on context, we define low-resourced as compared to the number of native
speakers in the world (e.g., see Chapter 3) or the number of Wikipedia articles in the
language compared to the larger, better-covered Wikipedias in terms of number of
articles (e.g., see Chapter 8). While often low-resourced languages are associated to
being less-privileged (Singh, 2008), the languages we work with in this thesis are
widely spoken, and have their own large communities.

In Chapter 7, we focus on (simplified) Chinese, a character set used in Mainland
China, Malaysia and Singapore for a language spoken by 1.31 billion speakers across
the world.19 In Chapter 8, we mainly work with Arabic, a language spoken by 319
million people.20 Both languages are among the most spoken languages in the world.

19https://www.statista.com/chart/12868/the-worlds-most-spoken-languages/, retrieved 12.
October 2021.

20https://www.statista.com/chart/12868/the-worlds-most-spoken-languages/, retrieved 12.
October 2021.

https://www.statista.com/chart/12868/the-worlds-most-spoken-languages/
https://www.statista.com/chart/12868/the-worlds-most-spoken-languages/
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We define low-resourced here also in relation to the number of speakers of the
languages and their limitations to access to information online – only 1.2% of content
online is in Arabic, 1.3% in Chinese.21

Lack of Multilingual Labels We speak in this thesis about lack of multilingual
labels. This, as much as the definition of low-resource language, is context dependent.
That is, when we speak about the lack of multilingual labels, we usually speak about it
in the context of language distribution we can observe in the world. For example, in
Chapter 3, we speak about the distribution of languages, and define lack of
multilingual labels based on the bias towards one language (English). In Chapter 6,
we define an ideal knowledge graph, which contains labels in all possible languages.
While the current state of knowledge graph is still far from this ideal (see Chapters 4
and 5), we believe it is important to aim at an idealistic language distribution, which
enables speakers of all languages to access information in their native languages.

1.4 Structure of the Thesis

This thesis is structured along the research questions posed in Section 1.2. First, we
contextualise the work in Chapter 2. We address the first research question (RQ1) by
introducing a framework to measure labelling and multilinguality in Chapter 3, and
then applying it to a representation of the web of data in form of the LOD laundromat
dataset in Chapter 4. We apply the same framework to Wikidata in Chapter 5, gaining
further insight into the state of knowledge graphs with regard to labels and
multilinguality.

Showing a use case for the framework introduced in Chapter 3, and to answer the
second research question (RQ2), in Chapter 6 we propose an approach to ranking
knowledge graphs based on information about each graph’s range of languages and
use of labels for question answering. Finding a lack of language coverage in the
studies in Chapter 4 and Chapter 5, we investigate the automatic generation of
Chinese aliases from English labels in Chapter 7. We show another use case for
multilingual labels in Chapter 8. We test the utility for the community of using
ArticlePlaceholder to generate placeholder pages using Wikidata triples and natural
language generation from triples for Wikipedia. Finally, in Chapter 9 we discuss
future research directions suggested by the findings in this thesis.

21https://w3techs.com/technologies/overview/content language, retrieved 18. October 2021.

https://w3techs.com/technologies/overview/content_language
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1.5 Previous Publications by the Author

This thesis is based on and expands previous publications by the author.

Chapters 3 and 4 are based on and extend the publication Kaffee and Simperl (2018a),
under the supervision of Elena Simperl.

Chapter 5 is based on the publications Kaffee et al. (2017, 2019a), which explore
multilinguality in the labels of Wikidata and its editors. The work was conducted in
collaboration with Pavlos Vougiouklis, Alessandro Piscopo, and Kemele M. Endris,
under the supervision of Elena Simperl. The author of this thesis has contributed the
majority of the data collection, data analysis, and evaluation.

The experiments in Chapter 7 were conducted as part of the author’s internship at
Bloomberg L.P., London, under the supervision of Oana Tifrea-Marcius and Edgar
Meij, both of Bloomberg L.P. The content of this chapter has been submitted to a
research venue and is currently under review.

Chapter 6 is based on the publication Kaffee et al. (2019b), which works on the
ranking of knowledge graphs based on their distribution of languages and use of
labels. The work was conducted in collaboration with Kemele M. Endris, under
supervision of Maria-Ester Vidal and Elena Simperl. The author of this thesis has
worked on the data collection, crowdsourcing experiments, analysis, and evaluation.

Chapter 8 is based on the publications Kaffee et al. (2018b,a, 2021), which propose the
generation of Wikipedia summaries from Wikidata triples with a focus on human
evaluation. The work was conducted in collaboration with Hady Elsahar and Pavlos
Vougiouklis, under supervision of Christophe Gravier, Frédérique Laforest, Jonathon
Hare, and Elena Simperl. The author of this thesis has worked on the multilingual
dataset creation, the result analysis, and the community interaction, and conducted
the interviews.
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Chapter 2

Background

In this chapter, we contextualise the studies of the following chapters. To frame the
approaches proposed in this thesis, we explore the existing work in the fields of
measuring multilinguality in knowledge graphs, machine translation over labels,
multilingual question answering, and natural language generation from knowledge
graph triples (data-to-text generation).

2.1 Web of Data

The semantic web or web of data, introduced by Berners-Lee et al. (2001), describes the
part of the web that is expressed in linked data and is therefore machine-readable
(Bizer et al., 2009). The data can be interlinked across different data sources,
facilitating data processing for machines of the content and context of data.

Each concept, or entity, is described by a unique identifier (URI), which sets it apart
from any other concept with the same name in natural language, e.g., the company
Apple and the fruit apple. Entities can be identified by a hash URI or a URI that can be
resolved in a 302 or 303 response in the HTML header. A URI, according to
Montiel-Ponsoda et al. (2011), should not contain natural language. The authors
encourage the usage of opaque URIs, that is, language-independent identifiers1.
Entities describe things, such as cities or people; or classes of things, such as the set of
all cities; as well as their properties, such as the number of people in a city, or the
quality of a city being the capital of a country.

Each entity can then be linked to data, creating statements about this entity. Those
statements can be displayed in the Resource Description Framework (RDF) (Lassila
and Swick (1999)). RDF is a language for representing information on the web. With

1This also follows the recommendations of http://www.w3.org/Provider/Style/URI, retrieved 12.
May 2021

http://www.w3.org/Provider/Style/URI
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FIGURE 2.1: Linked Open Data cloud visualising the interconnections between differ-
ent knowledge graphs. CC-BY https://lod-cloud.net/, retrieved 9. October 2020.

RDF, linked data can be modeled in an XML syntax. For example, about the entity
Berlin, we can make the statement that it has a population of 4 million. In RDF, this
triple could look like this: Berlin -- population -- 4,000,000, where Berlin is the
subject, and population is the property and predicate of the statement. The numerical
value is the object of the statement.

One of the goals of the web of data is to have different datahubs that a user can
interact with easily as one. Therefore, a set of ontologies was introduced to serve as
the standard of modeling. Examples of such ontologies in widespreade use are RDFS
and OWL, as described by Allemang and Hendler (2011). These ontologies define a
set of classes and properties that can be reused, and thus make interlinking of different
datasets easier.

https://lod-cloud.net/
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Knowledge graphs are a way of storing data in RDF. Knowledge graphs can be
interlinked, so that one domain-specific knowledge graph, such as one containing
health care data, is linked to a general domain knowledge graph that gives the health
care data context. The linked open data cloud2 in Figure 2.1 visualises these interlinks
by representing knowledge graphs and their connections to each other in the web of
data, .

2.1.1 Datasets

The web of data consists of a large number of datasets. Various attempts have been
made to create a unifying dataset that would contain and standardise all other
datasets in the web of data. We give here a brief overview over domain-dependent
and -independent datasets, as well as datasets integrating the different datasets on the
web of data.

Examples of domain-independent datasets include the knowledge graphs Wikidata
(see Section 2.4) and DBpedia (Lehmann et al., 2015). These knowledge graphs aim to
model the knowledge of different concept of the world, irrespective of domain, in a
machine-readable format, and are interconnected. Wikidata, for example, uses
so-called external identifiers to link to other data sources containing the same concept.3

External identifiers facilitate the interoperability of different web sources. DBpedia is,
similar to YAGO (Mahdisoltani et al., 2015), a knowledge graph extracted from
information on Wikipedia. The aim of the project is to make the information collected
on Wikipedia machine readable and therefore accessible for a large range of
applications.

Another set of knowledge graphs are described by Abu-Salih (2021) in their survey of
domain-specific knowledge graphs. These knowledge graphs focus on one domain,
such as life sciences, diseases, or telecommunication.

Another direction of work in the web of data is to make use of the interoperability of
these datasets and present them in a homogeneous, reusable way. One of the most
significant efforts in this direction is the LOD Laundromat dataset (Beek et al., 2014).
The laundromat unifies the different formats of datasets on the web of data. More
information about the dataset can be found in Chapter 4, where we treat it as a
representation of the web of data. Different data integration efforts are based on the
approach of the LOD Laundromat, such as LOD-a-lot (Fernández et al., 2017).

2The linked open data cloud can be found at http://lod-cloud.net
3https://www.wikidata.org/wiki/Wikidata:External identifiers, retrieved 12. May 2021

http://lod-cloud.net
https://www.wikidata.org/wiki/Wikidata:External_identifiers
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2.2 Knowledge Graphs

Knowledge graphs store linked data in a graph format. We use the term knowledge
graph to refer to any graph-based representation of knowledge, as it is convention in
the semantic web community – see, e.g., Kejriwal et al. (2019).

Paulheim (2017) consider a knowledge graph to have the following characteristics:

”(1) mainly describes real world entities and their interrelations, organized
in a graph, (2) defines possible classes and relations of entities in a schema,
(3) allows for potentially interrelating arbitrary entities with each other
and (4) covers various topical domains”.

Färber et al. (2018) define a knowledge graph as a graph containing RDF triples. As
Ehrlinger and Wöß (2016) detail in their attempt to define what a knowledge graph is,
knowledge graph and knowledge base are typically used interchangeably, which we
will do as well.

The most widely used knowledge graphs differ in the methods that were used to
create them: (1) automatically constructed knowledge graphs, (2)
community-maintained knowledge graphs, and (3) expert-maintained knowledge
graphs. Automatically constructed knowledge graphs process data in other data
formats and bring it into linked data format. Most prominently, DBpedia (Auer et al.,
2007) and YAGO (Mahdisoltani et al., 2015) extract information from Wikipedia to
represent it in knowledge graphs. Community-maintained knowledge graphs such as
Wikidata (Vrandecic and Krötzsch, 2014) gather data by relying on a community of
human editors to import data, i.e., they are publicly editable. Finally,
expert-maintained knowledge graphs such as OpenCyc, the open-license version of
Cyc (Lenat and Guha, 1993), rely on experts to create and maintain the data. They are
not available to be edited by the public.

2.3 Labels and Languages in Knowledge Graphs

Labels in the web of data are fundamental for making data accessible. To allow people
to engage with linked data effectively, whether as part of an end-user application such
as a question answering system, or in a technical context, such as editing a knowledge
graph, entities must have human-readable representations.

Most of the standard ontologies support labelling properties, with rdfs:label being
the most used one according to Ell et al. (2011). In a knowledge graph such as
Wikidata that uses opaque URIs, an entity could be described as detailed in Figure 2.3.



2.3. Labels and Languages in Knowledge Graphs 19

For example, the entity Ada Lovelace is labelled in a triple as following: wd:Q7259 --

rdfs:label -- "Ada Lovelace"@en. The language tag @en marks the language the
string is in. The language tag is a standard way to mark the language of strings in RDF
(Consortium et al., 2014).

One crucial factor that will shape the future of the multilingual web is the setting of
standardised guidelines for representing multilingual resources on the semantic web.
Multilingual structured data has been investigated by Gracia et al. (2012);
Gómez-Pérez et al. (2013). However, none of these take into account the fact that a
knowledge graph can be built by a community. Kaffee et al. (2019a) show that the
engineering of knowledge by a community of users rather than automatic extraction,
can have a fundamental impact on the coverage and development of a knowledge
graph.

2.3.1 Guidelines

Clear guidelines can help data publishers to consider a multilingual layout in the
development of their knowledge graph, as suggested by Gómez-Pérez et al. (2013).
The authors give an insight into the present distribution of multilingual data on the
web, and suggest a framework for working toward a future in which more online data
is more multilingual. Ell et al. (2011) developed a framework for analysing label
coverage of linked data resources, which sets a baseline for investigating the human
readability of the web of data. They conclude with recommendations for growing
multilingual knowledge graphs. Zaveri et al. (2016) survey methods of evaluating
data quality. They describe metrics for human readable labelling in the understandability
dimension, which describes the coverage of entities by labels. Debattista et al. (2016)
set out a method for assessing linked data quality based on Zaveri’s surveyed metrics,
including human-readable labelling. Across the literature, the guidelines for
multilingual knowledge graphs can be summarised as follows:

Opaque URIs When creating a knowledge graph, one should consider the
implications of meaningful URIs, i.e., URIs with natural language vs opaque
URIs. Natural language URIs, such as http://dbpedia.org/page/Berlin, can
carry meaning and are harder to adapt in comparison to opaque URIs. Opaque
URIs are not readable to humans and do not carry meaning or language-specific
information, such as https://www.wikidata.org/wiki/Q64.

Coverage All entities in the knowledge graph should be labelled.

Language tags Language tags, such as @en for English labels, should be used to
indicate the language of a label.

http://dbpedia.org/page/Berlin
https://www.wikidata.org/wiki/Q64
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Language coverage All labels should have language tags, and ideally all labels
should be labelled across all languages.

Reusing existing vocabulary When creating a knowledge graph, it is recommended
to reuse the existing ontologies wherever possible for easier integration across
multiple knowledge graphs.

Unambiguity To avoid confusion, only rdfs:label should be used to label the
entities, and only one preferred label should exist per entity.

2.3.2 Use Cases

The use cases for multilingual data are diverse: for humans to understand the
information, natural language multilingual data is necessary. Consequently, there is a
strong relationship between the semantic web and natural language processing
(Ehrmann et al., 2014). A well-established and comprehensive knowledge graph that
includes labels in a large number of languages might serve as a base for applications
interacting with humans via natural language. Gracia et al. (2012) suggest that, while
the semantic web can be a source of multilinguality, there is still a lack of the services
necessary to support a fully multilingual web. As they suggest in their work, most
content is still mainly monolingual. Another possible use of multilingual data is
question answering over linked data, as investigated by Aggarwal et al. (2013);
Höffner et al. (2016). Pazienza et al. (2005) consider how multilingual ontologies can
facilitate question answering. Similarly, Chaves and Trojahn (2010); Montiel-Ponsoda
et al. (2011) look at how to enable multilinguality for ontologies.

We describe the context for our use cases - multilingual question answering over
knowledge graph data, and article generation for Wikipedia from Wikidata
knowledge - in Section 2.6.

Previous studies demonstrated a lack of multilingual information in knowledge
graphs, e.g., Kaffee and Simperl (2018a) show the lack of multilingual information
across five knowledge graphs. We extend this study in Chapter 4 to cover a
representation of the web of data. In Section 2.5 we discuss the use of machine
transliteration and translation to increase the language coverage in knowledge graphs.

2.4 Wikidata

Wikidata4 is a knowledge graph that is edited and maintained by a community of
users. It is published under CC0 (public domain), making it reusable to anyone.

4Wikidata’s main page at https://www.wikidata.org/wiki/Wikidata:Main Page, retrieved 12. May
2021

https://www.wikidata.org/wiki/Wikidata:Main_Page
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FIGURE 2.2: Wikidata’s data model. CC-0 Charlie Kritschmar, https://commons.wi
kimedia.org/wiki/File:Datamodel in Wikidata.svg

Wikidata (Vrandecic and Krötzsch, 2014) was originally created to support
Wikipedia’s language links, i.e., the connections between any given article across
different Wikipedia language versions. Wikidata has been widely adopted outside
Wikimedia projects, too. Two literature reviews around Wikidata show the breadth of
Wikidata use in research. Farda-Sarbas and Müller-Birn (2019) give an overview of the
research around Wikidata; Piscopo and Simperl (2019) focus on papers investigating
the data quality of Wikidata.

Wikipedia and Wikidata are still closely linked. One use case of Wikidata in Wikipedia
is the generation of Wikipedia infoboxes from Wikidata information. Sáez and Hogan
(2018) propose an approach to generating inforboxes fully automatically, while the
Wikidata Bridge5 focuses on editing Wikidata from Wikipedia through infoboxes
(Kritschmar, 2016).

Wikidata contains statements on general knowledge, e.g., about people, places, events,
and other entities of interest. The data model expresses statements about those entities
or items in triple form. Like Wikipedia, Wikidata understands itself as a tertiary
source6, collecting information from different primary and secondary sources and

5https://www.mediawiki.org/wiki/Wikidata Bridge, retrieved 13. January 2021
6https://en.wikipedia.org/wiki/Wikipedia:Wikipedia is a tertiary source, retrieved 22. June

2021

https://commons.wikimedia.org/wiki/File:Datamodel_in_Wikidata.svg
https://commons.wikimedia.org/wiki/File:Datamodel_in_Wikidata.svg
https://www.mediawiki.org/wiki/Wikidata_Bridge
https://en.wikipedia.org/wiki/Wikipedia:Wikipedia_is_a_tertiary_source
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FIGURE 2.3: Example of labelling in Wikidata. Each entity can be labelled in multiple
languages using the labelling property rdfs:label.

summarising them (Piscopo et al., 2017a,c). Therefore, each statement in the
knowledge graph should contain a reference. These are expressed using RDF blank
nodes.

The knowledge graph is created and maintained collaboratively by a community of
editors, assisted by automated tools called bots (Steiner, 2014). Bots take on repetitive
tasks such as ingesting data from different sources, or simple quality checks.

The basic building blocks of Wikidata are items and properties. URIs in Wikidata
contain language-independent identifiers, in the form Qx for entities, e.g., Q12345 for
the entity of Count von Count. Properties are expressed as Px, e.g., P941 for the
property inspired by. Classes in Wikidata are not differentiated from entities. Previous
work has referred to classes as the entities used as object in P31 (instance of ) and P279

(subclass of ) relationships (Brasileiro et al., 2016). However, the standard for classes by
the Wikidata community is vague.7 Figure 2.3 shows an example of a statement,
including labels in natural language in English and Arabic. As with any other part of
the knowledge engineering in Wikidata, these labels are created and maintained by
the editor community.

2.4.1 Labels and Languages

Wikidata is inherently multilingual. To support editors of different languages, a
simple mechanism called the UniversalLanguageSelector changes the interface language
at the editor’s will.8 Changing the interface language of the website enables editors to
partake in the knowledge engineering in their native or preferred language. But in
addition to this, Wikidata’s content comprehensively supports multilinguality in its
end user community.

7https://www.wikidata.org/wiki/Wikidata:WikiProject Ontology/Classes, retrieved 12. May
2021

8https://www.mediawiki.org/wiki/Extension:UniversalLanguageSelector, retrieved 12. January
2021

https://www.wikidata.org/wiki/Wikidata:WikiProject_Ontology/Classes
https://www.mediawiki.org/wiki/Extension:UniversalLanguageSelector
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Both entities and properties can be labelled in up to 410 languages (Kaffee and
Simperl, 2018b). The criteria for including a language on Wikidata are defined by the
Wikimedia Foundation as follows9:

• The language has to have an ISO 639-3 code.

• Historic and constructed languages are permitted; newly created words are not.

There are multiple potential sources for Wikidata’s labels. They can be created by an
editor who also created the Wikipedia page for the corresponding Wikidata item; they
might be imported from existing Wikipedia articles; they can be translated from other
labels; or they can be imported. Samuel (2018) visualises translation patterns in
Wikidata properties. Since properties form the ontology of Wikidata, their labelling is
particularly important. Further, as properties are needed to form statements, their
reuse is high, and therefore the lack of labels can make the knowledge graph less
accessible to human readers. Another necessity is that the label of a property does not
change frequently, as it can change the meaning of all relationships between entities in
the knowledge graph. Tanon and Kaffee (2018) show that properties’ labels across six
languages are rarely changed over time

Previous work has explored the coverage of languages and labels in Wikidata and
other knowledge graphs. Abián et al. (2017) propose the metric understandability for
the coverage of labels, because labels are needed for the end user to understand
concepts in the knowledge graph. They compare Wikidata, which has multiple
languages in the same graph, with DBpedia, which has one graph per language.
Wikidata has the higher number of labels and descriptions (136.85 million labels and
222.80 million descriptions in Wikidata vs 38 million labels and abstracts in DBpedia).
Färber et al. (2018) propose the dimension ease of understanding with the following
metrics: description of resources; labels in multiple languages; understandable RDF
serialization; and self-describing URIs. Wikidata is compared with DBpedia, Freebase,
OpenCyc, and YAGO. It performs as well as, or better than, the other knowledge
graphs, except in the metric self-describing URIs, because Wikidata uses
language-independent URIs. Thakkar et al. (2016) explore whether linked open
datasets are good candidates for question answering based on Wikidata and DBpedia.
Among other metrics, they define two metrics with a focus on languages and labels:
multiple language usage to measure whether literals are available across languages, and
human-readable labelling, which considers only rdfs:label as labelling property. Since
they consider all entities in the RDF format of Wikidata, Wikidata performs worse in
the label coverage dimension, because blank nodes are not labelled. In the dimension
of multiple language usage, Wikidata outperforms DBpedia.

9https://diff.wikimedia.org/2013/11/06/any-language-allowed-in-wikidata/, retrieved 12.
January 2021

https://diff.wikimedia.org/2013/11/06/any-language-allowed-in-wikidata/
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2.5 Knowledge Graph Transliteration and Translation

The lack of language coverage in knowledge graphs hinders their reuse. However, the
manual translation of labels is costly. We therefore present here some different
approaches to knowledge graph transliteration and translation, which automatically
transfer a label from one language to a target language.

Transliteration transfers a word from one script to another, while translation transfers
the meaning of a word from one language to another. For example, people’s names are
always transliterated.10 The name Ada Lovelace is transliterated to1æ·“ô~� in
Chinese. The word thesis is translated into Chinese as∫á. Distinguishing these
approaches can be important, because transliteration works on the character or
syllable level, while translation needs the context of the concept to translate it
correctly.

2.5.1 Transliteration

Transliteration has been studied extensively in the context of machine translation (see,
e.g., Knight and Graehl (1998); Virga and Khudanpur (2003)). In neural machine
translation it has an important role for rare words, as in the work of Sennrich et al.
(2016). There are two ways of approaching transliteration: generation and discovery.
In the following, we focus on generation, i.e., generating a new transliteration from a
source label, as opposed to discovery, in which a transliteration is discovered from an
existing dictionary (Upadhyay et al., 2018). The authors describe the challenges
presented by the lack of data when working with transliterations. Lin et al. (2016)
reuse named entity linking and leveraging semantic information to improve
transliteration. One of the possible application domains of transliteration is explored
by Udupa and Khapra (2010). Wikipedia users, even if multilingual, might have
problems expressing their information needs in English. Especially in the case of
names, the transliteration chosen by non-English speakers might be ambiguous and
difficult for spellcheckers to correct. Therefore, they argue for a multilingual
experience whereby users are permitted to enter their search query in their native
language and the system works on cross-lingual name search.

Merhav and Ash (2018) explore neural transliteration systems based on a dataset
created from Wikidata. They align person names between English aand a set of four
languages that use different scripts (Russian, Hebrew, Arabic, and Japanese
Katakana). They split the names into tokens, such that the same first name is always
transliterated in the same way. They explore three different systems, inspired by

10There are exceptions to names being transliterated but for simplicity we assume people’s names are
always transliterated. For more information on person name translation see https://translationjourn
al.net/journal/50proper.htm, retrieved 8. June 2020.

https://translationjournal.net/journal/50proper.htm
https://translationjournal.net/journal/50proper.htm
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libraries: they evaluate the traditional weighted finite state transducer (WFST)) agains
two neural approches: the encoder-decoder recurrent neural network method, and the
Tensor2Tensor Transformer architecture. The Tensor2Tensor architecture outperforms
the other two approaches, but also has a significantly higher training time. Evaluating
based on word error rate, they find that English as a source language always brings
better results.

2.5.2 Knowledge Graph Translation

Enrichment of knowledge graphs with regard to multilinguality is a rising field in
both the knowledge graphs and machine translation communities. LabelTranslator
(Espinoza et al., 2008a,b) is an early approach to translating the ontology labels of a
knowledge graph. Labels are translated and the translations ranked based on their
similarity to labels of entities in the context. Similarly, Arcan and Buitelaar (2013)
engage with the problem of enriching knowledge graphs with multilingual labels.
Using statistical machine translations, the authors translate ontology labels using
context vectors based on textual documents about the entities and knowledge graph
information. Arcan and Buitelaar (2017) work on domain-specific knowledge graph
translation using statistical machine translation. Moussallem et al. (2019) propose
neural machine translation of knowledge graph concepts from one language to
another using out-of-domain datasets. They use knowledge graph embeddings to
facilitate the translation. Those approaches all work with European languages in Latin
script, namely, English, Spanish, and German. When working with languages in the
same script, transliteration is not needed. However, to support non-European
languages, other scripts need to be considered. Yang et al. (2019) translate knowledge
graphs based on an attention mechanism for the triples. They work with an
English-Chinese dataset, but focus on the translation of whole triples rather than
entity labels. Tsai and Roth (2018) differentiate between transliteration and translation
of concept names in Wikipedia, but neither use knowledge graph information to make
a decision on transliteration or translation. Being able to differentiate between
transliteration and translation supports translation approaches besides knowledge
graph translation, as can be seen in the work of Hermjakob et al. (2008), because it can
be integrated into overall machine translation models.

2.5.3 Knowledge Graph Embeddings

In knowledge graph translation it is necessary to encode the information about an
entity when translating its label. One approach to encoding the entity’s information in
the graph is the use of knowledge graph embeddings. This is an emerging field in the
research space of embeddings, in which entities in a knowledge graph are embedded
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in a vector space (Wang et al., 2017). Moussallem et al. (2019); Yang et al. (2019) use
fasttext11 to translate entities in the knowledge graph. However, fasttext is not the
state of the art for knowledge graph embeddings, as it is implemented for word
embeddings and treats each triple as a set of words rather then entities in a graph.
Lerer et al. (2019) provide pretrained embeddings by BigGraph for Wikidata12, which
are designed to support knowledge graphs.

2.6 Background on the Motivating Scenarios

We describe two motivating scenarios, or use cases, in Section 1.1: Multilingual
question answering and article generation for Wikipedia. In the following, we
contextualise our work on these use cases.

2.6.1 Multilingual Question Answering

Question answering is the task of retrieving an answer a to a given user’s query q over
a set of documents D = d1, d2, . . . , dn. We focus on question answering over one or a
set of knowledge graphs kg, i.e., where the answer to a user’s question is retrieved
from a knowledge graph, so that di 2 kg.

In multilingual question answering, a user can pose a question in a language and the
system is able to process this question and retrieve an answer in the user’s language.
Multilingual question answering is still a largely unexplored field, as detailed by
Loginova et al. (2020). While searches in English can return impressive results, the
domain of multilingual question answering is yet to improve its results. The authors
identify the three most common approaches to multilingual question answering:

1. Machine translation as part of the system in which user queries, answers,
and/or documents are translated. For example, Garcı́a Santiago et al. (2010)
translate user queries to match document languages. Sugiyama et al. (2015)
show that cross-lingual question answering is important when answering
questions across knowledge graphs, as each knowledge graph is limited in the
languages it supports. However, they find that translation aimed at humans
does not necessarily correlate with high accuracy for question answering
systems across knowledge graphs.

2. Mapping terms to multilingual knowledge graphs. Cabrio et al. (2012) explore
translation of user’s natural language questions into SPARQL queries for a
question answering system (QAKiS) over DBpedia.

11https://radimrehurek.com/gensim/models/fasttext.html, retrieved 14. January 2021
12https://github.com/facebookresearch/PyTorch-BigGraph#pre-trained-embeddings, retrieved

14. January 2021

https://radimrehurek.com/gensim/models/fasttext.html
https://github.com/facebookresearch/PyTorch-BigGraph#pre-trained-embeddings
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3. Using cross-lingual representations. Zhou et al. (2016) apply this approach in the
domain of community question answering.

Multilingual question answering over knowledge graphs requires the availability of a
multilingual knowledge graph, to be able to provide the answer in the target language
(Thakkar et al., 2016). Diefenbach et al. (2018) survey question answering systems,
which answer questions over knowledge graphs. They describe the challenge of
multilinguality, e.g., when a user’s query is formulated in a different language than
the knowledge graph providing the answer. QALD is a well-known dataset in the
work of question answering. QALD 4 (Unger et al., 2014) introduces the first
multilingual question answering challenge, focusing on seven languages (English,
Spanish, German, Italian, French, Dutch, Romanian). However, few systems made use
of the availability of the multilingual dataset. Hakimov et al. (2017) are an exception,
mapping English, German, and Spanish questions to SPARQL queries to retrieve
answers from a knowledge graph. Tanon et al. (2018) introduce Platypus, a question
answering system making use of the multilingual data available in Wikidata.

2.6.2 Wikipedia

Wikipedia is a community-built encyclopedia and one of the most visited websites in
the world13. The community of Wikipedia contributes to its content by writing
articles, and discussing the content on the discussion pages for each article (Viégas
et al., 2007). There are currently 303 active language versions of Wikipedia14, though
coverage is unevenly distributed. Previous studies have discussed several biases,
including gender of the editors (Collier and Bear, 2012), and topic bias, for instance a
general lack of information on the Global South (Graham et al., 2014).

Language coverage tells a similar story. Pat Wu (2016) noted that only 67% of the
world’s population has access to encyclopedic knowledge in their first or second
language. Another significant problem is caused by the extreme differences in content
coverage between language versions. As early as 2005, Voss (2005) found huge gaps in
the development and growth of Wikipedias, which has made it more difficult for
smaller communities to catch up with the larger ones. Alignment cannot be simply
achieved through translation – putting aside the fact that each Wikipedia needs to
reflect the interests and points of view of their local community rather than iterate
over content transferred from elsewhere, studies have shown that the existing content
does not overlap, discarding the so-called English-as-superset conjecture for as many as
25 language versions (Hecht and Gergle, 2010; Hecht, 2013). To help tackle these
imbalances, Bao et al. (2012) built a system to give users easier access to the language

13Alexa rank 13, https://www.alexa.com/siteinfo/wikipedia.org, retrieved 13 October 2020.
14https://en.wikipedia.org/wiki/List of Wikipedias, retrieved 13 October 2020

https://www.alexa.com/siteinfo/wikipedia.org
https://en.wikipedia.org/wiki/List_of_Wikipedias
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FIGURE 2.4: Representation of Wikidata statements and their inclusion in a Wikipedia
infobox. Wikidata statements in French (middle, English translation to their left) are
used to fill out the fields of the infobox in articles using the fromage infobox on the

French Wikipedia.

diversity of Wikipedia. Our work is motivated by, and complements, previous studies
and frameworks that argue that the language of global projects such as Wikipedia
(Hecht, 2013) should express cultural reality (Kramsch and Widdowson, 1998).

Wikidata is multilingual by design, and each aspect of the data can be translated and
rendered to the user in their preferred language. This makes it the tool of choice for a
variety of content integration affordances in Wikipedia, including links to articles in
other languages and infoboxes. An example can be seen in Figure 2.4: in the French
Wikipedia, the infobox shown in the article about cheese (right) automatically draws
in data from Wikidata (left) and displays it in French.

Not only are knowledge graphs used to integrate data in Wikipedia, but the fact that
Wikipedia covers various languages has also been the inspiration to build multiple
multilingual knowledge graphs extracting Wikipedia information, most prominently
YAGO (Mahdisoltani et al., 2015) and DBpedia (Lehmann et al., 2015).

2.6.3 Natural Language Generation from Knowledge Graph Data

Generating text from knowledge graph data is an important part of making
knowledge graph data accessible to a larger community, which is not able to “read”
triples. Especially for the Wikipedia community, this can be a valuable way of creating
more content in languages that have a low number of editors. Many of the approaches
to generating text from triples rely on templates, which are either based on linguistic
features e.g., grammatical rules (Wanner et al., 2010) or are hand crafted (Galanis and
Androutsopoulos, 2007). An example is Reasonator, a tool for lexicalising Wikidata
triples with templates translated by users.15 Such approaches face many challenges –
they cannot be easily transferred to different languages or scale to broader domains, as

15https://tools.wmflabs.org/reasonator/

https://tools.wmflabs.org/reasonator/
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templates need to be adjusted to any new language or domain they are ported to. This
makes them unsuitable for Wikipedias which rely on small numbers of contributors.

To tackle this limitation, Duma and Klein (2013) and Ell and Harth (2014) introduced a
distant-supervised method to verbalise triples, which learns templates from existing
Wikipedia articles. While this makes the approach more suitable for
language-independent tasks, templates assume that entities will always have the
relevant triples to fill in the slots. This assumption is not always true.

Sauper and Barzilay (2009) and Pochampally et al. (2016) generate Wikipedia
summaries by harvesting sentences from the Internet. Wikipedia articles are used to
automatically derive templates for the topic structure of the summaries and the
templates are afterward filled using web content. Both systems work best on specific
domains and for languages like English, for which suitable web content is readily
available (Lewis and Yang, 2012).

There is a large body of work that uses the encoder-decoder framework from machine
translation (Cho et al., 2014; Sutskever et al., 2014) for NLG (Sleimi and Gardent, 2016;
Gardent et al., 2017; Chisholm et al., 2017; Mei et al., 2016; Lebret et al., 2016; Wiseman
et al., 2017; Vougiouklis et al., 2018; Liu et al., 2018; Gehrmann et al., 2018; Yeh et al.,
2018). Adaptations of this framework have shown great potential for tackling various
aspects of triples-to-text tasks, ranging from microplanning, by Gardent et al. (2017) to
generation of paraphrases, by Sleimi and Gardent (2016). Mei et al. (2016) sought to
generate textual descriptions from datasets related to weather forecasts and RoboCup
football matches. Wiseman et al. (2017) used pointer-generator networks (See et al.,
2017) to generate descriptions of basketball games, while Gehrmann et al. (2018) did
the same for restaurant descriptions.

A different line of research explores knowledge bases as a resource for NLG (Duma
and Klein, 2013; Bouayad-Agha et al., 2014; Lebret et al., 2016; Chisholm et al., 2017;
Vougiouklis et al., 2018; Liu et al., 2018; Yeh et al., 2018). In all these examples,
linguistic information from the knowledge base is used to build a parallel corpus
containing triples and equivalent text sentences from Wikipedia, which is then used to
train the NLG algorithm. Directly relevant to the model we propose are the proposals
by Lebret et al. (2016), Chisholm et al. (2017), Liu et al. (2018), Yeh et al. (2018) and
Vougiouklis et al. (2018, 2020), which extend the general encoder-decoder neural
network framework from Cho et al. (2014); Sutskever et al. (2014) to generate short
summaries in English. Generation of English biographies was introduced by Lebret
et al. (2016), who used feed-forward language model with slot-value templates to
generate the first sentences of Wikipedia summaries from their corresponding
infoboxes.

All these approaches use structured data from Freebase, Wikidata, and DBpedia as
input and generate summaries consisting either of one or two sentences that match the
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style of the English Wikipedia in a single domain (Lebret et al., 2016; Chisholm et al.,
2017; Vougiouklis et al., 2018; Liu et al., 2018; Yeh et al., 2018) or, more recently,
generate summaries in open-domain scenarios (Vougiouklis et al., 2020). While this is
rather a narrow task compared to other generative tasks such as translation, Chisholm
et al. (2017) discuss its challenges in detail and show that it is far from being solved.

2.6.3.1 Evaluating Text Generation Systems

Related literature suggests three ways of determining how well an NLG system
achieves its goals. The first, which is commonly referred to as metric-based corpus
evaluation (Reiter and Belz, 2009), use text-similarity metrics such as BLEU (Papineni
et al., 2002), ROUGE (Lin, 2004) and METEOR (Lavie and Agarwal, 2007). These
metrics essentially compare how similar the generated texts are to texts from the
corpus. The other two involve people, and are either task-based or
judgement/rating-based (Reiter and Belz, 2009). Task-based evaluations assess how an
NLG solution assists participants in undertaking a particular task, for instance
learning about a topic or writing a text. Judgement-based evaluations rely on a set of
criteria against which participants are asked to rate the quality of the automatically
generated text (Reiter and Belz, 2009).

Metric-based corpus evaluations are widely used as they offer an affordable,
reproducible way to automatically assess the linguistic quality of the generated
texts (Reiter and Belz, 2009; Angeli et al., 2010; Konstas and Lapata, 2013; Lebret et al.,
2016; Chisholm et al., 2017; Kaffee et al., 2018b). However, they do not always
correlate with manually curated quality ratings (Reiter and Belz, 2009).

Task-based studies are considered most useful, as they allow system designers to
explore the impact of the NLG solution to end users (Mellish and Dale, 1998; Reiter
and Belz, 2009). However, they can be resource intensive - previous studies by Reiter
et al. (2003); Williams and Reiter (2008) cite five-figure sums when data analysis and
planning are included (Reiter, 2010). The system by Williams and Reiter (2008) was
evaluated for the accuracy of the generated literacy and numeracy assessments by a
sample of 230 participants, which cost as much as £25, 000. Reiter et al. (2003) describe
a clinical trial with over 2000 smokers costing £75, 000, assumed to be the most costly
NLG evaluation at this point. All of the smokers completed a smoking questionnaire
in the first stage of the experiment, in order to find what portion of those who received
the automatically generated letters from STOP had managed to quit.

Given these challenges, most research systems tend to use judgement-based rather
than task-based evaluations (Sun and Mellish, 2007; Reiter and Belz, 2009; Angeli
et al., 2010; Konstas and Lapata, 2013; Duma and Klein, 2013; Ngonga Ngomo et al.,
2013; Ell and Harth, 2014; Chisholm et al., 2017). However, beside the problem of their
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limited scope, most studies in this category do not recruit from the relevant user
population, relying on more accessible options such as online crowdsourcing. Sauper
and Barzilay (2009) are a rare exception. In their paper, the authors describe the
generation of Wikipedia articles using a content-selection algorithm that extracts
information from online sources. They test the results by publishing 15 articles about
diseases on Wikipedia and measuring how the articles change (including links,
formatting, and grammar). Their evaluative approach is not easy to replicate, as the
Wikipedia community tends to disagree with conducting research on their platform.16

16https://en.wikipedia.org/wiki/Wikipedia:What Wikipedia is not#Wikipedia is not a labor
atory, retrieved 16. January 2021

https://en.wikipedia.org/wiki/Wikipedia:What_Wikipedia_is_not#Wikipedia_is_not_a_laboratory
https://en.wikipedia.org/wiki/Wikipedia:What_Wikipedia_is_not#Wikipedia_is_not_a_laboratory
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Chapter 3

Framework to measure labels and
languages

The web of data is an invaluable resource for humans and computers alike. While its
main benefits are often explained in the context of linked data principles, in many
applications making linked data genuinely useful also means attaching natural
language representations to URIs, in one or more languages. There are many
examples to illustrate this, from search (Cheng and Qu, 2009), text generation (Kaffee
et al., 2018a), browsing (Berners-Lee et al., 2006), and visualisation (Helmich et al.,
2014) to question answering (Diefenbach et al., 2018; Höffner et al., 2017) and ontology
modeling (Peroni et al., 2013).

In linked data, resources can be accompanied by human-readable labels, descriptions,
or comments using a range of pre-defined properties. Additionally, text can be marked
with a language tag, such as @en for English, to support multilingual applications.

In previous work, Ell et al. (2011) introduced a framework to study the human
readability of the web of data. The framework has two parts. One is a method for
collecting different natural language representations of URIs in a linked dataset. The
other is a set of metrics to assess different dimensions of human readability:
completeness, efficiency of access, unambiguity, and multilinguality. They apply the
framework to the 2010 edition of the Billion Triple Challenge (BTC) corpus, a
representative sample of the web of data at the time of publication, and conclude that
more labels are needed to encourage uptake of the use of the data across a greater
range. To take into account more factors important to the languages and labels in a
knowledge graph, we extend the metrics of Ell et al. (2011) and create a
comprehensive framework that can be used for any linked data graph to assess the
coverage of human-readable data, i.e., labels and their languages.
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In this chapter, we introduce this framework, which is used for the studies detailed in
the chapters that follow. In Chapter 4, we use this framework to measure labels and
languages in the web of data, and in particular the LOD Laudromat dataset. In
Chapter 5, the framework is applied to Wikidata. Finally in Chapter 6, we show a use
case of the framework in the domain of question answering systems.

Establishing a framework for labels and languages aims to integrate previous efforts
on defining guidelines and recommendations for knowledge graph labels. It also sets
the baseline for our work on translations and generation of text from triples – we gain
insight into what data is currently available and which parts of the data still need
improvement.

In the following, we outline our framework for measuring labels and languages in
knowledge graphs. We apply different metrics for different studies, as suited to the
observed data. An overview of all metrics in the framework can be found in Table 3.2.
We split the metrics into three categories: the metrics that describe the dataset (dataset
description), the core metrics needed to identify coverage of languages in a dataset (core
metrics), and finally the set of metrics to describe multilinguality in the data creators
(data creator metrics).

A dataset D can be defined as a set of triples s, p, o, where each s 2 S, p 2 P, and o 2 O
denotes the set of unique subjects properties, and objects of T. Classes are a type of
entity, typically denoted with the rdf:type property. We define a class as c 2 C. A
label 2 Label is a string value describing the preferred name of an entity. A label is
associated with a language l 2 LD, where LD is the set of all languages in dataset D. In
the data creator metrics, we describe the interaction of a user (or editor) u 2 U with the
dataset in edits to the labels. We will use edit and label edit interchangeably if not
specified otherwise. An edit e 2 E denotes such a label edit. E is an array ordered by
time containing all edits of all users U, so that Eu is a subarray of E containing all edits
of a user u. For notation simplicity, we define a handy operator lang, which returns
the unique number of languages associated with a collection. This collection could be
a set of users, an array of edits, or a set of entities. For example lang(Eu) returns a set
of unique languages for all edits of a user u, and lang(S) is the set of the unique
languages of all labels for the entities in S, and so forth.

Creation of the Framework The framework is based on literature on guidelines and
existing frameworks to measure languages and labels for multilingual knowledge
graphs. We select the appropriate metrics and make them actionable in this chapter. In
Table 3.1, we lay out the different sources for the framework, not all of them applicable
to actual data in the original work. An overview on existing guidelines that create the
base for our framework can be found in Section 2.3.1. Some of the metrics (such as the
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Metric

Entity label completeness Ell et al. (2011); Zaveri et al. (2016); Debattista et al. (2016)
Class label completeness Ell et al. (2011); Zaveri et al. (2016); Debattista et al. (2016)
Property label completeness Ell et al. (2011); Zaveri et al. (2016); Debattista et al. (2016)
Unambiguity Ell et al. (2011)
Multilinguality Gómez-Pérez et al. (2013); Ell et al. (2011)
Monolingual Islands Gracia et al. (2012)
Contextual comparison Work in low-resource languages (see Section 1.3)

TABLE 3.1: Core metrics in the framework and literature the metrics are based on.

unambiguity, see Table 3.2) are directly adapted from previous work such as Ell et al.
(2011), some metrics (such as the completeness measures) are extended for
granularity. In the case of completeness, we want to measure it also on class- and
property-level. A third set of metrics, such as monolingual islands, are mentioned in
previous work but have not been previously formalised for application in a
framework. The data creator metrics are created based on preliminary investigations
of the data and derived from conversations with researchers and community members
working on Wikidata. The metrics together cover a wide range of metrics, previously
described or created for this framework, which enables researchers and practitioners
to understand the coverage of knowledge graphs by languages and labels.

3.1 Dataset Description

In this set of metrics, we focus on describing the dataset at hand. Those descriptive
metrics are essential, foir gaining a first insight into the dataset overall.

Dataset size Size of the dataset in triples. To be able to set the following metrics in
context, we want to measure the size of the dataset. We measure the size of a dataset
D in number of triples. Let T be the set of triples, so that any triple in D is tn 2 T. The
size of dataset D is then |T|. For the experiments in Chapter 6, we add the same
measurement (size in triples), to measure the size of classes (see more details in
Section 6.2.2). Let C be a class in the dataset D, and TC be the set of all triples TC 2 C,
so that we can measure the number of triples in a class is |TC|.

Natural Language URI Type of URI used Each entity in the semantic web has a
unique ID, which can be identified with a so-called URI. In their functionality URIs
clearly differ from labels (Montiel-Ponsoda et al., 2011). While labels are a way for
humans to interact with data in natural language, URIs serve as identifiers for
concepts that, ideally, do not have to change. Montiel-Ponsoda et al. (2011) encourage
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Metric

Dataset description
Dataset size Size of the dataset in triples
Natural Language URI Type of URI used
Labelling Properties Properties used for labelling
Core metrics
Entity label completeness Coverage of entities in terms of labels

CS = |SL|
|S|

Class label completeness Coverage of classes in terms of labels
CC = |CL|

|C|
Property label completeness Coverage of properties in terms of labels

CP = |PL|
|P|

Unambiguity Conflicting labels for one entity in the same language
UN = |SU |

|S|
Multilinguality Language diversity and coverage

Ml =
|{label2Label| lang(label)=l}|

|Label|
Monolingual Islands Entities labelled in more than one language

In = |{s2S| lang(s)n}|
|S|

Contextual comparison Comparison of language coverage
Multilinguality metric applied on D and native speakers

Data creator metrics
User language Language distribution in users’ languages

ULl =
|{u2U| lang(u)=l}|

|U|
User language editing Correlation between user and label languages

ULE = corr(ML, ULL)
User activity Set of metrics to understand languages edited by users

UA1 = |Edit|
|U| , UA2 = lang(Edit),

UA3 = Âu | lang(Editu)|
|U| , UA4 = |U|

| lang(Edit)|
Edit patterns Editors’ tendency to either translate labels or create new ones

jlc = Âu jumps([elang|e2Eu])
|U|

jec = Âu jumps([eentity|e2Eu])
|U|

Language overlap Language edit graph
Activity and Multilinguality Correlation between user activity and multilinguality

AM = corru(|Eu|, | lang(Eu)|)

TABLE 3.2: Overview of all metrics in the framework.

the usage of opaque URIs, that is language-independent identifiers1. Opaque URIs
can contain any form of ID that is not a word from any natural language, such as a
numeric value. They should be independent from the actual content of an entity. The
authors argue these will prevent bias toward English or any other language, and are
therefore a better choice for ontologies which will support descriptions of concepts in
multiple languages. URIs by definition should not change. Therefore, if names of

1This follows also the recommendations of http://www.w3.org/Provider/Style/URI

http://www.w3.org/Provider/Style/URI
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concepts are amended, a natural language URI might point to a deprecated label,
while an opaque URI do not face these problems, as these are defined independently
of natural language labels.

We describe the dataset in terms of natural language URIs by extracting a sample of
URIs and manually sorting these into types. In Chapter 4, we attempt an automation
based on the categories we find in the data (see Section 4.3). We identify three
categories of URI: (1) identifier in natural language (mostly English), such as Tiger;
(2) identifier that is a mix of natural language (mostly English) and a numeric
identifier, e.g., person-164999; (3) completely numeric identifier, e.g., 980891. We
automate the classification of URIs into these three categories by sorting identifiers
into characters only; mix of character types; and numerical values only. This does not
give us complete insight into whether a full word is formed. However, it gives some
preliminary information about the distribution of URIs. We choose to sort by character
types rather than by doing dictionary look-ups, as we cannot assume language in the
URIs.

Labelling Properties Properties used for labelling. We compile a list of properties that
are used to add human-readable labels to entities. In Ell et al. (2011), this list consists
of 36 properties, which have been curated manually based on data from the BTC 2010
corpus. These include rdfs:label, as well as several other properties in commonly
used vocabularies such as FOAF, SKOS, and Dublin Core. Most datasets use several
properties to attach textual information to entities besides the recommended
rdfs:label (Brickley and Guha, 2004). This complicates the automatic reuse of this
information – applications need to be aware of the different ways in which the
information is expressed (Saleem et al., 2016) and decide which parts to display to the
user and how. Based on the list of properties, we then collect the labels and analyse
them. To understand how a dataset is labelled, we identify the most used properties in
a corpus that refer to a string value. From this set of properties, we manually select the
ones used for labelling. After collecting the labelling properties, we measure the
occurrence of each labelling property over the whole dataset.

3.2 Core Metrics

This set of metrics describes the coverage, in terms of labels and languages, of a
dataset D.

Entity label completeness Coverage of entities in terms of labels. To improve data
accessibility, each entity in the data should have at least one label. This metric is based
on previous work on labelling on the web of data, as conducted by Ell et al. (2011),
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Debattista et al. (2016), and Zaveri et al. (2016), who call this metric human-readable
labelling. Considering a dataset consisting of triples made of subjects, predicates, and
objects, entity label completeness CS is defined as the ratio of subjects that have at
least one label compared to all subjects in the dataset. Let S be the set of all the unique
entities and SL the set of entities that have at least one label, we compute CS as follows:

CS =
|SL|
|S| , (3.1)

where |SL| and |S| denote the cardinality of those two sets such that |SL|  |S|. We
only consider rdfs:label as it is the most used labelling property according to Ell
et al. (2011), and the only labelling property considered in applications such as
question answering systems (Diefenbach et al., 2018). The metric does not differentiate
between languages. Each label, English or otherwise, with or without a language tag,
is considered. We want to understand the overall coverage of entities with labels, as
we measure other factors taking language into account in other metrics and we
propose an approach of translating labels between languages in Chapter 7.

Class label completeness Coverage of classes in terms of labels. Analogously to entity
label completeness, class label completeness CC measures the coverage of classes by
labels. We showed in a previous study that a lack of class labelling contributes to low
coverage of labels overall (Kaffee and Simperl, 2018a). Therefore, we standardise
testing for class labelling in this metric. Let C be the set of all classes in D, which are
identified by the rdfs:type property, and CL the set of classes that have at least one
label using rdfs:label, we compute CC as follows:

CC =
|CL|
|C| (3.2)

Property label completeness Coverage of properties in terms of labels. Analogously to
entity label completeness and class label completeness, property label completeness CP

measures the coverage of properties by labels. Properties are essential for the structure
of a knowledge graph and are highly reused across a knowledge graph (Tanon and
Kaffee, 2018). Let P be the set of all properties in D, and PL the set of properties that
have at least one label using rdfs:label, we compute CP as follows:

CP =
|PL|
|P| (3.3)

Unambiguity Conflicting labels for one entity in the same language. If a user wants to
access an entity, a system has to decide which natural language label should be
displayed. We define unambiguity as a resource having only one label per entity using
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the rdfs:label property, making accessing the label for the entity e.g., for querying
simple. In other words, each entity sj 2 S in the dataset D should have only one label.
As one entity can be labelled multiple times across languages, we focus on the most
used language across the dataset. Labelling the same entity across languages is
desirable, as we explain in the multilinguality metric. We define unambiguity U as the
proportion of entities that have no duplicated language information compared to the
number of all entities in S. Formally, let SU ✓ S be the set of entities that have no
duplicated language information, we compute:

UN =
|SU |
|S| (3.4)

Multilinguality Language distribution. To be able to cater to readers of different
languages, it is necessary to provide information in multiple languages. Compared to
previous metrics, where we define human readability across all languages, we want to
gain an insight here into the languages provided by the dataset. We measure the
multilinguality of the dataset in two steps. First, we want to understand how many
languages in total are present in the dataset as of now. Multilinguality of a dataset D is
measured by the number of languages the entities cover overall, |LD|.

Then, we want to gain a sense of the distribution of all languages across the dataset, so
we can find, for example, 30% of all labels are in Spanish. Each entity s can have
multiple labels label, of which each is associated with a language code for the
language l. For example, the entity Berlin can have the English label "Berlin"@en, so
that the (label, l) pair would be (Berlin, en).

To measure language distribution of the dataset, we calculate the share of labels in
each language l 2 LD. We count the number of labels for each language, so that Label
is the set of all labels in the dataset, and {label 2 Label| lang(label) = l} the set of all
labels in language l.

For each of the languages l in LD, we calculate the language distribution as:

Ml =
|{label 2 Label| lang(label) = l}|

|Label| (3.5)

We calculate Ml for all languages l in LD.

Monolingual islands Entities labelled in more than one language. Gracia et al. (2012)
define monolingual islands as subsets of data in a dataset which are labelled in one
language and not linked to labels in any other language. This could be, for example, a
topic area being labelled only in English, making it inaccessible to other language
speakers. In terms of multilinguality, it is not only important to measure how many
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languages a dataset covers, but also how well information between those languages is
connected. Therefore, we measure how many entities are available in multiple
languages. We calculate the monolingual islands metrics as:

In =
|{s 2 S| lang(s)  n}|

|S| (3.6)

Monolingual islands can be observed when n = 1, meaning if I1 = 90% the largest
share of the dataset is only labelled in one language. This creates a high amount of
monolingual islands.

Contextual comparison Comparison of language coverage. To set the findings of
multilinguality into context, we compare the findings with the world at large. It is
challenging to define an ideal language coverage, so we opt to compare our findings
with native speakers in the world. In an ideal scenario, anyone would be able to
access information in their native language, i.e., all entities would be labelled in all
languages. While choosing to compare with native speakers only is very simplified
(e.g., not taking multilingual speakers into account), we want to understand how close
the datasets in their language distribution are to the world at large, to create a starting
point for comparison.

To explore how diverse the language distribution of a dataset is, we compare it with
the native speakers in the world. We first collect the Wikipedia language codes for the
top 100 languages by number of native speakers, as in Parkvall (2007). We then
compare the distribution of native language speakers with the labels in the dataset, to
see how well each language community is covered by human-readable knowledge in
the dataset.

In the case of Wikidata (Chapter 5), we are also interested in how the knowledge
graph compares to Wikipedia, given their close relationship (see Section 2.6.2). We use
the ranking of Wikipedias based on the numbers of articles for each language
version2. We compare it to the ranking based on the multilinguality metric, to see
whether they are similar and to get an insight into the relation between Wikipedia’s
and Wikidata’s multilingual information.

3.3 Data Creator Metrics

In a knowledge graph that is edited by a community, we can access information about
the users and how they edit language information. This is useful for describing the
diversity of the community, and how likely the community is to cover all languages

2https://meta.wikimedia.org/wiki/List of Wikipedias, retrieved August 2017

https://meta.wikimedia.org/wiki/List_of_Wikipedias
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represented in the knowledge graph. This information can also be used to develop
tools for the community, to support them in editing labels in the knowledge graph.

User Language Language distribition in users’ languages. In this metric, we take two
possibilities of languages of users into account:

1. Language setting The language setting of a website is the setting of its interface
language. In the case of Wikidata (see Chapter 5), the language setting is used to
select the language in which interface elements, such as the edit button, are
displayed. A user can set only one language in the language setting.

2. User-identified languages User-identified languages let a user self-report the
languages they know, and their level of fluency in each language. In the case of
Wikidata, the scale for fluency in a language is from 0 (no knowledge) to N
(native speaker). These user-identified languages are not mandatory, i.e., some
users identify their language and others choose not to do so. We define known
languages as languages with a score higher than 1, i.e., excluding languages of
levels 0 and 1. We define unknown languages as languages undeclared and
languages with level 0 or 1.

Analogously to the metric Multilinguality, we calculate the User Language setting UL
as the distribution of user languages for each interface and the user set language.
lang(u) denotes the preferred language as provided by user u. We calculate for each
language l in LU :

ULl =
|{u 2 U| lang(u) = l}|

|U| (3.7)

User Language Editing Correlation between user languages and label languages. An
important factor for the data creator metrics is to understand how the languages of the
users are connected to the languages of the labels in the dataset. Based on the metrics
Multilinguality and User language, the metric User Language Editing ULE connects the
languages users self-identify with (user-identified languages) and the label languages in
the dataset D.

Let ML = {Ml1 , Ml2 , . . . , Mln} be the set of all distributions of languages l calculated in
the Multilinguality metric, Equation (3.5). And let ULL = {ULl1 , ULl2 , . . . , ULln} be
the set of distributions of user-identified languages calculated in the User Language
metric, Equation (3.7). Using a correlation algorithm corr3, we calculate the correlation
between user and label languages as:

ULE = corr(ML, ULL) (3.8)
3Correlation is calculated with python’s numpy.
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User Activity Set of metrics to understand languages edited by users. The user activity
metrics contain descriptive metrics regarding the label editing activity of editors.
These can be applied to different user types to compare them, as done in Chapter 5.
We describe a set of metrics UAn, summarising the edits of editors to labels in a
language. We define editor u as any community member who has edited a label, so
that U is the set of all editors who have made at least one edit (edit, l) to a label label in
language l, so that Editu is the set of all label edits for an editor and Edit the label edits
of all editors in U, i.e., Editu ✓ Edit. Editu

l are all label edits for an editor in language
l. We define an edit as an edit to a label, if not otherwise stated. The descriptive
metrics are as follows:

UA1 The average number of edits per editor is calculated as

UA1 =
|Edit|
|U| (3.9)

UA2 The overall languages covered by all editors

UA2 = lang(Edit) (3.10)

UA3 The average number of languages edited per editor

UA3 =
Âu | lang(Editu)|

|U| (3.11)

UA4 The average number of editors per language

UA4 =
|U|

| lang(Edit)| (3.12)

UA5 Edit timeline, exploring the edits over time by summing the edit counts per
month

UA6 Comparison of edit count and editor count per language

Edit Patterns Editors’ tendency to either translate labels or create new ones. The metric
edit patterns describes the different ways of editing over time by an editor e. We
measure editing patterns EP by measuring the jumps between different languages and
entities. We define the operator jumps, which returns the number of changes or jumps
on an array. For each edit made, we count the number of jumps between languages
over time. For example, an editor editing (en, en, fr) would have a jump count jlc of 1,
i.e., from en to fr; someone editing (fr, de, fr) would have a jump count jlc of 2, i.e.,
from fr to de and then de to fr, i.e., jumps([ f r, de, f r]) = 2. Analogously, we measure
jumps between entities. A user editing Berlin’s (Q64) label in German and then in
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French, moving on to the label of the item for London (Q84) in Amharic, i.e., (Q64,
Q64, Q84) would have an entity jump count jec of 1, i.e., jumps([Q64, Q64, Q84]) = 1.
Generally, there are two editing patterns we focus on: first, the part of the community
that edits more in one language, and therefore has a higher count in jumps of entities
jec and lower in languages jlc, i.e., jec > jlc; and second, the editors that have a higher
count in jumps of languages and lower in entities jec < jlc, meaning they translate
labels on entities.

jlc =
Âu jumps([elang|e 2 Eu])

|U| (3.13)

jec =
Âu jumps([eentity|e 2 Eu])

|U| (3.14)

where elang denotes the language of an edit, and eentity the entity the edit was made for.

Language Overlap Language edit graph. The metric language overlap measures how
editors edit languages. We create a language network graph where each node
represents a language and the edge represents the cross-lingual edits by one or more
editors. The weight of the edges represents the number of editors that share this
language pair. A language pair is the overlap of an editor that edits those two
languages. For example, an editor that edits French, German, and English creates
three connections between those languages (fr-de, de-en, fr-en).

Activity and Multilinguality Correlation between user activity and multilinguality. The
metric activity and multilinguality tests the hypothesis that a higher number of
distinct languages per editor is connected to a higher edit count. This is based on the
work of Hale (2014), who show that multilingual editors are more active than their
monolingual counterparts on Wikipedia. We calculate the correlation of those values
with Pearson’s r4. Using Pearson’s r correlation corru, the set of edits of an editor u as
|Eu|, and the number of languages an editor edited in |Le| for all editors u in U, we
calculate5:

AM = corru(|Eu|, | lang(Eu)|) (3.15)

3.4 Application of the framework

The framework described in this chapter is used in the following studies to
understand the coverage of labels and languages on the web of data at large, using the

4https://docs.scipy.org/doc/scipy/reference/generated/scipy.stats.pearsonr.html,
retrieved 16. May 2021

5For clarity we use corru(xu, yu) to denote Pearson’s r correlation between the different values of x and
y across each user u.

https://docs.scipy.org/doc/scipy/reference/generated/scipy.stats.pearsonr.html
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FIGURE 3.1: Metrics and the respective chapters they are applied in. Metrics are used
and applied based on the need of the respective chapter.

LOD Laundromat dataset in Chapter 4, and looking at Wikidata specifically in
Chapter 5. We show the usability of the framework in comparing the two datasets in
Section 5.20. We further show a use case of the metrics in Chapter 6, in which we use a
subset of the metrics for ranking question answering systems. Figure 3.1 displays the
usage of the metrics across the three chapters. We apply the metrics as needed in the
different chapters. For example, for the datasets used in Chapter 4 and 6, we do not
have information about data creators, so we do not apply the set of data creator
metrics.
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Chapter 4

Multilinguality in the Web of Data

4.1 Dataset

Datasets on the web of data are published by a variety of authors and institutions and
often do not follow the guidelines for linked data. This complicates integration across
different datasets. The LOD laundromat (Beek et al., 2014) extracts the data of the web
of data, processes it, and unifies it, to publish it in N-triples format. The dataset is
published at https://krr.triply.cc/krr/lod-a-lot. The provided version
accessed in January 2021 contains 28, 362, 196, 682 triples, from a variety of knowledge
graphs accessible on the web. Unifying the data makes it easy to reuse, allowing
insight into a variety of datasets on the web of data. While the LOD cloud contains
1301 datasets1, we can extract 1, 569, 320 different namespaces (i.e., prefixes of URIs
such as https://tr.dbpedia.org) from the LOD Laundromat dataset. These include
many large knowledge graphs on the web of data such as DBpedia, and Wikidata.
Therefore, we treat the LOD laundromat as a representation of the web of data.

4.2 Size

LOD Laundromat contains 28, 362, 196, 682 triples, containing various other
knowledge graphs on the web of data, such as DBpedia.

1As stated on the website, https://lod-cloud.net/, retrieved 11.May 2021

https://krr.triply.cc/krr/lod-a-lot
https://tr.dbpedia.org
https://lod-cloud.net/
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4.3 Natural Language URIs

To identify the types of URIs in the set, we sampled 1% of the dataset randomly, i.e.,
283, 607, 766 lines of the file. In a first manual investigation, we were able to detect
three different types of identifier for entities:

1. Identifier in natural language (mostly English), such as Tiger

2. Identifier is a mix of natural language (mostly English) and a numeric identifier,
e.g., person-164999

3. Identifier completely numeric, e.g., 980891

Among the sampled 283, 607, 766 entities, there are 235, 304, 338 unique URIs. Those
can be split into the above mentioned categories as follows: there are 19, 579, 809
identifiers containing only natural language (8.3%); there are 207, 863, 969 identifiers
containing an identifier that is a mix of characters and numerical values (88.3%); and
there are 7, 860, 560 identifiers that only contain numeric values (3.3%).

As described in Section 3.1, we automate classification into these three categories by
sorting the identifiers into only letter characters; mix of alphanumeric characters; and
only numerical values.

Applying this approach to the entire dataset, we get the following distributions: 4.7%
of the identifiers contain only natural language; 88.8% of the identifiers contain a mix
of characters and numerical values; and 6.5% of the identifiers contain only numerical
values.

Labelling property Usage
<http://www.w3.org/2000/01/rdf-schema#label> 246201989
<http://xmlns.com/foaf/0.1/name> 16590050
<http://www.w3.org/2004/02/skos/core#prefLabel> 12270826
<http://www.loc.gov/mads/rdf/v1#authoritativeLabel> 10064682
<http://purl.org/dc/terms/title> 6721999
<http://purl.org/dc/elements/1.1/title> 3497188
<http://rdf.freebase.com/ns/type.object.name> 3496386
<http://lexvo.org/ontology#label> 2204386
<http://www.w3.org/2008/05/skos-xl#literalForm> 1028504
<http://sw.cyc.com/CycAnnotations v1#label> 516098
<http://purl.org/rss/1.0/title> 507321
<http://www.livejournal.org/rss/lj/1.0/journaltitle> 269947
<http://usefulinc.com/ns/doap#name> 219296
<http://purl.org/goodrelations/v1#name> 189025
<http://www.w3.org/2006/03/wn/wn20/schema/lexicalForm> 146842
<http://www.geonames.org/ontology#officialName> 96647
<http://www.w3.org/2006/03/wn/wn20/schema/gloss> 84591
<http://www.w3.org/2004/02/skos/core#hiddenLabel> 80628
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<http://rdf.freebase.com/ns/biology.organism classification.scientific name> 77292
<http://rdf.insee.fr/geo/nom> 41230

TABLE 4.1: The 20 most frequently used labelling properties used in the LOD Laun-
dromat dataset, manually selected. The most used labelling property is rdfs:label. Full

list in Appendix A.

4.4 Labelling Properties

Using one labelling property across the whole web of data facilitates the reuse of the
data as the human-readable labels of an entity are clearly and unambiguously
identifiable. While in our further analysis we use only the labelling property
rdfs:label, because it is the unified standard to label entities2, we want to
understand the complexity of the labelling on the web of data overall by extracting the
label properties and their usage across the graphs.

We analyse the dataset by selecting all properties that connect at a string value with a
language code. This totals 671, 768 properties. These properties are used between
246, 201, 989 and 1 times across the dataset, with a mean/median of 1898.66/6. As
properties can have a string value without labelling the property, we need to manually
select the properties that can be considered labelling properties. First, we limit the
properties by selecting the ones that are used over 100 times across the dataset. Given
the large size of the dataset, we consider labelling properties used multiple times as
more valuable. There are 448 properties that are used over 100 times and that match
our criteria. After manually investigating these, we select all properties that are used
for labelling entities. Other examples of properties with string values and an
associated language code are, for example, descriptions (such as
http://eunis.eea.europa.eu/rdf/schema.rdf#description), aliases (such as
http://rdf.freebase.com/ns/biology.organism classification.synonym scien

tific name), and other string values, such as usernames (e.g.,
http://rdf.freebase.com/ns/base.myspace.myspace user.username).

Manual processing of the data results in a total of 78 labelling properties. The
manually selected labelling properties are used between 246, 201, 989 and 110 times
for labelling across the dataset. On average, they are used 3, 903, 026.64 times (median
1, 151.5).

All labelling properties and their frequency of use across the dataset are displayed in
Table 4.1. The labelling property rdfs:label is used by far the most across the dataset
(246, 201, 989 times). Compared to foaf:name, the second-most-used labelling
property (used 16, 590, 050 times), it is used 1, 384% more.

2https://www.w3.org/2004/12/q/doc/rdf-labels.html, retrieved 25. September 2020

http://eunis.eea.europa.eu/rdf/schema.rdf#description
http://rdf.freebase.com/ns/biology.organism_classification.synonym_scientific_name
http://rdf.freebase.com/ns/biology.organism_classification.synonym_scientific_name
http://rdf.freebase.com/ns/base.myspace.myspace_user.username
https://www.w3.org/2004/12/q/doc/rdf-labels.html
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Metric % labelled

Entity labelling 5.4%
Class labelling 37.6%
Property labelling 80.9%

TABLE 4.2: Results for the entity, class and property labelling.

4.5 Entity Labelling

Any dataset on the web of data should aim to have each entity labelled in at least one
language. Since labels determine how well humans can access the knowledge stored
in it, it is important to thoroughly label the dataset. We consider all subjects in the
dataset in this metric, i.e., all entities that have been used as a subject in any triple at
least once. In the web of data, only 5.42% of entities are labelled. This number is
extremely small, and might be due to the size and heterogeneity of the datasets
included in the LOD Laundromat dataset.

4.6 Class Labelling

Classes are made accessible by being of type class. In a triple, the property
<http://www.w3.org/1999/02/22-rdf-syntax-nstype>, i.e., rdf:type, has the object
<http://www.w3.org/2000/01/rdf-schemaClass>. We extract all entities, which are
of type rdf:Class from the dataset, and compare them with all labelled entities.
Classes are highly reused across the dataset, therefore their labelling is a high priority.
In the LOD Laundromat dataset, classes are used as objects 25,143.4 times per class on
average (3.0 median).

Of 202, 925 classes we identify in this way, 37.6% are labelled.

4.7 Property Labelling

We identified properties by considering all predicates as properties. In other words, all
entities used as a predicate in a triple are considered properties. Of the 1, 165, 269
properties we identified this way, 80.9% are labelled.
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FIGURE 4.1: Language distribution in the LOD laundromat dataset, including labels
that do not have a language code (no language). English is the most prominent lan-

guage on the web of data, followed by German (de), French (fr), and Italian (it).

4.8 Unambiguity

Ambiguity complicates the task of selecting the appropriate label for an entity. We
focus the measuring of unambiguity on the largest language, i.e., English (see
Section 4.9).

Of the 51, 479, 960 entities labelled in English using rdfs:label, 1, 820, 686 are labelled
with more than one English label (3.5%). 1.5% of entities have more than two English
labels with the same labelling property.

Given all labelling properties extracted in Section 4.4, 22.4% of the 69, 086, 756
English-labelled entities are labelled with more than one label. 4.6% of entities are
labelled with more than two labels.

4.9 Multilinguality

We measure the number and distribution of languages on the web of data to
understand how widely languages are covered and to what degree the LOD
laundromat dataset is accessible to different language speakers. In this analysis, we
focus on labels which are identified by the rdfs:label property. We detect the
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language of the label by processing the language code of a label, which is given in the
form ‘‘label’’@en for English.

19.2% of the labels do not contain a language code. Therefore, the language of the
label cannot be identified. This hinders reuse, as they cannot then be used for
language-specific applications. The dataset covers 467 languages in total. The largest
proportion of labels are in English (18.2%), followed by German (de), French (fr), and
Spanish (es). Figure 4.1 depicts the language distribution on the web of data, showing
the extensive coverage achieved in a few prominent languages, and the relative
scarcity of labelling in other languages. The top five languages cover over 50% of the
labels. The top 10 languages are English, German, French, Spanish, Italian, Dutch,
Swedish, Russian, Polish, and Portuguese.

4.10 Monoglingual Islands

For the web of data to be truly multilingual, all concepts should be available across
users’ various languages. But in the web of data, the vast majority (83.2%) of entities
are currently labelled in only one language, as seen in Table 4.3. Given the large
number of languages covered in the web of data, this indicates there are in fact
monolingual islands, i.e., entities labelled in only one language without translations
into other languages.

This distribution of language coverage should be improved by labelling entities across
languages. We demonstrated in our previous study (Kaffee and Simperl, 2018a) that
datasets such as BTC10 (Harth, 2010) and BTC14 (Käfer and Harth, 2014) (the billion
triple challenge datasets of 2010 and 2014, each comparable in size to the LOD
Laundromat) with a comparable size to the LOD Laundromat, score worse in terms of
monolingual islands. In BTC10, 99% of entities are labelled in only one language. The
more recent version of BTC, BTC14, saw a slight improvement, with 93% of entities
labelled in only one language. The LOD Laundromat datasets has a better distribution
of languages, but we show that community-contributed knowledge graphs such as
Wikidata (see Chapter 5) still score higher.

# languages # entities %
1 105,875,515 83.2%
2 6,616,125 5.2%
2 -5 4,902,600 3.9%
5-10 7,375,341 5.8%
> 10 2,474,601 1.9%

TABLE 4.3: Share of entities having labels in multiple (1, 2, 2-5, 5-10, over 10) languages
over 127, 244, 182 entities.
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FIGURE 4.2: Comparison of language distribution of the LOD Laundromat and native
speakers in the world.

4.11 Contextual Comparison

We compare the language distribution of the LOD Laundromat dataset with the
numbers of native speakers in the world of each of the target languages. In Figure 4.2
we clearly see a disparity between the languages provided on the web of data and
native speakers in the world. Bridging this gap in language information is important
to ensure an equal access to information online for speakers of all languages. Dutch
(nl) and Swedish (sv) have comparatively high coverage in terms of labels. One
possible explanation is that Wikidata is included in the LOD Laundromat because it is
part of the web of data, and we can observe a similar distribution for these languages
in Wikidata (see Section 5.12).

4.12 Discussion

We analysed the LOD Laundromat based on a framework that combines different
metrics to assess language and label coverage of the web of data. We find a severe lack
of labelling of entities, and a maldistribution of languages compared with numbers of
native speakers of each language. Following the results of the study presented here
and the one we conducted in Kaffee and Simperl (2018a) on a smaller scale, we draw
recommendations for data publishers.

Datasets should be thoroughly labelled. Given the current lack of labels overall,
data publishers need to prioritise the labelling of concepts. Labels are the
human-accessible part of the web of data, and need to be present for applications to
display information to a human user. Further, to increase language coverage in
approaches such as the one proposed in Chapter 7, a label in a source language such
as English needs to be provided.
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Labelling properties should be coherent and limited in number. A limited number
of labelling properties makes it easier to differentiate the preferred label for an entity.
Even if the property is not standardised, this reduces ambiguity. The frequent use of
the standard labelling property rdfs:label is promising. As the LOD Laundromat
dataset is an aggregation of different knowledge graphs, we find a large number of
different labelling properties. This aligns with the findings of Kaffee and Simperl
(2018a) with regard to BTC, a large dataset with a high number of labelling properties,
compared to smaller datasets with fewer labelling properties.

All entities should be labelled in multiple languages. Multilinguality allows
different communities to access the same datasets. We find that having more
languages in the dataset does not necessarily mean better coverage. While there is a
high number of languages covered in the web of data overall, there is a lack of
translations between languages, i.e., most entities are only covered in one language.
Translation of existing English labels could be a way to improve coverage of existing
labels. As manual translation is cost intensive, we propose a method of increasing
language coverage using transliteration and translation in Chapter 7.
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Chapter 5

Multlinguality in Wikidata

We introduced a framework to measure languages and labels in Chapter 3. In the
previous chapter, Chapter 4, we described the coverage of languages and labels in the
web of data based on the LOD Laundromat dataset. In this chapter, we apply the
same framework to Wikidata, the community-driven knowledge graph created as a
central knowledge store for Wikimedia projects such as Wikipedia, and now widely
used in third-party applications as well. In Wikidata, the community contributes to
every part of the data, including natural language labels. Labels of items can be
imported from Wikipedia or added via support tools. Examples of such tools include
bots - user-written scripts that usually perform repetitive tasks - or the Wikidata
Terminator1, which encourages users to translate the most frequently used items.
Wikidata maintains the links between different language versions of Wikipedia and
other Wikimedia projects, which means that many items are connected to a given
Wikipedia article. Titles of connected articles are often imported as labels for the
respective Wikidata items. Wherever Wikidata’s data is used in Wikipedia, it displays
the label of the entity. One example is infoboxes, summaries of information in articles
in Wikipedia2. Infoboxes reuse the data of Wikidata. Another example of Wikidata
language information being used in Wikipedia is ArticlePlaceholders (Kaffee, 2016),
which generate an overview of a topic with data provided by Wikidata. For more on
these, see Chapter 8. There is clearly, therefore, a strong interest in improving the
coverage of languages in Wikidata, given its impact on, among other resources,
Wikipedia. Further, understanding language and label coverage in Wikidata is crucial
to identifying weaknesses, which can then be remedied. For example, the lack of
language coverage previously identified in the Multilinguality metric can be
addressed by translation, as described in Chapter 7.

In contrast to the previous chapter, we apply the whole framework, including the
metrics in the data creators’ dimension, in this analysis. Wikidata is edited and

1https://tools.wmflabs.org/wikidata-terminator/
2https://www.wikidata.org/wiki/Wikidata:Infobox Tutorial, retrieved 04.02.2020.

https://tools.wmflabs.org/wikidata-terminator/
https://www.wikidata.org/wiki/Wikidata:Infobox_Tutorial
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maintained by a community of editors, including registered users, anonymous users,
and bots. We define these user groups in Section 5.1. Understanding editors’
behaviour in terms of label editing is crucial in two aspects: it gives an insight into the
provenance of the multilingual data; and it can support future work on how to
support editors in creating more language information.

5.1 Editors in Wikidata

The community of Wikidata consists of humans and bots working alongside each
other. This community can work to close the language gap, given the right tools. To
understand the provenance of the current label data, we analyse the different editor
groups and how they contribute to the distribution of languages within labels. This
gives an insight how much the community contributes to the language distribution of
the knowledge graph, and it also supports the development of applications to support
editors in their editing of labels in under-served languages in the future.

There are different actors contributing to the content of the knowledge graph. We
define three groups of editors, analogously to Steiner (2014):

1. Registered users: Editors with an account and a user name. We treat each user
name as a different user.

2. Anonymous users: Anonymous users edit without a user account. Instead of a
user name, their IP address is recorded. We treat each IP address as one user.

3. Bots: Bots are automated tools that typically work on repeated tasks.

We focus on a comparison of these three different types of editors in the metrics
regarding data creators. Understanding how different user groups shape the
knowledge graph can facilitate the creation of applications for these user groups, and
thus tackle the maldistribution of languages in the knowledge graph. We investigate
the multilinguality of the three user groups (and, in particular, whether automated
tools are more or less multilingual than humans); which group is the most active in
label editing; and what kind of patterns can be seen in their edit activity over time. We
hypothesise that human editors tend to edit in different languages on the same items,
i.e., translating labels of one concept; while bots edit different entities in the same
language, i.e., importing labels in the same language for a variety of concepts. This
would align with the assumption that, for a bot, a repetitive task (such as importing
labels in one language) is easier than a complex task (such as the translation of labels
into different languages within the context of one item’s information). If this
assumption holds, bots could be used in future to import labels created automatically,
with approaches such as the one described in Chapter 7, where labels are
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automatically translated. We focus on two editing patterns: (1) a high number of
different entities edited and a low number of languages, i.e., monolingual editing over
different topics; and (2) a low number of different entities and a high number of
languages, i.e., translation of labels. Demonstrating that bots do not currently
translate labels can help us show the gap in research work on automatic translation,
which we address in Chapter 7. Further, we want to understand the connection
between languages that editors contribute to.

Finally, we investigate the connection between multilinguality and number of edits.
The hypothesis is that the higher the edit count of an editor, the higher the number of
distinct languages. This assumption follows the work of Hale (2014), who concludes
that multilingual editors are more active than their monolingual counterparts on
Wikipedia. Here, we test whether this holds also for Wikidata editors.

We split the dataset into three parts based on user type: registered users that edit with
a username; anonymous users that edit without a username; and bots, automated
tools marked with a bot flag or the bot prefix or suffix. In total, we considered
64, 836, 276 edits to labels. Out of all 3, 093, 684 registered users3, 62,091 users edited
labels. This group of editors is responsible for 46.5% of all label edits. The largest
group of editors are anonymous editors – a total of 219, 127 unique IP addresses edited
Wikidata’s labels. However, they contributed to only 0.7% of the label edits. From all
bots currently registered with a bot flag4 and all bots marked with a bot pre- or suffix,
187 bots edited labels. Bots have the highest share of label edits – 52.8% of edits are
made by bots.

5.2 Datasets

5.2.1 Wikidata’s Entities

For the first set of metrics, the dataset description and core metrics, we analyse a database
dump of Wikidata in turtle format (NT) from March 2017.

5.2.2 Editor Data

Every registered user of Wikidata can change the language of the interface. Not only
interface elements are switched to their preferred language, but also all data
displayed. This setting is called User Language Setting5. We extracted the aggregated

3Statistics on users, retrieved March 2019: https://www.wikidata.org/wiki/Special:Statistics
4https://www.wikidata.org/wiki/Wikidata:List of bots
5https://www.wikidata.org/wiki/Help:Navigating Wikidata/User Options#Language settings

https://www.wikidata.org/wiki/Special:Statistics
https://www.wikidata.org/wiki/Wikidata:List_of_bots
https://www.wikidata.org/wiki/Help:Navigating_Wikidata/User_Options#Language_settings
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number of user’s languages via Wikimedia’s Grafana installation6, as of January 2018.
The data can be downloaded as JSON. We use the user language setting as a starting
point for our work to understand the language distribution of Wikidata users.
However, there are certain limitations to this approach: English is the default
language. That means that, even if a user would be more comfortable in another
language but understands English reasonably well, we can assume they keep their
interface in English. Furthermore, we cannot identify their editing language(s)
because this is a setting that indicates the reading of Wikidata. And neither does it
give any indication on the possible multilinguality of users.

FIGURE 5.1: Example for a BabelBox of User:Frimelle

BabelBox Each registered user in Wikidata has a user page where they can add and
edit content about themselves. One of the templates that can be added indicates
languages spoken: BabelBox7. BabelBox lets a user self-assess their range of languages
and the respective levels of these languages from 0 (no knowledge) to N (native
understanding) as follows:

N Native understanding

5 Professional knowledge

4 Near native speaker knowledge

3 Advanced knowledge
6Active User Language on Grafana: https://grafana.wikimedia.org/dashboard/db/wikidata-si

te-stats?orgId=1
7https://en.wikipedia.org/wiki/Template:Babel

https://grafana.wikimedia.org/dashboard/db/wikidata-site-stats?orgId=1
https://grafana.wikimedia.org/dashboard/db/wikidata-site-stats?orgId=1
https://en.wikipedia.org/wiki/Template:Babel
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2 Intermediate knowledge

1 Basic knowledge

0 No knowledge

When we talk in the following of a known language, we usually refer to all levels
excluding level 0 and 1. Accordingly, unknown languages are defined as all languages
of level 0 or 1, and all languages that are undeclared, as we assume that the user has
no knowledge of these languages. In order to access the user pages, we download the
complete Wikidata dump8 and extract user pages with BabelBoxes. Since Wikimedia
projects are connected, users can also have a so-called global user page9, which we
take into account. We process all user pages with a BabelBox in order to collect data.
In total, 4,120 users have a BabelBox enabled on Wikidata or Meta as of 2018. Meta is a
Wikimedia website established for tasks “from coordination and documentation to
planning and analysis”10. Global user pages on Meta enable a user to create their user
page (where the BabelBox is stored) which is displayed across all Wikimedia websites
(including Wikipedia, Wikidata and other Wikimedia projects).11 Including the global
user pages on Meta for active Wikidata users is important because it enables us to
investigate the BabelBoxes of users who do not create an additional, local Wikidata
user page. Wikidata has 19,333 active users (out of 2,930,072 total registered users).
For our exploration of multilinguality in Wikidata users and their editing, we treat
those users as a sample of all users. However, there are clear limitations to this
approach - our sample is not truly random. Only the data of users who had enabled
BabelBox could be captured for this study, which may have led to demographic bias.
The close connection between Wikipedia and Wikidata users (Piscopo et al., 2017b)
lets us assume that users of certain Wikimedia project sites, such as German
Wikipedia, are more likely to enable the BabelBox12. Furthermore, other factors are
likely to influence our results: multilingual users might be more likely to enable a
BabelBox than monolingual users. Therefore, we extend our study to include the full
edit history of Wikidata to include all users of Wikidata and their editing of labels.

Edit History Wikidata provides whole dumps of its current data as well as the entire
editing history of the project. We worked with a database dump of Wikidata’s history,
as of 2019-03-01. The data is provided in XML, and we converted the data to a
PostgreSQL database. The database fields resemble the fields of the XML structure.
We extracted only label edits, and no other kind of edit, by filtering on the
wbsetlabel-set or wbsetlabel-add tag in the edit comment. The history dump includes all

8https://dumps.wikimedia.org/wikidatawiki/, as of January 2018.
9https://meta.wikimedia.org/wiki/Global user pages

10Description of Meta from https://meta.wikimedia.org/wiki/Main Page, retrieved 13. May 2021
11https://meta.wikimedia.org/wiki/Global user pages, retrieved 13. May 2021
12This could be an explanation, e.g., for the high number of native German users.

https://dumps.wikimedia.org/wikidatawiki/
https://meta.wikimedia.org/wiki/Global_user_pages
https://meta.wikimedia.org/wiki/Main_Page
https://meta.wikimedia.org/wiki/Global_user_pages
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information from 2012-10-29 to 2019-03-01. We split the database into three tables (one
for each of the user types): registered, anonymous, and bots. We define an edit as any
alteration of a label; creation and updating of a label are treated as the same. This
limits the amount of investigation we can do on, e.g., how long a label is kept in the
graph. It also treats vandalism as a regular label edit, as we do not consider how long
a label is in the graph until another user changes it. It does give an insight into the
overall language edits, however. We leave investigation of vandalism in labels, based
on the work of vandalism detection in Wikidata (Heindorf et al., 2016) and work on
quick changes of property labels (Tanon and Kaffee, 2018), to future research efforts. In
the following, we use the term edit only for edits to labels unless specified otherwise.

Users We split the users into three groups: registered, anonymous, and bot editors.
Bots on Wikidata are created by community members to import or edit data in an
automated, repetitive manner. To ensure that their editing follows the standards of the
knowledge graph, bots need community approval. Each bot has a unique username
and is flagged as a bot. We use the list of bots that have a bot flag on Wikidata13. Since
historical bots might not currently have a bot flag, we add to the list of bots all users
that have a bot pre- or suffix, as this is how bots are supposed to be named. Registered
users are all users that have a username and do not have a bot flag (and are not
otherwise marked as bots). Anonymous users do not have a username but an IP
address, which we treat as a username. This has the disadvantage that we treat each
IP address as a single user, not knowing whether the IP address is used by several
users. However, this gives us an insight of anonymous users at large, as we can
observe their editing patterns in comparison to the other user types.

5.3 Size

At the time of the investigation (in 2017), there are 26 million entities in Wikidata with
134 million labels, and 3,000 properties.

5.4 Natural Language URI

URIs in Wikidata are opaque. An example of URIs can be found in Figure 1.1. For
example, the full URI for the entity Ada Lovelace is
https://www.wikidata.org/wiki/Q7259. Entities use a URI starting with the letter Q,
followed by a numeric ID, properties start with the letter P, followed by a numeric ID.

13List of bots with bot flag: https://www.wikidata.org/wiki/Wikidata:Bots

https://www.wikidata.org/wiki/Q7259
https://www.wikidata.org/wiki/Wikidata:Bots
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5.5 Labelling properties

Wikidata uses the standard labelling property rdfs:label. The knowledge graph
does not allow for entering labelling properties - a user entering a label cannot chose
which labelling properties should be used. Therefore, all labels are connected by the
same labelling property.

5.6 Entity Labelling

Wikidata’s coverage in entity labelling is complete, as no entity can be created without
a label. Therefore, each entity has to have at least one label in any language. The
distribution of languages in entities is described in the multilinguality metric.

5.7 Class Labelling

Wikidata does not have explicit classes. Piscopo and Simperl (2018) note that Wikidata
does not distinguish between entities in classes in the knowledge graph in any formal
way. As classes are the same as entities (see above), we can describe the classes of the
knowledge graph Wikidata as fully labelled, too.

5.8 Property Labelling

Properties have a special position in Wikidata’s ontology, as Wikidata does not have
explicit classes (see Section 5.7). Properties, however, are easily distinguishable by
their identifiers. Due to the high reuse and importance of properties in the knowledge
graph, the community process to create a new property is more complex than that for
creating a new item (Müller-Birn et al., 2015). As for any entity, properties have to
have at least one label in one language at creation.

5.9 Unambiguity

Wikidata uses only one labelling property, rdfs:label. Further, the backend of
Wikidata does not allow for storing more than one label per entity. Therefore, all
entities in the knowledge graph are unambigiously labelled.
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FIGURE 5.2: Percentage of all labels per language in Wikidata

FIGURE 5.3: Distribution of languages for properties in Wikidata

5.10 Multilinguality

As an orientation, we look at the state of languages on the web at large. English is the
language of around 51.9% of all websites14 even though it is spoken by only 25% of

14https://w3techs.com/technologies/overview/content language/all

https://w3techs.com/technologies/overview/content_language/all
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the world’s population. Chinese is the second largest language in terms of users on
the web, but only 2% of the content on the web is in Chinese, according to the report
published by Mozilla (2017). In Wikidata, 11 languages hold almost 50% of all
language knowledge, as evident in Figure 5.2, which indicates a similar problem of
language maldistribution. Editors can change this distribution by adding new labels;
we therefore expect to see a change in this distribution over the coming years.
Currently, however, most of the content is covered only in a small set of languages,
while the majority of languages are covered by only a few labels in the knowledge
graph. The language best covered is English (11.04%). However, the language
coverage is not as extremely homogeneous in Wikidata as on the web in general.

Properties It is especially important that the properties are translated, as the
properties are frequently used across the graph. At the time of the study (2017), there
are only 3, 386 properties, while there are close to 26 million items. We showed in
Tanon and Kaffee (2018) that the labelling of properties rarely changes over time,
which is important to ensure access and reusability. For English labels, the current
property label has been the label for 87% of that properties lifetime. The more diverse
distribution for properties in Figure 5.3 compared to Figure 5.2 is promising, given
their importance in the graph. Properties are used widely across Wikidata; therefore, it
is more likely for missing translations to be detected by the community. Consequently,
the distribution of languages is more balanced; while English is still the most-covered
language, the margin is narrow. English has a share of 4.29% in the distribution of
property labels in all of Wikidata’s languages, followed by Dutch with 4.19%.

# languages %
1 58%
2 17%
2 -5 27%
5-10 9%
> 10 8%

TABLE 5.1: Share of entities having labels in one or multiple (2, 2-5, 5-10, over 10)
languages.

5.11 Monolingual Islands

Monolingual islands describes the phenomenon of an entity or a group of entities
being labelled in only one language, making it difficult to access the entity in other
languages. In Wikidata, just over half of the entities are labelled in only one language;
a large share of entities (27%) are available in 2 to 5 languages. The distribution can be
found in Table 5.1.
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5.12 Contextual Comparison

When comparing Wikidata’s label distribution with the distribution of first language
speakers in the world in Figure 5.4, we can see that there is still a large gap between
language speakers and their information needs in Wikidata. Most notable here is the
case of Chinese, which is the the most spoken native language in the world but is
barely covered in Wikidata. zh is the language code combining multiple Chinese
scripts (standard and simplified Chinese, see Chapter 7), which does not reflect the
entire breadth of Chinese information on Wikidata. Further, Wikipedia and its sister
projects, such as Wikidata, are blocked and censored in China in the time of writing
this thesis (Bamman et al., 2012).15 This leads to a majority of the edits in Chinese
being made from outside China.16 However, the biggest Chinese version, with the
language code zh, is still very under-served, especially given the number of people
speaking the language. Examples such as Dutch (nl) or Cebuano (ceb) show that it is
not strictly necessary for a language to be spoken by many people to have good
coverage in the knowledge graph.

FIGURE 5.4: Comparison of distribution of languages in Wikidata and first language
speakers in the world

Swedish (sv) and Cebuano (ceb) are especially interesting with regard to the
relationship of Wikipedia and Wikidata. In Wikipedia, there is one contributor whose
bot, called lsvbot, automatically adds stub articles17 to Swedish and Cebuano
Wikipedia. As article titles have been imported as Wikidata labels, we can assume the
language coverage due to the high number of articles in Swedish and Cebuano, too.
That there is a strong connection between Wikipedia and Wikidata is also visible in
Table 5.2. It reflects the import of Wikipedia article titles as entity labels in Wikidata,
as well as how the communities are intertwined, as also described by Piscopo et al.
(2017b). The fact that many titles are imported can be seen also in the comparison to
Wikidata property labels of Table 5.2. Swedish is ranked only 20th, while Cebuano

15Wikipedia page on the block of Wikipedia in China: https://en.wikipedia.org/wiki/Censorship
of Wikipedia#China, retrieved 13. May 2021

16https://en.wikipedia.org/wiki/Chinese Wikipedia#Origin of edits, retrieved 14. May 2021
17Stub articles explained on Wikipedia: https://en.wikipedia.org/wiki/Wikipedia:Stub

https://en.wikipedia.org/wiki/Wikipedia:Stub
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does not appear in the top 25 anymore at all. Since there are no Wikipedia articles
linked to properties, these cannot be imported, and have to be translated by the
community of either project on Wikidata. Dutch (nl) is a relatively well-covered
language in Wikipedia, but has a higher rank for both Wikidata and Wikidata
properties, indicating the high level of community involvement in Wikidata by Dutch
speakers.

In the following, we will shed light on the origin of the language distribution,
analysing Wikidata editors’ languages based on the data creator metrics.

Rank Wikipedia Wikidata Wikidata properties

1 en en en
2 ceb nl nl
3 sv fr fr
4 de de ru
5 nl es mk
6 fr it de
7 ru sv es
8 it ru pl
9 es ceb ca
10 war bg it
11 pl la sr
12 vi pt hu
13 ja pl pt
14 pt nb nb
15 zh vi ko
16 uk ja fa
17 ca da da
18 fa zh cs
19 ar war ja
20 no nn sv
21 sh fi be
22 fi ca el
23 hu hu ar
24 id cs uk
25 cs fa zh

TABLE 5.2: Ranking of number of Wikipedia articles by language, all labels in Wiki-
data, and labels for properties in Wikidata

5.13 User Language

The users observed through their usage of Babelboxes know a total 298 languages.
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FIGURE 5.5: Language Distribution in User Language Setting, excluding English

User Language Setting The user language setting can be set by a registered user to
change the language of the content displayed on the website. Since the default
language is English, English is set by over 50% of users. Excluding English, as in
Figure 5.5, we get a more interesting overview of the multilinguality of Wikidata users:
The most prominent language is French, followed by German, Spanish and Russian.

FIGURE 5.6: Language Distribution in BabelBox, Native Speakers

BabelBox BabelBoxes are used to indicate user languages on a user’s page.
Compared to users enabling the User Language Setting, BabelBox users are more
active in editing labels. The mean of edits of BabelBox users is 55, compared to 2 for
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Description % User

Monolingual 11.4%
 3 Languages 58.3%
 5 Languages 84.2%
> 5 Languages 15.7%

TABLE 5.3: Distribution of multilingual users

non-BabelBox users with at least one edit (5440.16 vs 907.41 in average)). On Wikidata,
4120 users enabeled a BabelBox. Excluding all languages where users claim a
knowledge level of 0 and 1 (one enthusiastic user declared over 161 languages for
which they had a knowledge level of 0), we can observe a wide range of language
knowledge.

As can bee seen in Table 5.3, most users are multilingual. Users know between one
and, for one user, 47 languages. The high number of languages can be attributed to
users adding languages they can interact with on any level - reading the script of that
language, for example. In total, BabelBox users speak 298 different languages to at
least level 2. The distribution of native speakers, visualised in Figure 5.6, shows an
interesting image of the community: the majority of users speak languages that are
also well represented in Wikidata labels (see Section 5.10). German is the most
prominent language among native speakers using BabelBox. The three most
prominent languages are English, German, and French, which corresponds to the
language setting data. When we look at all the known languages of BabelBox users in
Figure 5.7, English is by far the most widely spoken language. Since most of the
community discussion on Wikidata is currently in English, this is to be expected.

5.14 User Language Editing

As we show in Section 5.10, Wikidata labels are not equally distributed between
languages, with English being the most well-covered language. Based on the previous
analyses, we can see that there is an overlap of the most prominent languages
regarding labels and the languages spoken by the community – English, German, and
French. Since we are analysing languages of users, we want to understand how and if
the languages spoken by the community correlate with the labels available. The
correlation coefficient is 0.8979. Therefore, we find a strong correlation between the
number of users speaking a language based on their BabelBox and the number of
labels in that language. As users seem to edit in the language they use, i) outreach and
growth of the community will also lead to more diversity in data; and ii) users are
willing to contribute using all of their language knowledge, which can be helpful for
future tools.
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FIGURE 5.7: Language Distribution in BabelBox, excluding language levels 0 and 1

BabelBox Language Edits Based on our BabelBoxes results, we investigate the
editing of labels on Wikidata by users. 1,107 of the BabelBox users do not have label
edits in Wikidata. Therefore, we are working with 3,013 users. We plot the edits of
users in Figures 5.8 and 5.9 to compare how much they edit in languages they know
compared to edits in languages they do not know. In Figures 5.8 and 5.9, each user is a
point. The x-axis represents the total number of edits in known languages, the y-axis
the total number of edits in unknown languages. In Figure 5.9, we remove the outliers,
however, still display most users (3,007 out of 3,013).

We find that the majority of users edits mainly in a language they reported to know.
Over all users, edits to known languages are higher than to unknown languages.
However, it is common to have at least a few edits in an unknown language.
Especially users with high edits in labels are likely to contribute to languages they do
not know. Furthermore, there are a few interesting outlier: editors who edit more in
unknown languages than in their own languages. This indicates that editing language
information in Wikidata is not very challenging - e.g., names in Latin languages can
usually be transferred between different languages. Those cases should be
investigated further, as such tasks can easily be automated once identified by
repetition in all languages with the same script or by transliteration, as described in
Chapter 7.
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FIGURE 5.8: Users plotted according to their label edits in languages they are familiar
with (known) and unknown languages

FIGURE 5.9: Users plotted according to their label edits in languages they are familiar
with (known) and unknown languages, excluding most extreme outliers

5.15 User Activity

Looking at the average number of edits per editor in Table 5.4, we find that bots
contribute a large number of edits, not only in total but also in the average per bot
(183, 107.6). The most active bot (SuccuBot) made 14, 202, 481 total edits. While there
are many anonymous users (219.127), they have a very low edit count per editor (2.1).

For the average number of language per editor, all editor types have a median of 1.0,
showing that a majority of editors are monolingual over all three editor types.
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Registered Bots Anon

# Editors 62,091 187 219,127
Avg Edits/Editor 485.2 183,107.6 2.1
Avg Language/Editor 2.2 10.3 1.2
Languages 442 317 369
Avg Editors/Language 310.4 6.13 712.2

TABLE 5.4: Results of the analyses of Wikidata’s editing history of 2019 for the user
activity metric. The total number of editors is highest for anonymous editors; their
average edit per editor is lowest however. Bots are the smallest group of editors, but

have the highest number of average edit per editor.

Bot name Languages edited

KLBot2 247
KrBot 240
QuickStatementsBot 150
Cewbot 126
Dexbot 116

TABLE 5.5: Bots with the highest numbers of languages edited

However, on average, registered users and bots edit the widest range of language per
user, indicating that a small number of editors contribute a large proportion of labels
in Wikidata. In Wikipedia, Steiner (2014) found that bots are rarely multilingual,
showing that only ten bots are active in more than five languages. In Wikidata,
however, bots interact with multiple languages - up to 247 (see Table 5.5). In fact, only
just over half of the bots (51.3%) are monolingual, which is an even lower proportion
than among registered users (63.7%) and anonymous users (87.2%, explained by the
low edit count per editor), see Figure 5.10. Even though registered editors edit fewer
languages on average, the multilingual users edit up to 348 languages. Given the
small number of edits per editor among the anonymous users, the low number of
edits over languages in anonymous users is to be expected.

Figure 5.11 shows the timeline of user edits between the three user groups.

Figure 5.12 shows the ranking of languages by edit count and editor count. While the
languages overlap neatly for anonymous users (Figure 5.12c), for the other groups
there are strong differences. Given the low edit count by user for anonymous users,
the alignment of edit count and editor count is evident. In the other groups, it
indicates that more people can edit the language but are less active overall. In all
graphs, English is leading for edit count and editor count, which aligns with the
overall content in Wikidata.
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FIGURE 5.10: Measuring the distribution of multilingual editors: each editor type is
represented by one bar, and split by the number of languages they edit. The majority

of editors edit in one language.

FIGURE 5.11: Timeline of number of edits (log) of the three different editor groups
from January 2013 to March 2019. Edits are aggregated by month. The highest number
of edits for registered users is in October 2016, for bots October 2014, and for anony-

mous users in September 2018.
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(A) Registered users

(B) Bots

(C) Anonymous users

FIGURE 5.12: Language distribution over the three different editor groups, sorted by
number of edits, including language ordering by number of editor in that language

5.16 Edit Patterns

We explore the different ways of editing over time between the three different groups.
We hypothesise that human editors tend to edit in different languages on the same
items, i.e., translating labels of one concept, while bots edit different entities in the
same language, i.e., importing labels in the same language for a variety of concepts.
We measure the changes to labels over time in jumps. The number of jumps is
normalised over the total number of the edits. We limit this metric to experienced
editors, here defined as editors with at least 500 edits over all time. The results for the
normalised numbers of jumps between entities and languages can be found in
Table 5.6. Generally, editors tend to switch more between entities than languages, i.e.,
there is less translation and more editing of labels in one language over multiple
entities. However, there is a slight preference among registered editors to switch
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Registered Bots Anon

Languages (Median) 0.2 0.01 0.5
Languages (Avg) 0.3 0.1 0.4

Entities (Median) 0.9 1 0.8
Entities (Avg) 0.8 0.9 0.8

TABLE 5.6: Average number of jumps between languages and edits for all three user
groups.

between languages compared to bots. Over all their edits, bots tend to edit in one
language before switching to the next one.

5.17 Language Overlap

In this metric, we aim to gain an understanding of the languages editors contribute to,
based on their editing behaviour. We create a language network graph where each
node represents a language and the edge represents the cross-lingual edits by a single
or more editors. In Figure 5.14 we visualise the language connections, limiting them to
the ones that are higher than the average, following the work of Hale (2014). For
registered users (Figure 5.14 (a)) we note a higher overlap of languages than for bots
and anonymous users. While we showed in the previous section and Table 5.5 that
bots edit a variety of languages, the low number of connections in the graph can be
explained by the fact that those diverse editing patterns are rare and therefore do not
pass the threshold for the weight. Anonymous users have mostly languages connected
to only one other node, such as Vietnamese. These are usually connected to English.

Further, to understand the connection between languages that are edited together and
language families18, we counted the number of connections that are in the same
language families and compared them to connections in other language families.
Figure 5.13 shows the number of connections for each user group. Even though there
is a tendency towards edits in the same language family for all user groups, overall
there is no clear connection between language families and editors editing those
languages together.

5.18 Activity and Multilinguality

We tested the hypothesis that multilingual editors are more active than their
monolingual counterparts. First, we looked into the percentage of multilingual users,

18Language families based on: https://github.com/haliaeetus/iso-639/blob/master/data/iso 6
39-1.json

https://github.com/haliaeetus/iso-639/blob/master/data/iso_639-1.json
https://github.com/haliaeetus/iso-639/blob/master/data/iso_639-1.json
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(A) Registered users

(B) Bots

(C) Anonymous users

FIGURE 5.13: Boxplot comparing the number of edits in languages of the same and
different language families.
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(A) Registered users

(B) Bots

(C) Anonymous users

FIGURE 5.14: Displaying the connections between languages, where the number of
connections is greater than the average. Nodes are colored by language family.
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as shown in Figure 5.10. The majority of users edit in only one language, even though
a single edit on a label in a different language would make them multilingual in this
graph. Figure 5.15 shows the number of edits (y-axis) and the number of languages
edited in by the editor (x-axis). There is no clear correlation between the number of
languages and the number of label edits, as can be seen in the figure. We measured
Pearson’s r to test the correlation between number of edits and number of languages
edited. We used a two-tailed test. As shown in the previous figure, none of the user
groups show a correlation between number of edits and languages (registered editors:
(0.21, 0.0), bots: (0.24, 0.001), anonymous: (0.31, 0.0)). Activity level overall is therefore
not an indicator for an individual’s likelihood to edit across languages in Wikidata.

5.19 Comparison by User Group

Following the analysis of edits of the three user groups on Wikidata (registered
editors, bots, and anonymous editors), we summarise our findings for each of the user
groups below.

Registered Editors Registered users form the middle ground between bots and
anonymous users in a number of ways; there are fewer of them than anonymous
users, but they have a higher count of edits per editor. While they do edit between
languages, they edit fewer languages per editor on average than bots. However, they
show a much higher connection between languages than either of the other user
groups. While they are likely to edit different entities with each edit, they have a
higher count of translation (editing different languages after another) than bots. Based
on this knowledge, we propose an automated approach to translating and
transliterating Wikidata labels in Chapter 7.

Bots Bots, automated tools on Wikidata, have by far the highest edit count and
contribute the most label data even though they are much fewer in number than
registered or anonymous users. A few bots edit a lot of languages, but overall they are
not as multilingual as their human counterparts. Compared to bots on Wikipedia,
however, they reach much higher counts of languages edited. They are less likely to
switch between languages; rather, they tend to edit in one language after another.

Anonymous Editors Anonymous users are the largest in number but make the
lowest contribution to label edits. Their low number of edits makes it difficult to
compare them to the previous groups. However, we note that there is a high degree of
cross-lingual activity among anonymous users relative to their low number of edits.
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(A) Registered users

(B) Bots

(C) Anonymous users

FIGURE 5.15: Scatter plot of the number of languages and the number of edits, testing
correlation for all users.
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FIGURE 5.16: Comparison of language coverage between native speakers in the world,
Wikidata, and the web of data (LOD Laundromat, removing labels without language

tag).

5.20 Comparison to the Web of Data

We applied the framework described in Chapter 3 to both the web of data in the form
of the LOD Laundromat dataset in Chapter 4 and Wikidata in this chapter. To show
the applicability of the framework for comparison between datasets, we here describe
the differences between the results for the web of data and Wikidata. Table 5.7
provides an overview of the results for the core metrics for the web of data and
Wikidata, Figure 5.16 shows the comparison of share of languages between native
speakers, Wikidata, and the web of data (LOD Laundromat). The web of data is much
larger in size than Wikidata, and it is also more varied in its labelling quality. Entities
are labelled less frequently, and there is a tendency to label entities in only one
language. We attribute these factors to the fact that the laundromat dataset we use to
represent the web of data has a number of different data sources. For a user trying to
make the decision which data source to use for which use case, this framework gives
an insight into the different factors for the human accessibility (i.e., labels and
languages) of different linked data sources. In Chapter 6 we automate the selection
between different data sources using our framework.

Metric Web of Data Wikidata
Dataset size 127M entities 26M entities
Natural language URI mix opaque
Labelling properties mix (rdfs:label) rdfs:label

Entity label completeness 5% 100%
Class label completeness 38% 100%
Property label completeness 81% 100%
Unamiguity 3.5% -
Multilinguality (English) 18% 11%
Monolingual Islands 83% 58%

TABLE 5.7: Comparison of values for each metric between the web of data (repre-
sented by the LOD Laundromat dataset) and Wikidata.
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5.21 Discussion

We present the results of applying the framework of Chapter 3 to Wikidata. First, we
gain an insight into the overall language distribution in labels on Wikidata. While
Wikidata has a better label coverage and language distribution than the web of data at
large (see Chapter 4), improvement is still needed to make the knowledge graph
accessible across languages. Currently there is a lack of labels in some of the most
widely spoken languages in the world.

We further apply the Data Creator Metrics to understand how the editors of Wikidata
contribute to language distribution. Understanding label editing is an important topic,
as it can help to understand where a community needs automated help to improve
language coverage in a given knowledge graph. We show that the languages users
know (as described in their BabelBox) correlate with the languages available on
Wikidata in labels. We analyse the editing history of Wikidata in terms of the
label-editing behaviour of three user groups: registered editors, bots, and anonymous
editors. We find that bots edit by far the highest number of labels, but edit less across
different languages compared to registered users. Anonymous users have not only a
low edit count in general and per user, but also a lower number of edit languages.
Active users do not necessarily cover more languages in their editing.
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Chapter 6

Application of the Framework for
Knowledge Graph Ranking

In this chapter we propose a use case of the framework presented in Chapter 3. We
show how applications can benefit from information about languages and labels. In
particular, we present the use case described in Section 1.1, multilingual question
answering over knowledge graphs. Multilingual question answering systems enable
communities to easily access knowledge in their preferred language.

We tackle the problem of providing a fine-grained representation of multilinguality in
knowledge graphs, and using these descriptions to rank knowledge graphs based on a
set of SPARQL queries whose answer should be presented in different languages. We
describe multilinguality in terms of CLCs, which capture knowledge about languages
at the level of classes based on the metrics proposed in Chapter 3. In a CLC, diverse
metrics are used to provide a fine-grained representation of multilinguality. These
metrics are based on our approach to measuring the labelling and the multilinguality
of knowledge graphs as described in Chapter 3; they show a way to standardise the
application of those metrics on knowledge graphs to make them comparable and
applicable in real-world applications. In this chapter we propose a multilingual
framework, called LINGVO, which captures the CLCs that describe existing
knowledge graphs. Further, LINGVO exploits the knowledge captured in the
CLC-based descriptions to rank the described knowledge graphs according to their
satisfaction of the language requirements stated in a set of SPARQL queries.

We empirically study the expressive power of Class-based Label Captures (CLC) by
conducting the evaluation of the queries of the state-of-the-art benchmark
QALD-9 (Usbeck et al., 2018). The goal of the study is to determine whenever the
CLC-based representation of multilinguality of existing knowledge graphs like
DBpedia, YAGO, Wikidata, MusicBrainz, and LinkedMDB allows for accurately
ranking these knowledge graphs according to language requirements associated with
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Wikidata DBpedia YAGO

Input:
Knowledge Graphs
and Requirements

Q22865

Q262166

Q1401585

schema:Place

dbpedia:Location

dbpedia:WikicatTownsInThuringia

yago:wikicat_Cities_in_Thuringia

yago:wikicat_Burial_sites_of_German_noble_families

Class Extraction Based
on Requirements

Match to Class-based
Label Captures for

each Class

0.80.75 0.4

Calculate
Aggregated Scores

for the Domains

Rank 
Knowledge GraphsDBpedia Wikidata YAGO

Location

Place
DBpedia

   ds_class_labeling: 0.00098,
   ds_size_triples: 2792021675,
   entities_11_50_lang: 0.22,
   entities_1_lang: 0.06,
   entities_2_5_lang: 0.1875,
   entities_50+_lang: 0.0,
   entities_6_10_lang: 0.53,
   languages_share: {ar: 0.01, 
   de: 0.07, en: 0.14, es: 0.06, 
   fr: 0.1, it: 0.07, ja: 0.1,  nl: 0.06,
   pl: 0.11, pt: 0.09, ru: 0.1, 
   zh: 0.07},
   number_languages: 12.0,
   size_subjects: 32.0,
   size_triples: 6469.0,
   subject_labeling: 1.0,
   unambiguity: 1

   ds_class_labeling: 0.00098,
   ds_size_triples: 2792021675,
   entities_11_50_lang: 0.06,
   entities_1_lang: 0.4,
   entities_2_5_lang: 0.35,
   entities_50+_lang: 0.0,
   entities_6_10_lang: 0.1,
   languages_share: {ar: 0.04, 
   de: 0.13, en: 0.32, es: 0.06, 
   fr: 0.09, it: 0.05, ja: 0.04, 
   nl: 0.04, pl: 0.05, pt: 0.08, 
   ru: 0.07, zh: 0.04},
   number_languages: 12.0,
   size_subjects: 32536.0,
   size_triples: 4100302.0,
   subject_labeling: 0.9,
   unambiguity: 1

2 31

...

FIGURE 6.1: LINGVO approach. For each knowledge graph, classes for the required
SPARQL query are extracted. Then, CLCs are matched to each extracted class with re-
spect to the language provided in the required SPARQL queries. The respective scores
of the CLCs are aggregated to finally rank the knowledge graphs. In this example,

DBpedia is ranked highest and therefore recommended.

the benchmark queries. Capturing multilinguality at class and property level yields
promising results, as we show in the comparison with the crowdsourced gold
standard. The gold standard provides the best answer to each question of the
benchmark between the knowledge graphs from a human perspective in three
languages: English, Spanish, and Hindi.

Our contribution includes: (1) a fine-grained description model, CLC, capturing the
multilinguality of knowledge graphs based on the framework described in Chapter 3;
(2) a knowledge graph ranking approach, LINGVO, that exploits the CLC descriptions
to rank the knowledge graphs that best satisfy the language requirements based on a
set of SPARQL queries; and (3) a multilingual empirical evaluation including three
languages (English, Spanish, and Hindi) based on the state-of-the-art benchmark and
a new crowdsourced gold standard for the benchmark.

6.1 Problem statement

In this section, we define the problem of ranking knowledge graphs based on labelling
and multilinguality for a set of queries, and propose the LINGVO approach. Let
U, B, L be an infinite disjoint sets of URIs, blank nodes, and literals, respectively. A
triple (s, p, o) 2 (U [ B)⇥ U ⇥ (U [ B [ L) is denominated as an RDF triple, where s is
the subject, p is the predicate, and o is the object of the triple. An RDF graph is a set of
RDF triples.

Definition 6.1 (SPARQL Expression and SELECT Query, Schmidt et al. (2010)). Let V
be a set of variables disjoint from U [ B [ L. A SPARQL expression is built recursively
as follows: (1) A triple pattern t 2 (U [ V)⇥ (U [ V)⇥ (L [ U [ V) is an expression.
(2) If Q1, Q2 are expressions and R is a filter condition, then Q1 FILTER R,
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Q1 UNION Q2, Q1 OPT Q2, and Q1 AND Q2 are expressions. Let Q be a SPARQL
expression and S ⇢ V is a finite set of variables. A SPARQL SELECT query is an
expression of the form SELECTS(Q)

The evaluation of SPARQL queries over an RDF dataset is based on mappings. A
mapping is a partial function µ : V ! ((U [ B [ L) ⇥ ‚) from a subset of variables to
pair of RDF term and a language, e.g., EN, DE, or ES; h is the set of all languages in the
universe. The domain of a mapping µ, dom(µ), is the subset of V for which µ is
defined. Two mappings µ1, µ2 are compatible, written µ1 ⇠l µ2, iff µa|2 = µb|2 = l1, and
µ1(x) = µ2(x) for all x 2 dom(µ1) \ dom(µ2), i.e., µ1(x)|1 ⌘ µ2(x)|1 and
µ1(x)|2 ⌘ µ2(x)|2. Furthermore, vars(t) denotes all variables in triple pattern t, and
µl(t) is a triple pattern obtained when replacing all x 2 dom(µ) \ vars(t) in t by µ(x).

Definition 6.2 (SPARQL Algebra, Schmidt et al. (2010)). Let Wa, Wb be mapping sets, R
denotes a filter condition, S ⇢ V a finite set of variables, and l a language. The
expression of SPARQL algebraic operations are defined as follows:

Wa ./l Wb := {µa [l µb|µa 2 Wa, µb 2 Wb : µa ⇠l µb}

Wa [l Wb := {µ | µ 2 Wa or µ 2 Wb ^ µ|2 = l}

Wa \l Wb := {µa 2 Wa | f or all µb 2 Wb : µa 6⇠l µb}

Wa 1 Wb := (Wa ./l Wb) [ (Wa \l Wb)

pSl (Wa) := {µ1|9µ2 : µ1 [ µ2 2 Wa ^ dom(µ1) ✓ S^

dom(µ2) \ S = ∆}

sRl (Wa) := {µ 2 Wa | µ ✏ R}

Definition 6.3 (SPARQL Semantics, Schmidt et al. (2010)). Let D be an RDF knowledge
graph, t a triple pattern, and Q1, Q2 SPARQL expressions, R a filter condition, S 2 V a
finite set of variables, and l a language. The expression [[·]]lD denotes the evaluation of
an input SPARQL query over a RDF knowledge graph D respecting a language l:

[[t]]lD := {µ | dom(µ) = vars(t) and µl(t) 2 D}

[[Q1 AND Q2]]lD := [[Q1]]lD ./l [[Q2]]lD

[[Q1 OPT Q2]]lD := [[Q1]]lD 1 [[Q2]]lD

[[Q1 UNION Q2]]lD := [[Q1]]lD [l [[Q2]]lD

[[Q1 FILTER R]]lD := sR([[Q1]]lD)

[[SELECTS(Q1)]]lD := pS([[Q1]]lD)
1|1 and |2 denote the first and second element of the tuple, respectively, where the first element is an

RDF term and the second a language.
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Definition 6.4 (Ideal KG). An Ideal KG, IK, is an RDF knowledge graph that contains,
for all the entities in the universe, triples that associate the entities with existing
languages. That is, for all the resources s in the knowledge graph there exists (s,
rdfs:label o0) such that o0 is a literal, annotated with all existing languages.

Distance Measure. Given a knowledge graph KG, a SPARQL query q and a
language l, the distance between answers of q against KG with respect to answers
from the ideal of KG, IK is as follows:

dq
KG :=

|[[q]]lIK \ [[q]]lKG|
|[[q]]lIK|

The aggregated distance between the answers of a knowledge graph KG and an ideal
knowledge graph IK for a given set of SPARQL queries Q, dQ

KG corresponds to

dQ
KG := f (dqi

KG) : 8qi 2 Q

where f (.) is an aggregation function.

Problem Statement Given a set K = {KG1, KG2, . . . , KGn} of knowledge graphs, and
a set Q = {q1, q2, . . . , qn} of annotated queries, where qi is a tuple qi = (sqi, li) such
that sqi refers to a SPARQL SELECT query and li a language. The problem of
capturing multilinguality corresponds to the problem of finding a set
K = {(KGi, scorei)|KGi 2 K} where scorei is the ranking score of KGi with respect to
other knowledge graphs in K from the ideal knowledge graph, IK. Measuring the
distance between KGi and IK results in the distance score dQ

KG. The knowledge graphs
in K are ranked with respect to their distance scores, and a ranking score is assigned,
so that dQ

KGq
� dQ

KGk
⌘ scoreq � scorek.

Proposed Solution We propose LINGVO, a knowledge-driven framework able to
describe knowledge graphs in terms of multilinguality, and to rank knowledge graphs
according to SPARQL queries and multilingual restrictions. LINGVO considers
class-based descriptions of data sources - an abstract description of entities that belong
to same semantic type and their characteristics - to find a ranked list of knowledge
graphs for a certain set of SPARQL queries. Such source descriptions are defined as
CLC. While we could create CLCs for the datasets analysed in Chapter 4 and 5, we opt
to describe the results to the reader as we have no need to compare them
automatically. However, as with Chapter 5, we use Wikidata (see Section 6.3) in our
comparison of knowledge graphs for question answering. Figure 6.1 depicts the
components of the LINGVO approach, which receives a set of knowledge graphs and
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set of SPARQL SELECT queries. First, for the given queries, CLCs are extracted by
matching the set of properties in CLCs with query patterns in the queries. Then, for
each knowledge graph it calculates the aggregated score from each CLC. Finally,
based on aggregated scores, LINGVO generates a ranked list of knowledge graphs,
where the top of the list corresponds to the knowledge graph that best answers the
queries given the language restriction.

6.2 Capturing Knowledge in LINGVO

LINGVO ranks knowledge graphs based on their multilingual properties at class
level. We introduce CLCs, abstract descriptions of the entities in a knowledge graph.
CLCs represent multilinguality based on dimensions described in subsection 6.2.2.
Thus, each CLC states multilinguality in terms of metrics tailored towards the
multilingual description of the labels of each entity in a knowledge graph.

6.2.1 Representing Labelling and Multilinguality of Knowledge Graphs

A knowledge graph contains a set of classes CKG = {c1, c2, . . . , cn}. Each class has
different characteristics, such as the number of languages or coverage of labels of its
instances. We divide the knowledge graph based on the classes and extract for each ci

in CKG a set of scores based on the dimensions in Section 6.2.2. We define CLCs as a
source description, analogous to RDF-MTs (Endris et al., 2019), focusing on the
labelling and multilinguality of each of the classes of a knowledge graph.

Definition 6.5 (Class-based Label Capture (CLC)). A CLC is a 4-tuple=<KG, C, DTP,
CM>, where:

• KG – is a knowledge graph G;

• C – is an RDF class such that the triple pattern (?s rdf:type C) is true in G;

• DTP – is a set of tuples (p, PM) such that p is a labelling property with domain C
and range xsd:string, the triple patterns (?s p ?o) and (?s rdf:type C) are true in
G, and PM is a set of property level metric scores;

• CM – is a set of class-level metric scores

An example of the representation of a knowledge graph as CLCs can be seen in
Figure 6.1 on the right. In the example, two classes in the DBpedia knowledge graph
are represented as CLCs on rdfs:label property, Location and Place. The class-level
metric scores, CM, are calculated over Location and Place, and the property level
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Metric Application

Size Dataset size (triples)
CLC size (triples)
CLC size (entities)

Class labelling Dataset
Entity labelling
Unambiguity
Multilinguality Number of languages

Share of labels in given language
Monolingual Islands

TABLE 6.1: Metrics defined in Chapter 3. Metrics that are applied over the whole
dataset are denoted with dataset, all other metrics are applied per CLC.

metric scores, DTP, are calculated based on the property rdfs:label. For each class of
the knowledge graph, the scores of DTP and CM are calculated over all instances of a
class, so that we can define the set of all metrics in a CLC as M = {m1, m2, . . . mj}.

6.2.2 Framework for Labelling and Multilinguality

We measure multilinguality using the framework introduced in Chapter 3. As shown
in Figure 3.1, the metrics used in this chapter are: Size, Entity Labelling, Class Labelling,
Unambiguity, Multilinguality, and Monolingual Islands. The metrics and their
application are detailed in Figure 6.1. For a definition of each metric, refer to
Chapter 3. All metrics are applied across the entire dataset as well as on the CLC level,
except class labelling, which is only applied on the entire dataset. To apply the metrics
on the CLC level, we define all entities and relationships that are part of the CLC as a
subset of the knowledge graph, so that we can treat one CLC as a dataset to apply the
framework to. In the case of question answering systems, Diefenbach et al. (2018)
observe in their survey of QA systems that those systems only consider labels
identified with rdfs:label as the labelling property. Therefore, we consider only
rdfs:label as labelling property in this chapter to gain an insight in the usage of the
standard labelling property.

6.2.3 Ranking Knowledge Graphs by Queries and Languages

Given a set of knowledge graphs K = {KG1, . . . , KGn}, and SPARQL queries with
language restrictions Q = {(sq1, l1), . . . , (sqm, lm)}, the LINGVO approach first
matches each query to the set of classes in KGi such that Csqk

KGi
= {cKGi ,lk

1 , cKGi ,lk
2 , . . . ,

cKGi ,lk
n }. For example, in our motivating example in Figure 1.3 in Chapter 1, Q contains

three queries (all of them on ”where Bach was born”) with three different languages –
German, English, and Spanish. The queries will be mapped to their respective classes
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as in Figure 6.1, i.e., the classes that describe Germany, so that for DBpedia for the
Spanish query, Csq1

DBpedia = {dbo:Location, dbo:Place}. For each class in Csqk
KGi

, the

respective CLC is mapped with respect to the language lk of sqk, i.e., clcKGi
i 7! cKGi ,lk

i .
Thus, for our example, we retrieve the information about labelling and languages for
the class dbo:Location for Spanish in the form of a CLC, which is then added to the
set CLCDBpedia. The set CLCKGi contains all CLCs mapped to the classes extracted from
Q for KGi, such that CLCKGi = {clc1, clc2, . . . , clcn}, where clci contains information on
the language of their respective lk of KGi. We aggregate the values for all CLCs of a
knowledge graph, KGi, and rank based on the aggregated values. The aggregation of
metrics in a CLC is performed as follows:

Sclci =
Â|M|

i=0 s(mi)

|M|

where s(mi) is the score of metric s(mi) 2 CLCci and mi 2 M. SclcKGi
is the aggregation

of the scores of the metrics associated with CLCs from Q. The aggregation score in our
example of dbo:Location for Spanish is 0.3, considering all the metrics. The ranking
score of a knowledge graph is as follows:

RKGj =
Â

|CLCKGj |
i=0 Sclci

|CLCKGj |

where CLCKGj is a set classes that matched for the queries and language restrictions in
Q. In Figure 6.1, DBpedia has a ranking score of 0.8 and is ranked first, compared to
the ranking scores of Wikidata and YAGO.

6.3 Datasets

We conducted our evaluation over five widely used knowledge graphs. We selected
three large cross-domain knowledge graphs, DBpedia, Wikidata, and YAGO, as they
are widely used for QA (Diefenbach et al., 2018), and two domain-specific knowledge
graphs, MusicBrainz and LinkedMDB. DBpedia is created by extracting information
from Wikipedia in an automated manner and is available in a large number of
languages (Lehmann et al., 2015). Wikidata is a collaborative knowledge graph, which
is inherently multilingual and covers a large number of languages in terms of labels
(for more details, see Chapter 5). YAGO3 is extracted from Wikipedia and other
structured resources and provides multilingual data (Mahdisoltani et al., 2015).
MusicBrainz stores data about music, such as artists and their songs. Like Wikidata,
MusicBrainz data is user-contributed (Swartz, 2002). LinkedMDB represents
structured information about movies by combining information from different web
sources on the topic (Hassanzadeh and Consens, 2009). To test our approach on a set
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of SPARQL queries, we adapted the QALD-9 dataset (Usbeck et al., 2018), which was
designed for the 2018 question answering challenge over DBpedia. Natural language
questions in different languages are expressed in the respective SPARQL query. As we
want to test our approach for labels, we only select question that return URIs. Our
benchmark consists of 289 questions out of the original 408 questions. The
requirement queries in the benchmark are defined over three languages, English,
Spanish, and Hindi, which are covered by QALD. English is the language mostly used
on the web, Spanish is a widely spoken language and often covered online2, and
Hindi is one of the most widely spoken languages in the world but under-resourced
online3. Since the SPARQL queries in QALD are defined for the DBpedia ontology, to
make the different knowledge graphs comparable, we translate the queries into the
ontologies of each benchmark knowledge graphs manually, i.e., into Wikidata,
MusicBrainz, LinkedMDB, and YAGO ontologies. We skip queries that cannot be
translated to the other ontologies, e.g., Which museum in New York has the most visitors?
cannot be expressed in MusicBrainz’s ontology and, therefore, this query is not
included for this knowledge graph. The total number of queries translated for each
knowledge graph can be found in Table 6.3.

1 2 3 4
Donald Trump Trump Donald Trump Barack Obama

Barack Obama
George Washington

TABLE 6.2: English example of answers displayed to annotators for the question Who
is the president of the United States of America?. The annotator has to select between
the four knowledge graphs the one that fits the question best. In this example, an

annotator should select knowledge graph (1). For more details, see Appendix B.

6.4 Gold Standard

We create a gold standard to measure the correctness of our approach and the
baselines, i.e., how well the approach can rank knowledge graphs based on a given
query compared to the human annotations. Since we aim at human readability, we
crowdsource the ideal ranking of answers to the QALD questions. We created three
crowdsourcing experiments on Figure Eight4 - one for each of the languages Hindi,
Spanish, and English. The guidelines for the crowd annotating the data can be found
in Appendix B. For each question, we retrieve the labels of answers in each language

2Spanish is the fourth language in terms of website content (3.7%) according to https://w3techs.co
m/technologies/overview/content language, retrieved 9. June 2021.

30.1% of the websites are in Hindi, according to https://w3techs.com/technologies/overview/co
ntent language, retrieved 9. June 2021.

4https://www.figure-eight.com/

https://w3techs.com/technologies/overview/content_language
https://w3techs.com/technologies/overview/content_language
https://w3techs.com/technologies/overview/content_language
https://w3techs.com/technologies/overview/content_language
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from the benchmark knowledge graphs. If only one knowledge graph answers the
question, that knowledge graph ranks best automatically. For example, for Hindi, only
YAGO and Wikidata contain a large amount of Hindi, while MusicBrainz has only one
entity tagged in Hindi, and LinkedMDB and DBpedia do not contain Hindi data.
Questions that can be answered by more than one knowledge graph are selected for
evaluation by the crowd. They are asked to choose the answer that they see as the best
fit. Table 6.2 displays the possible answers for the question Who is the president of the
United States of America?. Annotators see the question and have to select between the
answers most appropriate for the question (answer 1 in the example). If they are not
sure which is the correct answer, they have the option to select the checkbox labelled X
not sure about the factually correct answer.

We selected a total of 46, 203, and 237 questions and their answers for Hindi, Spanish,
and English, respectively. We assigned annotators that are able to speak the respective
language, are on level 2 on Figure Eight5, and passed the eight test questions created
by the researchers. For each language, we received judgements from 3 annotators,
who were paid $0.02 per HIT. The correct answers were selected based on majority
voting. Agreement was high; on average the annotations had a confidence score of
0.87, 0.86, and 0.84 for Hindi, Spanish, and English, respectively. For the ranking, the
ranking score of a knowledge graph is calculated based on the number of questions it
can answer best as seen by the crowd over the given queries.

6.5 Baselines

We use three baselines for our approach, i.e., CosN, Cos, and noCLC. The first
baseline (CosN) executes the queries over each knowledge graph and collects the
number of answers. It exploits the fact that QALD does not provide labels but URIs in
the answer set, so that we know the number of expected answers per question. CosN
represents the domain as a vector of the number of answers for each query in the
domain as VAKGihaKGi

q1 , aKGi
q2 , . . . , aKGi

qn i and the number of answers from QALD for
queries qi in Q as VAQALD = haQALD

q1 , aQALD
q2 , . . . , aQALD

qn i. We measure the similarity
between this vector and the actual number of answers per domain for each knowledge
graph using cosine similarity, i.e., the score of a knowledge graph, KGi, is calculated as
scoreKGi

cosN = cos(VAKGi , VAQALD).

The second baseline, Cos, executes the queries in the benchmark and treats the answer
to a query as a binary value (returns any label or no label) in a vector. Then, it
computes the similarity to the ideal vector, where all queries return a label. Let
(VKGi = hbKGi

q1 , bKGi
q2 , . . . , bKGi

qn i) be the vector of binary values whether a query of Q has an

5Levels on Figure Eight indicate experience, there are three levels. Appen, who took over Figure Eight,
detail the levels here: https://success.appen.com/hc/en-us/articles/203219195-Guide-To-Contr
ibutors-Channels-Page, retrieved 7. May 2021.

https://success.appen.com/hc/en-us/articles/203219195-Guide-To-Contributors-Channels-Page
https://success.appen.com/hc/en-us/articles/203219195-Guide-To-Contributors-Channels-Page
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KG # CLCs Avg # CLCs Max # CLCs # Queries

DBpedia 112, 888 811.72 100, 000 285
YAGO 13, 642 77.39 1, 972 169
Wikidata 874 4.49 268 270
LinkedMDB 4 0.07 2 20
MusicBrainz 3 0.01 2 4

TABLE 6.3: CLCs for each KG covered by QALD questions and number of QALD
questions translated to the respective ontology. DBpedia has the largest numbers of
classes and average number of classes per QALD questions, as well as the largest

maximum number of classes for one QALD question.

answer when executed over knowledge graph, KGi, so that bKGi
j 2 [0, 1]. Let

VI = hbI
q1

, bI
q2

, . . . , bI
qni be the ideal vector of binary answers to the queries in Q so that bI

qj
= 1.

We calculate the cosine similarity between the two vectors such that the score for a KGi is
calculated as scoreKGi

cos = cos(VKGi , VI).

The third baseline, noCLC, applies the dimensions of Section 6.2.2 over the entire knowledge
graph to produce a ranking. Unlike the first two baselines, noCLC does not execute the
queries over the knowledge graph, but computes scores by treating each knowledge graph as
one domain. We create a CLC in which we define the entire knowledge graph as one class to
measure the effectiveness of separating the knowledge graph in multiple classes.

For all baselines, we calculate the average score for a knowledge graph over the domain, by
summing the scores over all queries in the domain. The same approach as for LINGVO is used
to rank the knowledge graphs. We consider these approaches as a baseline because they rank
datasets in a naive way. For instance, the first two approaches execute all the queries, and the
last approach considers the whole knowledge graph as a single domain, ignoring the fact that
cross-domain knowledge graphs have different level of coverage in labelling and languages.

6.6 Experiments

We empirically study the effectiveness of LINGVO in capturing the multilinguality of
knowledge graphs. The goal is to show that the application of CLCs is a solid approach for
ranking knowledge graphs, based on their multilingual properties compared to the human
judgements. Below are the details of the experimental setup and results.

Research Questions We hypothesise that our approach can capture the multilinguality of
the knowledge graphs, so that the distance between the resulting ranking and the ideal
ranking is minimal. We aim at answering the following research question during the
evaluation of our approach based on the overall research question RQ2 How can knowledge
about languages in a knowledge graph be applied to the task of ranking them for question
answering? introduced in Chapter 1.

RQ2.1 Are CLCs able to capture multilingual knowledge?
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RQ2.2 Given a set of multilingual queries, can LINGVO precisely identify the knowledge
graphs that can answer those queries in the best way?

RQ2.3 Is the knowledge about a domain represented in the knowledge graph affecting the
multilinguality of the knowledge graph?

Evaluation Metrics We evaluate the ranked lists three-fold using Kendall’s tau,
Spearman’s rho, and RankDCG rank correlation coefficient. The Kendall and Spearman
correlation is high between two rankings if they have a similar rank, i.e., a score of 1 for two
identical lists and �1 for fully different lists. To take the actual scores for the ranking into
account, we also apply a version of normalized discounted cumulative gain, RankDCG,
introduced by Katerenchuk and Rosenberg (2016). A larger value for RankDCG indicates
similar values in the ranking.

Implementation Our approach is implemented in Python 2.7. We set up a Virtuoso
endpoint for each of the five knowledge graphs used in the evaluation. The code of LINGVO
is available at https://github.com/luciekaffee/LINGVO, the code for the benchmark is
available at https://github.com/luciekaffee/Benchmark-Queries.

6.6.1 Random Domains

In this experiment, we investigate ranking the knowledge graphs based on given multilingual
queries in an automated manner.

We create five domains each consisting of 20 randomly selected queries from the benchmark.
Each query in a domain is assigned a language randomly - English, Spanish, or Hindi. The
knowledge graphs are then ranked using the baselines and the LINGVO approach for the five
domains. We measure the ranking correlation between the computed rankings with the gold
standard ranking based on the RankDCG, Spearman-Rho, and Kendall-Tau evaluation metrics.

6.6.2 Gold-standard Domains

We evaluate the impact of the domains on the performance of the ranking approach. We show
that our approach performs over a selection of random domains. For this experiment, we
investigate how our approach performs over domains that are contextual, where all queries
are in a human-selected domain.

We manually categorise the benchmark queries into 17 domains, one domain per question.
From those 17 domains, we select 5 domains that have over 20 queries or represent the
domains of the domain-specific knowledge graphs: movie (36 queries, domain of
MusicBrainz), music (19 queries, domain of LinkedMDB), location (82 queries), politics (35
queries), and company (21 queries). For each query of the domain, we randomly select a
language between English, Spanish, and Hindi for the multilingual setting.

https://github.com/luciekaffee/LINGVO
https://github.com/luciekaffee/Benchmark-Queries
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(A) DBpedia (B) Wikidata (C) YAGO

 1 - Size subjects
 2 - Entities labelled in > 50 languages
 3 - Number of languages 
 4 - Unambiguity
 5 - Subject labelling
 6 - Entities labelled in 1 language

(D) MusicBrainz (E) LinkedMDB

FIGURE 6.2: Boxplots of classes used for QALD. Scores are between 0 and 1; a higher
variety in the scores between different classes can be observed with a higher number

of classes overall.

6.7 Results

LINGVO captures knowledge about multilinguality of the knowledge graphs on class level.
The QALD benchmark queries cover a large number of classes, e.g., up to 100, 000 classes as
answer types for one query in DBpedia. The number of classes that match the queries for each
knowledge graph can be found in Table 6.3. Wikidata has fewer total and average number of
classes for the 270 queries that could be expressed in the Wikidata ontology than YAGO and
DBpedia. YAGO and DBpedia often have a higher number of answers per question, and a
larger number of classes per answer. The high variance in number of classes covered indicates
a variation of coverage between topics in the knowledge graphs. Further, we show in
Figure 6.2 that the scores between different classes vary strongly. The three knowledge graphs
with a higher number of CLCs (DBpedia, Wikidata, and YAGO) have a higher variance in the
scores between the different classes. Expressing information at class level captures those
variances in language knowledge in the classes of a knowledge graph. In the following, we
show how we exploit this knowledge about variances expressed in CLCs for ranking
knowledge graphs.

6.7.1 Random Domains

Figure 6.3 presents the results of ranking knowledge graphs over five randomly defined
domain queries and their correlation to the gold standard ranking. There is a high variance
between the scores for the different domains. For example, the correlation score for CosN for
Spearman Rho is the highest; however, the baseline performs worse overall, whereas the Cos
baselines produces low scores for all domains with respect to the gold standard. The LINGVO
ranking, CLC, scores higher in many domains for the Spearman-Rho (Figure 6.3b) and
Kendall-Tau (Figure 6.3c) metrics. As described previously, RankDCG (Figure 6.3a) is the
more expressive metric, as it evaluates the ranking in more detail. For this metric, the LINGVO
ranking produces the best correlation scores over all domains, because interchangeable ranks
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(A) RankDCG (B) Spearman-Rho

(C) Kendall-Tau

FIGURE 6.3: Random domains (D1 � D5). Results for correlation between the gold
standard ranking to computed ranking. Each domain consists of 20 randomly selected
queries from the QALD dataset. Three baseline ranking approaches, CosN, Cos, and
NoCLC and the LINGVO approach, i.e., CLC. The addition of CLCs leads to higher

scores in the ranking over all domains.

in the gold standard can be taken into account. I.e., if two knowledge graphs rank the same
(both are second best), we can consider their exact ranking.

6.7.2 Gold-standard Domains

Figure 6.4 shows the result of ranking knowledge graphs for the selected domains. Our
approach scores the best results compared to all baselines. Since the domains are created by
selection queries from the benchmark queries that are related to a specific context, the
performance of the LINGVO approach in capturing the multilinguality of knowledge graphs
was superior to the randomly generated domains (in Section 6.7.1). The naive baselines (Cos
and CosN) perform slightly better over the selected domains compared to random domains.
Our ranking performs better than the baselines as it considers the domains in the form of
classes. Further, this experiment setup yields better results than the random results because
the selected domains are related compared to the randomly created ones. This indicates that
the selected domains have similar properties in terms of labels and languages, showing that
domains affect the multilinguality of a knowledge graph (RQ2.3).
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0.68 1.00 0.52 0.94

0.86 0.98 0.82 0.82 1.00

0.81

0.48 0.49 0.52 0.52 0.81

(A) RankDCG (B) Spearman-Rho

(C) Kendall-Tau

FIGURE 6.4: Selected domains. Results for correlation between the gold standard
ranking to three baseline ranking approaches, CosN, Cos, and NoCLC and the
LINGVO approach, i.e., CLC. The domains are contextual. The addition of CLCs leads

to higher scores in the ranking over all domains.

6.8 Discussion

We show that our approach to extracting meta information at class level about languages and
labelling in a knowledge graph based on CLCs can achieve promising results for capturing
knowledge about multilinguality and labels in a way that can be reused for applications,
particularly for the ranking of knowledge graphs for question answering.

In the experimental study using randomly selected queries for the domains, the LINGVO
approach outperforms the baselines. Among the baselines, NoCLC performs very well, too.
NoCLC applies the metrics over the entire knowledge graph. It shows an improvement over
the naive approach, indicating that working only on metadata rather than the actual queries is
a good direction toward creating an ideal ranking. The results show that our metrics capture
the variance of knowledge graphs between classes. The CLCs capture multilinguality in a way
that lets us reuse the framework introduced in Chapter 3 in applications, so that we are able to
rank knowledge graphs based on their multilingual features (RQ2.1 and RQ2.2).

In the experimental study with domains manually selected based on the queries’ topics, we
show that our approach performs better in a setting with a limited number of topic areas, and
conclude that adapting to a domain is beneficial when evaluating and ranking knowledge
graphs. The NoCLC baseline is static and does not adjust to the requirements of the domain.
For all languages, it ranks DBpedia highest, followed by Wikidata, YAGO, LinkedMDB, and
MusicBrainz. This ranking scores high for most settings, as it takes into account the overall
coverage. However, for many tasks, the crowd favoured Wikidata answers over DBpedia.
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Thus, scores for this baselines are not competitive in different settings. Especially for the
queries that are restricted to Hindi, DBpedia scores low because it does not provide Hindi
content. This shows that it is necessary to consider domains when looking at the
multilinguality of a knowledge graph, especially for applications where a single label, or labels
of a single domain, are required.
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Chapter 7

Transliteration and Translation of
Knowledge Graph Labels

In the previous chapters demonstrated that there is a lack of multilingual labelling on the web
of data. Achieving adequate multilingual coverage for knowledge graphs is crucial for
enabelling users of different languages to access the data.

The main way to refer to an entity in a knowledge graph is by using its official name, or label,
and use the rdfs:label property with an associated language tag. For example, in the triple
wikidata:Q312 rdfs:label ‘‘Apple Inc.’’@en, the latter part “@en” indicates the language
code that allows the assignment of a single label in multiple languages to an entity. Entities
may have additional and different surface forms in natural language, known as aliases, which
are important for downstream NLP tasks. For example, the company IBM is commonly known
as “Big Blue” and therefore both “IBM” and “Big Blue” are valid aliases of IBM. Entities can
have at most one label per language, as well as multiple aliases.

We focus in this chapter on translation and transliteration from English to Chinese. Chinese is
the most widely spoken language in the world, but its coverage in knowledge graphs is
lacking, as we showed in Section 5.12. In the company domain, for example, Wikidata contains
over 145k company entities with English labels, but only about 5k of those companies have a
label in simplified Chinese. This gap in cross-lingual information is difficult to address, as
manually translating labels is prohibitively expensive.

In this chapter we explore transliteration and translation of entity labels and aliases by
generating Chinese aliases from English entity labels. Entities’ labels in a knowledge graph are
a mix of transliterated and translated items. Transliteration transfers a word from one script to
another, while translation transfers the meaning of a word from one to another language. In
contrast to people’s names, which are always transliterated (Merhav and Ash, 2018),
knowledge graph entities have no indication of whether to use transliteration or translation to
to transfer them from one language to another We therefore explore two approaches to
selecting between transliteration and translation: one using rule mining, and the second using
knowledge graph embeddings. We follow the intuition that referential information in the
knowledge graph can be an indicator for lexical information. For example, the company Toyota
has the named after property, linking its founder. People’s names are transliterated, giving an
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FIGURE 7.1: Overview of the contributions in this chapter. (1) Conversion from tradi-
tional to simplified Chinese (zh). (2) Crowdsourcing to differentiate between transla-
tion and transliteration in the entities. (3) Training two models, one for transliteration
and one for translation, on out of domain data. (4) Training the classifier on the enti-
ties classified as transliteration or translation by the crowd. (4) Overview of the final

pipeline.

indicator that the company name is to be transliterated, too. To generate training data for the
automatic classification as transliteration or translation, we created a crowdsourcing task in
which annotators annotate label-alias pairs as transliterated, translated, or a mix or
transliteration and translation. Since manually translating all labels in a knowledge graph is
prohibitively expensive, and datasets for automatic transliteration and translation are rare, we
explore the translation and transliteration of entity labels and aliases using out-of-domain data
for the tasks of transliteration and translation.

We test our approach on the company domain in Wikidata. The company domain has many
applications in the areas of enterprise and finance where there is a focus on market intelligence
or stock market data (Gschwind et al., 2019). We focus on company entities as they present a
useful microcosm of the overall challenges of knowledge graph entity translation, such as the
mix of translation and transliteration in cross-lingual labelling. In the following study, we
explore the creation of company aliases in simplified Chinese by translation or transliteration
of English labels. For example, beginning with the company label Google, we generate the
Chinese alias7L, based on information in the knowledge graph. While previous work on
knowledge graph translation by Moussallem et al. (2019) has focused on translating
knowledge graphs from English to German, we here choose to work with English and Chinese
because they are two of the most widely spoken languages in the world, and because they use
different scripts.
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FIGURE 7.2: Approach: given an entity s, its English label, and its respective triples
(Gs), we classify it as either translation or transliteration. With this knowledge, we can
run it through a model which is specialised in either translation or transliteration, and
trained specifically for that task. The resulting Chinese-language alias will be checked

for correctness.

7.1 Problem Statement

We formulate the problem as follows: A knowledge graph G is represented as triples, while Gs

for an entity s represents the subset of all triples (s, p, o), where p is the predicate and o the
object of the relationship (Gs ⇢ G). Given a language l and an entity s 2 G, we denote labels,l

as the entity’s label, while As,L = {aliass,l
1 , . . . , aliass,l

n } is the list of all possible n aliases of s for
the language l.

Given a source language lsrc and a target language ltgt, labels,lsrc (the lsrc label of entity s), we
want to generate an aliass,ltgt 2 As,ltgt . In our case we focus on source language English and
target language Simplified Chinese, while all entities of focus are of type company.

In our work, we analyse company (label, alias) pairs to learn how they can be mapped. We
differentiate between translation and transliteration of company labels and automate the
classification as transliteration or translation, training a model for transliteration and one for
translation.

7.2 Approach

Given an entity s, its English label, and its respective triples (Gs), we want to generate an
aliass,ltgt in simplified Chinese. We approach this problem by proposing a pipeline as described
in Figure 7.2. An entity label is automatically classified as either transliteration or translation.
The experiments for the classifier are described in Section 7.4. We create a crowdsourcing task
to collect human annotations for company label-alias pairs, described in Section 7.3.

We create two different models: one for translation and one for transliteration, which we test
on the company (label, alias) pairs annotated by the crowd. Due to the limited training data in
the company domain, we train both models on out-of-domain data and report the results. We
describe the training data in Section 7.5, the model setup and evaluation in Section 7.6, and the
design of the transliteration and translation model in Section 7.7.2 and Section 7.7.3
respectively.

The results for our overall approach can be found in Section 7.9.
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7.3 Crowdsourcing Task

In the company domain, we observe four types of relations between labels,Lsrc and aliass,Ltgt :
(1) Translation of aliass,Ltgt from labels,Lsrc - is the transfer of a concept from one language into
another. For example, the English Apple is translated as˘ú. (2) Transliteration of aliass,Ltgt

from labels,Lsrc - is the transfer of the same word from one script to another on a phonetic basis.
For example, the English Google is transliterated to7L in Chinese. (3) Partial
translation/transliterations of aliass,Ltgt from labels,Lsrc (4) Not aligned appears when one cannot
align aliass,Ltgt from labels,Lsrc as translation or transliteration. For example, the English IBM is
not aligned with˝EF⇢:h in Chinese which means International Business Machine. Note
that an English label of an entity can have multiple Chinese aliases.

Crowdsourced Data Annotation We create a data annotation task in which we ask
Chinese native speakers to select from “transliteration”, “translation”, “partial translation”,
and “not aligned” given an English company label and a Chinese alias for the same entity. For
the partial transliteration category, annotators mark parts that are translated or transliterated
and add English translations for each.

The annotated dataset contains 3,056 pairs of English and Chinese labels and aliases from
Wikidata. Each pair is annotated by three annotators. If there is disagreement between the
annotators, we select the correct annotation using majority voting.

The results of the crowd annotating (English label, Chinese alias) pairs can be found in
Table 7.3. Overall, the biggest share of companies are partially translated or transliterated
(66.8%). In this category fall also companies, where one part is translated and the rest is not
aligned. Krippendorff’s alpha for the annotations is 0.55, increasing to 0.76 when only
considering translations and transliterations, indicating higher disagreement when detecting
partial and not aligned data. We run the study iteratively, removing annotators who had a low
agreement with either the gold standard of 30 samples or the other annotators. The goal of our
experiments is to understand whether we can improve the quality of the Chinese alias
generation from English labels by dividing transliterations and translations. Hence, we focus
on the subset which was marked as either translated or transliterated.

Partial Data While the following approach only considers company labels and aliases that
are fully translated or transliterated, the biggest proportion of company aliases were
annotated as partial. These include also partial alignments, e.g., Apple in English but Apple Inc.
in Chinese, where only Apple can be aligned. We leave it to future work to include these partial
company aliases, but want to give an overview of this subset of the data here. We investigate
the partial data in terms of repeated patterns in the data. It could be used to build, for
example, a dictionary for human translators to refer back to.

of the 1,965 (label, alias) pairs annotated as partial, 1,411 are annotated with the same
alignments in the fragments of translation or transliteration between English and Chinese. We
extract patterns by using the aligned English-Chinese fragments. We extract 118 patterns that
are unique (English, Chinese) pairs. Overall, each pattern is repeated 4.98 times, with 1.81
different Chinese words used, on average, for one English fragment. When using majority
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FIGURE 7.3: Crowdsourcing results. Number of (English label, Chinese alias) pairs
categorised as Translation, Transliteration, Partial or None, and their percentage.

Accuracy F-score Precision

AMIE 0.50 0.00 0.00
fastText 0.76 0.48 0.64
BigGrap 0.68 0.42 0.47

TABLE 7.1: Classification of the entities as translation or transliteration, using knowl-
edge graph embeddings-based classifiers.

voting, we can extract 182 patterns. These patterns mostly contain company types (such as co.,
ltd.) and company fields (such as gas or coal). The most common patterns used are
“expressway” (11), “holdings limited” (10), “mining” (6), and “hong kong” (6).

7.4 Automatic Transliteration/Translation Classification

For the entities’ classification as candidates for transliteration or translation, we leave out
partial data and focus on classifying only into two classes, namely, transliteration and
translation. We investigate the possibility of deducing whether an entity would be
transliterated or translated from its relationships and properties, such as location, company
size, and so on. We introduce two classifiers: rule mining and knowledge graph embeddings.
Based on the annotations of the human annotators, we evaluate the classifiers using Accuracy,
F-Score, and Precision. Because we classify based on entities and their triples, if we have
multiple (label, alias) pairs for the same entity, we only consider one classification. For
example, if an entity e has one label l in English and two corresponding aliases a1 and a2, and
one is a transliteration of l and one is a translation of l, we pick one class (translation or
transliteration) at random. We consider these edge cases, as we only consider exact alignments
between labels and aliases, and the same entity having a valid transliteration and translation
as alias of the English label only occurs twice in our dataset.
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7.4.1 Rule Mining

Rule mining is an approach to knowledge base completion. Given a set of triples, patterns are
extracted that are formulated into rules for the knowledge graph. These rules can be applied
to other triples to extend the coverage of the knowledge graph. A commonly used framework
for rule mining is provided with AMIE (Galárraga et al., 2013) and AMIE+ (Galárraga et al.,
2015). For example, given the following three triples:

1. WWE – stock exchange – NY Stock Exchange .

2. WWE – replaces – World Wrestling Federation .

3. World Wrestling Federation – stock exchange – NY Stock Exchange .

and if one has multiple such triple types, a rule could be extracted that states if company c1

replaces company c2 and c1 is traded on stock exchange s, then c2 must also be traded on stock
exchange s.

Using this method for classification, we first split all entities between translation and
transliteration based on the crowd annotations. Then, for each entity, we extract their
respective triples from Wikidata. In our training set, there are 62 Chinese-English pairs for
transliteration, for which we extract 1, 184 triples, and 140 Chinese-English pairs for
translation, for which we extract a total of 1, 536 triples.

We apply AMIE on the entities and their triples categorised as transliteration, and on the
entities and their triples categorised as translations separately, extracting two set of rules.
From those rules, we extract the properties in each set of rules and for each of the entities in
the test set. We test if transliterations or translations are more likely to have one set of
properties. We extract 3 rules for transliteration, and 25 rules for translation. The high
divergence in number of rules can be explained by the much higher number of entities
available for translation. We then extract the properties for each set of rules. There are 18
properties in the rules for transliteration compared to 41 properties in the rules for translation.
When classifying each company name in the test set into either transliteration or translation
based on their use of triples, all entities are classified as translations, as there are more
translations than transliterations properties. Therefore, this classifier is not able to give usable
results and is discarded.

7.4.2 Knowledge Graph Embeddings

Knowledge graph completion and link prediction are in the recent literature approached using
knowledge graph embeddings, in which an entity is represented in a vector (Cai et al., 2018).
We reuse this technology because it can be used to grasp a lot of information about an entity as
input for a machine learning model. We trained a binary random forest classifier on the
knowledge graph embeddings for transliteration and translation entities. We leave
experimenting with different machine learning models for the classifier for future work. The
classifier predicts whether an entity is to be translated or transliterated based on the entity’s
embedding, i.e., the vector. We hypothesise that its triples can give us an indication as to
whether a company label is translated or transliterated. This meta information shapes the
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(A) Plot of only the training data for the classifier.

(B) Plot of all entities, including training, test and dev
data.

FIGURE 7.4: TSNE scatter plot of entities used for the classification; blue for transla-
tion, orange for transliteration as annotated by the crowd.

embedding of an entity - in our case, a company. We test two approaches to knowledge graph
embedding: fastText-based embeddings, and pretrained Wikidata embeddings by BigGraph
(Lerer et al., 2019). fastText has been previously used for knowledge graph translation in the
work of Moussallem et al. (2019); Yang et al. (2019), but it is text-based and thus not optimised
for knowledge graphs. We therefore focus our experiments on an embeddings technology that
was designed specifically to capture knowledge graph information.

As we can see in Table 7.1, all accuracy scores are below 0.8. fastText and BigGraph perform
very similarly, with slightly better scores for fastText. We opt to use BigGraph for the
experiments in Section 7.9, as BigGraph encodes the triples rather than having the triples as
text, and we believe it is a more appropriate approach for the task. The classifiers are able to
capture the ratio between translations and transliterations, as they are similar to the gold
standard’s distribution (about 60% fewer transliterations). We attribute the overall low scores
to the fact that knowledge graph embeddings encode information that can not be leveraged for
classification as transliteration and translation. This is also seen in the plotting of entities using
T-SNE in Figure 7.4 (Maaten and Hinton, 2008). While there is a cluster of entities of which the
aliases are translated, there is no clear trend, which complicates the task of our classifier.
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Dataset # of pairs

Person names 61, 309
CEDICT 117, 598
Pinyin Characters 24, 452
Pinyin Dataset 145, 953
Total transliteration dataset 190, 062

TABLE 7.2: Size of the datasets used in the transliteration experiments (transliteration
data and pinyin data). Duplicates are removed in the total transliteration dataset.

7.5 Out-of-domain Training Data

Company aliases’ translation and transliteration data is sparse. As detailed above, there is a
lack of, e.g., company labels in simplified Chinese in Wikidata. Even if there are labels, labels
do not need to be exactly aligned, e.g., the difference between Apple and Apple Inc. as labels for
the same company. Creating this data is very costly, as it requires manual work in the scope
needed for state of the art neural models. Therefore, we utilise out-of-domain data to enable us
to transliterate or translate an English company label into Chinese. Below, we present the
transliteration and translation datasets respectively, based on existing transliteration and
translation datasets.

7.5.1 Transliteration Data

As we want to create a model that focuses on the transliteration of company labels, we create a
dataset containing only transliterations, i.e., transferring a word from one script to another.
Peoples’ names are typically transliterated. E.g., the name Ada Lovelace is transliterated to1
æ·“ô~� in Chinese. For the people names dataset, we reuse the dataset published by
Merhav and Ash (2018). They published a dataset of 61,309 Chinese-English people name
pairs based on Wikidata labels, with first and last names separated, i.e., one word per line.

7.5.2 Translation Data

For the translation datasets, we leverage available datasets commonly used for machine
translation. The Fourth Conference on Machine Translation (WMT19) shared task publishes
datasets every year, which we leverage. In particular, we make use of the News Commentary
dataset (320k pairs) as well as the Wikititles dataset. Wikititles increase the performance of our
model, as Wikipedia titles have a similar format to the company alias and labels in terms of
token length, while news comments are long sentences.

7.5.3 Pinyin Data

We also test pinyin datasets in our training data. Pinyin is the official romanisation system for
standard Chinese. The pinyin datasets are derived from two sources: an alignment of pinyin
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and Latin Characters for English1 (called pinyin characters dataset from hereon) and CEDICT2,
inspired by the work of Li et al. (2018), a freely available English-Chinese dictionary including
pinyin representation for each word which we leverage. We merge the CEDICT and pinyin
characters datasets to one (the pinyin dataset). One of the limitations of the pinyin dataset is
that pinyin alignments are not necessarily words transliterated from Chinese to English and
vice versa, but they are a standardised way of romanising of the Chinese characters based on
their pronunciation. Further, we encounter duplicates in the dataset. For example, there are
multiple representations of levi. After merging the CEDICT and pinyin characters datasets, we
remove those duplicates by matching all English words that have the same Chinese
representation. If there are multiple Chinese representations of the same English word, we
pick the first occurrence of the word, as we do not have a way to identify the best translation
automatically. Without duplicates, the dataset consists of 145, 953 English-Chinese pairs.

For the experiments in Section 7.7, we test two datasets: the person names dataset, and the
three datasources (person names, pinyin, and CEDICT) together in one dataset. The
assumption to test is whether more data is beneficial to the learning of the model even if the
data is noisy. However, following the work of Belinkov and Bisk (2018), who explore the
fragility of NMT systems w.r.t. noisy data, we expect the pure name dataset to perform better,
as pinyin introduces noise into the English to Chinese setup.

7.6 Evaluation and Models

We evaluate the results of the language models using standard evaluation metrics for machine
translation, i.e., BLEU. Given the short tokens of our company domain, we report the 1-gram
BLEU scores additionally to the 4-gram BLEU scores. Based on the work of Li and Specia
(2019), who contributed to the WMT19 challenge with a model for Chinese-English news
translation, we also look at the character error rate (CER). We further evaluate results with
word error rate (WER) as per Merhav and Ash (2018), however, this metric’s applicability to
our problem is limited due to the low number of words in the company domain. On testing,
for one label, we have multiple aliases to be checked against, e.g., Apple can be represented as
˘úl¯ and˘ú. We do not aggregate these (label, alias) pairs, but treat them as different
pairs. This can lead to lower final scores.

We implement the translation and transliteration models using JoeyNMT (Kreutzer et al.,
2019). We choose a transformer model for the transliteration model, as Merhav and Ash (2018)
show the transformer performs better than other models. The values of parameters follow the
standard parameters of JoeyNMT’s transformer setup and are only changed to adapt to the
character-level model: 3 layers, 4 transformer heads, dropout rate is 0.1, label smoothing rate
is 0.0, Adam optimizer, learning rate is 0.001 with NOAM decay, batch size 50. We follow the
same implementation for the translation model, but use a word-level transformer using BPE
(byte pair encoding) in the encoding as it is more appropriate for the translation task and
increase the batch size to 100.

1https://github.com/hotoo/pinyin/blob/master/data/dict-zi-web.js
2https://www.mdbg.net/chinese/dictionary?page=cc-cedict

https://github.com/hotoo/pinyin/blob/master/data/dict-zi-web.js
https://www.mdbg.net/chinese/dictionary?page=cc-cedict
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converted data simplified data

people 16.70 23.54
simplified 27.59 30.87
converted 29.58 30.89

TABLE 7.3: Experiment comparing training on the original people names dataset, the
dataset with only simplified Chinese and the dataset converted to simplified Chinese,
reported with BLEU-4. Overall the model converted to simplified Chinese performs
best on both the dataset converted to simplified Chinese and the dataset only simpli-

fied Chinese.

7.7 Transliteration and Translation Model Setup

In the following, we explore the different setups for the translation and transliteration models
as described in Section 7.6. We test how differentiating between simplified and traditional
Chinese impacts the models performance (Section 7.7.1), the different setups for the
transliteration model (Section 7.7.2) and for the translation model (Section 7.7.3).

7.7.1 Simplified Chinese

In the datasets we use for training (people names for transliteration and WMT dataset for
translation), and for testing (company aliases from Wikidata), there is a mix of traditional and
simplified characters. Simplified and traditional Chinese have two different sets of characters,
which are used in different Chinese speaking regions. As our work focuses on simplified
Chinese, this brings disadvantages as any language model has to predict into two different
sets of characters without indication which character set is used in which case. For example,
when training over all people names, the model would outputÉ>É, which is Volvo in
traditional Chinese, while the reference would stateÉÉ, Volvo in simplified Chinese. We
deterministically identify strings that have simplified Chinese characters. In the set of
companies that was annotated as transliteration, 53.33% have simplified Chinese characters. In
the people names dataset, 63.05% of names have simplified Chinese characters. In the WMT19
training split, only 68.31% of lines have simplified Chinese characters. This leads to a noisy
dataset that (1) has a much bigger vocabulary size due to the combination of traditional and
simplified characters and (2) more noisy data as the network has to not only detect how to
translate a word but also which character set to use.

There are two options for dealing with this problem: (1) remove all non-simplified Chinese
character pairs, which leads us to a smaller dataset (2) deterministically convert traditional to
simplified Chinese characters. We create both datasets based on the original dataset:
simplified removes all words, which do not have simplified characters. converted converts
all words to simplified Chinese by the deterministically transferring characters from
traditional to simplified Chinese.

We train two new transliteration models, one only on people names in simplified Chinese, one
on the converted Chinese dataset, and compare them with the original results. As the numbers
of words in the test datasets differ due to removing non-simplified words in the simplified
dataset, we report the results here as BLEU-4 scores. Removing words with non-simplified
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dev test

all-data 16.73 0.12
people only 22.48 0.16

TABLE 7.4: Experiment comparing running over the dataset including pinyin data and
the person names dataset only. Training and validation on the original datasets, test

on company names, evaluated with BLEU score.

Chinese characters improves results by 31% compared to training on the full dataset, as can be
seen in Table 7.3; however, it decreases the dataset size. The deterministic conversion of
characters from traditional to simplified Chinese improves the performance of the model
further. The model using data converted to simplified Chinese outperforms all other setups. It
achieves a 77% increase in BLEU-4 score when testing on the people names dataset that has
been converted to simplified Chinese, compared to training on the original dataset.

Further, it achieves a 31% increase when testing on the people names dataset in which all
non-simplified Chinese words have been removed.

7.7.2 Transliteration Model

To test our implementation of the transliteration model, we recreate the baseline of Merhav
and Ash (2018) using our model setup described above. As the original paper provides a
dataset for Chinese but does not include results for Chinese, we first recreated the languages
they do report on with our model. As our goal is to translate from English to a target language;
we only reproduce the experiments that use English as a source language. We achieve the
same WER scores as the Merhav and Ash (2018) paper for Arabic (0.45), Hebrew (0.44),
Katakana (0.52), and Russian (0.35), showing that our model implementation is competitive.
While they provide the dataset, they do not report on the scores for Chinese. Using our
character-level transformer model, we get a WER of 0.77 for Chinese - a 38.7% decrease in
performance compared to the result for Katakana. We attribute this margin to the complexity
of the language and the mix of simplified and traditional Chinese as described in Section 7.7.1.

Pinyin and people names To diversify the training data, we test the addition of pinyin
data to the names dataset (see Section 7.5.3) for training. We find that the addition of Pinyin to
the dataset seems to introduce noise, as can be seen in Table 7.4. As discussed previously, it
can be assumed that this is due to the very different nature of the data. While pinyin can be
helpful in other tasks in the field of machine translation (see, e.g., Liu et al. (2019)), the
additional information cannot be leveraged by our model setup. Since the evaluation scores
decrease with the addition of Pinyin datasets, we therefore focus on experimenting with the
person names only.

7.7.3 Translation Model

For the translation model, we use a world-level transformer model using BPE in the
preprocessing. The Chinese data was tokenised using jieba, a tokeniser for Chinese, following
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Data / Model Translit. Model Translat. Model

BL
EU

Crowd Translit. 6.5/0.0 12.1/0.0
Crowd Translat. 0.0/0.0 24.9/6.45
All Companies 0.2/0.0 14.1/6.53

C
ER

Crowd Translit. 0.72 0.90
Crowd Translat. 0.99 0.71
All Companies 0.97 0.89

W
ER

Crowd Translit. 0.93 1.07
Crowd Translat. 1.0 1.09
All Companies 0.98 1.08

TABLE 7.5: Results for out-of-domain data, i.e., train on people names/WMT and test
on the companies annotated by the crowd, BLEU-1/BLEU-4 (top), CER (middle), WER

(bottom) scores.

work of Li and Specia (2019). BPE was used on the English-Chinese pairs. Training the model
on WMT’19 news commentary and Wikititles performs best with a BLEU-4 score of 12.47. We
tested with older versions of WMT datasets news commentary with and without Wikititles,
with worse results.

7.8 Transliteration and Translation Based on Gold Standard

In Table 7.5 we show the results in terms of BLEU score, CER, and WER for the company test
dataset, annotated as transliteration and translation respectively. For both training and test, we
use the dataset converted to simplified Chinese as described in Section 7.7.1. We find that
training on one domain and applying the data to another domain impacts the models’
performance and therefore yields relatively low BLEU scores overall. This is due to the very
different nature of the training and testing data. The translation model is only trained on long
sentences, with the exception of the wikititles. The people names corpus does not have white
spaces, as it contains only one word per line, differing strongly from company labels and
aliases. In English, company entities have an average of 2.6 words per label. While in terms of
BLEU score (higher is better), the translation model performs best over the gold standard for
translation and transliteration, we find differences in the CER and WER scores (lower is better).
The transliteration model has a better CER than the translation model on the transliterations,
with a 25% increase, and the translation model has a better CER on the translations, with a
39.4% increase. This is promising in terms of differentiating between translation and
transliteration. Further, the transliteration model increases by 34.7% and the translation model
by 25.4% on their respective tasks compared to their performance over all company (label,
alias) pairs without differentiating translation and translation (All Companies in Table 7.5).
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Data / Model Translit. Model Translat. Model

BL
EU

Translit. 7.1/0.0 13.5/0.0
Translat. 0.5/00 22.5/5.0

C
ER

Translit. 0.81 0.81
Translat. 0.99 0.76

W
ER

Translit. 0.93 1.11
Translat. 1.0 1.17

TABLE 7.6: Results for aliases generated after automated classification as translitera-
tion or translation, BLEU-1/BLEU-4 (top), CER (middle), WER (bottom) scores. The
translation and transliteration models perform better on the entities classified as trans-
lation and transliteration respectively, while both models perform better with the clas-

sification than the companies overall.

7.9 Transliteration and Translation Based on Automated
Classification

In the previous sections, we explored each step of generating a Chinese alias from an English
label. In Figure 7.2, we describe the whole approach. We explored the classifier in Section 7.4,
in which we use a knowledge graph embeddings-based classifier to differentiate between
transliteration and translation. Future work should investigate how to improve features and
learn which triples indicate such differences. We show in Section 7.7, that the training on
out-of-domain data is possible, but the short tokens of company labels and aliases and the
one-to-many mapping of labels to aliases indicate that there is room for improvement.

These limitations in each step of our approach are evident also when we generate Chinese
aliases from labels using the knowledge graph embeddings-based classifier. Table 7.6 shows
that the overall scores are lower than the results over the gold standard as annotated by the
crowd in Table 7.5. This is mainly a consequence of the classification step, in which
transliteration or translation is decided based on the knowledge graph embeddings-based
classifier. As we observed in the previous experiments in Section 7.8, the translation model can
to an extent handle transliterations; the transliteration model, however, has no way of dealing
with translations. This is another factor in favour of the translation model overall. We show in
Table 7.6 that, using the knowledge graph embeddings-based classifier, the transliteration
model outperforms the translation model by 42% in terms of BLEU-1 score on entities’ labels
classified as transliterations, while the translation model has a 66% higher BLEU-1 score on
translations than the transliteration model. The translation model performs well overall,
presumably due to the presence of transliterations in the translation training dataset. I.e., CER
scores are equal for the transliterations for both translation and transliteration model.

7.10 Discussion

We showed the lack of multilingual knowledge graph data in Chapters 4 and 5. In this chapter
we have explored the generation of Chinese aliases from English labels by differentiating
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between transliteration and translation in the company domain on Wikidata, with a view to
developing practical solutions to this problem of data inequality between languages in
multi-language knowledge graphs. We find that our approach can be a starting point for
further exploration of the topic, and list below the contributions and results we contribute to
each part of the pipeline. In the next chapter, Chapter 8, we show a use case for using
multilingual labels for article creation on Wikipedia. Approaches to generating articles in
lower resourced languages improve with a greater number of multilingual labels being
available; therefore, the creation of new labels is of importance.

Translations and transliterations of company labels and aliases. Company aliases
can be translated, transliterated, or a mix of both. For example, “Bloomberg Limited
Partnership” in Chinese is “mZ P�%�”, where Bloomberg is transliterated and Limited
Partnership is translated. We designed a crowdsourcing task to understand the distributions of
translations, transliterations, and partial translations/transliterations of company
labels/aliases and report on the results in Section 7.3. Further, we provide an outlook on
company labels and aliases that are partially translated/transliterated and investigate patterns
we find in the data that can be used in future work to facilitate the translation and
transliteration process. We use this information for classification in Section 7.4.

Translation and transliteration using out-of-domain data. The number of companies
in a knowledge graph is limited, and translation of companies can be very domain specific,
making existing translation data in this domain sparse. We explore the translation and
transliteration of company labels using out-of-domain data, which has significantly different
properties from those of company labels and aliases, and show that while there is a gap
between the training and test datasets, we can use out-of-domain to create new aliases in the
company domain.

Differentiating translation and transliteration. Previous work on knowledge graph
label generation has focused on either transliteration (Merhav and Ash, 2018) or translation
(Moussallem et al., 2019). We combine previous work by studying the classification of an
entity as transliteration or translation before generating a Chinese alias. We explore
automatically classifying (label, alias) pairs as transliteration or translation in Section 7.4. As
we have contextual information about an entity in the form of its triples (such as locations,
relationships, properties, etc.), we want to understand whether enriching a classification with
this information yields improved translation and transliteration results. We test employing
rule mining-based classifier and knowledge graph embeddings as a base for the
classification (Wang et al., 2017). We show that both fastText and BigGraph can be used to
classify entities for translation or transliteration. Further work will be needed to explore
whether certain properties of the entities have a larger impact on the classification task. When
testing the translation and transliteration models based on the classification on knowledge
graph embeddings in Section 7.9, the transliteration model has a 42% higher BLEU-1 score
than the translation model on transliterations, and the translation model has a 66% higher
BLEU-1 score than the transliteration model on translations. Both models perform better in
their respective tasks than over all company labels without classification as transliteration or
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translation: 25% and 39.5% in terms of character error rate (CER) for the transliteration and the
translation model respectively.

Simplified versus traditional Chinese. Chinese is the most spoken language in the
world and research in the machine translation community reflects this, e.g., through the
integration of Chinese in the shared task of the conference on machine translation (WMT)
(Barrault et al., 2019). However, a differentiation between simplified and traditional Chinese is
usually not made. This mix of two character sets impacts the performance of our task. We
show in Section 7.7.1 that deterministic conversion of training and test data to simplified
Chinese in the people domain for the transliteration model can increase the BLEU-4 score by
up to 77%.
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Chapter 8

ArticlePlaceholder from Wikidata
for Wikipedia

In Chapters 4 and 5 we show that the distribution of multilingual information in knowledge
graphs is more diverse than the distribution of website languages. In Chapter 7 we show a
way of generating more aliases in lower-resourced languages. Wikipedia has a lack of
multilingual information, whereas such information is abundant in Wikidata. Wikipedia is
available in 301 languages, but its content is unevenly distributed (Hecht and Gergle, 2010).
Language versions with less coverage face multiple challenges: fewer editors means less
quality control, making that particular Wikipedia less attractive for readers in that language,
which in turn makes it more difficult to recruit new editors from among the readers.

In this chapter we therefore propose a way of integrating the multilingual information of
Wikidata into Wikipedia, as a use case for multilingual knowledge graph labels. We detail the
language coverage of Wikidata in Chapter 5, showing that information on a large scale is
available across languages. This, along with its connection to Wikipedia (see Section 2.6.2),
makes it an ideal candidate for making more information available to readers of Wikipedia.

The ArticlePlaceholder implements this idea. Currently used in 14 Wikipedias (see Section
8.1.1), the ArticlePlaceholder takes advantage of Wikidata’s multilingual capabilities to
increase the coverage of under-resourced Wikipedias (Kaffee, 2016). When someone looks for
a topic that is not yet covered by Wikipedia in their language, the ArticlePlaceholder tries to
match the topic with an entity in Wikidata. If successful, it then redirects the search to an
automatically generated placeholder page that displays the relevant information, for example
the name of the entity and its main properties, in their language.

In Kaffee et al. (2018b) we propose propose an iteration of the ArticlePlaceholder to facilitate
the representation of the data on the placeholder page. The original version of the tool pulled
the raw data from Wikidata (available as triples with labels in different languages) and
displayed it in tabular form (see Figure 8.1 in Section 8.1). In the current version, we use
Natural Language Generation (NLG) techniques to automatically produce one summary
sentence from the triples instead. Presenting structured data as text rather than tables helps
people uninitiated in the relevant technologies to make sense of it (Vougiouklis et al., 2018).



112 Chapter 8. ArticlePlaceholder from Wikidata for Wikipedia

This is particularly useful in contexts where one cannot make any assumptions about the
levels of data literacy of the audience, as it is the case for a large share of Wikipedia readers.

In the studies presented in this chapter, we pursue the following research questions based on
the overall research question RQ4 How do Wikipedia editors perceive automatically
generated Wikipedia summaries? introduced in Chapter 1. We showed in our previous study
in Kaffee et al. (2018b) that we can train a neural network to generate text from triples in a
multilingual setting. In this work we focus on how Wikipedia readers and editors perceive
and use those sentences, and therefore limit the description of the natural language generation
model to referencing the work in Kaffee et al. (2018b).

RQ4.1 What is the quality of neural generated text from triples in a multilingual setting?
To answer this question, we undertook a quantitative study with participants from two
different Wikipedia language communities (Arabic and Esperanto), who were asked to
assess, from a reader’s perspective, whether the text is fluent and appropriate for
Wikipedia. In previous work (Kaffee et al., 2018b), we showed that the performance of
the model used for the generation of sentences is competitive in terms of automated
metrics, compared to a set of baselines, across languages and domains. The study to
answer this research question is described in Section 8.3.

RQ4.2 How do editors perceive the generated text on the ArticlePlaceholder page? To add
depth to the quantitative findings of the first study, we undertook a second,
mixed-methods study within six Wikipedia language communities (Arabic, Swedish,
Hebrew, Persian, Indonesian, and Ukrainian). We carried out semi-structured
interviews in which we asked editors to comment on their experience with reading the
summaries generated through our approach, and we identified common themes in their
answers. Among other things, we were interested to understand how editors perceive
text that is created by the artificial intelligence (AI) algorithm rather than being
manually crafted, and how they deal with so-called <rare> tokens in the sentences.
These tokens represent realisations of infrequent entities in the text, which data-driven
approaches generally struggle to verbalise (Luong et al., 2015). The study to answer this
research question is described in Section 8.4.

RQ4.3 How do editors use the generated sentence in their work? As part of the second
study, we also asked participants to edit the placeholder page, starting from the
automatically generated text or removing it completely. We assessed text reuse both
quantitatively, using a string-matching metric, and qualitatively through the interviews.
Just like in RQ4.2, we were also interested to understand whether summaries with
<rare> tokens, which point to limitations in the algorithm, would be used when
editing, and how the editors would work around the tokens. The study to answer this
research question is described in Section 8.4.

The evaluation helps us build a better understanding of the tools and experience we need to
help nurture under-served Wikipedias. Our quantitative analysis of the reading experience
showed that participants rank the summary sentences close to the expected quality standards
in Wikipedia, and are likely to consider them as part of Wikipedia. This was confirmed by the
interviews with editors, which suggested that people believe the summaries to come from a
Wikimedia-internal source. According to the editors, the new format of the ArticlePlaceholder
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FIGURE 8.1: Example page of the ArticlePlaceholder as deployed now on 14
Wikipedias. This example contains information from Wikidata on Triceratops in

Haitian-Creole.

enhances the reading experience: people tend to look for specific bits of information when
accessing a Wikipedia page, and the compact nature of the generated text supports that. In
addition, the text seems to be a useful starting point for further editing, and editors reuse a
large portion of it even when it includes <rare> tokens.

We believe the two studies (described in Section 8.3 and Section 8.4 respectively) could also
help advance the state of the art in two other areas: together, they propose a user-centred
methodology to evaluate NLG, which complements automatic approaches based on standard
metrics and baselines, the norm in most papers; at the same time, they also shed light on the
emerging area of human-AI interaction in the context of NLG. While the editors worked their
way around the <rare> tokens both during reading and writing, they did not check the text
for correctness, nor query where the text came from or what the tokens meant. This suggests
that we need more research into how to communicate the provenance of content in Wikipedia,
especially in the context of automatic content generation and deep fakes (Isola et al., 2017), as
well as algorithmic transparency.

8.1 Bootstrapping empty Wikipedia articles

The overall aim of our system is to give editors access to information that is not yet covered in
Wikipedia, but is available in the relevant language in Wikidata. The system is built on the
ArticlePlaceholder that displays Wikidata triples dynamically on different language
Wikipedias. In this chapter we extend the ArticlePlacehoder with an NLG component that
generates an introductory sentence on each ArticlePlaceholder page in the target language
from Wikidata triples.
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Page stats Esperanto Arabic English Wikidata

Articles 241,901 541,166 5,483,928 37,703,807
Average number of edits/page 11.48 8.94 21.11 14.66
Active users 2,849 7,818 129,237 17,583
Vocabulary size 1.5M 2.2M 2M –

TABLE 8.1: Page statistics and number of unique words (vocabulary size) of Es-
peranto, Arabic and English Wikipedias in comparison with Wikidata. Retrieved 27
September 2017. Active users are registered users that have performed an action in

the last 30 days.

8.1.1 ArticlePlaceholder

As discussed earlier, some Wikipedias suffer from a lack of content, which means fewer
readers, and in turn, fewer potential editors. The idea of the ArticlePlaceholder is to use
Wikidata, which contains about 55 million entities (by comparison, the English Wikipedia
covers around 5 million topics), often in different languages, to bootstrap articles in language
versions lacking content.

ArticlePlaceholders are pages on Wikipedia that are dynamically drawn from Wikidata triples.
When the information in Wikidata changes, the ArticlePlaceholder pages are automatically
updated. In the original release, the pages display the triples in a tabular way, purposely not
reusing the design of a standard Wikipedia page to make the reader aware that the page was
automatically generated and requires further attention. An example of the interface can be
seen in Figure 8.1.

The Article Placeholder is deployed on 14 Wikipedias with a median of 69,623.5 articles,
between 253,539 (Esperanto) and 7,464 (Northern Sami).

8.1.2 Text generation

We use a data-driven approach that allows us to extend the ArticlePlaceholder pages with a
short description of the article’s topic. We reuse the encoder-decoder architecture introduced
in previous work of ours in Vougiouklis et al. (2018), which was focused on a closed-domain
text generative task for English. Details about the model setup can be found in Kaffee et al.
(2018b), including the property placeholders, which aim at addressing the problem of
out-of-vocabulary words, based on the work of Vougiouklis et al. (2018). In case a rare entity in
the text is not matched to any of the input triples, its realisation is replaced by the special
<rare> token. An overview of the model is displayed in Figure 8.2.

In order to train and evaluate our system, we created a dataset for text generation from
knowledge base triples in two languages based on the work of ElSahar et al. (2018). We used
two language versions of Wikipedia which differ in terms of size (see Table 8.1) and language
support in Wikidata (see Chapter 5). The dataset aligns Wikidata triples about an item with
the first sentence of the Wikipedia article about that entity. More details about the dataset,
training, testing, and evaluation of the model can be found in Kaffee et al. (2018a).
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FIGURE 8.2: Representation of the neural network architecture. The triple encoder
computes a vector representation for each one of the three input triples from the Arti-
clePlaceholder, h f1 , h f2 and h f3 . Subsequently, the decoder is initialised using the con-
catenation of the three vectors, [h f1 ; h f2 ; h f3 ]. The purple boxes represent the tokens of
the generated text. Each snippet starts and ends with special tokens: start-of-summary

<start> and end-of-summary <end>. Example is in Esperanto.

Data Method Participants

RQ4.1 Survey answers Judgement-based
evaluation, quantitative

Readers of two
Wikipedias

RQ4.2
Interview
answers

Task-based evaluation,
qualitative (thematic

analysis)

Editors of six
Wikipedias

RQ4.3

Interview
answers and text

reuse metrics

Task-based evaluation,
qualitative (thematic

analysis) and quantitative

Editors of six
Wikipedias

TABLE 8.2: Evaluation methodology

Using the same language Wikipedia to train makes it possible for the network to pick up the
community-specific language and possibly also their different approach to a topic, debiasing
the model compared to pure translation from an English Wikipedia article, which preserves
the English Wikipedia way of phrasing and view-point.

8.2 Methods for Answering the Research Questions

We followed a mixed-methods approach to investigate the three questions discussed in the
introduction (Table 8.2). To answer RQ4.1, we used a judgement-based quantitative evaluation
with readers in two language Wikipedias who are native (or fluent, in the case of Esperanto)
speakers of the language1. We showed them text generated through our approach, as well as
genuine Wikipedia sentences and news snippets of similar length, and asked them to rate their
fluency and appropriateness for Wikipedia on a scale. To answer RQ4.2 and RQ4.3, we carried
out an interview study with editors of six Wikipedias, with qualitative and quantitative
components. We instructed editors to complete a reading and an editing task and to describe
their experiences along a series of questions. We used thematic analysis to identify common
themes in the answers. For the editing task, we also used a quantitative element in the form of
a text reuse metric, which is described below.

1The raw data of the quantitative evaluation experiments can be found here: https://github.com/p
vougiou/Mind-the-Language-Gap/tree/master/crowdevaluation.

https://github.com/pvougiou/Mind-the-Language-Gap/tree/master/crowdevaluation
https://github.com/pvougiou/Mind-the-Language-Gap/tree/master/crowdevaluation
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FIGURE 8.3: Example of a question to readers about quality and appropriateness for
Wikipedia of the generated summaries in Arabic. They see this page after the in-
structions are displayed. First, the user is asked to evaluate the quality from 0 to 6
(Question 69), then they are asked whether the sentence could be part of Wikipedia
(Question 70). The sentence to evaluate has a grey background. English translation in

Figure 8.4

8.3 RQ4.1 - Judgement-based evaluation

We defined quality in terms of text fluency and appropriateness, where fluency refers to how
understandable and grammatically correct a text is, and appropriateness captures the extent to
which the text ’feels like’ Wikipedia content. We asked two sets of participants from two
different language Wikipedias to assess the same summary sentences on a scale according to
these two metrics.

Participants were asked to fill out a survey combining fluency and appropriateness questions.
An example question can be found in Figure 8.3.

8.3.1 Recruitment

Our study targets any speaker of Arabic and Esperanto who reads that particular Wikipedia,
independent of their contributions to Wikipedia. We wanted to reach fluent speakers of each
language who use Wikipedia and are familiar with it even if they do not edit it frequently. For
Arabic, we reached out to Arabic-speaking researchers from research groups working on
Wikipedia-related topics. For Esperanto, as there are fewer speakers and they are harder to
reach, we promoted the study on social media such as Twitter and Reddit2 using the

2https://www.reddit.com/r/Esperanto/comments/75rytb/help in a study using ai to create e
speranto/

https://www.reddit.com/r/Esperanto/comments/75rytb/help_in_a_study_using_ai_to_create_esperanto/
https://www.reddit.com/r/Esperanto/comments/75rytb/help_in_a_study_using_ai_to_create_esperanto/
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FIGURE 8.4: English translation of Figure 8.3

researchers’ accounts. The survey instructions and announcements were translated into
Arabic and Esperanto.3 The survey was open for 15 days in September 2017.

#P #S #P: S>50% Avg #S/P Median #S/P All Ann.

A
ra

b. Fluency 27 60 5 15.03 5 406
Appropriateness 27 60 5 14.78 4 399

Es
pe

r. Fluency 27 60 3 8.7 1 235
Appropriateness 27 60 3 8.63 1 233

TABLE 8.3: Judgement-based evaluation: total number of participants (P), total num-
ber of sentences (S), number of participants who evaluated at least 50% of the sen-
tences, average and mean number of sentences evaluated per participant, and number

of total annotations

8.3.2 Participants

We recruited a total of 54 participants (see Table 8.3). Coincidentally, 27 of them were from
each language community.

8.3.2.1 Ethics

The research was approved by the Ethics Committee of the University of Southampton under
ERGO Number 30452.

3https://github.com/luciekaffee/Announcements

https://github.com/luciekaffee/Announcements
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8.3.3 Data

For both languages, we created a corpus consisting of 60 summaries of which 30 are generated
through our approach, 15 are from news, and 15 from Wikipedia sentences used to train the
neural network model. For news in Esperanto, we chose introductory sentences to articles in
the Esperanto version of Le Monde Diplomatique4. For news in Arabic, we did the same using
the RSS feed of BBC Arabic5.

8.3.4 Metrics

Each participant was asked to assess the fluency of 60 sentences on a scale from 0 to 6 as
follows:

(6) No grammatical flaws and the content can be understood with ease

(5) Comprehensible and grammatically correct summary that reads a bit artificial

(4) Comprehensible summary with minor grammatical errors

(3) Understandable, but has grammatical issues

(2) Barely understandable summary with significant grammatical errors

(1) Incomprehensible summary, but a general theme can be understood

(0) Incomprehensible summary

For each sentence, we calculated the mean fluency given by all participants and then averaged
over all summaries of each category.

To assess the appropriateness, participants were asked to assess whether the displayed
sentence could be part of a Wikipedia article. We tested whether a reader can tell from just one
sentence whether a text is appropriate for Wikipedia, using the news sentences as a baseline.
This gave us an insight into whether the text produced by the neural network “feels” like
Wikipedia text. Participants were asked not to use any external tools for this task and had to
give a binary answer. Similarly to fluency, average appropriateness is calculated by averaging
the corresponding scores of each summary across all annotators.

8.3.5 Results: RQ4.1 - Judgement-based evaluation

8.3.5.1 Fluency

As shown in Table 8.5, overall, the quality of the generated text is high (4.7 points out of 6 in
average in Arabic and 4.5 in Esperanto). In Arabic, 63.3% of the summaries scored as much as
5 in fluency on average. In Esperanto, which had the smaller training corpus, the participants
nevertheless gave as many as half of the snippets an average of 5, with 33% of them reaching a

4http://eo.mondediplo.com/, accessed on the 28th of September, 2017
5http://feeds.bbci.co.uk/arabic/middleeast/rss.xml, accessed on the 28th of September, 2017

http://eo.mondediplo.com/
http://feeds.bbci.co.uk/arabic/middleeast/rss.xml
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FIGURE 8.5: Screenshot of the reading task. The page is stored as a subpage of the
author’s user page on Wikidata, therefore the layout copies the original layout of any
Wikipedia. The layout of the information displayed mirrors the ArticlePlaceholder
setup. The participants sees the sentence to evaluate alongside information included
from the Wikidata triples (such as the image and statements) in their native language

(Arabic in this example).

FIGURE 8.6: Screenshot of the reading task as in Figure 8.5, translated to English.
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Language # Articles Active Editors Native Speakers

Arabic 541,166 5,398 280
Swedish 3,763,584 2,669 8.7
Hebrew 231,815 2,752 8
Persian 643,635 4,409 45
Indonesian 440,948 2,462 42.8
Ukrainian 830,941 2,755 30

TABLE 8.4: Number of Wikipedia articles; active editors on Wikipedia (editors that
performed at least one edit in the last 30 days); and number of native speakers in

Million for each language.

Fluency Appropriateness

Mean SD Part of Wikipedia

A
ra

bi
c Ours 4.7 1.2 77%

Wikipedia 4.6 0.9 74%
News 5.3 0.4 35%

Es
pe

r. Ours 4.5 1.5 69%
Wikipedia 4.9 1.2 84%
News 4.2 1.2 52%

TABLE 8.5: Results for fluency and appropriateness.

6 by all participants. We concluded that, in most cases, the text we generated was very
understandable and grammatically correct. In addition, the results were perceived to match
the quality of writing in Wikipedia and news reporting.

8.3.5.2 Appropriateness

The results for appropriateness are summarised in Table 8.5. A majority of the snippets were
considered to be part of Wikipedia (77% for Arabic and 69% in Esperanto). The participants
confirmed that they seemed to identify a certain style and manner of writing with Wikipedia.
By comparison, only 35% of the Arabic news snippets and 52% of the Esperanto ones could
have passed as Wikipedia content in the study. Genuine Wikipedia text was recognised as
such (in 77% and 84% of the cases, respectively).

Our model was able to generate text that is not only accurate from a writing point of view, but
that, in a high number of cases, felt like Wikipedia and could blend in with other Wikipedia
content.

8.4 RQ4.2 and RQ4.3 - Task-based evaluation

We ran a series of semi-structured interviews with editors of six Wikipedias to get an in-depth
understanding of their experience with reading and using the automatically generated text.
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FIGURE 8.7: Screenshot of the editing task, with annotations. The page is stored on
a subpage of the author’s user page on Wikidata, so the layout is equivalent to the
current MediaWiki installations on Wikipedia. The participants see the sentence (in
green) that they saw before in the reading task, and the triples from Wikidata in their
native language (Arabic in this example, in purple). The triples are manually added to
the page by the researchers for easier interaction with the data by the editor. The data

is the same data as in the reading task (Figure 8.5).

Each interview started with general questions about the participant’s experience with
Wikipedia and Wikidata, and their understanding of different aspects of these projects. The
participants were then asked to open and read an ArticlePlaceholder page that included text
generated through the NLG algorithm, as shown in Figure 8.5. Finally, participants were asked
to edit the content of a page that contained the same information as the one they had to read
earlier, but was displayed as plain text in the Wikipedia edit field. The editing field can be seen
in Figure 8.7.

8.4.1 Recruitment

The goal was to recruit a set of editors from different language backgrounds, in order to gain a
wide ranging understanding of different language communities. We reached out to editors of
different Wikipedia editor mailing lists6 and tweeted a call for participants using the lead
author’s account7.

We were in contact with 18 editors from different Wikipedia communities. We allowed all
editors to participate, but had to exclude editors who edit only on English Wikipedia (as it is
outside our use-case) and editors who did not speak a sufficient level of English to participate
in the interview.

6Mailing lists contacted: wikiar-l@lists.wikimedia.org (Arabic), wikieo-l@lists.wikimedia.org (Es-
peranto), wikifa-l@lists.wikimedia.org (Persian), Wikidata mailing list, Wikimedia Research mailing list

7https://twitter.com/frimelle/status/1031953683263750144

https://twitter.com/frimelle/status/1031953683263750144
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TABLE 8.6: Overview of sentences and number of participants in each language

8.4.2 Participants

Our sample consists of 10 Wikipedia editors of different lower-resourced languages (measured
by their number of articles compared to English Wikipedia). We originally conducted
interviews with 11 editors from seven different language communities, but had to remove one
interview with an editor of the Breton Wikipedia, as we were not able to generate the text for
the reading and editing tasks because of a lack of training data.

Among the participants, 4 were from the Arabic Wikipedia and participated in the
judgement-based evaluation from RQ4.1. The remaining 6 were from other smaller Wikipedia
language communities: Persian, Indonesian, Hebrew, Ukrainian (one per language), and
Swedish (two participants).

While Swedish is officially the third largest Wikipedia in terms of number of articles,8 most of
the articles are not manually edited. In 2013, the Swedish Wikipedia passed one million
articles, thanks to a bot called lsjbot, which at that point in time had created almost half of the
articles on Swedish Wikipedia9. Such bot-generated articles are commonly limited, both in
terms of information content and length. The high activity of a single bot is also reflected in
the small number of active editors compared to the large number of articles (see Table 8.4).

The participants were experienced Wikipedia editors, with average tenures of 9.3 years in
Wikipedia (between 3 and 14 years, median 10). All of them have contributed to at least one
language besides their main language, and to the English Wikipedia. Further, 4 editors worked
in at least two other languages beside their main language, while 2 editors were active in as
many as 4 other languages. All participants knew about Wikidata, but had varying levels of
experience with the project. 4 participants have been active on Wikidata for over 3 years (with
2 editors being involved since the start of the project in 2013), 5 editors had some experience
with editing Wikidata, and one editor had never edited Wikidata, but knew the project.

8https://meta.wikimedia.org/wiki/List of Wikipedias
9https://blog.wikimedia.org/2013/06/17/swedish-wikipedia-1-million-articles/

https://meta.wikimedia.org/wiki/List_of_Wikipedias
https://blog.wikimedia.org/2013/06/17/swedish-wikipedia-1-million-articles/
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Table 8.6 displays the sentence used for the interviews in different languages. The Arabic
sentence is generated by the network based on Wikidata triples, while the other sentences are
synthetically created as described below.

8.4.3 Ethics

The research was approved by the Ethics Committee of the University of Southampton under
ERGO Number 44971 and written consent was obtained from each participant ahead of the
interviews.

8.4.4 Data

For Arabic, we reused a summary sentence from the RQ4.1 evaluation. For the other language
communities, we emulated the sentences the network would produce. First, we picked an
entity to test with the editors. Then, we looked at the output produced by the network for the
same concept in Arabic and Esperanto to understand possible mistakes and tokens produced
by the network. We chose the city of Marrakesh as the concept editors would work on.
Marrakesh is a good starting point, as it is a topic possibly highly relevant to readers and is
widely covered, but falls into the category of topics that are potentially under-represented in
Wikipedia due to its geographic location (Graham et al., 2014). An article about Marrakesh
exists in 93 language editions (as of September 2020), including the ones in this study.

We collected the introductory sentences for Marrakesh in the editors’ languages from
Wikipedia. These are the sentences the network would be trained on and tries to reproduce.
We ran the keyword matcher that was used for the preparation of the dataset on the original
Wikipedia sentences. It marked the words that the network would pick up or that would be
replaced by property placeholders. Therefore, these words could not be removed.

As we were particularly interested in how editors would interact with the missing word
tokens the network can produce, we removed up to two words in each sentence: the word for
the concept in its native language (e.g., Morocco in Arabic for non-Arabic sentences), as we saw
that the network does the same, and the word for a concept that is not connected to the main
entity of the sentence on Wikidata (e.g., Atlas Mountains, which is not linked to Marrakesh).
An overview of all sentences used in the interviews can be found in Table 8.6.

8.4.5 Task

The interview started with an explanation that the researcher would observe the reading and
editing of the participant in their language Wikipedia. Until both reading and editing were
finished, the participant did not know about the provenance of the text. To start the interview,
we asked demographic questions about the participants’ contributions to Wikipedia and
Wikidata, and to test their knowledge on the existing ArticlePlaceholder. Before reading, they
were introduced to the idea of displaying content from Wikidata on Wikipedia. Then, they
saw the mocked page of the ArticlePlaceholder, as can be seen in Figure 8.5 in Arabic. Each
participant saw the page in their respective language. As the interviews were remote, the
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interviewer asked them to share the screen so they could point out details with the mouse
cursor. Questions were asked to let them describe their impression of the page while they were
looking at the page. Then, they were asked to open a new page, which can be seen in
Figure 8.7. Again, this page would contain information in their language. They were asked to
edit the page and describe what they are doing at the same time freely. We asked them not to
edit a whole page but only to write two to three sentences as the introduction to a Wikipedia
article on the topic with as much of the information given as needed. After the editing was
finished, they were asked questions about their experience. (For the interview guideline, see
Appendix C.) The interview followed the methodology of a semi-structured interview in
which all participants were asked the same questions. Only then, at the end of the interview,
was the provenance of the sentences revealed. Given this new information, we asked them
how they thought the automatically generated sentence would impact their editing. Finally,
we left time to discuss any questions the participants might want to raise. The interviews were
scheduled to last between 20 minutes to one hour.

8.4.6 Analysing the interviews

We interviewed a total of 11 editors of seven different language Wikipedias. The interviews
took place in September 2018. We used thematic analysis to evaluate the results of the
interviews. The interviews were coded by two researchers independently, in the form of
inductive coding based on the research questions. After comparing and merging all themes,
both researchers independently applied these common themes to the text again.

8.4.7 Editors’ reuse metric

Editors were asked to complete a writing task. We assessed how they used the automatically
generated summary sentences in their work by measuring the amount of text reuse. We based
the assessment on the editors’ resultant summaries after the interviews were finished.

To quantify the amount of reuse of the generated summaries we use the Greedy String-Tiling
(GST) algorithm (Wise, 1996). GST is a substring matching algorithm that computes the degree
of reuse or copy from a source text and a dependent one. GST is able to deal with cases when a
whole block is transposed, unlike other algorithms such as the Levenshtein distance, which
calculates it as a sequence of single insertions or deletions rather than a single block move.
Adler and de Alfaro (2007) introduce the concept of Edit Distance in the context of vandalism
detection on Wikipedia. They measure the trustworthiness of a piece of text by measuring how
much it has been changed over time. However, their algorithm punishes the copy of the text,
as they measure every edit against the original text. In contrast, we want to measure how
much of the text is reused. Therefore, GST is appropriate for the task at hand.

Given a generated summary S = s1, s2, .. and an edited one D = d1, d2, .., each consisting of a
sequence of tokens, GST identifies a set of disjoint longest sequences of tokens in the edited
text that exist in the source text (called tiles) T = {t1, t2, ..}. It is expected that there will be
common stop words appearing in both the source and the edited text. However, we were
rather interested in knowing how much of the real structure of the generated summary is
being copied. Thus, we set minimum match length factor mml = 3 when calculating the tiles,
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s.t. 8ti 2 T : ti ✓ S ^ ti ✓ D ^ |ti| � mml and 8ti, tj 2 T|i 6= j : ti \ tj = ∆. This means that
copied sequences of single or double words will not count in the calculation of reuse. We
calculated a reuse score gstscore by counting the lengths of the detected tiles, and normalised
by the length of the generated summary.

gstscore(S, D) =
Âti2T |ti|

|S| (8.1)

We classified each of the edits into three groups according to the gstscore as proposed by
Clough et al. (2002): 1) Wholly Derived (WD): the summary sentence has been fully reused in
the composition of the editor’s text (gstscore � 0.66); 2) Partially Derived (PD): the summary
sentence has been partially used (0.66 > gstscore � 0.33); 3) Non Derived (ND): the text has
been changed completely (0.33 > gstscore).

8.4.8 Results: RQ4.2 - Task-based evaluation

As part of our interview study, we asked editors to read an ArticlePlaceholder page with
included NLG text and asked them to comment on a series of issues. We grouped their
answers into several general themes around: their use of the snippets; their opinions on text
provenance; the ideal length of the text; the importance of the text for the ArticlePlaceholder;
and limitations of the algorithm.

Use The participants appreciated the summary sentences:

”I think it would be a great opportunity for general Wikipedia readers to help
improve their experience, while reading Wikipedia.” (P7)

Some of them noted that the summary sentence on the ArticlePlaceholder page gave them a
useful overview and quick introduction to the topic of the page, particularly for people trained
in one language or non-English speakers:

”I think that if I saw such an article in Ukrainian, I would probably then go to
English anyway, because I know English, but I think it would be a huge help for
those who don’t.” (P10)

Provenance As part of the reading task, we asked the editors what they believed was the
provenance of the information displayed on the page. This gave us more context to the
promising fluency and appropriateness scores achieved in the quantitative study. The editors
made general comments about the page and tended to assume that the generated sentence
was from other Wikipedia language versions:

[The generated sentence was] ”taken from Wikipedia, from Wikipedia projects in
different languages.” (P1)
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Editors more familiar with Wikidata suggested the information might be derived from
Wikidata’s descriptions:

”it should be possible to be imported from Wikidata” (P9)

Only one editor could spot a difference in the generated sentence (text) and regular Wikidata
triples:

”I think it’s taken from the outside sources, the text, the first text here, anything
else I don’t think it has been taken from anywhere else, as far as I can tell.” (P2)

Overall, the answers supported our assumption that NLG, trained on Wikidata labelled
triples, could be naturally added to Wikipedia pages without changing the reading experience.
At the same time, the task revealed questions around algorithmic complexity and capturing
provenance. Both are relevant to ensuring transparency and accountability and helping flag
quality issues.

Length We were interested in understanding how we could iterate over the NLG
capabilities of our system to produce text of appropriate length. While the model generated
just one sentence, the editors thought it to be a helpful starting point:

”Actually I would feel pretty good learning the basics. What I saw is the basic
information of the city so it will be fine, almost like a stub.” (P4)

While generating larger pieces of text could arguably be more useful, reducing the need for
manual editing even further, the fact that the placeholder page contained just one sentence
made it clear to the editors that the page still requires work. In this context, another editor
referred to a ’magic threshold’ for an automatically generated text to be useful (see also
Section 8.4.9). Their expectations for an NLG output were clear:

”So the definition has to be concise, a little bit not very long, very complex, to
understand the topic, is it the right topic you’re looking for or” (P1)

We noted that whatever the length of the snippet, it needs to match reading practice. Editors
tend to skim and scan articles rather than reading them in detail:

”[...] most of the time I don’t read the whole article, it’s just some specific, for
instance a news piece or some detail about I don’t know, a program in languages
or something like that and after that, I just try to do something with the
knowledge that I learned, in order for me to acquire it and remember it” (P6) ”I’m
getting more and more convinced that I just skim” (P1) ”I should also mention
that very often, I don’t read the whole article and very often I just search for a
particular fact” (P3) ”I can’t say that I read a lot or reading articles from the
beginning to the end, mostly it’s getting, reading through the topic, “Oh, what
this weird word means,” or something.” (P10)
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When engaging with content, people commonly go straight to the part of the page that
contains what they need. If they are after an introduction to a topic, having a summary at the
top of the page, for example in the form of an automatically generated summary sentence,
could make a real difference in matching their information needs.

Importance When reading the ArticlePlaceholder page, people looked first at our text:

”The introduction of this line, that’s the first thing I see.” (P4)

This is their way to confirm that they landed on the right page and if the topic matches what
they were looking for:

”Yeah, it does help because that’s how you know if you’re on the right article and
not a synonym or some other article.” (P1)

This makes the text critical for engagement with the ArticlePlaceholder page, where most of
the information is expressed as Wikidata triples. Natural language can add context to
structured data representations:

”Well that first line was, it’s really important because I would say that it [the
ArticlePlaceholder page] doesn’t really make a lot of sense [without it] ... it’s just
like a soup of words, like there should be one string of words next to each other so
this all ties in the thing together. This is the most important thing I would say.”
(P8)

<rare> Tags To understand how people react to a fault in the NLG algorithm, we chose to
leave the <rare> tags in the summary sentences the participants saw during the reading task.
As mentioned earlier, such tags refer to entities in the triples that the algorithm was unsure
about and could not verbalise. We did not explain the meaning of the tokens to the participants
beforehand and none of the editors mentioned them during the interviews. We believe this
was mainly because they were not familiar with what the tokens meant and not because they
were not able to spot errors overall. For example, in the case of Arabic, the participants
pointed to a Wikidata property with an incorrect label, which our NLG algorithm reused.
They also picked up on a missing label in the native language for a city. However, the <rare>

tokens were not noticed in any of the 10 reading tasks until explicitly mentioned by the
interviewer. The name of the city Marrakesh in one of the native languages (Tamazight) was
realised using the <rare> token (see the Arabic sentence in Table 8.6). One editor explained
that the fact that they are not familiar with this language (Tamazight) and can therefore not
evaluate the correctness of the statement is the main reason that they oversaw the token:

”the language is specific, it says that this is a language that is spoken mainly in
Morocco and Algeria, the language, I don’t even know the symbols for the
alphabets [...] I don’t know if this is correct, I don’t know the language itself so for
me, it will go unnoticed. But if somebody from that area who knows anything
about this language, I think they might think twice.” (P8)
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Category Examples #

WD 8

PD 2

ND 0

TABLE 8.7: Number of snippets in each category of reuse. A generated snippet (top)
and its edited version (bottom). Solid lines represent reused tiles, while dashed lines
represent overlapping sub-sequences not contributing to the gstscore. The first two
examples are created in the studies, the last one (ND) is from a previous experiment.
A list of all created sentences and their translations to English can be found in Ap-

pendix D.

8.4.9 Results: RQ4.3 - Task-based evaluation

Our third research questions focused on how people work with automatically generated text.
The overall aim of adding NLG to the ArticlePlaceholder is to help Wikipedia editors
bootstrap missing articles without disrupting their editing practices.

As noted earlier, we carried out a task-based evaluation in which the participants were
presented with an ArticlePlaceholder page that included the summary sentence and triples
from Wikidata relevant to the topic. We carried out a quantitative analysis of the editing
activities via the GST score, as well as a qualitative, thematic analysis of the interviews, in
which the participants explained how they changed the text. In the following we will first
present the GST scores, and then discuss the themes that emerged from the interviews.

Reusing the text As shown in Table 8.7, the snippets are heavily used and all participants
reused them at least partially. 8 of them were wholly derived (WD) and the other 2 were
partially derived (PD) from the text we provided, which means an average GST score of 0.77.
These results are in line with a previous editing study of ours, described in Kaffee et al.
(2018a), with a sample of 54 editors from two language communities, 79% and 93% of the
snippets were either wholly (WD) or partially (PD) reused.

We manually inspected all edits and compared them to the ’originals’ - as explained in Section
8.2, we had 10 participants from 6 language communities, who edited 6 language versions of
the same article. In the 8 cases where editors reused more of the text, they tended to copy it
with minimal modifications, as illustrated in sequences A and B in Table 8.7. Three editors did
not change the summary sentence at all (including the special token), but only added to it
based on the triples shown on the ArticlePlaceholder page.

One of the common things that hampers the full reusability are <rare> tokens. This can lead
editors to rewrite the sentence completely, as in the PD example in Table 8.7.

Editing experience While GST scores gave us an idea about the extent to which the
automatically generated text is reused by the participants, the interviews helped us
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understand how they experienced the text. Overall, the summary sentences were widely
praised as helpful, especially for newcomers:

”Especially for new editors, they can be a good starting help: ”I think it would be
good at least to make it easier for me as a reader to build on the page if I’m a new
volunteer or a first time editor, it would make adding to the entry more appealing
(...) I think adding a new article is a barrier. For me I started only very few articles,
I always built on other contribution. So I think adding a new page is a barrier that
Wikidata can remove. I think that would be the main difference.” (P4)

All participants were experienced editors. Just like in the reading task, they thought having a
shorter text to start editing had advantages:

”It wasn’t too distracting because this was so short. If it was longer, it would be
(...) There is this magical threshold up to which you think that it would be easier
to write from scratch, it wasn’t here there.” (P10)

The length of the text is also related to the ability of the editors to work around and fix errors,
such as the <rare> tokens discussed earlier. When editing, participants were able to grasp
what information was missing and revise the text accordingly:

”So I have this first sentence, which is a pretty good sentence and then this is
missing in Hebrew and well, since it’s missing and I do have this name here, I
guess I could quickly copy it here so now it’s not missing any longer.” (P3)

The same participant checked the Wikidata triples listed on the same ArticlePlaceholder page
to find the missing information, which was not available there either, and then looked it up on
a different language version of Wikipedia. They commented:

”This first sentence at the top, was it was written, it was great except the pieces of
information were missing, I could quite easily find them, I opened the different
Wikipedia article and I pasted them, that was really nice” (P3).

Other participants mentioned a similar approach, though some decided to delete the entire
snippet because of the <rare> token and start from scratch. However, the text they added
turned out to be very close to what the algorithm generated.

”I know it, I have it here, I have the name in Arabic, so I can just copy and paste it
here.” (P10)
”[deleted the whole sentence] mainly because of the missing tokens, otherwise it
would have been fine.” (P5)

One participant commented at length on the presence of the tokens:
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”I didn’t know what rare [is], I thought it was some kind of tag used in machine
learning because I’ve seen other tags before but it didn’t make any sense because I
didn’t know what use it had, how can I use it, what’s the use of it and I would say
it would be distracting, if it’s like in other parts of the page here. So that would
require you to understand first what rare does there, what is it for and that would
take away the interest I guess, or the attention span so it would be better just to, I
don’t know if it’s for instance, if the word is not, it’s rare, this part right here
which is, it shouldn’t be there, it should be more, it would be better if it’s like the
input box or something.” (P1)

Overall, the editing task and the follow-up interviews showed that the summary sentences
were a useful starting point for editing the page. Missing information, presented in the form of
<rare> markup, did not hinder participants from editing and did not make them consider
the snippets less useful. Although they were unsure about what the tokens meant, they
intuitively replaced them with the information they felt was missing, either by consulting the
Wikidata triples that had not been summarised in the text, or by trying to find that information
elsewhere on Wikipedia.

8.5 Discussion

Our first research question focuses on how well an NLG algorithm can generate summaries
from the Wikipedia reader’s perspective. In most of the cases, the text is considered to be from
the Wikimedia environment. Readers do not clearly differentiate between the generated
summary and an original Wikipedia sentence. While this indicates the high quality of the
generated textual content, it is problematic with respect to trust in Wikipedia. Trust in
Wikipedia and how humans evaluate trustworthiness of a certain article has been investigated
using both quantitative and qualitative methods. Adler et al. (2008) and Adler and de Alfaro
(2007) develop a quantitative framework based on Wikipedia’s history. Lucassen and
Schraagen (2010) use a qualitative methodology to code readers’ opinions on the aspects that
indicate the trustworthiness of an article. However, none of these approaches take the
automatic creation of text by non-human algorithms into account. A high quality Wikipedia
summary, which is not distinguishable from a human-generated one, can be a double-edged
sword. While conducting the interviews, we realised that the Arabic generated summary has a
factual mistake. We showed in previous work (Vougiouklis et al., 2018) that those factual
mistakes occur relatively seldom; however, they are a known drawback of neural text
generation. In our case, the Arabic sentence stated that Marrakesh was located in the north,
while it is actually in the centre of the country. One of the participants lives in Marrakesh.
Curiously, they did not realise this mistake, even while translating the sentence to the
interviewee:

”Yes, so I think, so we have here country, Moroccan city in the north, I would say
established and in year (. . . )” (P1)

As we did not introduce the sentence as automatically generated, we assume this acceptance
of the error by the editors was due to both the trust Wikipedians have in their platform, and
the quality of the sentence:
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”This sentence was so well written that I didn’t even bother to verify if it’s
actually a desert city.” (P3)

So as to not misinform readers and editors and eventually damage this trust, future work will
have to investigate ways of dealing with such unfactual statements. On a technical level, that
will mean exploring ways to excluding sentences with factual mistakes, called hallucinations.
These hallucinations can be found across different models, including the most recent
self-attentive NLG architectures (Koncel-Kedziorski et al., 2019). On an HCI level,
investigating ways of communicating the problems of neural text generation to the reader will
be needed. One possible solution to this problem could be visualisations, as these can influence
the trust given to a particular article (Kittur et al., 2008). One example of this technology is
WikiDashboard (Pirolli et al., 2009). A similar tool could be used for the provenance of text.

Supporting the previous results from the readers, editors also seem to have a positive
perception of the summaries. It is the first thing they read when they arrive at a page and it
helps them to quickly verify that the page is about the topic they are looking for.

When creating the summaries, we assumed their relative brevity might be a point for
improvement from an editors’ perspective. After all, as research suggests that the length of an
article indicates its quality – basically, the longer, the better (Blumenstock, 2008). From the
interviews with editors, we found that they mostly skim and scan articles when reading them.
This seems to be the more natural way of browsing the information in an article, and is
supported by the short summary that gives an overview of the topic.

All editors we worked with are part of the multilingual Wikipedia community, editing in at
least two Wikipedias. Hale (2014, 2015) highlights that users of this community are
particularly active compared to their monolingual counterparts and confident in editing across
different languages. However, taking potential newcomers into account, editors suggest that
the ArticlePlaceholder might be helpful to lower the barrier for starting to edit. Recruiting
more editors has been a long-standing objective, with initiatives such as the Tea House
(Morgan et al., 2013) aiming at welcoming and encouraging new editors; Wikipedia Adventure
employs a similar approach using a tool with gamification features (Narayan et al., 2017). The
ArticlePlaceholder, and in particular the provided summaries in natural language, could have
an impact on how, and how early in their connection with Wikipedia, people start editing.

In comparison to Wikipedia Adventure, the readers are exposed to the ArticlePlaceholder
pages. This could overcome their reservations about editing by offering a more natural place
to start.

Lastly, we asked the research question of how editors use the textual summaries in their
workflow. In general, we show that the text is highly reused. One of the editors mentions a
magic threshold that makes the summary acceptable as a starting point for editing. This seems
similar to post-editing in machine translation (or rather, monolingual machine translation (Hu
et al., 2011), where a user only speaks the target or source language). Translators have been
found to oppose machine translation and post-editing, as they perceive it as more time
consuming and restrictive with respect to their freedom in the translation (e.g., sentence
structure) (Lagoudaki, 2009). Nevertheless, it has been shown that a different interface can not
only lead to reduced input time and enhanced quality, but also convinces a user to believe in
the improved quality of the machine translation (Green et al., 2013). This underlines the
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importance of the right integration with machine-generated sentences, as we aim for in the
ArticlePlaceholder.

The core of this work is to understand the perception of a community, such as Wikipedians, of
the integration of a state-of-the-art machine learning technique for NLG in their platform. We
show that such an integration can work and be supported. This finding aligns with other
projects already deployed on Wikipedia. For instance, bots (short for robots) that monitor
Wikipedia have become a trusted tool for vandalism fighting (Geiger and Ribes, 2010) - so
much so, that they are even empowered to revert edits made by humans if they believe them
to be malicious. The cooperative work between humans and machines on Wikipedia has also
been theorised in machine translation. Alegria et al. (2013) argue for the integration of
machine translation into Wikipedia that learns from the post-editing of the editors. Such a
human-in-the-loop approach is also applicable to our NLG work, where an algorithm could
learn from the humans’ contributions.

There is a need for investigating this direction further, since NLG algorithms will not achieve
the same quality as humans. Especially in a low-resource setting like the one observed in this
work, human support is needed. However, automated tools can be a great way of allocating
the limited human resources to the tasks where they are mostly needed. Post-editing the
summaries can serve a purely data-driven approach such as ours with additional data that can
be used to further improve the quality of the automatically generated content. To make such
an approach feasible for the ArticlePlaceholder, we need an interface that encourages the
editing of the summaries. The less effort this editing requires, the more we can ensure an easy
collaboration between human and machine.

8.6 Limitations

We interviewed 11 editors having different levels of Wikipedia experience. As all editors are
already Wikipedia editors, the conclusions we can draw for new editors are limited. We focus
on experienced editors, as we expect them to be the first editors to adapt the
ArticlePlaceholder in their workflow. Typically, new editors will follow the existing guidelines
and the standards set by the experienced editors; therefore, the focus on experienced editors
will give us an understanding of how editors overall will accept and interact with the new
tool. Further, it is difficult to sample from new editors, as there is a variety of factors that can
make a contributor develop into a long-term editor or not (Kuznetsov, 2006).

The distribution of languages favours Arabic, as this community was most responsive. This
can be assumed to be due to previous collaborations. While we cover different languages, we
cover only a small part of the different language communities that Wikipedia covers in total.
Most studies of Wikipedia editors currently focus on English Wikipedia (Panciera et al., 2009).
Even the few studies that observe multiple language Wikipedia editors do not include the
span of insights from different languages that we provide in this study. In our study we treat
the different editors as members of a unified community of Wikipedia underserved languages.
This is supported by the fact that their answers and themes were consistent across different
languages. Therefore, adding more editors of the same languages would not have brought a
benefit.
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We aimed our evaluation at two populations: readers and editors. While the main focus was
on the editors and their interaction with the new information, we wanted to include the
readers’ perspective. In the readers evaluation we focus on the quality of text (in terms of
fluency and appropriateness), as this will be the most influential factor for their experience on
Wikipedia. Readers, while usually overlooked, are an important part of the Wikipedia
community (Lemmerich et al., 2019). Together, these two groups form the Wikipedia
community, with new editors being recruited from the existing pool of readers, and readers
making their own essential contributions to the platform, as shown by Antin and Cheshire
(2010).

The sentences the editors worked on are synthesised, i.e., not automatically generated but
created by the authors of this study. An exception is the Arabic sentence, which was generated
by the approach described in Section 8.2. While the synthesised sentences were not created by
natural language generation, they were created and discussed with other researchers in the
field. We therefore focused on the most common problem in text generative tasks similar to
ours: the <rare> tokens. Other problems of neural language generation, such as factually
wrong sentences or hallucinations (Rohrbach et al., 2018), were excluded from the study, as
they are not a common problem for short summaries such as ours. The extent of hallucinations
on single sentence generative scenarios has also been explored by Chisholm et al. (2017), who
have shown a precision of 93% in the generation of English biographies. However, we believe
this topic should be explored further in future work given that, as we show in our study,
factual mistakes caused by hallucinations can be easily missed by editors. Further, our study
set-up was focusing on the integration in the ArticlePlaceholder, i.e., the quality of the
sentences, rather than their factual correctness. We leave it to future work to apply the
mixed-methods approach of evaluating natural language generation proposed in this paper to
full generated articles.
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Chapter 9

Conclusions

In this thesis, we have created a set of studies to assess, improve, and apply the language
coverage of knowledge graphs. First, we propose a framework to measure multilinguality and
labelling in knowledge graphs. We apply this framework to a representation of the web of
data, and to Wikidata. We show there is a lack of broad language coverage in labels of
knowledge graphs. Wikidata shows a more diverse coverage of languages, drawn from the
knowledge of its multilingual editing community. We then use the framework as a base to
rank knowledge graphs for question answering. Motivated by the lack of multilingual
knowledge in knowledge graphs, we explore an approach to the generation of multilingual
aliases for Wikidata from English. Further, we use the multilingual labels to generate
introductory sentences for Wikipedia.

We can conclude that while the web of data still lacks multilingual information, it is a good
starting point for multilingual applications, as the structured information facilitates
multilingual access for humans and machines alike. For example, ArticlePlaceholder shows
that we can improve Wikipedia’s readers’ experience by reusing multilingual knowledge
graph data.

9.1 Contributions and Results

In Section 1, we introduced set of research questions, which we outline again here. We want to
answer the primary question: How can we support multilingual access to knowledge graphs for
speakers of low-resourced languages? We explore this research question from four different
perspectives. We detail the research questions and the chapters addressing each research
question below.

RQ1 To get an insight into the availability of language information and labels on the web of
data at large and in Wikidata in specific, we start our studies with the question RQ1:
What is the state of knowledge graphs with regard to labels and multilinguality?
Chapters 3, 4, and 5 explored different aspects of this research question.
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RQ2 Gaining an insight into the state of labels and multilinguality in knowledge graphs lets
us reuse this knowledge for applications. We test this assumption in the domain of
question answering, posing the research question RQ2: How can knowledge about
languages in a knowledge graph be applied to the task of ranking them for question answering?
In Chapter 6, we addressed this research question.

RQ3 Not only question answering systems but also a large number of other applications are
dependent on multilingual labels in knowledge graphs. However, with a lack of labels
currently observed in knowledge graphs, these applications also have a limited
usability. Therefore, we explore RQ3: How does differentiating between translation and
transliteration impact the generation of new knowledge graph labels and aliases?
Chapter 7 shows an approach to addressing this research question.

RQ4 Finally, we explored another use case of multilingual labels and making knowledge
graph information more accessible to Wikipedia readers through the creation of
ArticlePlaceholders on Wikipedia. In this context, we pose the research question RQ4:
How do Wikipedia editors perceive automatically generated Wikipedia summaries?
In Chapter 8, we addressed this research question.

Below, we detail the results of our studies relating to each research question.

9.1.1 RQ1 What is the state of knowledge graphs with regard to labels and
multilinguality?

In Chapter 3, we introduced a framework to measure label and language information in
knowledge graphs. Then the framework was applied to two datasets. First, in Chapter 4, we
observed the language distribution of the web of data at large based on the LOD Laundromat
dataset. Then, in Chapter 5, we focused on Wikidata.

Web of Data In Chapter 3, we proposed a framework to measure the coverage of languages
in knowledge graphs, and in Chapter 4 applied it to the LOD Laundromat dataset, a
representation of the web of data. The most widely used labelling property is rdfs:label,
1, 384% more used than the second most frequent labelling property (foaf:name). This is
promising, as it supports easy automated access to labels and decreases the need for ontology
alignment between different datasets and their labelling properties.

We found a lack of entity labelling across the LOD Laundromat dataset – only 5.42% of the
subjects are labelled. However, for the properties, which are much smaller in number but
highly reused across the dataset, 80.9% are labelled. Even if datasets cover multiple languages,
the five most used languages across the knowledge graph cover over 50% of labels, and
entities are likely to be labelled only in one language (83.2%), which limits access.

Wikidata To gain a better understanding of the coverage of Wikidata’s language
communities, we analysed data on natural language labels from Wikidata in Chapter 5 based
on the framework introduced in Chapter 3.
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There is still much room for improvement on the current state; as with most of the web,
Wikidata’s knowledge is mostly available in a few languages, while most languages have close
to no coverage. Even languages spoken by large parts of the world’s population are not
necessarily well covered. The languages with the most coverage are similar to those with the
greatest presence on Wikipedia, which we assume to be due to two factors: imports of
Wikipedia article titles, and an overlap of communities.

A few promising observations can be made, however: languages do not necessarily have to be
spoken by many people to achieve a higher level of completeness; suitable tools can greatly
accelerate the process; and there are more comprehensive translations for data that is used
more, as shown with properties in Wikidata.

The hybrid approach of Wikidata, of humans and bots editing the knowledge graph side by
side, supports collaborative work towards the completion of the knowledge graph. The
different roles of bots and humans complement each other, as we outline in our work. The
results of this work can be a starting point for a variety of tools to support the editors, e.g., by
suggesting edits to editors based on the knowledge of what bots typically do not do, and,
analogously, by suggesting the creation of bots for typical bot tasks in labels.

9.1.2 RQ2 How can knowledge about languages in a knowledge graph be
applied to the task of ranking them for question answering?

In Chapter 6, we addressed the problem of capturing knowledge about the multilinguality of
existing knowledge graphs. Our approach showed an application domain for the framework
introduced in Chapter 3. We proposed LINGVO, a framework able to compare and rank
knowledge graphs based on multilingual knowledge at class level. LINGVO provides
computation methods to extract and store knowledge about the classes in a knowledge graph
(i.e., Class-based Label Captures (CLCs)) in terms of labels and languages based on our
framework. We empirically showed that ranking on class-level leads to precise results, testing
over five widely used knowledge graphs: Wikidata, DBpedia, YAGO, MusicBrainz, and
LinkedMDB. Moreover, the ranking of these knowledge graphs is particularly effective when
it is performed with respect to a contextual domain, e.g., movies or people. These results
support the statement that capturing knowledge about multilinguality paves the way for the
development of the new generation of multilingual applications.

9.1.3 RQ3 How does differentiating between translation and transliteration
impact the generation of new knowledge graph labels and aliases?

In Chapter 7, we explored the impact of differentiating between transliteration and translation
when generating a Chinese alias from an English label in the company domain of a knowledge
graph. We performed a crowdsourcing study annotating (English label, Chinese alias) pairs
and showed that obtaining aliases in Chinese for these entities is challenging given that they
can be transliterated, translated, or both. We then explored the usage of knowledge graph
embeddings to classify an entity into whether it should be translated or transliterated, using a
different model for each. Effective classification between cases before generating an alias
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improves results compared to using either a translation- or transliteration-based model on its
own - an improvement of 34.7% for the transliteration model and 25.4% for the translation
model, in terms of CER. When exploring the Chinese datasets, we found that models are
expected to predict into two different character sets, i.e., traditional and simplified Chinese.
Converting all Chinese training and test datasets can improve performance by 77.12% in terms
of BLEU-4 score. Leveraging knowledge graph embeddings does have limitations for this task,
and in future work we aim to explore training them on properties and relationships that are
important for our task.

9.1.4 RQ4 How do Wikipedia editors perceive automatically generated
Wikipedia summaries?

In Chapter 8, we conducted a quantitative study with members of the Arabic and Esperanto
Wikipedia communities, and semi-structured interviews with members of six different
Wikipedia communities, in order to understand the communities’ understanding and
acceptance of generated text in Wikipedia. To understand the impact of automatically
generated text for a group such as the Wikipedia editors, we surveyed their perception of
generated summaries in terms of fluency and appropriatness. To deepen this understanding,
we conducted 10 semi-structured interviews with experienced Wikipedia editors from 6
different language communities and measured their reuse of the original summaries.

The addition of the summaries seems to be natural for readers: we showed that Wikipedia
editors rank our text close to the expected quality standards of Wikipedia, and are likely to
consider the generated text to be part of Wikipedia. The language the neural network
produces integrates well with the existing content of Wikipedia, and readers appreciate the
summary in the ArticlePlaceholder, as it is the most helpful element on the page to them.

We show that editors assumed the text was part of Wikipedia, and that the summary improves
the ArticlePlaceholder page. In particular, the summary being short supported the editors’
usual workflow of scanning the page for information needed. The missing word token, which
we included to gain an understanding of how users interact with faultily produced text, did
not hinder the reading experience nor the editing experience. Editors are likely to reuse a large
portion of the generated summaries. Additionally, participants mentioned that the summary
can be a good starting point for new editors.

9.2 Future Work

Digital technologies provide the opportunity to bridge gaps between communities speaking
different languages; and legislation created by international organisations, such as the
European Commission1, paves the way for the further development of multilingual
applications. In order to address the challenge of supporting multilinguality in digital
applications, extensive quantities of knowledge demand to be captured. Knowledge graphs
have become a popular formalism for representing entities and their properties using a graph

1https://ec.europa.eu/digital-single-market/en/blog/multilingualism-digital-age-barri
er-or-opportunity

https://ec.europa.eu/digital-single-market/en/blog/multilingualism-digital-age-barrier-or-opportunity
https://ec.europa.eu/digital-single-market/en/blog/multilingualism-digital-age-barrier-or-opportunity
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data model - they supply the expressive power to represent the knowledge required for
supporting multilingual applications. In our work we show three main areas of research: the
current state of language coverage of knowledge graphs, and how to assess this coverage; the
increase of knowledge graph labels in lower-resourced languages; and applications for
multilingual labels. We focus on suggestions for future work on the last two directions:
increasing knowledge graph language coverage, and leveraging multilingual knowledge
graph information for applications. The suggestions are based on needs identified in the
course of this research, and projects that have a focus on supporting language communities
with knowledge graphs.

9.2.1 Increasing knowledge graph language coverage

Assessing the state of the web of data with regard to label and language coverage, we show
that there is an urgent need for a more diverse language coverage in order to support
communities across languages. Future work will have to deepen the understanding of how to
create more multilingual knowledge graph data. We studied two approaches: Wikidata
editors creating multilingual data through manual or bot imports of labels (Chapter 5); and the
translation and transliteration of knowledge graph labels in an automated manner (Chapter 7).

We show that contextual information in the form of knowledge graph embedding, as used in
Chapter 7, is a starting point for the transliteration and translation of knowledge graph labels.
Further exploration is needed into the potential use of linguistic information, for example,
lexicographical data introduced to Wikidata in the form of lexemes.2 This will require a larger
corpus of the multilingual information in lexemes. On the status of lexemes in Wikidata as of
2020, Nielsen (2020) states:

“The top language with most lexemes is Russian (101,137 lexemes), followed by
English (38,122), Hebrew (28,278), Swedish (21,790), Basque (18,519), French
(10,520) and Danish (4,565). Russian is also the language with more forms than
any other language (1,236,456), followed by Basque (956,473), Hebrew (446,795),
Swedish (148,980), Czech (77,747) and English (64,798). For senses, the languages
from the top are Basque (20,272), English (12,911), Hebrew (3,845), Russian (2,292)
and Danish (2,217).” (Nielsen, 2020)

How to improve the language coverage and usage of the lexemes is currently largely
unexplored, opening a large research field for lexicographical data linked to Wikidata’s
entities.

Another approach to increasing the coverage of knowledge graph labels in lower-resourced
languages could use relation extraction. This approach can make use of existing text in the
target languages, and extract language based on the existing information in the knowledge
graph. In particular, the close connection between Wikidata and Wikipedia could be leveraged
in such an approach.

It is yet to be investigated how low-resourced languages could be supported to ensure their
coverage in terms of knowledge graph labels. In languages with limited resources online, a

2https://www.wikidata.org/wiki/Wikidata:Lexicographical data, retrieved 29. April 2021

https://www.wikidata.org/wiki/Wikidata:Lexicographical_data
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high coverage in labels in structured data could change the possibilities for application
drastically. It would enable a large number of applications to be made available to speakers of
low-resourced languages in an automated manner. A solution that places due emphasis on
both the involvement of the relevant communities and technological solutions needs to be
explored in future work. It is essential to encourage the involvement of the relevant language
communities in such work, not least because the available training data is limited, and gaps
can only be bridged by manual annotations.

9.2.2 Leveraging multilingual knowledge graph information

In Wikimedia projects An aim of our research was to make multilingual information
accessible to readers of Wikipedia with the ArticlePlaceholder introduced in Chapter 8. A new
approach to making Wikipedia accessible across languages is Abstract Wikipedia, introduced by
Vrandecic (2018). Abstract Wikipedia will be editable in a meta-language, which can then be
translated across languages using linguistic information similar to lexemes. This project will
require great numbers of user studies, starting with the question of how to make it accessible
for all communities of Wikipedia.

Since Wikipedia is a tertiary resource3 and as such should contain no original knowledge,
accurate and ample references are crucial to the site’s effectiveness. There is a general lack of
adequate referencing across all language versions of Wikipedia and Wikidata. The set of
articles on a given topic across different language Wikipedias will have different references,
and different numbers of references.4 In the Scribe5 project, we explore using knowledge graph
information, such as the link between different language Wikipedia articles and publisher
metadata, to suggest new references to Wikipedia editors in different languages. The
interaction of references between Wikidata and Wikipedia’s different language versions is yet
to be explored in more detail. Relation extraction could make it possible to reuse references
from Wikipedia for Wikidata, while existing references from Wikidata could be suggested for
Wikipedia articles. The availability of different language labels is crucial to ensuring such
approaches will work for all Wikipedia language versions.

Outside Wikimedia projects A more equal distribution of knowledge graph data among
different languages has many benefits. There are various applications of this in the field of
natural language processing research that are yet to be explored. Especially for low-resourced
languages, and initiatives such as Masakhane6 focusing on African languages, more knowledge
graph labels in a wider range of languages could change the way we develop applications in
these languages (8 et al., 2020).

With a larger number of multilingual labels in knowledge graphs, question answering systems
could be developed that would be accessible in a large number of languages by default.
Furthermore, any application relying on named entities can benefit from multilingual labels.

3https://en.wikipedia.org/wiki/Wikipedia:Wikipedia is a tertiary source, retrieved 29.
April 2021

4https://misinfocon.com/scribes-reference-api-enables-users-to-access-wikipedia-refer
ences-b8f749bf60d1, retrieved 29. April 2021

5https://meta.wikimedia.org/wiki/Scribe, retrieved 29. April 2021
6https://www.masakhane.io/, retrieved 29. April 2021

https://en.wikipedia.org/wiki/Wikipedia:Wikipedia_is_a_tertiary_source%20
https://misinfocon.com/scribes-reference-api-enables-users-to-access-wikipedia-references-b8f749bf60d1
https://misinfocon.com/scribes-reference-api-enables-users-to-access-wikipedia-references-b8f749bf60d1
https://meta.wikimedia.org/wiki/Scribe
https://www.masakhane.io/
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For example, Google Maps transliterated names of places in 10 Indian languages (Tech Desk,
New Delhi, 2021).

9.3 Final remarks

This thesis contributes to an area of research that has seen substantial growth in the interval
between the first study we discuss here and the most recent one. This intensifying scholarly
interest reflects the fact that facilitating access to information for people across languages and
geographies is one of the key challenges of our time. UNESCO emphasises the need for access
to information as part of the UN’s sustainable development goals:

“At a time of profound transformation, inequality and upheaval, UNESCO has
redoubled its efforts to ensure freedom of expression, access to information and
inclusive digital development worldwide. However, much more remains to be
done.”7

Historical language inequality has fed into a corresponding inequality on the web (and
subsequently the web of data): information that all of humanity could benefit from remains
the preserve of speakers of a small set of languages (DiMaggio et al., 2004; Heller and
McElhinny, 2017). Our work aims to contribute to a more just future, in which speakers of
currently lower-resourced languages are not prevented from accessing knowledge online.
There is still a long way to go to support a broader range of languages. Nevertheless, recent
developments in the field of natural language generation and machine translation show
promise. Wikipedia and Wikidata will play an important role in these developments,
showcasing the possibility of a large community working together towards a common goal of
more equal distribution of knowledge.

7https://en.unesco.org/ci-programme, retrieved 20. June 2021

https://en.unesco.org/ci-programme
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Appendix A

Labelling Properties in LOD
Laundromat

Labelling property Usage
<http://www.w3.org/2000/01/rdf-schema#label> 246201989
<http://xmlns.com/foaf/0.1/name> 16590050
<http://www.w3.org/2004/02/skos/core#prefLabel> 12270826
<http://www.loc.gov/mads/rdf/v1#authoritativeLabel> 10064682
<http://purl.org/dc/terms/title> 6721999
<http://purl.org/dc/elements/1.1/title> 3497188
<http://rdf.freebase.com/ns/type.object.name> 3496386
<http://lexvo.org/ontology#label> 2204386
<http://www.w3.org/2008/05/skos-xl#literalForm> 1028504
<http://sw.cyc.com/CycAnnotations v1#label> 516098
<http://purl.org/rss/1.0/title> 507321
<http://www.livejournal.org/rss/lj/1.0/journaltitle> 269947
<http://usefulinc.com/ns/doap#name> 219296
<http://purl.org/goodrelations/v1#name> 189025
<http://www.w3.org/2006/03/wn/wn20/schema/lexicalForm> 146842
<http://www.geonames.org/ontology#officialName> 96647
<http://www.w3.org/2006/03/wn/wn20/schema/gloss> 84591
<http://www.w3.org/2004/02/skos/core#hiddenLabel> 80628
<http://rdf.freebase.com/ns/biology.organism classification.scientific name> 77292
<http://rdf.insee.fr/geo/nom> 41230
<http://ec.europa.eu/eurostat/ramon/ontologies/nace.rdf#name> 25891
<http://skipforward.net/skipforward/resource/seeder/skipinions/itemName> 23359
<http://purl.org/collections/nl/am/title> 11596
<http://www.w3.org/2008/05/skos#prefLabel> 8133
<http://schema.org/name> 7107
<http://www.w3.org/2006/03/wn/wn20/schema/senseLabel> 6088
<http://spatial.ucd.ie/lod/osn/property/valueLabel> 4585
<http://spatial.ucd.ie/lod/osn/property/keyLabel> 4380
<http://rdf.freebase.com/ns/organization.leadership.title> 4369
<http://rdf.freebase.com/ns/organization.organization board membership.title> 2634
<http://www.inter2geo.eu/2008/ontology/ontology.owl#defaultCommonName> 2354
<http://vitro.mannlib.cornell.edu/ns/vitro/public#filename> 2178
<http://purl.org/nxp/schema/v1/groupName> 2147
<http://www.fao.org/countryprofiles/geoinfo/geopolitical/resource/nameOfficial> 2031
<http://vitro.mannlib.cornell.edu/ns/vitro/0.7#modTime> 1964
<http://www.fao.org/countryprofiles/geoinfo/geopolitical/resource/nameList> 1944
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<http://www.news-project.com/Ontology/2008/03/skos redefined/core#definition> 1772
<http://www.fao.org/countryprofiles/geoinfo/geopolitical/resource/nameCurrency> 1398
<http://purl.org/dc/terms/identifier> 1176
<http://rdf.freebase.com/ns/base.newsevents.news report.title> 1127
<http://prismstandard.org/namespaces/1.2/basic/location> 1022
<http://xmlns.com/foaf/0.1/accountName> 1021
<http://rdfs.org/sioc/ns#name> 854
<http://www.w3.org/2004/02/skos/coreprefLabel> 770
<http://xmlns.com/foaf/0.1/firstName> 745
<http://pleiades.stoa.org/places/vocab#nameAttested> 720
<http://wwwis.win.tue.nl/⇠ppartout/Blu-IS/Ontologies/TV-Anytime/PhaseI/Classifications/ContentCS.owl#Name> 685
<http://www.w3.org/2000/10/swap/pim/contact#fullName> 681
<voc://nokia.com/MARS-2/MetaVocabulary/label> 593
<http://www.news-project.com/Ontology/2008/03/skos redefined/core#prefLabel> 591
<http://xmlns.com/foaf/0.1/title> 540
<http://www.geonames.org/ontology#name> 524
<http://www.w3.org/2004/02/skos/core#displayablePrefLabel> 514
<http://xmlns.com/foaf/spec/name> 514
<http://www.inter2geo.eu/2008/ontology/GeoSkills#defaultCommonName> 375
<http://rdf.freebase.com/ns/base.business2.governership.title> 364
<http://dataportal.ucar.edu/schemas/esg.owl#hasResolution> 346
<http://creativecommons.org/ns#attributionName> 303
<http://www.w3.org/2006/vcard/ns#label> 302
<http://rdf.freebase.com/ns/base.foodrecipes.recipe ingredient.recipe name> 296
<http://ontologi.es/rail/vocab#tiploc> 278
<http://rdf.freebase.com/ns/business.company name change.new name> 265
<http://www.holygoat.co.uk/owl/redwood/0.1/tags/name> 233
<http://rdf.freebase.com/ns/base.business2.leadership.title> 203
<http://downlode.org/rdf/iso-639/schema#name fr> 186
<http://downlode.org/rdf/iso-639/schema#name en> 186
<http://www.icm.jhu.edu/ontology/ep#hasName> 183
<http://www.weblab.isti.cnr.it/projects/QH/properties/label> 182
<http://telegraphis.net/ontology/money/money#name> 178
<http://projects.apache.org/ns/asfext#title> 168
<http://telegraphis.net/ontology/money/money#minorName> 161
<http://www.w3.org/2003/03/glossary-project/lang#name> 152
<http://4m.cs.hut.fi/ns/onto/lexicon/0.1#description> 146
<http://www.w3.org/2006/vcard/ns#country-name> 145
<http://www.w3.org/2001/vcard-rdf/3.0#Orgname> 131
<http://rdf.freebase.com/ns/location.location.usbg name> 127
<http://purl.org/rss/1.0title> 124
<http://www.co-ode.org/ontologies/amino-acid/2006/05/18/amino-acid.owl#preferredName> 110

TABLE A.1: Properties used across the LOD cloud for labelling, manually selected.
The most used labelling property is rdfs:label.
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Appendix B

Crowdsouring Guidelines for
Annotation of the Knowledge
Graph Ranking

B.1 Overview

We want to select the best answers to a set of questions. Please read the question carefully and
select the better answer. All answers are just keywords, not full sentences. There might be
multiple keywords answering one question.

Please select the best answers to the best of your knowledge. If you are not sure about the
correctness of the content, please select additionally the checkbox for (X not sure about the
factually correct answer).

B.2 Steps

You are displayed a question and two answers. Above the answers is the number of the
answer. Select from the buttons below the answer based on the number, that answers the
question best.

B.3 Rules & Tips

The answers should be concise, not repeating the same word. The answers should be in Hindi,
not in English. If the question asks for multiple answers (for example “list all movies”), more
answers are preferred. But those answers should not be repeated, for example “Lion King,
Cinderella” is preferred over “Lion King, Cinderella, Lion King (movie)”.
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Ranking

B.4 Examples

B.4.1 Example (1): Too many ambiguous answers

Question: Who is the president of the United States of America?

1 2 3 4
Donald Trump Trump Donald Trump Barack Obama

Barack Obama
George Washington

TABLE B.1: Example 1 knowledge graph answers to select from

Answer 1 is factually correct and the answer contains the whole name. While Answer 2 is also
correct, it is not as comprehensive as Answer 1. Answer 4 is outdated and therefore not
correct, but since it is still a clear, valid answer it is still better than Answer 3. Answer 3 has too
many ambiguous answers and can not answer the question correctly.

Therefore, the resulting ranking of this example would be (1, 2, 4, 3)

B.4.2 Example (2): Repetition of the same answer

Question: What is the capital of Germany?

1 2
Berlin, Germany Berlin
Berlin
Berlin (city)

TABLE B.2: Example 2 knowledge graph answers to select from

While both Answer 1 and Answer 2 contain the correct answer, Answer 1 contains the same
content multiple times. This makes it not as good as the second one.

Therefore, the resulting ranking of this example would be (2, 1).

B.4.3 Example (3): List of answers

Question: Show me all movies with Rami Malek.
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1 2 3
Papillon Project X Papillon
Bohemian Rhapsody Papillon Bohemian Rhapsody
Bohemian Rhapsody (movie) Bohemian Rhapsody The Voyage of Doctor Dolittle

The Voyage of Doctor Dolittle

TABLE B.3: Example 3 knowledge graph answers to select from

Answer 1 repeats one of the answers (Bohemian Rhapsody and Bohemian Rhapsody (movie)).
Answer 3 does not contain as many unique answers as Answer 2, therefore we can assume it is
less comprehensive.

Therefore, the resulting ranking of this example would be (2, 3, 1).
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Appendix C

Guidelines for the semi-structured
interview

• Opening/Introduction

– I am Lucie, a researcher at the University of Southampton and I work on this
project as part of my PhD research, collaborating with Pavlos Vougiouklis and
Elena Simperl.

– Before I start about the content, I want to ask for your consent to participate in this
study, according to the Ethics Committee of the University of Southampton. We
will treat your data confidentiality and it will only be stored on the
password-protected computer of the researchers. You have the option to withdraw,
but we will have to ask you to do that up to 2 weeks after today.

– We will use the results anonymised to provide insights into the editing of
Wikipedia editors and publish the results of the study to a research venue. This
experiment will observe your interaction with text and how you edit Wikipedia.

– Do you agree to participate in this study?

• Demographic Questions

– Do you read Wikipedia?

⇤ In which language do you usually read Wikipedia?

⇤ Do you search topics on Wikipedia or search engines (google)?

⇤ If you can’t find a topic on Wikipedia, what do you do?

– Do you edit Wikipedia?

⇤ What is your Wikimedia/Wikipedia username?

⇤ Which Wikipedia do you mainly contribute to?

⇤ How long have you contributed to Wikipedia?

⇤ When you edit, what topics do you choose?

· Topics you are interested in or topics that you think that is needed?

· How do you decide, what is interesting/needed?
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⇤ How do you usually start editing?

· Where do you look up information? (for this topic specifically, in general)

· Do you draft points and then write text or write the text first?

– Have you heard of Wikidata?

⇤ What is Wikidata?

⇤ What is the relationship between Wikidata and Wikipedia?

⇤ Have you edited it before?

⇤ How long are you contributing to Wikidata?

• Description of AP

– This project is base on the ArticlePlaceholder.

– The idea is if there is no information about a topic, a user can search on Wikipedia
and still get the information on the topic, that is available on Wikidata.

– We do not create stub articles, everything is displayed dynamically.

– Have you heard about the ArticlePlaceholder?

• Reading the layout of the AP

– Is the topic familiar to you? If so, how?

– If you look at the page, what information do you look at first? (If you want you can
point it out with your mouse)

– What information do you look at after that? (In which order?)

– What part do you think is taken directly from Wikidata and what is from other
sources? Which sources?

– What information is particularly helpful on this page?

– What do you think of the text in addition to the rest of the information?

• After editing sentence

– Where do you start in this case?

– What information do you miss when editing?

– Would you prefer to have more or less information given? What type of
information?

– Would you prefer a longer text, even if it has a similar amount of missing
information as this one?

• Closing Questions

– What we do in this project is to generate an introductory sentence from Wikidata
triples. We train on this language Wikipedia.

– What impact do you think this project can have for you as a reader?

– Do you believe this project will have an impact on your editing?

– What does it change?

– Any questions from the interviewee?
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Language Sentence by editor Translation to English 

Swedish Marrakech (arabiska: مراكش, tamazight: 
) är en stad i Marocko med 928 

850 invånare (2014). Staden grundades 
1062. Staden ligger 468 meter över havet. 

Marrakech (Arabic: مراكش, tamazight: 
) is a city in Morocco with 928,850 

inhabitants (2014). The city was founded in 
1062. The city is located 468 meters above 
sea level. 

Swedish Marrakech (arabiska مراكش ) är en stad i 
sydvästra Marocko, vid foten av Atlasbergen 
Marrakech tillhör sedan 2 mars 1956 
Marocko and tillhörde innan dess Frankrike 
(30 mars 1912 - 2 mars 1956). 

Marrakech (Arabic مراكش) is a city in 
southwestern Morocco, at the foot of the 
Atlas Mountains 
Marrakech has belonged to Morocco since 
March 2, 1956 and before that belonged to 
France (March 30, 1912 - March 2, 1956). 

Arabic مُرَاكُش (بالأمازیغیة: <نادر>، التسمیة المحلیة بالأمازیغیة 
 وسط الأطلس: ) هي مدینة مغربیة تقع شمال المغرب. تم إنشاء

 هذه المدینة في عام 1062. ترتفع المدینة عن مستوى سطح
 البحر ب468 متر.  عدد سكان المدینة 928،850 نسمة حسب

 الإحصائیات في 1 ینایر 2014. تبلغ مساحة مراكش 230
 كیلومتر مربع.

Marrakesh (in Berber: <Nader>, the local 
name in Berber, in the middle of the Atlas) is 
a Moroccan city located in the north of 
Morocco. This city was established in the 
year 1062. The city is 468 meters above sea 
level. The population of the city is 928,850, 
according to statistics on January 1, 2014. 
Marrakech has an area of 230 square 
kilometres. 

Arabic هي مدینة مغربیة تقع شمال (<rare> :بالأمازیغیة) مُرَاكُش 
 البلاد . مراكش معروفة كمدینة سیاحیة، حیث یذهب العدید من

 العرب والمغاربة والأوربیین للمدینة، تعتبر المدینة من أكبر
 المدن المغربیة.

Marrakesh (Berber: <rare>) is a Moroccan 
city located in the north of the country. 
Marrakech is known as a tourist city, where 
many Arabs, Moroccans and Europeans go 
to the city. The city is considered one of the 
largest in Morocco. 

Arabic هي مدینة مغربیة تقع (  مُرَاكُش (بالأمازیغیة: 
 شمال البلاد .هي مدینة مغربیة تقع شمال البالد . تأستت في

 1062. عدد السكان 968.850 . مساختها 230.

Marrakech (Amazigh: ) is a 
Moroccan city located in the north of the 
country. It is a Moroccan city located in the 
north of the country. Founded in 1062. 
Population 968,850. Its chastity is 230. 

Arabic هي مدینة مغربیة تقع شمال (<rare> :بالأمازیغیة) مُرَاكُش 
 البلاد .

Marrakesh (in Berber: <a missing word>) is a 
Moroccan city located in the north of the 
country. 

Persian یکی از شهرهای کشور (<rare> :به بربری) شهر مراکش 
 مراکش و مرکز استان مراکش <rare> است که در سال

 ١٠۶٢ بنیان گذاری شده است و حدود یک میلیون نفر جمعیت
 دارد. این شهر قبلا بخشی از فرانسه تا سال ١٩۵۶ بوده و بعد

 از استقلال مراکش، در این کشور قرار دارد.

The city of Morocco (Berber: <rare>) is one 
of the cities of Morocco and the capital of the 
province of Morocco <rare>, which was 
founded in 1062 and has a population of 
about one million people. The city was 
previously part of France until 1956 and is 
located in Morocco after independence. 

Ukrainian  Марракеш (араб. مراكش) — важливе 
імперське місто в Марокко, 
розташованого біля підніжжя гір. 

Marrakech (Arabic: مراكش) is an important 
imperial city in Morocco, located at the foot of 
the mountains. 

Indonesian Marrakesh (Arab: <rare>) adalah sebuah 
kota yang terletak di bagian barat daya 
negara Maroko <rare>. 

Marrakesh (Arabic: <rare>) is a city located 
in the southwestern part of Morocco <rare>. 

Hebrew (  מרקש (בערבית: مراكش; בתמאזיגת: 
 היא עיר מדברית בדרום מערב מרוקו למרגלות הרי

 האטלס.

Marrakesh (Arabic: مراكش; Tamazigat: 
) is a desert city in southwestern 

Morocco at the foot of the Atlas Mountains. 

 

FIGURE D.1: Sentences editors created in the interviews and English translations.
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Sören Auer, Christian Bizer, Georgi Kobilarov, Jens Lehmann, Richard Cyganiak, and
Zachary G. Ives. Dbpedia: A Nucleus for a Web of Open Data. In The Semantic Web, 6th
International Semantic Web Conference, 2nd Asian Semantic Web Conference, ISWC 2007 + ASWC
2007, Busan, Korea, November 11-15, 2007., pages 722–735, 2007. . URL
https://doi.org/10.1007/978-3-540-76298-0 52.

David Bamman, Brendan O’Connor, and Noah A. Smith. Censorship and deletion practices in
Chinese social media. First Monday, 17(3):429–440, 2012. . URL
http://www.ojphi.org/ojs/index.php/fm/article/view/3943/3169.

Patti Bao, Brent Hecht, Samuel Carton, Mahmood Quaderi, Michael Horn, and Darren Gergle.
Omnipedia: Bridging the Wikipedia Language Gap. In Proceedings of the SIGCHI Conference
on Human Factors in Computing Systems, pages 1075–1084. ACM, 2012.

Loı̈c Barrault, Ondrej Bojar, Marta R. Costa-jussà, Christian Federmann, Mark Fishel, Yvette
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Christoph Lange, and Jeff Heflin, editors, The Semantic Web - ISWC 2017 - 16th International
Semantic Web Conference, Vienna, Austria, October 21-25, 2017, Proceedings, Part I, volume
10587 of Lecture Notes in Computer Science, pages 329–346. Springer, 2017. . URL
https://doi.org/10.1007/978-3-319-68288-4 20.

https://doi.org/10.18653/v1/n18-3017
https://www.aclweb.org/anthology/W18-6505
https://doi.org/10.1145/1718918.1718941
https://doi.org/10.1016/j.websem.2011.09.001
https://doi.org/10.1145/2470654.2470718
https://doi.org/10.1109/BigData47090.2019.9006095
https://doi.org/10.1007/978-3-319-68288-4_20


160 REFERENCES

Scott A. Hale. Multilinguals and Wikipedia editing. In ACM Web Science Conference, WebSci
’14, Bloomington, IN, USA, June 23-26, 2014, pages 99–108, 2014. . URL
http://doi.acm.org/10.1145/2615569.2615684.

Scott A. Hale. Cross-language Wikipedia Editing of Okinawa, Japan. In Proceedings of the 33rd
Annual ACM Conference on Human Factors in Computing Systems, CHI 2015, Seoul, Republic of
Korea, April 18-23, 2015, pages 183–192, 2015. . URL
https://doi.org/10.1145/2702123.2702346.

Andreas Harth. Billion Triples Challenge dataset. Downloaded from
http://km.aifb.kit.edu/projects/btc-2010/, 2010.

Oktie Hassanzadeh and Mariano P. Consens. Linked Movie Data Base. In Proceedings of the
WWW2009 Workshop on Linked Data on the Web, LDOW 2009, Madrid, Spain, April 20, 2009.,
2009.

Brent Hecht and Darren Gergle. The Tower of Babel Meets Web 2.0: User-generated Content
and Its Applications in a Multilingual Context. In Proceedings of the SIGCHI conference on
human factors in computing systems, pages 291–300. ACM, 2010.

Brent Jaron Hecht. The Mining and Application of Diverse Cultural Perspectives in User-generated
Content. PhD thesis, Northwestern University, 2013.

Stefan Heindorf, Martin Potthast, Benno Stein, and Gregor Engels. Vandalism Detection in
Wikidata. In Proceedings of the 25th ACM International Conference on Information and
Knowledge Management, CIKM 2016, Indianapolis, IN, USA, October 24-28, 2016, pages
327–336, 2016. . URL http://doi.acm.org/10.1145/2983323.2983740.

Monica Heller and Bonnie McElhinny. Language, capitalism, colonialism: Toward a critical history.
University of Toronto Press, 2017.

Jirı́ Helmich, Jakub Klı́mek, and Martin Necaský. Visualizing RDF Data Cubes Using the
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Rémi Lebret, David Grangier, and Michael Auli. Neural text generation from structured data
with application to the biography domain. In Proceedings of the 2016 Conference on Empirical
Methods in Natural Language Processing, EMNLP 2016, Austin, Texas, USA, November 1-4, 2016,
pages 1203–1213, 2016.

Jens Lehmann, Robert Isele, Max Jakob, Anja Jentzsch, Dimitris Kontokostas, Pablo N Mendes,
Sebastian Hellmann, Mohamed Morsey, Patrick Van Kleef, Sören Auer, et al. Dbpedia - A
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