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UNIVERSITY OF SOUTHAMPTON

ABSTRACT

FACULTY OF ENGINEERING AND PHYSICAL SCIENCES

SCHOOL OF ELECTRONICS AND COMPUTER SCIENCE

Doctor of Philosophy

Fault-Tolerant Quantum Stabilizer Codes for Improving the Fidelity of

Transversal CNOT Gates

by Rosie Cane

In support of large-scale practical quantum algorithms Quantum-Error-Correction-Codes

(QECC) are designed for mitigating the component errors inherent in quantum circuits.

A QECC attaches carefully selected redundancy to quantum information in such a way

that the individual qubit errors can be corrected without corrupting the logical qubit

state, where the encoding and decoding circuits are built by individual quantum gates. If

these components are error-prone, they increase the qubit error probability, hence lead-

ing to an even more grave corruption of the data qubits. Therefore constructing QECCs

reliant on fault tolerant circuitry is crucial for creating quantum solutions. Fault toler-

ant QECCs are capable of providing error rate improvements in quantum processors as

long as components operate below a certain gate error probability. We start by quantify-

ing the depolarization probability bound, below which the family of transversal QECCs

give a better error probability than an uncoded gate. Both a low-complexity repetition

code and Steane’s 7-bit QECC are characterized. In this context it is observed that the

Frame-Error-Rates attained are lower-bounded according to the gate error probability

occurring in the non-fault tolerant encoding circuits.

We address this problem by proposing the ‘encoderless’ quantum code, which replaces

the encoder circuit by a fault-tolerant single-qubit gate arrangement. As a further

benefit, in contrast to state preparation techniques, our encoderless scheme requires

no prior knowledge of the input information, therefore realistic unknown states can be

encoded fault-tolerantly. Our encoderless quantum code delivers a frame error rate that

is three orders of magnitude lower than that of the corresponding scheme relying on a

non-fault-tolerant encoder, when the gate error probability is as high as 10−3.

Next, we consider two practical applications of fault-tolerant QECCs, in quantum com-

munication protocols; Quantum teleportation allows an unknown quantum state to be

transmitted between two separated locations. To achieve this the system requires both

classical and quantum channel, for communicating a pair of classical bits and an en-

tangled quantum bit from the transmitter to the receiver. It is commonly assumed in

the literature that both channels are error free, even though under realistic conditions

this is unlikely to be the case. Hence we propose and investigate a secure and reliable
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quantum teleportation scheme, when both the classical and quantum channels exhibit

errors. It is found that both the security and reliability of the teleportation may be

improved, when powerful turbo codes are employed.

Finally, we quantify the fault-tolerance improvements attained by a [4, 2, 2] error detec-

tion code in IBM’s open-access devices. Up to 100 logical gates are activated in the

Ibmq Bogota and Ibmq Santiago devices and we found that a [4, 2, 2] code’s logical gate

set may be deemed fault-tolerant for gate sequences larger than 10 gates. However, cer-

tain circuits did not satisfy the fault tolerance criterion. In some cases the encoded-gate

sequences show a high error rate that is lower bounded at ≈ 0.1, whereby the error

inherent in these circuits cannot be mitigated by classical post-selection. A comparison

of the experimental results to a simple error model reveal that the dominant gate er-

rors cannot be readily represented by the popular Pauli error model. Finally, it is most

accurate to assess the fault tolerance criterion when the circuits tested are restricted to

those that give rise to an output state with a low dimension.



Declaration of Authorship

I, Rosie Cane, declare that the thesis entitled Fault-Tolerant Quantum Stabilizer

Codes for Improving the Fidelity of Transversal CNOT Gates and the work

presented in it are my own and has been generated by me as the result of my own original

research. I confirm that:

• This work was done wholly or mainly while in candidature for a research degree

at this University;

• Where any part of this thesis has previously been submitted for a degree or any

other qualification at this University or any other institution, this has been clearly

stated;

• Where I have consulted the published work of others, this is always clearly at-

tributed;

• Where I have quoted from the work of others, the source is always given. With

the exception of such quotations, this thesis is entirely my own work;

• I have acknowledged all main sources of help;

• Where the thesis is based on work done by myself jointly with others, I have made

clear exactly what was done by others and what I have contributed myself;

• Parts of this work have been published as: [1, 2, 3].

Signed: ................................................ Date: ................................................





Acknowledgements

First of all, I would like to wholeheartedly thank my supervisors Professor Lajos Hanzo

and Professor Soon Xin Ng (Michael) for their continuous support and patience through-

out the completion of this PhD. I would also like to thank Dr Daryus Chandra, without

his kindness and creativity this work would not have been possible. In addition, I would

like to extend my gratitude to Mr Yifeng Xiong, Mr Wanwan Xie, and all the members

in the Next Generation Wireless Research Group who have inspired and encouraged me

throughout this process. I would also like to acknowledge the use of the IRIDIS High-

Performance Computing Facility and IBM Quantum services for this work. Finally, I

am indebted to the Engineering and Physical Sciences Research Council for providing

the financial support that has made this thesis possible.

ix





List of Publications

Accepted Publications:

1. R. Cane, D. Chandra, S. X. Ng, and L. Hanzo, “Mitigation of decoherence-

induced quantum-bit errors and quantum-gate errors using steane’s code,” IEEE

Access, vol. 8, pp. 3693-–83709, 2020.

DOI: 10.1109/ACCESS.2020.2991802.

2. R. Cane, D. Chandra, S. X. Ng, and L. Hanzo, “Gate-error-resilient quantum

steane codes,” IEEE Access, vol. 8, pp. 79346-–179362, 2020.

DOI: 10.1109/ACCESS.2020.3027638.

3. R. Cane, W. Xie and S. X. Ng, ““Turbo-coded secure and reliable quantum

teleportation,” IET Quantum Communication, vol. 1, 2020.

In Review:

4. R. Cane, D. Chandra, S. X. Ng, and L. Hanzo, “Experimental Characterization of

Fault-Tolerant Circuits in Small-Scale Quantum Processors,”IEEE Access, 2021.

xi





Contents

Abstract v

Declaration of Authorship vii

Acknowledgements ix

List of Publications xi

List of Symbols xvii

List of Abbreviations xxi

1 Introduction 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Brief Historical Perspective . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2.1 Fault-Tolerant QECC . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2.2 Experimental Current-Day QECC . . . . . . . . . . . . . . . . . . 3

1.3 Structure of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.4 Novel Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2 Quantum Information Processing and Gate Error 13

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.2 Qubits and Quantum Measurement . . . . . . . . . . . . . . . . . . . . . . 14

2.2.1 The Qubit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.2.2 Quantum Measurement . . . . . . . . . . . . . . . . . . . . . . . . 15

2.2.3 Pure and Mixed Quantum States . . . . . . . . . . . . . . . . . . . 17

2.2.4 Multi-Qubit Systems . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.3 Quantum Gates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.3.1 The Pauli Group . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.3.2 The CNOT gate . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.3.3 Other Gate Sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.4 Quantum Gate Error in a Pauli Channel . . . . . . . . . . . . . . . . . . . 22

2.4.1 The Depolarizing Channel . . . . . . . . . . . . . . . . . . . . . . . 22

2.4.2 Single Qubit Gate Error . . . . . . . . . . . . . . . . . . . . . . . 23

2.4.3 CNOT Gate Error . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3 Fault-Tolerant Quantum Error Correction 25

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

xiii



xiv CONTENTS

3.2 Quantum Error Correction Codes . . . . . . . . . . . . . . . . . . . . . . . 26

3.2.1 Stabilizer Codes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.2.2 Repetition Code . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.2.3 Steane Code . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.2.4 Non-Destructive Operator Measurement . . . . . . . . . . . . . . 30

3.2.5 Stabilizer Measurements and Arbitrary Input States . . . . . . . . 32

3.3 Fault-Tolerant Circuit Design . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.3.1 Error Proliferation . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.3.2 Error Proliferation by CNOT Gates . . . . . . . . . . . . . . . . . 36

3.3.3 Definition of Fault-Tolerant QECC . . . . . . . . . . . . . . . . . 37

3.3.4 Example: Fault-Tolerant Stabilizer . . . . . . . . . . . . . . . . . 38

3.3.5 Superimposed State Preparation . . . . . . . . . . . . . . . . . . . 40

3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

4 Quantum-Gate Errors in Transversal CNOT Gates 43

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4.2 QECC Mitigates Quantum Gate Errors . . . . . . . . . . . . . . . . . . . 46

4.2.1 Transversal Gates . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

4.2.2 Processing QECC-Information by Logic Gates . . . . . . . . . . . 47

4.3 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

4.3.1 Frame-Error-Rate . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

4.3.2 Quantum Channel Model . . . . . . . . . . . . . . . . . . . . . . . 50

4.3.3 Simulation Assumptions . . . . . . . . . . . . . . . . . . . . . . . . 51

4.4 Frame Error Rate Bounds . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

4.4.1 Evaluation of Repetition Coding . . . . . . . . . . . . . . . . . . . 52

4.4.2 Repetition Code Results . . . . . . . . . . . . . . . . . . . . . . . . 54

4.4.3 Transversal CNOT Gate Protected by Steane’s Code . . . . . . . . 57

4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

5 Gate-Error-Resilient Quantum Steane Codes 61

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

5.2 Encoderless QECC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

5.2.1 Encoderless Repetition Code . . . . . . . . . . . . . . . . . . . . . 64

5.2.2 Encoderless Transversal CNOT Gate . . . . . . . . . . . . . . . . . 67

5.3 FER without Encoder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

5.3.1 Two Simultaneous Hadamard Gate Errors . . . . . . . . . . . . . . 69

5.3.2 Two Simultaneous CNOT Gate Errors . . . . . . . . . . . . . . . . 69

5.3.3 Simultaneous CNOT Gate and Hadamard Gate Error . . . . . . . 70

5.4 Encoderless Steane Code . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

5.4.1 Further Improvements . . . . . . . . . . . . . . . . . . . . . . . . . 75

5.4.2 Simulation Results & Discussions . . . . . . . . . . . . . . . . . . . 75

5.5 State Preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

5.5.1 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

5.5.2 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . 82

5.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

6 Turbo-coded Secure and Reliable Quantum Teleportation 87



CONTENTS xv

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

6.2 Teleportation over Perfect Channels . . . . . . . . . . . . . . . . . . . . . 89

6.3 Teleportation over Imperfect Classical Channel . . . . . . . . . . . . . . . 91

6.3.1 Bit-Error-Ratio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

6.3.2 Classical Turbo Coded Teleportation . . . . . . . . . . . . . . . . . 93

6.4 Teleportation over Imperfect Quantum and Classical Channels . . . . . . 94

6.4.1 Quantum Depolarizing Channel . . . . . . . . . . . . . . . . . . . . 94

6.4.2 TC-Teleportation over Imperfect Quantum Channel . . . . . . . . 95

6.5 Quantum Turbo Coded Secure Teleportation . . . . . . . . . . . . . . . . 97

6.5.1 Secure and Reliable Teleportation . . . . . . . . . . . . . . . . . . 98

6.5.2 Secure Error Ratio Threshold with QTC . . . . . . . . . . . . . . . 100

6.5.3 Reliable Quantum Teleportation . . . . . . . . . . . . . . . . . . . 102

6.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

7 Experimental Characterization of Fault-Tolerant Circuits 105

7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

7.1.1 State-of-the-Art Experiments . . . . . . . . . . . . . . . . . . . . . 107

7.2 Experiment Design Using the [4,2,2] Code . . . . . . . . . . . . . . . . . . 108

7.2.1 Quantum Fault-Tolerance Criterion . . . . . . . . . . . . . . . . . 108

7.2.1.1 Fault Tolerant Circuit Design . . . . . . . . . . . . . . . . 108

7.2.1.2 Criterion for Small-Scale Experiments . . . . . . . . . . . 110

7.2.2 Experiments Relying on Open Quantum Software . . . . . . . . . 111

7.2.3 Post-Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

7.2.4 [4,2,2]-Encoded State Preparation . . . . . . . . . . . . . . . . . . 114

7.2.5 Encoded Gates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

7.3 Circuit Error Rate Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . 117

7.4 Experimental Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

7.4.1 Error Rate Associated with a Single Parameter . . . . . . . . . . . 119

7.4.2 Encoder Gate Error . . . . . . . . . . . . . . . . . . . . . . . . . . 119

7.4.3 Circuit Gate Error . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

7.5 IBMQ Experimental Results Associated with a Simple Error Model . . . 121

7.5.1 Trace Distance Bounds . . . . . . . . . . . . . . . . . . . . . . . . 121

7.5.2 Experiment 1: Reduced Gate Set . . . . . . . . . . . . . . . . . . . 123

7.5.3 Experiment 2: Single Gate . . . . . . . . . . . . . . . . . . . . . . 126

7.5.4 Experiment 3: Full Gate Set . . . . . . . . . . . . . . . . . . . . . 128

7.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

8 Summary and Future Research 131

8.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

8.2 Future Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

9 Appendix 137

9.1 Deriving the Steane Encoded Logical State . . . . . . . . . . . . . . . . . 137

9.2 Density Matrix in terms of Pauli Matrices . . . . . . . . . . . . . . . . . . 138

9.3 Coherent Error Insertion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

9.4 Other Encoded States . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

Bibliography 143





List of Symbols

|ψ⟩ General qubit

|ϕ1⟩ Control qubit

|ϕ2⟩ Target qubit

|ψ′⟩ Error corrupted qubit state

|ψ⟩ Encoded state

|ψ̃⟩ Input state to the encoderless scheme

[n, k, d] Quantum Stabilizer code with parameters n, k and d

α, β General probability amplitudes

C1 Pauli group

C2 Clifford group

C3 Quantum C3 gate group

D D-dimensional quantum system

d Minimum distance

D Number of components in circuit

Du,c Experimental uncoded and coded error rate

E Correctable error

E(.) Quantum channel

E Quantum hardware

ϵ1 Single gate error

ϵ2 Two-qubit gate error

EM Total measurement error

EP Total gate error rate

EE Encoder error rate

ηi i-components FER scalar

η̃i Corrected i-components FER scalar

ξ Depolarizing channel probability

FER3 FER, circuit block output

GN N -qubit Pauli group

H Hadamard gate

hr Rayleigh fading channel coefficient

I Classical simulator

xvii



xviii CONTENTS

J Individual operators in the channel

k Number of information qubits

K Arbitrary stabilizer

L Gate sequence length

m Transmitted classical bit

m̃ Received classical bit

Mi Measurement operator

M Measurement circuit element

N Number of qubits

N c Classical bits transmitted

N c
ϵ Number of erroneously received classical bits

N q Number of teleported qubits

N q
ϵ Number of erroneously teleported qubits

N0 Variance of the AWGN

n Number of physical qubits

p(.) Probability of .

Pj Pauli group for the jth qubit

p Probability of a component error

Pg Gate error probability

Pe Channel flip probability

Pth Gate error rate threshold

Pt Transmit power

P qe Quantum secure error probability for teleportation

pu,ci Ideal probability distribution

p̃u,ci Experimental probability distribution

P Error rate of physical circuit block

pu,c Theoretical error rate of the uncoded and coded circuit block

Pm Qubit measurement error

q0 Physical qubit with index 0 in quantum register

Q0 Logical qubit with index 0 in quantum register

R Total number of circuit outputs

R Quantum code rate

R Error recovery

S Quantum S gate
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Chapter 1

Introduction

1.1 Motivation

In the last few years, there have been vast leaps in the practical realisation of quantum

computers, with both academia and industry demonstrating a variety of advances in the

control, quality and number of programmable qubits [4]. The ever-increasing activities

of the field have produced devices processing in excess of 50 qubits, by companies such

as Google [5], IBM [6], Rigetti [7] and Ionq [8] along with many smaller devices that are

publicly available to the general research community. As the field evolves, these devices

will have the capability to implement fully-fledged quantum algorithms with longer gate

sequences. Within this framework, a fault-tolerant QECC is needed for mitigating the

accumulated component errors in a large-scale quantum circuit. Therefore, characteriz-

ing QECC’s in new hardware can shed light on the device fidelity that will lead to the

realisation of large-scale quantum algorithms.

For a QECC to be fault-tolerant the circuits used for encoding, decoding and error cor-

rection must not introduce more errors than the code can correct since the gates of these

circuits are imperfect, a single qubit error of a gate can proliferate through subsequent

two-qubit gates that may overwhelm the codes’ error correction capability. Hence, an

encoding circuit built from a large number of realistic noisy gates may introduce too

many errors at the start of the computation, making it impossible to achieve an over-

all coded error rate improvement. Fault-tolerant circuit design aims for mitigating the

fundamental component errors inherent in QECC’s. Therefore, to assess if a QECC is a

viable method of improving the fidelity of a quantum algorithm, the additional circuitry

used for implementing the QECC must be designed to be fault-tolerant.

In a fault-tolerant circuit, an error arising from a single component will not overload

the QECC, hence incurring zero logical errors after an error-correction step [9, 10]. By

contrast, a qubit error introduced by an individual gate of a non-fault-tolerant circuit

1



2 Chapter 1 Introduction

can be proliferated to a larger number of errors by the application of noiseless successive

gates. This is a consequence of the reversibility of quantum gates, where the dimension

of the input and output of the gate are the same. For example, the quantum Controlled-

NOT (CNOT) gate takes the two-qubit state |xy⟩ as its input and outputs the two-qubit

state |yz⟩, where z ≡ (x XOR y) [11]. Therefore, if the control qubit contains a bit-

flip error, the output state has two bit-flip errors. In other words, this has the effect

of introducing an increased number of qubit errors into the circuit. Therefore, in a

highly connected circuit a single qubit error may overwhelm a QECC’s error correction

capability.

1.2 Brief Historical Perspective

1.2.1 Fault-Tolerant QECC

1956 • Von Neuman defined fault-tolerant classical computers [12]

1994 • Shor’s factoring algorithm [13]

1996 • Shor’s pioneering contribution to realize a fault-tolerant QECC model
[10]

1996 • Fault-tolerant state preparation, error correction and measurements
[14, 15, 16, 17]

1997 • Threshold theorem proves an achievable component error rate p < Pth
[18, 14, 15, 19]

1997 • Kitaev’s Toric code is a pre-cursor to surface codes [20]

1999 • Fault-tolerant non-Clifford gates [10, 21, 22]

2002 • Surface codes as quantum memory [23]

2004 • Magic state distillation becomes an efficient way of achieving
universality [24]

2007 • Raussendorf and Harrington conceive universal gate set for surface
codes [25, 26]

2008 • 3D Colour codes with a transversal T gate [27]

2013 • Universal gate set using gauge fixing [28]

Table 1.1: History of Theoretically Fault-Tolerant QECC.

There has been substantial progress in QECC since its inception by Shor in 1995, where

he conceived the 1
9 -rate code [29]. This was based on the repetition code, and has

the ability to correct both bit and phase-errors. Shor’s code motivated the design of

Calderbank-Shor-Steane (CSS) codes [30, 31], which exploit the properties of classical

linear block codes, providing a more general framework to correct both bit and phase-

errors than Shor’s code. As a further development, using the [7, 4, 3] Hamming code the
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1
7 -rate Steane code was devised, which can correct a single arbitrary qubit error [31].

This code rate was then further improved in [32, 33], showing that a 1
5 -rate code was the

shortest possible codeword length capable of correcting a single qubit error. Gottesman

then outlined the quantum stabilizer code formalism in his PhD thesis [34] for providing

a general framework for capable of further improving the efficiency of QECCs [35]. The

benefit of quantum stabilizer codes is that their construction is not restricted to CSS

codes, therefore its inception sparked the development of a wide variety of QECC’s (see

[36]).

A fault-tolerant quantum circuit must be able to cope with both gate errors as well as

proliferated errors. Gate error may impose a qubit error on the circuit, while a perfect

gate may still propagate a qubit error. Another scenario is that a poorly located and

inaccurate gate will be subjected to both qubit error and error proliferation at the same

time. The invention of fault-tolerant QECCs in [14, 15, 16, 17] addressed this issue by

re-thinking the construction of the traditional quantum coding circuits so that single

gate errors do not overwhelm the QECC. The work of Aharonov and Kitaev prove

that a gate error rate threshold can be found [18, 14, 15, 19] below which the QECC

provides improvements to the logical accuracy of a quantum computation. Moreover,

when the components of a quantum processor operate below the gate error threshold,

fault-tolerant quantum computation is indeed achievable.

The seminal conception of fault-tolerant QECC’s by Shor [10] combined with the thresh-

old theorem of Aharonov and Ben-Or [18] provided a proof of concept that quantum

computers may execute a quantum algorithm to a reasonable accuracy despite imperfect

components. However, such schemes were still impractical because the circuit construc-

tion relies on the assumption that there is no restrictions on qubit interactions. Unfor-

tunately, this makes such schemes impractical to implement in hardware. This gave rise

first to the Toric code of Kitaev [20] and later to Topologcial codes [23]. These schemes

assume a lattice configuration of the qubits, which have interactions amongst the near-

est neighbour qubits only. This makes the design of the hardware straightforward and

therefore topological constructions have become the most popular methods of practical

QECC implementations [37, 38]. The Gottesman-Knill theorem [39, 40] shows that the

Clifford gates can be simulated classically [40]. Moreover, there is no code relying on

a universal transversal gate set [41, 42]. Magic state distillation is an efficient way of

implementing gates within a full gate set [24]. Raussendorf and Harrington [25] also

proposed a universal gate set for topological codes by using CNOT gates with magic

state distillation [26].

1.2.2 Experimental Current-Day QECC

Now that quantum processors are accessible, the development of powerful QECC’s can

be based upon experimental results and capable of correcting device specific errors.
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2012 • 1
3 -repetition code in superconducting qubits without stabilizers [43]

2013 • Demonstration of a two-qubit gate in superconducting qubits with
fidelity measured via randomized benchmarking finding gate error
thresholds [44]

2014 • GHZ states using a 5-qubit device [45, 46, 47]

2015 • Two parity measurements comprising the stabilizers of the 1
3 -repetition

code in 5 qubit superconducting qubits [48]

2015 • 1
5 and 1

9 -rate repetition code with error detection and correction in
classical post-processing [49]

2015 • Error detection in a two-qubit Bell state by measuring the Z1Z2 and
X1X2 parities with one round of error correction [50]

2016 • Testing entanglement in IBMQ 5-qubit device [51]

2016 • Non-fault-tolerant error-corrected Rabi oscillation across a logically
encoded qubit using a distance-two surface code [52]

2016 • Error detection relying on weight-four parity measurements [53]

2017 • 1
3 and 1

9 -qubit repetition code in current-day hardware [54]

2017 • Repetition code with protection against bit-flip errors on 16 qubits [55]

2017 • Manipulations of a logical qubit encoded in cat states using transmon
qubits, where the logical operations in encoded qubits are characterised
by process tomography [56]

2017 • Preparation of logical qubits using the [4,2,2] code [57]

2018 • Error reduction techniques compared in IBMQ and Rigetti devices [58]

2018 • Gottesman’s criteria of [59] using the [4,2,2] code [60, 61, 62, 63]

2019 • Measuring Bell state fidelity [64]

Table 1.2: History of Experimental QECCs.

The fast development of prototype quantum devices has opened up a growing field of

research on experimental QECC, as seen in Table. 1.2. Early demonstrations of two-

qubit gates [44] paved the way for experiments of entangled two-qubit states in 5-qubit

devices [45, 46, 47], along with further advances in testing the entanglement fidelity in

small devices [51, 64]. There have been numerous examples of successful experiments

demonstrating the repetition code. This includes the 1
3 -repetition code with and without

stabilizer measurements [43, 48], as well as the 1
9 -repetition code [49, 54] and even 1

16 -

repetition code [55]. The [4, 2, 2] code was recommended in [59] as a starting point for a

experimental demonstrations of fault-tolerant QECC. Much work has been undertaken in

this line of research, showing that small devices satisfy a simple fault tolerance criterion

under certain conditions [60, 61, 62, 63].

There are a number of QECCs that may be suitable for fault-tolerant gates sequences at

the current State-of-the-Art (SoA) hardware such as the 5-qubit code [33], the 7-qubit
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Figure 1.1: 5-qubit Ibmq Santi-
ago device layout [6].
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Figure 1.2: 7-qubit Ibmq
Casablanca device layout [6].

Steane code [31], topological codes [65] or the 9-qubit Shor code [29]. Fault-tolerant

versions of these codes are prevalent (see [66, 10]) but since quantum hardware is still in

its infancy, the functionality and architecture of the current-day device will determine

which of the above schemes can be tested. The requirements of a quantum processor to

successfully implement a QECCs experimentally are:

• Sufficient number of available qubits. Fault-tolerant versions of a QECC

often require many more qubits than just those used for encoding the logical qubit

[67, 66, 10]. These overheads increase rapidly due to the need for multiple error

correction iterations and ancilla check measurements. Therefore, in addition to

the redundant qubits required for encoding a logical qubit, the scale of the device

must be sufficiently large to provide extra qubits for fault-tolerant error correction

and detection operations.

• Qubit Connectivity. Figure 1.1 and Figure 1.2 show the device layout for the

IBM Quantum (IBMQ) 5-qubit Ibmq Santiago the 7-qubit Ibmq Casablanca de-

vices [6]. These devices have a general qubit layout with certain two-qubit con-

nections in a two-dimensional architecture. The general architecture of the de-

vice determines the possible placement of two-qubit gates in the physical circuit.

For example, in Figure 1.1, a CNOT gate is possible between qubits in locations

q0 → q1 but it is not possible between q0 → q4. Therefore, in addition to a suffi-

cient number of available qubits, the circuit which applies the QECC in a proposed

experiment must also be capable of accommodating the qubit device layout.

• Quantum measurements mid-computation. Methods that apply an error

correction sub-routine typically require the measurement of a stabilizer or par-

ity check operation to detect the error. Then the outcome of this measurement

successively applies the necessary error correction regime. Therefore, to imple-

ment a typical measurement-based QECC, the device must have the capability to

make a measurement of certain qubits mid-computation. then the outcome of this

measurement must become the input of a classically-controlled quantum gate.
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• Highly connected device layout. Schemes that apply measurement-free error

correction require a highly connected device layout with multiple two-qubit gate

connections to each qubit. This will enable the code word qubits have nearest-

neighbour connections with multiple ancilla qubits. The ancilla qubits (sometimes

called auxillary qubits) refer to any additional qubits that are required to carry out

a computational task. More formally, the state of an ancilla qubit is not related

to that of the information qubits. Most often ancilla qubits are initialized to |0⟩.

• Multiple ancilla qubits that can be re-initialized. Error correction routines

are supported by many ancilla qubits. So that the device architecture does not

demand a disproportionate amount of connections to code word qubits, it may be

most efficient if ancilla qubits can be reinitialized multiple times during a circuit

execution.

Fortunately, these features are theoretically realisable and there is rapid progress ex-

panding the capabilities of SoA devices. This shows promise that a fully fault-tolerant

implementation of a QECC may be possible in the near future1. However, in light of

these limitations, there is a growing field of research looking to implement optimized

quantum algorithms and simulations that achieve a quantum advantage without error

correction procedures. This is known as Noisy-Intermediate-Scale-Quantum comput-

ing, or the NISQ approach [38]. The aim of this field of research is to perform useful

quantum computations directly using uncoded noisy components in order to make the

most of the current-day quantum resources that are available. NISQ algorithms rely

on quantum simulations, whereby the experimentally controlled quantum hardware is

used for simulating a physics problem that is hard to simulate classically [69, 70, 71].

Another example of a NISQ algorithm is constituted by the family of general gate-based

algorithms that processes a calculation. This includes rudimentary demonstrations of

traditional quantum algorithms, such as the Deutsch–Jozsa, the Grover and the Shor

algorithms [72, 73]. Furthermore, hybrid quantum-classical algorithms have been de-

veloped, such as the variational quantum eigensolver (VQE), which solves certain clas-

sical optimization and quantum chemistry problems [74, 75]. Another example is the

Quantum-Approximate-Optimization-Algorithm (QAOA) [76, 77] which applies a quan-

tum machine learning approach to data processing tasks .

Therefore, before the full power of a fault-tolerant error corrected quantum computer is

available, NISQ algorithms may provide the proof-of-concept for devices with a ‘quan-

tum advantage’. Therefore, the devices in question are capable of outperforming a large

classical computer for certain tasks. This has already been shown using less than 100

qubits [78]. Google have recently shown their Sycamore device [5] is capable of solving

1For example, one of the forthcoming developments in IBMQ devices is the enhanced feature of
dynamic quantum circuits, whereby the periodic measurement of a subset of qubits can be carried out
repeatedly during the operation of a circuit [68].
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a problem faster than their best classical simulation. Explicitly, this experiment demon-

strated the sampling of random circuits performed on a 53 qubit processor, showing

that within certain hardware constraints quantum advantages can be indeed be mea-

sured [79, 80, 81]. With so many fast-moving advances in the field and growing interest

from industry, the major technical leaps forward in the development of prototype quan-

tum hardware indicates that error corrected fault-tolerant qubits are just around the

corner. The roadmap of experimental QECCs will become clear within the next few

years. With these advances, the quest to realize the full promise of quantum compu-

tation will be within reach, and the demonstration of an error corrected fault-tolerant

circuit are expected to be central to this discovery [82, 83].

1.3 Structure of the Thesis

Quantum Information

Fault Tolerant QECC

Problem: FT Logic Gates

Ch 2

Solution: Encoderless QECC

Ch 3

Ch 4

Ch 5

[1]

[2]

QECC Enhanced Teleportation
Ch 6 [3]

IBMQ Expeirmental QECC
Ch 7

Practical

Published

In Review

Theoretical

Transmission: Computing:

Background

Figure 1.3: Structure of this thesis.

The structure of this thesis is organised as follows, which is also summarized in Fig-

ure 1.3.

• Chapter 2 provides a general introduction to the basic components required for

a full quantum circuit. First, the basic unit of quantum computing, the qubit,

is introduced in Section 2.2. Then the method to read out the information in a

qubit, namely quantum measurement, is detailed in Section 2.2.2. Some popular
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quantum gates are presented in Section 2.3, providing a method of processing the

information stored in the qubit register. Finally, quantum gate error and quan-

tum Pauli error channels are considered in Section 2.4, completing the necessary

foundations before introducing QECCs in the next chapter.

• InChapter 3, first the basics of QECC and quantum stabilizer codes are explained

in Section 3.2. Following from the discussion in Section 1.2.1, general stabilizer

codes are introduced in Section 3.2.1. Within this context the [3, 1, 3] repetition

code is described in Section 3.2.2, the [7, 1, 3] Steane code in Section 3.2.3. The

method of error detection and correction used in QECCs, namely the so-called

stabilizer measurements are described in Section 3.2.4, focusing on the circuit im-

plementation. The second half of Chapter 3 defines the method of transforming

QECC circuits to fault-tolerant architectures. Fault-tolerant circuit design is de-

fined in Section 3.3. Then the motivation of designing fault-tolerant circuits is

described in detail in Section 3.3.1. Then in Section 3.3.2 the phenomenon of error

proliferation in circuits is explained. Fault-tolerant circuits are defined in Sec-

tion 3.3.3, outlining the specifications that QECCs must meet in order to correct

all device errors that occurs in a quantum processing task. Finally, in Section 3.3.4

and Section 3.3.5 a detailed example of a fault-tolerant stabilizer measurement is

defined, which is a crucial concept for any fault-tolerant QECC. This follows from

the work cited in [14, 15, 16, 17] in Table 1.1 (1996).

• In Chapter 4 the simulation results of encoded transversal gates are presented.

Transversal gates apply logical operations to encoded states. In Section 4.2 the

transversal gate model is defined. Then, the theory of processing information

stored in logical qubits is discussed in Section 4.2.2, also found in [14, 15, 16, 17]

as seen in Table 1.1 (1996). The system model and simulation parameters are

presented in Section 4.3. Then, various FER bounds are derived in Section 4.4

for repetition-encoded transversal CNOT gates and for the Steane code in Sec-

tion 4.4.3. It is concluded in Section 4.5 that the gate errors inherent in the

encoding circuit may become proliferated to an uncorrectable number of qubit er-

rors, which imposes a high error-floor after error correction. These results confirm

the theory presented in Chapter 3 and lead to a problem statement to be solved

in Chapter 5.

• In Chapter 5 a solution to the impediments of non-fault-tolerant encoding cir-

cuits, is presented namely the so-called ‘encoderless’ codes. First the design of

encoderless QECCs is introduced in Section 5.2 for both the repetition code as

well as the Steane code. The scheme is described analytically in Section 5.3 and

Section 5.4. Then the results of our simulations characterizing imperfect gates are

presented in Section 5.4.2. Finally, our encoderless scheme is extended to state

preparation protocols in Section 5.5, where the qubit decoherence probability and

gate error probability bounds are derived.
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• In Chapter 6 we present the first of two practical applications of fault-tolerant

QECCs. This outlines a secure and reliable transmission protocol referred to as

quantum teleportation. Quantum teleportation is a communication protocol which

exchanges the location of a qubit using quantum entanglement and a classical

transmission. First, quantum teleportation over ideal channels is described in Sec-

tion 6.2, while teleportation over imperfect channels is investigated in Section 6.3

and Section 6.4. A secure teleportation scheme is proposed and investigated in

Section 6.5, then our conclusions are offered in Section 6.6.

• In Chapter 7 we present our experimental results obtained using small-scale de-

vices available from IBMQ. This work follows from that in [60, 61, 62, 63, 57]

and Gottesmans criteria [59] as seen in Table 1.2 (2017-18). First, a fault tol-

erance criterion is defined for our experiments using SoA quantum processors in

Section 7.2.1. This is followed by Section 7.2.2, where our IBM-computer experi-

ments are described. Then the [4, 2, 2] code is presented in Section 7.2.4, along with

circuit models as well as a method of extracting the relevant error rate metrics.

In Section 7.4 we define a simple Pauli-gate error model characterized by its gate

and measurement error parameters. Finally, in Section 7.5 this model is compared

to the experimental results of the [4, 2, 2]-encoded gate sequences, followed by our

conclusions.

1.4 Novel Contributions

Against the above background, QECCs must guard against both gate errors and qubit

decoherence errors inherent in the encoding, decoding and error correction circuits. It

was found that a fault-tolerant circuit design is necessary for reducing the error rate

below a certain limit, which is lower-bounded by the gate error rate. Nevertheless, qubit

decoherence errors are efficiently mitigated by transversal gate architectures. This work

follows from the theory in [66, 84] as well as the simulation results found in [85]. The

novel contributions in [1] are presented in Chapter 4 as follows:

1. The nature of both quantum gate errors and of error proliferation are reviewed and

the application of QECCs in these scenarios is explored. We will demonstrate that

the transversal gate architecture is capable of reducing the gate error probability.

2. We characterize the effects of the propagation of a single gate error in basic QECC

encoding circuits and show that a non-fault-tolerant encoding circuit can still pro-

vide a Frame-Error-Ratio improvement in conjunction with the fault-tolerant transver-

sal CNOT gate scheme of Figure 4.2
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3. We present a channel model capable of characterizing both gate errors and indi-

vidual qubit errors. Finally, the attainable FER improvements are quantified for

the transversal CNOT gate using Steane’s [7, 1, 3] code.

Based on these conclusions, it was necessary to encode quantum information in a way

which circumvents traditional encoding circuits. The ‘encoderless’ scheme provides a

solution to this problem. The concept is comparable to traditional state preparation

techniques, which apply a stabilizer measurements in order to prepare a known logical

state. Recent work in this area includes [86, 87, 88]. However, our scheme offers the

extra benefit that any unknown state can be encoded, akin to the non-fault-tolerant

encoding circuit. Additionally, this specification only requires a few extra single qubit

gates. Our novel contributions [2] in Chapter 5 are:

1. We propose a technique of preparing the n-qubit encoded version of a k-qubit quan-

tum state using imperfect quantum logic gates that are prone to the deleterious

effects of decoherence both in repetition codes and in Steanes codes. This scheme

has the added benefit that it does not require prior knowledge of the information

to be encoded. We demonstrate if provided the gate error probability is below a

certain threshold, a reduced gate error probability is attained.

2. Our solution is capable of encoding quantum information without the need for

encoding circuits, which are inherently error-prone. We achieve this ambitious

objective by proposing an additional syndrome decoding step, which prepares a code

space containing the same legitimate codewords. This ‘encoderless’ scheme relies

on a fault-tolerant circuit and as a further benefit, it requires fewer gates than the

family of common state preparation techniques [66, 9, 88].

3. Using the proposed ‘encoderless’ scheme, upper bounds of the qubit decoherence

probability and gate error are derived that define the conditions of constructing an

output state having an error rate of 10−5.

Most simulations of quantum teleportation assume a perfect classical channel. How-

ever, to derive the benefit of QECC in a practical transmission scenario it is necessary

to simulate the combination of the effects of classical coding alongside the enhanced

quantum channel. Additionally, the optimisation of quantum resources is necessary for

a secure and reliable application of Quantum Turbo Codes (QTC) [89, 90] in support

of teleportation. Teleportation has been widely considered for applications in secure

communication and quantum networking, where only the quantum channel is assumed

to be imperfect [91, 92, 93, 94, 95]. In this work we consider the effect of an imperfect

classical channel on the quantum states transmitted. The novel contributions of [3] are

presented in Chapter 6 as follows:
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1. A practical teleportation scheme is investigated, where both the classical and quan-

tum channels exhibit errors. It is shown that classical TCs improve the reliability

of teleportation.

2. Reliable teleportation with the aid of TC and QTC. QTC improves the security

of teleportation by increasing the difference between the QBER in the absence and

presence of an eavesdropper. Secure teleportation using QTC is combined with

Quantum-Secure-Direct-Communication (QSDC), capable of providing an uncon-

ditionally secure quantum channel.

Finally, we investigate the [4, 2, 2]-encoded gate sequences using the IBM Quantum ser-

vices. Implementing small-scale QECC experiments in newly available devices provides

a straightforward method of verifying that the QECC is constructed of fault-tolerant

circuits according to the most realistic noise model in comparison to a result obtained by

simulations. Moreover, this might allow us to asses a QECC’s potential of enhancing a

quantum algorithm without requiring large-scale classical simulations that meet a set of

assumptions about the noise model. Previous characterizations of the [4, 2, 2] code have

shown error rate improvements for certain gate sequences [96, 57, 63, 97]. Vuillot demon-

strated [60] that error-rate improvements can be attained when the highest-quality pair

of qubits on the device are targeted. In addition, Wilsch et. al. compared various devices

in [61] showing that the fault-tolerance criterion was only satisfied when certain types

of underlying errors are present in the hardware. Our novel contributions presented in

Chapter 7 are:

1. Using open-access IBMQ experiments, we show that the [4, 2, 2] code’s state prepa-

ration and its encoded logical gates satisfy a fault tolerance criterion for certain

logical gate sequences, where the uncoded physical two-qubit gate count is lower

than that of its coded counterpart.

2. Our experimental results are compared to a simple error model having a small

number of parameters for characterizing this QECC, which indicate the pivotal

role of fault-tolerant designs in practical circuit construction.

3. We observe that the QECC scheme is highly sensitive to errors close to the input of

the circuit as well to qubit preparation errors that are proliferated by the encoding

circuit. We demonstrate that the fidelity of the Hadamard gate used for initializing

the encoded state will lower-bound the error rate performance of the coded scheme,

when the CNOT gate error is mitigated by post-selection.

4. Our results demonstrate that the trace distance measure only constitutes a reliable

metric for certain QECC experiments, where the dimension of the ideal output is

the same for all the sampled circuits. Stipulating this idealized experimental con-

dition is necessary in order to maintain a consistent interpretation of the results.
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Figure 2.1: The outline of this thesis with the highlight of Chapter 2.

2.1 Introduction

In this chapter we will introduce the basic components of a quantum circuit. To be-

gin, we introduce the qubit in Section 2.2, providing a description of the basic unit

of quantum computing. Then quantum measurements are explained in Section 2.2.2,

which constitute the method of reading out the information stored in the qubit. Next,

we will describe some of the popular quantum gates in Section 2.3, which process the

information stored in the qubit register. Using these three fundamental concepts a basic

13
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quantum circuit can be constructed. We round off this chapter in Section 2.4, by the

portrayal of quantum gate errors and quantum Pauli error channels, used for modelling

the quantum circuit in a realistic noisy scenarios.

2.2 Qubits and Quantum Measurement

2.2.1 The Qubit

Figure 2.2: The Bloch Sphere representation of a qubit.

The basic unit of quantum computing is the quantum bit (qubit) defined by the vector

|ψ⟩ = α|0⟩+ β|1⟩ =
(
α

β,

)
(2.1)

where α, β ∈ C and

|α|2 + |β|2 = 1, (2.2)

where |ψ⟩ is described using the so-called Dirac notation [9, 98, 99, 36]. The formalism

is termed as |.⟩ denotes the ket vector and ⟨.| is the corresponding bra vector. Therefore,

the state in Eq. (2.1) has the row vector ⟨ψ| =
(
α∗ β∗

)
, where ∗ indicates the complex

conjugation of the coefficients. The qubit in Eq. (2.1) is prepared in the computational

basis {|0⟩, |1⟩}, which is defined by the vectors

|0⟩ =
(
1

0

)
|1⟩ =

(
0

1

)
. (2.3)

The Bloch sphere seen in Figure 2.2 represents a single-qubit system. A specific point

on the Bloch sphere defines a qubit in an arbitrary superposition state, described by

|ψ⟩ = cos
θ

2
|0⟩+ eiϕ sin

θ

2
|1⟩ ≡

(
cos θ2
eiϕ sin θ

2

)
, (2.4)
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where 0 ≤ θ ≤ π and 0 ≤ ϕ ≤ 2π are real numbers1. The definition in Eq. (2.4) is

equivalent to Eq. (2.1).

For practical calculations in quantum information processing it is often more convenient

to consider the qubit in terms of the density operator notation [9]. This notation is

equivalent to the state vector notation in Eq. (2.4) and Eq. (2.1), but represents the

qubit using a matrix rather than a vector. The density operator for Eq. (2.4) is defined

as

ρ = |ψ⟩⟨ψ| =
(

cos θ2
eiϕ sin θ

2

)
⊗
(
cos

θ

2
e−iϕ sin

θ

2

)
=

(
cos2 θ2 e−iϕ cos θ2 sin

θ
2

eiϕ cos θ2 sin
θ
2 sin2 θ2

)
.

(2.5)

Likewise, the equivalent density matrix of |ψ⟩ in Eq. (2.1) is given by

ρ = |ψ⟩⟨ψ| = |ψ⟩ ⊗ ⟨ψ| =
(
|α|2 αβ

αβ |β|2

)
. (2.6)

Superposition

Qubit

Measurement
Outcome

Quantum

Classical Bit

OR|ψ〉
|β| 2

|α|
2

0

1

Figure 2.3: Schematic illustration of the quantum measurement of a qubit.

2.2.2 Quantum Measurement

The diagram in Figure 2.3 illustrates the outcome of reading out information or mea-

suring the qubit. Before the quantum measurement the qubit is in a superposition of

the quantum states |0⟩ and |1⟩. The probability of measuring the bit value 0 or 1 is

given by the modulo squared of the probability amplitudes α and β in Eq. (2.1). This

is illustrated in Figure 2.3. When the qubit is measured there is a probability of |α|2
that a classical bit value of 0 will be recorded. Likewise, there is a probability of |β|2

1Note that in Eq (2.4) a phase factor of eiγ is ignored. We say that |ψ⟩ = eiγ |ψ⟩ is equal up to a
global phase factor of eiγ , because the predicted measurement distribution for both states is identical.
Therefore, the phase factor eiγ has no observable effect.
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that a 1 will be measured. Each time the qubit |ψ⟩ in Eq. (2.1) is prepared and then

measured either of the two bit values will be read out. However, for a single instance of

the qubit, it cannot be predicted which outcome will be the recorded one.

Let us consider the concept of quantum measurement in more detail [9]. The probability2

of obtaining the classical bit value 0 can be determined by applying the measurement

operator M0 = |0⟩⟨0| to |ψ⟩ in Eq. (2.1), as follows3

p(0) = ⟨ψ|M †
0M0|ψ⟩ = |α|2. (2.7)

Likewise, the probability of obtaining 1 is given by applying the measurement operator

M1 = |1⟩⟨1|. Since α and β are quantum probability amplitudes, the state must be

normalized so that we have |α|2+ |β|2 = 1. This shows that if the measurement is made

in the same basis as the state was prepared in, for example in the computation basis of

Eq. (2.3), then orthogonal states can be distinguished. For example, since ⟨0|1⟩ = 0 the

|0⟩ and |1⟩ states can be distinguished by a measurement along the z-axis in Figure 2.2,

according to the computational basis {|0⟩, |1⟩} in Eq. (2.3).

The state in Eq. (2.1) is in a superposition of the computation basis states. This means

that the outcome of the measurement is non-deterministic and therefore the best de-

scription of the system is probabilistic. For example, say consider a trivial quantum

program that prepares and measures a single qubit in the state |ψ⟩ = 1√
2
(|0⟩ + |1⟩).

When the program instructs the quantum computer to measure the qubit, the output

of a single run of the program cannot be predicted with certainty. This is because the

qubit starts in a superposition. There is a 50 : 50 chance the program will output the bit

value 0 or 1. Each time the program is run it will appear to output a 0 or 1 at random.

Suppose the program is run at a very large number of times, say 106 times. The bits

measured will follow the distribution defined by the quantum probability amplitudes

defined in the state vector |ψ⟩, namely |α|2 = 1
2 and |β|2 = 1

2 . Therefore approximately

50% of the runs of the program will output the bit value 1 and 50% will output a 0.

After a quantum measurement the state only gives rise to that which was previously

measured. In other words, the measurement operator M0 = |0⟩⟨0| projects the qubit

into the |0⟩ state. Therefore, after the measurement the qubit is in the state

|ψ1⟩ =
Mm|ψ⟩√
p(m)

, (2.8)

which can be described as the collapsed state vector. For example, if the outcome of

measuring the state |ψ⟩ = |0⟩+|1⟩√
2

was 0, then after the measurement the qubit is in the

state |ψ1⟩ = |0⟩. Suppose that |ψ1⟩ is then measured again, then the outcome of the

2In this section, the probability of obtaining x is denoted by p(x).
3The † symbol represents the transpose of the matrix elements as well as the replacement of each

matrix element by its complex conjugate.



Chapter 2 Quantum Information Processing and Gate Error 17

second measurement is described by the following probabilities;

p(0) = ⟨ψ1|M †
0M0|ψ1⟩ = 1 (2.9)

p(1) = ⟨ψ1|M †
1M1|ψ1⟩ = 0. (2.10)

Therefore, the only bit value that is measured is 0 since the probability of obtaining the

bit value 1 is now 0. The interaction between the measurement operation and the qubit

system corrupted the original state |ψ⟩, hence the original information it contained is

no longer accessible. Alternatively, the original state |ψ⟩ can be said to have collapsed

to the |0⟩ state after the first measurement. Therefore, repeated measurements of the

same qubit will produce the classical measurement outcome that was obtained from the

initial measurement, unless the qubit is re-initialised back to the original state.

2.2.3 Pure and Mixed Quantum States

In the previous section it was noted that if the same state |ψ⟩ is prepared and measured a

large number of times, the probability distribution of the measured bit values follows the

values of |α|2 and |β|2 in Eq. (2.1). The example was given for a single qubit quantum

program that prepares and measures the state |ψ⟩ = 1√
2
(|0⟩+ |1⟩) and it was stated that

the output distribution will be equi-probable between 0 and 1. For this to be true we

must assume that the qubit is in a pure state, implying that the system which gives rise

to the output distribution is said to be known. This is when the experiment prepares

exactly the same state |ψ⟩ each time the program is executed.

However, this appears to be a simplifying assumption, when considering practical quan-

tum systems. It is more realistic to expect that each instance of a similar system varies

slightly each time it is prepared. Moreover, the dynamics of a noisy system will give

the most accurate description of the experiment. Therefore, most useful calculations in

quantum computing will consider composite quantum systems or mixed states [100]. A

mixed state is described as an ensemble of quantum states in the set {pi, |ψi⟩} having

the density matrix of

ρ =
∑

i

pi|ψi⟩⟨ψi| (2.11)

where pi gives the probability that the system is in state |ψi⟩. Sometimes pi is termed

as a classical probability (real and positive) for ensuring that it is not confused with

a quantum probability amplitude (complex), such as α and β in Eq. (2.1). Therefore,

an important distinction to make is that the mixed state ρ is not a superposition of

quantum states, but instead a classical statistical mixture of pure states. Each |ψi⟩
in the ensemble may individually be in a superposition defined by its own complex

probability amplitudes.
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Consider a simple description of a noisy quantum system. Assume that a qubit is in

the state |ψ⟩ with probability 1 − pe and in a corrupted state |ψ′⟩ with probability pe.

This system is said to be a mixed state, which means that it is a statistical mixture of

pure states defined by a real number pe. Each state |ψ⟩ and |ψ′⟩ may individually be a

superposition characterized by its own complex probability amplitudes, as in Eq. (2.1).

Therefore with probability 1 − pe the superposition |ψ⟩ = α|0⟩ + β|1⟩ is measured and

with probability pe a different superposition |ψ′⟩ = α′|0⟩+ β′|1⟩ is measured. However,

both states have the measurement outcome of either 0 or 1. So the measurement of the

qubit will not tell us if the qubit is the perfect |ψ⟩ or the erroneous |ψ′⟩. This is because
there are an infinite number of ‘unravellings’ of a mixed state. This means that that

if we are given a set of measurement results, we cannot work backwards and recover a

unique description of the system that gave rise to them [101].

2.2.4 Multi-Qubit Systems

A series of qubits that are not entangled are defined by the tensor product of the individ-

ual qubits [9]. The tensor product of N = 2 single qubit states gives a 2N -dimensional

two qubit state

|ϕ1⟩ ⊗ |ϕ2⟩ = |ϕ1ϕ2⟩ = a|00⟩+ b|01⟩+ c|10⟩+ d|11⟩, (2.12)

where a, b, c, d ∈ C and |a|2 + |b|2 + |c|2 + |d|2 = 1. The notation |00⟩ is equivalent to

|0⟩ ⊗ |0⟩. Alternatively, a system of qubits that is entangled cannot be written as a

product of qubit states. For example, the state

|00⟩+ |11⟩√
2

(2.13)

cannot be written as any product such as |ϕ1⟩|ϕ2⟩, therefore it is said to be entangled.

2.3 Quantum Gates

So far we have described the qubit, which is the unit of quantum computing as well as

quantum measurement, which give us a method to read out the information it contains.

In this section we will describe quantum gates, which process the information stored

in the qubit register4. First, we will describe both single and two-qubit gates and

the methods of categorising them. First, in Section 2.3.1 we will describe the Pauli

group. This is an important set of single-qubit quantum gates, that also underpins the

4A qubit register is the system of qubits in the quantum computer. For example, a 5-qubit quantum
computer may have a system of 5 qubits denoted by q0q1q2q3q4, which can be referred to as the qubit
register. Each qubit can be processed individually by single qubit gates, while a two-qubit gate processes
a pair of qubits.
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description of quantum channels and stabilizer codes. The most common two-qubit gate,

the CNOT gate, is presented in Section 2.3.2. Followed by the other common quantum

gates in Section 2.3.3.

2.3.1 The Pauli Group

Quantum gates can be classified into three groups, namely the Pauli (C1), Clifford

(C2) and the C3 group, together known as the Gottesman-Chuang hierarchy [21]. The

Pauli group is the most common one, which consists of the following single-qubit gates

[102, 103]

X =

(
0 1

1 0

)
Z =

(
1 0

0 −1

)
Y =

(
0 −i
i 0

)
I =

(
1 0

0 1

)
. (2.14)

The X gate has the effect of a bit-flip or a NOT gate on the qubit. For example,

X|ψ⟩ =
(
0 1

1 0

)(
α

β

)
=

(
β

α

)
= α|1⟩+ β|0⟩. (2.15)

Notice that the bit-flip swaps the coefficients α and β. Similarly, the Z gate has the

effect of a phase-flip on the state Z|ψ⟩ = α|0⟩−β|1⟩, which introduces a negative relative

phase difference between the basis states. The Y gate acts like both a bit and a phase-

flip, since we have Y = −XZ. Therefore Y |ψ⟩ = i(β|0⟩ − α|1⟩). Finally, the identity

operator leaves the qubit unchanged I|ψ⟩ = |ψ⟩.

Then let us define the Pauli group as [9]

C1 = {eP : P ∈ {I,X, Y, Z}, e ∈ {±1,±i}}. (2.16)

Let us also define the group GN as all N -qubit tensor products5 of the Pauli operators

X, Y , Z, I.

GN = {P1 ⊗ P2 ⊗ · · · ⊗ PN |Pj ∈ C1}. (2.17)

For example, the set G5 permutes a five-qubit register with 45 possible combinations.

This contains the operator XZZXI, which has the effect of applying a bit-flip to the

first and fourth qubit as well as a phase-flip to the second and third qubit.

2.3.2 The CNOT gate

The controlled-NOT gate (CNOT gate) is a two-qubit gate that prepares entanglement

between two quantum states [104, 105, 106]. If the control qubit is in state |1⟩, the
5Where Pj corresponds to the Pauli group for the jth qubit.
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|φ1〉|φ1〉

|φ2〉 |φ1〉 ⊕ |φ2〉

Figure 2.4: CNOT Gate with control qubit |ϕ1⟩ and target qubit |ϕ2⟩.

CNOT gate applies an X gate (denoted ⊕) to the target qubit. The transformation

carried out by the CNOT gate is given by the following equations |AB⟩ → |CD⟩

|10⟩ → |11⟩, |11⟩ → |10⟩, |00⟩ → |00⟩, |01⟩ → |01⟩ (2.18)

where A and B represent the control and target qubit before the CNOT gate, while C

andD represent those after the CNOT gate. Figure 2.4 shows the CNOT gate associated

with the control qubit |ϕ1⟩ and target qubit |ϕ2⟩. The equivalent of an XOR gate is

applied to the target qubit. The arbitrary two-qubit state |ϕ1⟩|ϕ2⟩, shown in Figure 2.4,

can be described by

|ϕ1⟩|ϕ2⟩ = a|00⟩+ b|01⟩+ c|10⟩+ d|11⟩ =




a

b

c

d




(2.19)

where the complex coefficients have the property that |a|2 + |b|2 + |c|2 + |d|2 = 1. The

action of the CNOT gate in Figure 2.4 has the following matrix representation

CNOT =




1 0 0 0

0 1 0 0

0 0 0 1

0 0 1 0



. (2.20)

Then the action of the CNOT gate is shown to swap the coefficients in the superposition

state in Eq. (2.19) such that |10⟩ ↔ |11⟩. This is shown by

CNOT |ϕ1⟩|ϕ2⟩ =




1 0 0 0

0 1 0 0

0 0 0 1

0 0 1 0







a

b

c

d




=




a

b

d

c




= a|00⟩+ b|01⟩+ d|10⟩+ c|11⟩

which is in accordance with the transformations listed in Eq. (2.18). The underlined

elements highlight where the amplitudes have changed position by the action of the

CNOT gate.
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2.3.3 Other Gate Sets

When an element of the Pauli group is conjugated by a Clifford gate, it is mapped back

to a Pauli gate. This defines the Clifford Group as follows [107]

C2 = {U : UC1U
† ∈ C1} (2.21)

where U is a general quantum gate. For example, the Clifford group includes the

Hadamard, S and CNOT gates

HXH† = Z HZH† = X HYH† = −Y (2.22)

SXS† = −Y SZS† = Z SY S† = −X. (2.23)

These gates are defined by

H =
1√
2

(
1 1

1 −1

)
S =

(
1 0

0 i

)
.

The Hadamard gate (denoted H) is a common quantum gate that has the following

transformation on the computational basis states (|0⟩, |1⟩) [9]:

|0⟩ H−→ |0⟩+ |1⟩√
2

|1⟩ H−→ |0⟩ − |1⟩√
2

. (2.24)

As we can see, by applying the Hadamard gate the qubit is then in a superposition of

the basis states (|0⟩, |1⟩).

There is another set of quantum gates exhibiting the property that when a Pauli operator

is conjugated by a C2 Clifford gate, it is mapped back to the Clifford group. The set of

gates that have this property belong to what is called the C3 group [108] defined as:

C3 = {U : UC1U
† ∈ C2}. (2.25)

The T gate, the Toffoli gate and the controlled-Z gate belong to the C3 group [9]. For

example,

TXT † = SX TZT † = Z TY T † = −iSY, (2.26)

where the T gate is defined by

T =

(
1 0

0 exp (iπ/4)

)
.
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2.4 Quantum Gate Error in a Pauli Channel

So far, we have discussed the basic components of a quantum circuit, namely the qubit,

quantum gates and quantum measurement. Let us now consider the above elements in

a realistic noisy scenario. First, the depolarizing channel is introduced in Section 2.4.1,

which is a common worst-case channel model. We then apply this to both single and

two-qubit gate errors in Section 2.4.2 and Section 2.4.3.

2.4.1 The Depolarizing Channel

The depolarizing quantum channel may be viewed as a quantum-domain relative of a

classical binary symmetric channel [9], where the qubit error6 can be either a bit-flip

(X), a phase-flip (Z) or a combination of both (Y). Each error-events are equally likely,

when it is assumed that the channel is symmetric (or unbiased). These errors can be

thought of as the application of a Pauli operator (see Section. 2.3.1) to the qubit state.

A single-qubit depolarizing channel is characterized by

E(ρ, pe) = (1− pe)ρ+
pe
3
(XρX + Y ρY + ZρZ). (2.27)

where ρ is the initial quantum state. The qubit remains intact with probability (1− pe)

and it is depolarized with probability pe, where each type of Pauli error occurs with

probability pe/3. If we substitute pe =
3
4ξ into Eq. (2.27), then we have:

E(ρ, ξ) = (1− 3

4
ξ)ρ+

ξ

4
(XρX + Y ρY + ZρZ), (2.28)

which is equivalent to

E(ρ, ξ) = I

D
ξ + (1− ξ)ρ, (2.29)

for a D-dimensional quantum system, where D = 2 for a single qubit state and D = 2N

for an N -qubit state. This has a slightly different interpretation from Eq. (2.27). It can

be interpreted by assuming that the initial state ρ is replaced with the maximally mixed

state I/2 with probability ξ and left untouched with a probability (1 − ξ), for pe ≤ 3
4 .

The totally mixed state describes the state of a system, which is completely corrupted

by noise or ’totally randomized’.

A D-dimensional quantum system that is completely mixed is described by

I

D
=

1

D

D∑

i=1

|i⟩⟨i|, (2.30)

6See Appendix 9.2, which shows how any arbitrary point on the Bloch sphere can be described in
terms of the Pauli matrices.
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regardless of its initial state ρ. This has a geometrical interpretation representing the

centre of the Bloch sphere, which gives rise to a measurement outcome distribution,

where all possible measurement outcomes are equi-probable and the state of the qubit

is not known.

2.4.2 Single Qubit Gate Error

U

X

|ψ〉 X(U |ψ〉)
Figure 2.5: Single qubit gate error in the bit-flip channel.

The bit-flip channel affecting a single qubit state ρ applies the X gate from Eq. (2.14)

with probability pe as follows

E(ρ) → (1− pe)ρ+ peXρX, (2.31)

which is analogous to a classical binary symmetric channel. The event of a gate error

can be modelled by first applying perfect transformation of the gate U followed by the

application of the bit-flip X [109]. This is shown in Figure 2.5 and described by

E(UρU †) = (1− Pg)UρU
† + PgXUρU

†X. (2.32)

In general, where any arbitrary single-qubit gate has a gate error probability of Pg, any

arbitrary single-qubit error can be encapsulated by the depolarizing channel in Eq. 2.27.

The single-qubit gate error in the depolarizing channel is modelled with the aid of

the same methodology as that of a gate error in the bit-flip channel characterized by

Eq. (2.32).

2.4.3 CNOT Gate Error

A CNOT gate subjected to the bit-flip channel having a gate error probability Pg may

suffer from the error effects of IX,XI and XX with equal probability of
Pg

3 , as seen

in Figure 2.6. Let us now assume that ρ′ = CNOT |ψ⟩⟨ψ|CNOT † is a two-qubit state

evolved by the CNOT gate described by Eq. (2.20). Then a CNOT gate having a gate

error probability of Pg in the bit-flip channel is given by

E(ρ′) → (1− Pg)ρ
′ +

Pg
3
(IXρ′IX +XIρ′XI +XXρ′XX). (2.33)
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X

I X

I

X

X

Figure 2.6: A CNOT gate in the bit-flip channel having a gate error probability of
Pg suffering from the error effects of IX,XI,XX with equal probability

Pg

3 .

Given an N = 2-qubit gate, there are 2N − 1 tensor products of the operators I and

X. In general, with J individual operators in the channel and N qubits sent over the

channel, there are JN − 1 channel operators excluding the operator associated with N

identities7. In the case considered here, we have N = 2 and J = 2, hence there are

3 combinations of I and X in the bit-flip channel, excluding the operator II. These

are applied with a probability of Pg/(JN − 1), except in the case of no errors (i.e II),

which occurs with a probability of 1 − Pg. Therefore the probability of a single error

on the control or target qubit is identical to that of a simultaneous error on both the

control and target qubit. A CNOT gate error in the two qubit depolarizing channel is

the same as that in Eq. (2.33) except that 42 − 1 combinations of the J = 4 operators

{I,X, Y, Z} are applied, each with probability
Pg

15 . A two-qubit gate with error rate Pg

in the depolarizing channel is described by;

E(ρ′) → (1− Pg)ρ
′ +

Pg
15

(IXρ′IX +XIρ′XI +XXρ′XX + IZρ′IZ

+ZIρ′ZI + ZZρ′ZZ + IY ρ′IY + Y Iρ′Y I + Y Y ρ′Y Y +XY ρ′Y X

+Y Xρ′XY +XZρ′ZX + ZXρ′XZ + Y Zρ′ZY + ZY ρ′Y Z). (2.34)

2.5 Conclusion

This chapter has summarized the three basic operations in a quantum circuit; the qubit,

quantum gates and quantum measurements. Next, we describe the noisy version of

a general single-qubit gate both in the depolarizing and in the bit-flip channel. We

also considered the two-qubit gate error model in terms of the CNOT gate. The dis-

cussion of quantum gate errors is a precursor to the next chapter, where we describe

the mechanisms behind a gate-error-resilient QECC and how a circuit may satisfy the

fault-tolerance criterion.

7For example, for N = 3 qubits in the bit-flip channel with combinations of J =
2 operators {X, I}, there are 23 − 1 = 7 operators excluding III, which are as follows
IIX, IXI,XII,XIX,XXI, IXX,XXX.
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3.1 Introduction

In this chapter we will introduce the fundamental elements of a fault-tolerant QECC,

as well as the key definitions required for fault-tolerant circuit design. To begin, the

basics of quantum stabilizer codes are introduced in Section 3.2. In this section, general

stabilizer codes are introduced giving the background required to introduce QECCs.

The [3, 1, 3]-repetition code and the [7, 1, 3] Steane code are described in Section 3.2.2

and Section 3.2.3 respectively. The circuits which implement stabilizer measurements

25
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are detailed in Section 3.2.4, highlighting how quantum information can be corrected

without direct measurement of the code word qubits.

Then we move on to define fault-tolerance in Section 3.3. We commence with the

motivation for fault-tolerant circuit design. This is the phenomenon of qubit error

proliferation, which is first described in Section 3.3.1 and then further detailed in terms

of the CNOT gate in Section 3.3.2. Then a criterion to be satisfied by fault-tolerant

circuits is defined in Section 3.3.3 in light of the error proliferation effects. An example

of a fault-tolerant circuit design is then provided. This is the fault-tolerant version of

the stabilizer circuits of Section 3.2.4, Section 3.3.4 and Section 3.3.5.

3.2 Quantum Error Correction Codes

3.2.1 Stabilizer Codes

A [n, k, d] stabilizer code maps k logical qubits to n physical qubits. Then the code

space is a 2k-dimensional sub-space of a 2n-dimensional Hilbert space. The stabilizer set

Ŝ ∈ {Ki} is the n-qubit sub-group of Gn that fixes the code space, when the stabilizers

are measured. In this section we use the subscript i of Ki to refer to a specific stabilizer

operator in Ŝ, while K is used without a subscript, when the stabilizer operator is

arbitrary. The legitimate code space is the simultaneous +1 eigenspace of Ŝ defined as

{|ψ⟩ s.t. K|ψ⟩ = |ψ⟩ ∀K ∈ Ŝ}. (3.1)

A stabilizer group Ŝ is a subgroup of GN in Eq. (2.17) that is closed under multiplication.

The set also has the property that −I ̸∈ Ŝ, since we have (−I)|ψ⟩ = |ψ⟩ only when

|ψ⟩ = 0. All elements of Ŝ commute1, so there is a simultaneous eigenstate that can

be measured for multiple operators. This can then be chosen as the code space and is

defined by the set of n− k independent generators of Ŝ.

Since the stabilizers are tensor products of Pauli operators, they inherit the properties

of the Pauli group, namely that they are unitary (K†K = I) and hermitian (K = K†).

This means that the stabilizers will have only ±1 eigenvalues. Therefore K|ψ⟩ = |ψ⟩ if
|ψ⟩ is in the +1 eigenspace of K, which means that |ψ⟩ is stabilized by K. For example,

the [3, 1, 3] repetition code has the encoded states |0̄⟩ ≡ |000⟩ and |1̄⟩ ≡ |111⟩. This code
is stabilized by the operators ZIZ and IZZ. Since Z|0⟩ = |0⟩ and Z|1⟩ = −|1⟩, then
ZIZ|000⟩ = |000⟩ and IZZ|111⟩ = |111⟩.

1Commuting operators satisfy K1K2 = K2K1. Anti-commuting operators satisfy K1K2 = −K2K1.
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A correctable error E anti-commutes with the stabilizer, which means that KE = −EK
[34]. For example, if |ψ⟩ is a legitimate code-word, then the stabilizer has the effect [34]:

K(E|ψ⟩) = −EK|ψ⟩ = −E|ψ⟩. (3.2)

Applying the stabilizer operator incurs a −1 phase difference in the data2. This is then

passed onto the ancilla qubit by a series of CNOT gates, described in Section 3.2.4.

A Hadamard gate is then applied to the ancilla qubit so that when it is measured,

this returns the bit value of 1. The measurement outcome 1 triggers an error recovery

operation, which corrects the error E in the data returning it to the valid codeword

state |ψ⟩, i.e back to a +1 eigenstate of K. This allows the stabilizer to detect an error

without the need for the data qubits |ψ⟩ to be measured directly [84].
C
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|0〉

|0〉

V

K2K1

|ψ〉

|ψ′〉

|ψ′〉

|ψ〉
V†ε(|ψ〉)

R

Figure 3.2: [3, 1, 3] Repetition Code with encoding circuit V.

3.2.2 Repetition Code

An example of a stabilizer code is the [3, 1, 3] repetition code [9, 110, 99]. This is a d = 3

code and can correct only a single bit or phase-flip error on a single qubit, depending on

the design. In this section the specific version that corrects a single qubit bit-flip error

is described. However, the results for the phase-flip error are equivalent. The full circuit

of implementing the repetition code is shown in Figure 3.2. The traditional n = 3 qubit

unitary encoding circuit V is applied to the unknown state |ψ⟩ = α|0⟩+β|1⟩ and (n−k)
auxiliary qubits in the |0⟩ state as follows [99]

|ψ⟩ = V(|ψ⟩ ⊗ |0⟩⊗(n−k)). (3.3)

2The use of the term ‘phase difference’ refers to a relative phase difference between basis states. For
example, the state |1⟩ and −|1⟩ have a relative phase factor of −1, which is physically observable (unlike
a global phase factor) [9].
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R |data⟩|ancilla⟩
III (α|000⟩+ β|111⟩)|00⟩
IIX (α|001⟩+ β|110⟩)|01⟩
IXI (α|010⟩+ β|101⟩)|10⟩
XII (α|100⟩+ β|011⟩)|11⟩

Table 3.1: Error recovery operators R for the [3, 1, 3] Repetition code.

This results in the encoded state

|ψ⟩ = α|0⟩+ β|1⟩ = α|000⟩+ β|111⟩. (3.4)

The encoded data is corrupted by the bit-flip channel E(ρ) in Eq. (2.31). If |ψ⟩ is

corrupted by a single bit-flip error with probability pe then we have:

E(ρ) = (1− pe)ρ+
pe
3

(
(XII)ρ(XII)† + (IXI)ρ(IXI)† + (IIX)ρ(IIX)†

)
, (3.5)

where each error position is equiprobable. This is input to the stabilizers K1 = ZZI

and K2 = ZIZ.

The outcome of the stabilizer measurements is shown in Table 3.1 alongside the required

recovery operation R. Since this is a d = 3 code, if there are more than a single qubit

error then the error recovery may in fact carry out a flawed recovery, hence introduce

additional error. Nevertheless, each error recovery operator R in Table 3.1 corrects a

single bit flip error inflicted upon the state |ψ⟩ in Eq. (3.4). Finally, the inverse encoder

V† in Figure 3.2 maps the recovered encoded state to an estimate of the initial code

word |ψ′⟩. This is the reverse operation of the encoder V, hence n encoded qubits are

mapped back to k information qubits.

3.2.3 Steane Code
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Figure 3.3: Full implementation of Steane’s code relying on the encoding circuit V.
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Another example of a stabilizer code is the [7, 1, 3] Steane code [31, 111]. The Steane

code belongs to the family of CSS code, which is a general construction using a pair

of classical linear block codes C1 and C2 where C2 ⊂ C1. The Steane code is a dual-

containing3 CSS code obeying the property of C2 = C⊥
1 . This is constructed using

the [7, 4, 3] classical Hamming code. Since this is a single bit-error correcting code, it

leads to a single-qubit error correcting quantum code having the parameters of [7, 1, 3].

Therefore a single data qubit is encoded into 7 physical qubits.

The encoded states can be prepared by the traditional Steane encoding circuit4 V shown

in Figure 3.4.

X

X

X

X

X

XXX

H

H

H

Figure 3.4: Traditional Steane encoding circuit suffering from X error proliferation
[85].

The encoded states can be prepared by the traditional Steane encoding circuit V shown

in Figure 3.4. As seen in Eq. (3.3), this is applied to the unknown state |ψ⟩ = α|0⟩+β|1⟩
and (n− k) auxiliary qubits as follows

|ψ⟩ = V(|ψ⟩ ⊗ |0⟩⊗(n−k)) = α|0⟩+ β|1⟩. (3.6)

The full (n− k)-bit Steane code stabilizer set Ŝ = {Ki} is defined as follows

K1 = IIIXXXX, K2 = XIXIXIX,

K3 = IXXIIXX, K4 = IIIZZZZ,

K5 = ZIZIZIZ, K6 = IZZIIZZ. (3.7)

The operation of each stabilizer effectively reduces the 27-dimensional space to the 2-

dimensional valid code space spanned by the {|0⟩, |1⟩} states. The stabilizer set Ki ∈ Ŝ

defines k = 1 logical qubit encoded into n = 7 physical qubits, and it is applied to the

qubit register after the channel, as shown in Figure 3.4. The inverse encoder V † returns

3The notation C⊥ represents the dual pair of C. C⊥ is defined as a code with a generator and parity
check matrix, which is the transpose of that of C.

4The flow of time in a quantum circuit diagram is from left to right. The qubit register is represented
from top to bottom, where the spatial connectivity required is indicated by the qubits coupled by two-
qubit gates. Where the outcome of a circuit block is input to another it is indicated by solid a line and
arrows.



30 Chapter 3 Fault-Tolerant Quantum Error Correction

the n-qubit code word state based on the recovered k-qubit information state, denoted

as |ψ′⟩.

The stabilizers are applied via a syndrome extraction circuit, whereby additional ancilla

qubits are coupled to the codeword state. This is done by applying a series of two-

qubit gates with a pre-determined location according to the operators in Eq. (3.7). The

measurement of the ancilla qubit extracts the syndrome outcome, which illustrates the

outcome of the relevant parity checks of the physical codeword qubits. Therefore if the

data qubits contain a single qubit error, the location of this error will be indicated by the

combination of classical bit measurement outcomes. A correction can then be applied in

order to return the corrupted word to a legitimate codeword state. Likewise, if the data

is error-free, the all zero syndrome will be extracted, indicating that no error correction

operation is necessary.

It can be shown that the logical encoded states are

|0⟩ = 1√
8

[
|0000000⟩+ |1010101⟩+ |0110110⟩+ |1100110⟩

+|0001111⟩+ |1011010⟩+ |0111100⟩+ |1101001⟩
]

(3.8)

and

|1⟩ = 1√
8

[
|1111111⟩+ |0101010⟩+ |1001100⟩+ |0011001⟩

+|1110000⟩+ |0100101⟩+ |1000011⟩+ |0010110⟩
]
, (3.9)

see [112, 9] for the full derivation, as well as Appendix. 9.1.

3.2.4 Non-Destructive Operator Measurement

HH

K data|ψ〉

|0〉

|ψ̃1〉 |ψ̃2〉|ψ̃〉

Figure 3.5: Measurement of single stabilizer operator K.

The fundamental task of QECCs is to detect and correct quantum errors. It has been

mentioned in Section 3.2.1 that this is done via a quantum stabilizer measurement. Let

us explore the circuit construction in a little more detail. This section describes how any

error-related information hidden in the data can be extracted with the aid of stabilizer
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measurements [34]. Let us discuss how this is possible without directly measuring the

data qubits5 [9]. Figure 3.5 shows the general circuit construction of the measurement

of a general single-qubit operator K. Explicitly, a single-qubit operator is considered

for the ease of discussion, but in the context of a realistic syndrome decoder this has to

be extended to a many-qubit operators, such as the K1 = ZZI stabilizer of the 3-bit

repetition code [9].

The stabilizer is implemented by two Hadamard gates on either side of the control

qubit of a controlled-K gate. If the control qubit is in the |1⟩ state, then the gates

corresponding to K are applied to the target qubits. This circuit entangles the ancilla

and data qubits in such a way that the measurement of the ancilla qubit projects the

data into the ±1 eigenstates of K.

Let us now consider this concept in more detail. Explicitly, consider that the K gate

has eigenvectors of |v±⟩ with corresponding eigenvalues of λ± = ±1. Assuming that the

input data qubits |ψ⟩ are in superposition of the ±1 eigenstates, we arrive at:

|ψ⟩ = α|v+⟩+ β|v−⟩, (3.10)

where α and β are arbitrary probability amplitudes6 satisfying |α|2 + |β|2 = 1.

Let us describe the evolution of the system at each time-step of the circuit. First, the

first Hadamard gate on the ancilla qubit will have the effect of

|ψ⟩|0⟩ H−→ |ψ⟩|+⟩ = 1√
2

[
|ψ⟩|0⟩+ |ψ⟩|1⟩

]
= |ψ̃⟩. (3.11)

Remembering that H|0⟩ = |+⟩ and |±⟩ = 1√
2
[|0⟩ ± |1⟩], Eq. (3.11) is the state of the

system before the controlled-K gate.

Next, the K gate is only applied to the data when the ancilla is in the |1⟩ state, since this
is the control qubit for the controlled-K gate. This has the following effect on Eq. (3.11):

1√
2

[
|ψ⟩|0⟩+ |ψ⟩|1⟩

]
→ 1√

2

[
|ψ⟩|0⟩+K|ψ⟩|1⟩

]
= |ψ̃1⟩. (3.12)

Substituting Eq. (3.10) into the right hand side of Eq. (3.12) and bearing in mind that

K|v±⟩ = λ±|v±⟩, then

|ψ̃1⟩ =
1√
2

[
(α|v+⟩+ β|v−⟩)|0⟩+ (α|v+⟩ − β|v−⟩)|1⟩

]
, (3.13)

5This example is based on question 4.34 in [9, p. 188] and its extension to stabilizer operators in [9,
p. 473]

6Note that |ψ⟩ is the general case of a superposition of both legitimate and illegitimate code word
states, i.e a superposition of ±1 eigenstates of K. The specific case where the state is error free is given
by β = 0 where |ψ⟩ = |v+⟩. In this case the outcome of the ancilla is always 0.
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which describes the system after the controlled-K gate and before the final Hadamard

gate.

The final Hadamard gate again takes the ancilla qubit |0⟩ → |+⟩ and |1⟩ → |−⟩, therefore
we have:

|ψ̃2⟩ =
1√
2

[
(α|v+⟩+ β|v−⟩)|+⟩+ (α|v+⟩ − β|v−⟩)|−⟩

]
. (3.14)

Multiplying this out and simplifying it gives the system before the ancilla measurement

formulated as

|ψ̃2⟩ = α|v+⟩|0⟩+ β|v−⟩|1⟩. (3.15)

Eq. (3.15) shows that a |0⟩ is measured in the ancilla qubit with probability7 |α|2. In

this case the data qubits are in the |v+⟩ eigenvector. Relating this to a stabilizer code,

this would indicate that the data resides in a valid code word state [84]. The |1⟩ state
is measured in the ancilla qubit with probability |β|2, indicating that the data qubits

have been projected to the |v−⟩ eigenvector. The −1 eigenstates of a stabilizer operator

constitute the subspace orthogonal to the code space, which means that it is an error

that can be corrected [34]. Therefore if a |1⟩ is measured in the ancilla qubit, it indicates

that the data contains an error and a recovery operation is required to put the data back

into the code space. This is how the quantum stabilizer measurement detects an error

without directly measuring the data qubits.

3.2.5 Stabilizer Measurements and Arbitrary Input States

It is useful to determine the effect of an operator measurement for any arbitrary input

state |ψ⟩ [110]. Let us describe the transformation of the circuit in Figure 3.5 step-by-

step for input state |ψ⟩. The first Hadamard gate in the circuit in Figure 3.5 has the

transformation described by Eq. 3.11. The controlled-K gate applies the K operator

only when the ancilla qubit is in the |1⟩ state [9]. Therefore the controlled-K gate has

the transformation

|ψ̃⟩ → 1√
2

[
|ψ⟩|0⟩+K|ψ⟩|1⟩

]
= |ψ̃1⟩. (3.16)

and we arrive at an expression for |ψ̃1⟩. After applying another Hadamard gate after

|ψ̃1⟩ we get

1√
2

[
|ψ⟩|0⟩+K|ψ⟩|1⟩

]
H−→ 1√

2

[
|ψ⟩|+⟩+K|ψ⟩|−⟩

]
= |ψ̃2⟩ (3.17)

Expanding Eq. (3.17) gives the state of the system before the ancilla measurement

|ψ̃2⟩ =
1

2

[
(|ψ⟩+K|ψ⟩)|0⟩+ (|ψ⟩ −K|ψ⟩)|1⟩

]
. (3.18)

7If the same calculation is repeated with the initial state as |v+⟩, it can be seen that the outcome of
the ancilla qubit is always 0.
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Let us now describe the effect of this circuit using the simple example of the repetition

code. In this case the input state is a superposition of error-free legitimate code word

states. Consider the circuit in Figure 3.5 with |ψ⟩ = α|000⟩ + β|111⟩ the stabilizer

operator K1 = ZZI. Note that this stabilizer leaves the legitimate code word state |ψ⟩
unchanged, therefore K1|ψ⟩ = |ψ⟩. Then Eq.(3.18) is shown to be

1

2

[
(|ψ⟩+ |ψ⟩)|0⟩+ (|ψ⟩ − |ψ⟩)|1⟩

]
= |ψ⟩|0⟩. (3.19)

Therefore in the event that a legitimate codeword state is the input, the outcome of the

ancilla measurement is 0.

Let us consider the scenario that the input state is a superposition of illegitimate code

word states, for example |ψ⟩ = α|100⟩+ β|011⟩. This state contains a single qubit error

and therefore it can be corrected by the repetition code, so K1|ψ⟩ = −|ψ⟩. Within these

restrictions Eq. (3.18) becomes

1

2

[
(|ψ⟩+ (−|ψ⟩))|0⟩+ (|ψ⟩ − (−|ψ⟩)|1⟩

]
= |ψ⟩|1⟩. (3.20)

Therefore in the event that a correctable error is input, then the outcome of the ancilla

measurement becomes 1.

In the case where the input state is a superposition of ±1 eigenstates, the measurement

of the stabilizer operator will have the effect of ‘projecting’ the data into either of the

±1 eigenstates [9, 110]. The quantum stabilizer measurement is designed so that the

data is entangled with the ancilla, and the measurement of the ancilla projects the data

into a ±1 eigenstate of the stabilizer.

Let us now elaborate on a scenario that explains this in more detail. Consider Figure 3.5

when |ψ⟩ = α|000⟩+β|100⟩, namely a superposition of legitimate and illegitimate code-

words. When K1 is applied to this state, the outcome is K1|ψ⟩ = α|000⟩ − β|100⟩.
Substituting this into Eq.(3.18) and simplifying it further leads to

α|000⟩|0⟩+ β|100⟩|1⟩. (3.21)

if a 1 is measured in the ancilla, we can guarantee the data now resides in the state |100⟩.
The ancilla measurement triggers an error correction operation, which then returns the

data to a legitimate code word state, in this case |000⟩. Likewise is a 0 is measured in

the ancilla it indicates the data now resides in the |000⟩ state. It can be said that the

stabilizer measurement ‘projects’ the input information into a legitimate or illegitimate

codeword state [9, 110].
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Then referring back to Eq. (3.18), in general when the ancilla qubit of Figure 3.5 is in

the state |0⟩, the data qubits are described by

|ψ̃2⟩ =
1

2

(
|ψ⟩+K|ψ⟩

)
, (3.22)

which is the +1 eigenstate of K. Likewise, when a |1⟩ is measured in the ancilla, the

state of the data qubits is given by

1

2

(
|ψ⟩ −K|ψ⟩

)
, (3.23)

which is the −1 eigenstate of K. These equations will be referred back to when deter-

mining the effect of the measurement of a stabilizer for an arbitrary input state of |ψ⟩
in Section. 5.2.

3.3 Fault-Tolerant Circuit Design

Now that the basics of QECC’s have been defined, let us move on to the definition

of a fault-tolerant QECC. We begin in Section 3.3.1 by outlining the motivation for

fault-tolerant circuit design, with an emphasis on the problem of error propagation

and proliferation via two-qubit gates. Then in Section 3.3.3 a criterion for fault-tolerant

circuits is defined, before outlining an example of a fault-tolerant stabilizer measurement

circuit in Section 3.3.4.

3.3.1 Error Proliferation

1

1

0

Figure 3.6: Error
propagation in classical

XOR gate.

|0〉

|1〉 |1〉

|1〉

Figure 3.7: error pro-
liferation in quantum

CNOT gate.

In this section we distinguish between the occurrence of error propagation and error

proliferation in a circuit. Bit errors that occur in a classical circuit may be input into a

logical gate, and subsequently propagated to the output of the gate. Error propagation

is defined as the event where an error is passed on without increasing the number of

errors. Let us consider the example of the classical XOR gate in Figure 3.6. This is

an irreversible operation, because it has two input bits and one output bit [113]. More

explicitly, this gate takes input bits a and b and outputs c ≡ (a XOR b). The input
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bits a and b are effectively forgotten, when the output is computed and cannot be

recovered at the output of the gate. For example, the output bit c = 1 may arise from

any of the inputs 01, 10, 11. Therefore the input is not uniquely recoverable after the

gate has been applied to the information.

This particular feature of irreversible gates is advantageous, when the input bits suffer

from a bit-flip error. Consider for example that the binary input string ‘ab’ contains

an error with Hamming weight wt(ab) ≥ 1. The output bit c that follows must have

an error with wt(c) = 1, since it is a single bit. Therefore the overall number of errors

in the circuit either remains the same or it is reduced even when the gate computes an

erroneous input8.

Unfortunately, this is not the case for the quantum CNOT gate, as seen in Figure 3.7.

The dynamics of the quantum world are described by unitary transformations, which

preserve the dimensions of the system. Therefore quantum gates are reversible, which

means that the number of input qubits is the same as the number of output qubits [114].

For example, the quantum CNOT gate takes the two-qubit state |ab⟩ as its input and

outputs the two-qubit state |ac⟩, where again we have c ≡ (a XOR b). Therefore, if

the control qubit contains a bit-flip error, the output state has two bit-flip errors, for

example |10⟩ → |11⟩, as demonstrated in Figure 3.7. Explicitly, underlining indicates

the erroneous positions.

Let us now consider this example in more detail, since the data in the control qubit

a is erroneous, this means that the outcome of c = (a XOR b) contains an error.

This outcome is stored in the target qubit and carried forward to the next gate in

the circuit, therefore future gates will further propagate this error. Additionally, the

erroneous control qubit |a⟩ is not absorbed by the XOR gate. Instead it is preserved in

the control qubit, which may impose further degradation at a later time step. In effect,

the CNOT gate has proliferated the control bit error to the target qubit and then failed

to absorb the error it started with. Hence, a qubit error propagates throughout the

circuit, wherever two-qubit gate connections are present. Specifically, an increase in the

weight9 of the error from the input to the output state implies that an error has been

proliferated by the gate, potentially giving rise to avalanche-like error proliferation [1].

Note that error proliferation may increase the qubit error ratio even when the CNOT

gate itself is perfect. A perfect gate has a gate error probability of Pg = 0. Let us

now consider the example of the [3, 1, 3] repetition encoder circuit shown in Figure 3.8.

Assuming that the CNOT gates in this circuit are perfect, but a bit-flip error that

8Note that when making a comparison to quantum circuits, we may also take into account the inherent
binary nature of classical gates. This may also contribute to a classical circuit being less susceptible to
avalanche-like circuit error. In addition, a classical circuit comprised of many fan-out gates may also
display error proliferation, however this type of circuit is less common in the classical world compared
to the quantum case.

9The weight wt(S) of a quantum operator S is defined as the number of qubits that differ from the
identity operator. Therefore wt(XIZ) = 2.
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X X

X

X

Figure 3.8: Propagation of a single qubit error to three qubit error.

occurred before the first CNOT gate is proliferated by the subsequent gates results in

three individual qubit errors at the circuit’s output. Therefore the circuit has increased

the qubit error ratio with respect to the input, despite the application of perfect CNOT

gates.

3.3.2 Error Proliferation by CNOT Gates

(a)

(c) (d)

(b)

X

X X

I

I

Z Z

Z

XX

Z Z

Figure 3.9: X and Z error proliferation in the CNOT gate. X errors are proliferated
by additionally passing them from the control to the target qubit, while Z errors are
proliferated by additionally passing them from the target qubit to the to control qubit.

In addition to their own intrinsic gate errors, a CNOT gate may increase the error ratio

in a circuit by proliferating pre-existing qubit errors. If an X error10 corrupted the

10An X error has the effect of a bit-flip on the qubit, see Eq. (2.15) and Section 2.4.



Chapter 3 Fault-Tolerant Quantum Error Correction 37

control qubit before the CNOT gate, then the gate has the effect of copying the control

error to the target qubit, as seen in Figure 3.9 (a), which can be represented as [110]

CNOT (XI)CNOT † = XX. (3.24)

Similarly, the CNOT gate copies an existing phase error (Z) on the target qubit, upwards

to the control qubit, as seen in Figure 3.9 (b) and represented by:

CNOT (IZ)CNOT † = ZZ. (3.25)

3.3.3 Definition of Fault-Tolerant QECC

A fault-tolerant circuit construction mitigates both the gate error and proliferation error

probability. Formally, a quantum circuit protected by an [n, k, d] QECC is said to be

fault-tolerant, if a single gate error occurring with probability Pg results in less than

t = ⌊(d − 1)/2⌋ individual qubit errors at the output of a circuit block [10, 84, 66]. A

circuit may be constructed by multiple fault-tolerant circuit blocks, whereby each block

includes a final error correction step [84]. In other words, for a circuit to be fault-tolerant

the proliferation of a single gate error must not overwhelm the QECC used for protecting

the quantum circuit. For example, the repetition code’s encoding circuit of Figure 3.8 is

not fault-tolerant, because a single qubit error may proliferate to t = 3 errors. Another

example of a non-fault-tolerant circuit is constituted by the Steane encoding circuit, of

Figure 3.4, because a single CNOT gate error is proliferated to t = 3 qubit errors. Since

the Steane code is a d = 3 code, this means that there exist single gate errors that

cannot be corrected, as exemplified in [99].

The benefit of a fault-tolerant circuit is that it guarantees that the QECC-protected

scheme succeeds in achieving an error rate improvement compared to the unprotected

scheme. For example, suppose that a component with error probability of Pg is encoded

by a circuit having D components. All D components may also be assumed to have

an error probability equivalent to that of the uncoded gate, namely Pg. To achieve

fault-tolerance, the QECC must be able to correct the qubit error probability for a

total of D single gate error scenarios. This guarantees that the final error rate will be

upper bounded by O(P 2
g ), which is the probability of two gates simultaneously incurring

independent errors. Then the inequality characterizing the coded and uncoded scheme

by O(P 2
g ) < Pg is satisfied, showing that if the qubit error that results from a single gate

error can be corrected, it is guaranteed that the QECC scheme will achieve a coded error

rate improvement. If any single gate error is left uncorrected, then the coded error rate

will be upper bounded by O(Pg) and the QECC protected scheme cannot offer better

error rates than the uncoded scheme, namely we have O(Pg) > Pg.
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3.3.4 Example: Fault-Tolerant Stabilizer

To conceive a fault-tolerant circuit design, let us describe the fault-tolerant construction

of a stabilizer measurement, as presented in Section. 3.2.4. This adheres to the definition

of fault-tolerance described in Section. 3.3.3 and it is a fundamental component to any

fault-tolerant QECC scheme.

j0i H

Data

H
X

X

X

X

X

X

Figure 3.10: Non-fault-tolerant implementation of the Steane code stabilizer K1 =
IIIXXXX [9].

Figure 3.10 shows the circuit construction of the Steane code stabilizer ofK1 = IIIXXXX

[115], in which a single bit-flip error on the ancilla qubit is propagated to t > 1 errors in

the data qubits. This is because the bit-flip error on the control qubit of the first CNOT

gate leads to the application of the NOT gate (
⊕

) on the target qubit. Moreover, the

control error is not deleted by the action of the logic gate, since the CNOT is a reversible

gate. This means that the input information is preserved at the output of the logic gate.

Therefore the bit-flip error on the control qubit is input into the second, third and fourth

CNOT gates. What began as a single error is spread across the qubit register to t = 4

errors. Since the Steane code has a minimum distance of d = 3 this circuit construction

is not fault-tolerant.

This error-proliferation phenomenon is a general property of all stabilizer circuits obey-

ing the architecture of Figure 3.10. Fortunately, fault-tolerant schemes do exist, such

as the one developed by Peter Shor in [10] which is described in this section. However,

in most practical cases, a more efficient scheme would be employed such as those in

[115, 14, 116], which require reduced qubit overheads [88, 117].

Figure 3.11 shows the fault-tolerant implementation of the K1 = IIIXXXX Steane

code stabilizer. The general idea of the scheme is that the ancilla qubit is replaced by an

error-free superimposed state [10]. Replacing the ancilla with a state that is error-free

ensures that less qubit errors are propagated to the data qubits by the gates coupling the

ancilla and the data. An N -qubit superimposed state is chosen, where N is the same

as the number of CNOT gates in the traditional stabilizer. This is equivalent to the
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Figure 3.11: Fault-tolerant implementation of the Steane code stabilizer K1 =
IIIXXXX [9].

weight11 of the stabilizer, so for example we have N = wt(IIIXXXX) = 4. Replacing

an ancilla qubit by an ancilla state means that the CNOT gates in the stabilizer can be

applied to the ancilla relying on the same circuit construction as a transversal CNOT

gate. This inherits the fault-tolerant properties of the transversal CNOT gates, see

[1, 85]. The transversal construction ensures that there are no scenarios whereby a

single qubit error can result in increased-weight errors at the circuit’s output. This is

because there are no qubits either in the data or in the ancilla state that are connected

by more than a single CNOT connection.

The aim of the stabilizer is to copy the error information into the ancilla qubit without

directly measuring the data qubits. To do this, the ancilla must be in an equi-probable

superposition so that the eigenstate of the data is encapsulated in a ±1 phase difference.

Figure 3.10 shows that a Hadamard gate is applied to the ancilla qubit before the

stabilizer. Therefore the stabilizer circuit puts the ancilla qubit into the state (|0⟩+|1⟩)√
2

before applying the controlled-K gate12. This state is extended in the fault-tolerant

circuit construction to the following N -qubit superimposed state

(|00...00⟩+ |11...11⟩)√
2

. (3.26)

Then the ±1 eigenstate in the data is passed to the ancilla state |00...00⟩ ± |11...11⟩,
where the ±1 phase difference can be detected by a measurement. A fault-tolerant way

to do this measurement is to apply a Hadamard gate to all N qubits. This is because

11The weight wt(S) of a quantum operator S is defined as the number of qubits that differ from the
identity operator. Therefore wt(XIZ) = 2.

12An arbitrary stabilizer K can be implemented as a controlled-K gate [9].
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we see that

H⊗N (|00...00⟩+ |11...11⟩)√
2

= |i⟩⊗N (3.27)

has an even weight, when the phase difference is positive and odd weight when the phase

difference is negative. It is necessary to use a superimposed state in the ancilla rather

than simply duplicating the ancilla qubit N times because in this case the ancilla state

would be |+⟩⊗N , but this will not work because the eigenstate of the data is determined

by directly measuring each qubit of the ancilla state.

3.3.5 Superimposed State Preparation

H|0〉

|0〉

|0〉
|0〉

|0〉

(1)

(2)

(3)

(4)

(5)

Figure 3.12: Circuit to construct a superimposed state [84].

This section describes how the ancilla state is prepared without an error. The scheme

to do this was developed by Shor in [10]. The circuit shown in Figure 3.12 prepares

the corresponding superimposed state. This circuit is not itself fault-tolerant, but the

superimposed state is part of a fault-tolerant stabilizer implementation [10]. An error-

free superimposed state is determined by detecting errors using a parity check and an

extra ancilla qubit. For example, an N = 4 qubit example of a superimposed state is

(|0000⟩+ |1111⟩)√
2

. (3.28)

This state represents an equi-probable superposition of equally weighted N -qubit all-

zero and all-one vectors. The qubit locations of the parity check CNOT gates should

be chosen randomly and repeated until the state can be deemed error-free [10, 107].

For example, let us assume that an XI error is imposed by the CNOT gate connecting

qubits (2) and (3) in Figure 3.12. This will result in the following state

(|0100⟩+ |1011⟩)√
2

. (3.29)

In this case there is an error on qubit (2) which will be detected by a parity check

measurement between different circuit locations to that shown in Figure 3.12. A gate
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error which results in the state

(|0010⟩+ |1101⟩)√
2

(3.30)

is detected by another parity check combination. Likewise, other error combinations

include
(|1000⟩+ |0111⟩)√

2
,

(|1100⟩+ |0011⟩)√
2

,
(|0001⟩+ |1110⟩)√

2
,

which can be detected by measuring the parity check ancilla qubit (marked (5) in Fig-

ure 3.12). If a qubit error is propagated to all N = 4 qubits, the resultant superimposed

state remains unaffected. Therefore, the specific location of the parity check in Fig-

ure 3.12 will detect the most common error, where the first and last qubits are not

similar. If the measurement outcome indicates that the ancilla is in the |0⟩ state, then
the superimposed state has been prepared without error. If by contrast a |1⟩ state is

measured, this indicates that the state prepared should be thrown away and the process

must be re-initialized.

The above-mentioned state construction ensures that there are no X errors in the ancilla

qubits, since error detection is used for spotting and throwing away the states with bit-

flip errors. Therefore there will be no bit-flip error proliferation imposed on the data

qubits. However, there are a pair of scenarios that may results in an incorrect syndrome

measurement. A single phase error during the superimposed state preparation results

in the phenomenon that the ancilla state |00...00⟩ − |11...11⟩ forces the ±1 eigenvalues

to switch places. This would result in an incorrect syndrome measurement. The second

scenario is that a gate failure in the CNOT gates constructing the syndrome operator

would also result in an incorrect measurement outcome.

To combat this problem, the full stabilizer procedure must be repeated for example three

times [66, 118]. Then a majority vote is taken to determine the final stabilizer value

but the third stabilizer measurement is only necessary when the first two measurement

outcomes differ. This means that an incorrect stabilizer result will occur at a probability

order of p2 where p is the probability of a component error, because two of the stabilizer

implementations must simultaneously contain a component error for the majority vote to

conclude the absence of errors due to a pair of errors. Therefore in the best case scenario,

a single syndrome measurement requires an additional 10 ancilla qubits assuming that

the superimposed state is prepared without error first time and the first as well as

second syndrome measurements match. However, it is possible for this to become more

than doubled, because multiple superimposed states may have to be produced to distill a

single error free version and this must be done for each repeated stabilizer measurement.

Therefore the extent of the qubit overheads is determined by the efficiency of creating

an error-free ancilla state. For the full l = n− k = 6 Steane code stabilizer set it is not

unreasonable to expect more than 60 additional ancilla qubits which is in stark contrast

to the 6 required for the non-fault-tolerant scheme.
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3.4 Conclusion

In Chapter 2 we introduced the basics of quantum circuits and quantum domain errors.

Then QECCs were described, followed by fault tolerant circuit design. In the next

chapter another type of fault-tolerant circuit will be introduced, namely the transversal

gate, which allows us to fault-tolerantly apply logic gates to encoded qubits. In the

subsequent chapter, the so-called ‘encoderless’ scheme will be introduced, which applies

the fault-tolerant stabilizer measurement that has just been described. This provides

error rate improvements when gate errors are present in the circuit that implement a

fault-tolerant QECC scheme.
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4.1 Introduction

To recap Chapter 3, a fault-tolerant QECC is by definition capable of avoiding the

proliferation of errors. More explicitly, a [n, k, d] maximum-minimum-distance QECC

encodes k logical qubits into n physical qubits and has a minimum distance of d, hence

it is capable of correcting t = ⌊(d − 1)/2⌋ individual physical qubit errors. Our design

objective is to ensure that despite using realistic imperfect quantum gates, the prolifera-

tion of errors does not lead to exceeding the error correction capability of a fault-tolerant

43
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X

X

Ŝ

Ŝ R

R|φ2〉

|φ1〉

|φ2〉

|φ1〉

Figure 4.2: Transversal CNOT gate.

QECC. More formally, a quantum circuit that is protected by an [n, k, d] QECC is fault-

tolerant if a single component failure occurring with probability p results in less than

t = ⌊(d − 1)/2⌋ individual qubit errors at the output of the circuit block [66]. Under

this idealistic assumption a physical qubit error introduced by a single gate cannot es-

calate to an uncorrectable number of errors, given the [n, k, d] QECC considered. Let

us assume that the probability of a single gate error is Pg. Hence the probability of two

simultaneous gate errors1 is O(P 2
g ), provided that the error events are independent of

each other, while Pg ≪ 1 and P 2
g < Pg.

Unfortunately, a bit-flip error on the control qubit in a CNOT gate will result in a

deleteriously applied NOT operation imposed on the target qubit, hence resulting in

two erroneous qubits, rather than one. Therefore, an originally correctable number of

individual qubit errors escalates to an uncorrectable number of correlated qubit errors

even if no additional component failure has occurred.

A fault-tolerant implementation of the CNOT gate relies on a so-called transversal ar-

chitecture, as seen in Figure 4.2 [85]. The CNOT gate will be discussed in Section 2.3.2

and Transversal Gates in Section 4.2. To elaborate, the left hand side of Figure 4.2

shows the uncoded circuit, whilst the right hand side portrays the fault-tolerantly en-

coded circuitry, where the
⊕

represents a NOT gate and S is a syndrome decoder. For

the convenience of our discussions, here we initially portray a simple R = 1
3 -rate repe-

tition code which is capable of correcting one error in each 3-qubit code word. Hence

it has a 33% error correction capability. Both the upper and lower syndrome decoders

of Figure 4.2 are only capable of correcting a maximum of t errors. We arrange for the

logical connection of the ith physical qubit in the control state with the ith qubit in

1The magnitude ofO(P 2
g ) is determined by the number of scenarios, whereby two gates simultaneously

endure an error that cannot be corrected.
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the encoded target state, as observed in Figure 4.2. For example, a bit-flip error on the

second control qubit of the upper syndrome decoder would only interact with the second

target qubit seen at the output of the lower syndrome decoder in Figure 4.2. This circuit

design limits the propagation of qubit errors, since an error that is corrected by the top

syndrome decoder can only propagate to a single error input to the lower syndrome

decoder. Since the control and target qubits are encoded separately, the error that has

proliferated through the transversal CNOT connection can always be corrected.

Under the fault-tolerant premise, it is assumed furthermore that no adjacent qubit fail-

ures occur either spatially or temporally, since they are independent at each segment of

the circuit. However, repeated applications of an imperfect gate would be more accu-

rately represented by an error model that includes temporal and/or spatial correlation

in the gate failure, since environmental perturbations may affect a group of components

in each others vicinity. Therefore, assuming independence of the component errors con-

stitutes another idealized simplifying assumption.

Furthermore, a common fault-tolerant [n, k, d] encoding technique relies on fault-tolerant

stabilizer measurements used for preparing the encoded information [66]. However, this

requires knowledge of the state that we wish to encode. More explicitly, in order to pre-

pare an arbitrary state |ψ⟩ = α|0⟩+ β|1⟩, the coefficients α and β must be known to us

[9]. This has the drawback that unknown information cannot be encoded. However, en-

coding unknown information is necessary because in many practical schemes QECC de-

coding and re-encoding are applied mid-way through the computation, as demonstrated

in [119]. Fortunately, there exist unitary encoding circuits, which have the capability of

encoding unknown information, but regretfully again these are not fault-tolerant by the

above definition. Having said that, these unitary encoding circuits are still appealing,

since they do not require additional ancilla to encode the state.

Fault-tolerant state preparation techniques impose a substantial qubit overhead, since

the stabilizer must be repeated multiple times to guarantee that a single error-free

outcome can be obtained. In addition to the above complications, the ancilla must

be prepared without error, hence potentially requiring the distillation of the error-free

states from a larger number of states. Therefore, since the encoding circuit requires only

(n − 1) qubits in addition to the unknown information qubit, it is desirable to find a

solution for mitigating the error proliferation inherent in non-fault-tolerant circuits.

The rest of this chapter is structured as follows. In Section 4.2 a transversal gate is

outlined, and in Section 4.2.2 the processing of information stored in the encoded qubits

is detailed. The system model is detailed in Section 4.3. Then the results characterizing

the repetition-encoded transversal CNOT gates are derived in Section 4.4 and for the

Steane code in Section 4.4.3.
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4.2 QECC Mitigates Quantum Gate Errors

4.2.1 Transversal Gates

U

U

X

U
U Ŝ R|ψ〉U |ψ〉|ψ〉 U |ψ〉

U

Figure 4.3: General transversal single-qubit gate.

The circuits that implement a QECC, such as the encoding circuit, must be themselves

fault-tolerant [10]. However, we also wish to implement logical gates in order for our

quantum processor to be more useful than just a quantum memory [37]. A fault-tolerant

method of improving the error rate of a realistic imperfect quantum gate is the scheme

popularly referred to as the transversal gate [34, 85]. More explicitly, a transversal gate

allows a logical gate to be applied to an encoded state.

This scheme is characterized by the bit-wise application of the gate to an encoded state

[17]. More specifically, to implement a single-qubit gate U transversely it is applied

separately to each physical qubit in the n-qubit encoded state, as demonstrated in

Figure 4.3 [34]. The left hand side of Figure 4.3 represents a single-qubit gate U applied

to an arbitrary uncoded state. The right hand side shows that the transversal gate

implementation U results in the same logical evolution of the encoded state, as U results

in for an uncoded state. The bar above U (giving U) indicates that this is a transversal

gate. Explicitly, the application of U to a n-qubit encoded state |ψ⟩ has the same logical

effect of applying the uncoded gate U to a k-qubit uncoded state |ψ⟩. For example, the

X gate applies a bit-flip to |ψ⟩ and X applies a bit-flip to |ψ⟩. This can be viewed as X

representing the k-qubit uncoded gate, while X is the n-qubit ’encoded’ version.

You might wonder, why single-qubit transversal gates are fault-tolerant? If the com-

ponents introduce errors independently and the information is encoded in a d = 3

QECC, then an uncorrectable error may only occur when two independent components

fail simultaneously. This happens with the probability of O(P 2
g ), therefore achieving a

beneficial error-rate improvement compared to the uncoded single gate.

Error proliferation may hence be circumvented by a fault-tolerant gate construction, as

shown in Figure 4.2. Specifically, a transversal CNOT gate is applied on a bit-wise basis
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from the ith qubit in the encoded control state to the ith qubit in the encoded target

state. Figure 4.2 shows that the CNOT gates are specifically arranged in a way so that

the qubits are coupled with no more than a single CNOT gate connection. This means

that a single error in an encoded block may propagate to no more than a single error in

the other. This erroneous scenario can always be corrected by the syndrome decoder,

since both the control and target qubits are encoded independently by an [n, k, d] QECC.

Therefore, an uncorrectable error may only occur when two CNOT gates simultaneously

incur an error with probability O(P 2
g ), which satisfies the conditions of fault-tolerance.

4.2.2 Processing QECC-Information by Logic Gates

Logic gates can be applied to QECC-protected data, because the QECC does not treat

any permutation of a code word by a legitimate logical gate as an error. Instead, the

logical gate has the effect of transforming the data from one legitimate code word to

another, provided that the transversal gate is carefully matched to a certain QECC, as

described in this section. The discussion in this section follows on from the presentation

of stabilizer codes in Section. 3.2.1.

Firstly, what kind of error is detectable by a general stabilizer code? A correctable error

E for a stabilizer code Ŝ is constituted by the sub-group of Gn defined in Eq. (2.17) that

anti-commutes with Ŝ, where we have KE = −EK. For example, if K ∈ Ŝ and |ψ⟩ is
a legitimate defined code word, then we have:

K(E|ψ⟩) = −EK|ψ⟩ = −E|ψ⟩, (4.1)

where E ∈ E. The error has the effect of shifting the logical qubit out of the legitimate

code space. The negative phase value can be measured by the syndrome measurement

and a subsequent recovery operation can be applied to reverse the effect of E.

If the measurement of the stabilizer operator results in an +1 eigenvalue, it is assumed

that state |ψ⟩ is a legitimate code word satisfying that K|ψ⟩ = |ψ⟩. However, if an error-

corrupted state |ψ′⟩ = E|ψ⟩ is inserted into this equation, then we arrive at K|ψ′⟩ = |ψ′⟩
indicating that the error E cannot be detected by the QECC. If an error commutes with

the stabilizer, it has the property of KE = EK. Then we have

K(E|ψ⟩) = EK|ψ⟩ = E|ψ⟩, (4.2)

which gives the definition of an error that cannot be corrected by a stabilizer code

[34]. This is because the stabilizer measurement results in an +1 eigenvalue, which is

interpreted as being in the legitimate code space. More formally, the set of elements

in Gn in Eq. (2.17) that commute with the stabilizer EKE† ∈ K ∀ K ∈ Ŝ are the

normalizer2 of Ŝ in Gn, denoted by N(Ŝ) [84]. If an error commutes with the stabilizer, it

2The set U such that UGnU
† = Gn is the normalizer of Gn, denoted by N(Gn).
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is undetectable, therefore this has the effect of an uncorrectable error E. More formally,

E ∈ N(Ŝ)− Ŝ.

A transversal gate U has the same properties as an uncorrectable error, because when

a valid encoded gate is applied to an encoded state, it will return another legitimate

encoded state [107]. In other words, the code will not detect an error, when the gate

is applied to the encoded qubits. This reveals the set of transformations that act non-

trivially on the code word, yet do not shift the information outside the legitimate code

space.

Let us look at this idea from the perspective of applying quantum gates to encoded

qubits. A general encoded gate U evolves the encoded data according to |ψ2⟩ = U |ψ⟩.
This state would be stabilized by an updated stabilizer UKU

†
, which has the intended

effect

UKU
†
U |ψ⟩ = KU |ψ⟩ = U |ψ⟩. (4.3)

This is reminiscent of the ordinary stabilizer K|ψ⟩ = |ψ⟩, which leaves a legitimate code

word unchanged. Then a transversal gate U is chosen for ensuring that

UKiU
†
= Kj∀Ki,j ∈ Ŝ, (4.4)

where the encoded gate conveniently has no effect on the stabilizer set. How is it

justified that certain transversal gates have this property? When S and U commute,

then SU = US. This means that

UKU
†
= UU

†
K = K, (4.5)

remembering that UU
†
= I. Therefore, the transformations U carried out by legitimate

transversal gates for a given code Ŝ are those, which commute with the stabilizer.

For example, a transversal bit-flip gate corresponds to the bit-wise application of the X

gate to each physical qubit, denoted asX = X⊗n. For the Steane code,X is implemented

by applying n = 7 X gates directly to the physical qubits of the encoded data. To check

that X has the intended logical transformation, X can be applied to Eq. (3.8) and

Eq. (3.9). Then to transform |0⟩ to |1⟩ we get X|0⟩ = |1⟩ and vice versa. Similarly,

Z = Z⊗7 has the effect of the logical phase-flip, where Z|0⟩ = |0⟩ and Z|1⟩ = −|1⟩ can
be used for distinguishing whether the logical qubit is either |0⟩ or |1⟩. Since we have

XZX† = −Z and ZXZ† = −X, the stabilizer set in Eq. (3.7) remains unchanged. For

example, XKiX
†
= Kj and ZKiZ

†
= Kj ∀Ki,j ∈ Ŝ.
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Figure 4.4: General transversal CNOT gate Uf scheme.

4.3 System Model

The scheme seen in Figure 4.4 encodes a pair of unknown qubits |ϕ1⟩ and |ϕ2⟩ using the

unitary encoding circuit V. The encoding at the top left corner of Figure 4.4 can be

described as

|ϕ1⟩ = V(|ϕ1⟩ ⊗ |0⟩⊗(n−k)). (4.6)

The state |ϕ1⟩ can be stabilized by Ŝ = {Ki}, which is expressed as

Ki|ϕ1⟩ = |ϕ1⟩ ∀Ki ∈ Ŝ. (4.7)

In this model Ŝ = {Ki} corresponds to the n−k stabilizer operators. By measuring the

stabilizers Ŝ the location of an error in the data qubits can be determined. If there is

an error, the recovery operation R is applied to the data for returning it to a legitimate

code word state.

The encoded control and target qubit are input to the transversal CNOT gate labelled

by Uf , as seen in Figure 4.4. This block represents the logical action of a CNOT gate

applied to the encoded qubits. The transversal CNOT gate Uf evolves the encoded

state |ψ1⟩ = |ϕ1⟩|ϕ2⟩ to |ψ2⟩ as follows:

|ψ2⟩ = Uf |ψ1⟩. (4.8)

This is stabilized by Uf ŜU
†
f . Assuming that the transversal CNOT gate represents a

legitimate logical transformation for the chosen code, the stabilizer set remains invariant
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to the application of Uf , so that Ŝ = Ki ⊗ Kj satisfies Uf ŜU
†
f = Ŝ. This allows the

intended logical evolution of the encoded information to be preserved and any single

qubit error occurring within the data to be corrected.

4.3.1 Frame-Error-Rate

Let us now consider the example of a transversal CNOT gate protected by the 1
3 -rate

repetition code of [99]. If more than one qubits in the 6-qubit frame have a bit-flip

error at time step |ψ3⟩ this will be counted as one frame error. This is because, a single

qubit error occurring within the top or bottom n = 3 qubits after Uf , i.e. in |ψ2⟩ seen
in Figure 4.4, can be corrected since in this scheme the control and target qubits are

encoded individually. For example, two qubit errors, one on qubit 2 and the other on

qubit 5, can be fully corrected, hence no frame error is encountered at |ψ3⟩. This is

because qubit 2 is corrected by the upper syndrome decoder and qubit 5 by the lower

syndrome decoder. However, a qubit error on the first and second qubit cannot be

corrected by the upper decoder, since both qubit errors are processed by the same d = 3

syndrome decoder. Therefore, this scenario incurs a frame error at |ψ3⟩.

The frame-error-rate (FER) is defined by considering all operations involved in the

calculation of the error rate at the output of a circuit block, yielding

FER =
No. of frame errors

Total No. of frames
. (4.9)

The FER is a useful metric because it characterizes the integrity of the transversal

CNOT gate and denotes the FER at the output of an error-corrected circuit block.

4.3.2 Quantum Channel Model

In this model seen in Fig. 4.5 each gate of the circuit is assumed to be an independent

potential error location with a probability of Pg. Then an independent individual qubit

channel is applied after this. The motivation for this hybrid model is that qubit errors

may not occur at the gate output as independent events [109], hence the gate errors

must also be modelled individually with a probability of Pg. This is because error

proliferation results in correlated qubit errors, which systematically spread through the

two-qubit gates, as detailed further in Section 3.3.1.

In this hybrid channel model, we assume that each CNOT gate has a gate error rate

probability Pg. In addition to gate errors, the qubits may also suffer from decoherence

with a probability Pe, which encapsulates the effects of all other circuit errors. Under

these assumptions the uncoded circuit has the following FER

FER = Pg + 2Pe, (4.10)



Chapter 4 Quantum-Gate Errors in Transversal CNOT Gates 51

Pg

Pe

Pe

Figure 4.5: Combined channel model with gate error Pg (blue box) and independent
qubit error Pe (red box).

as shown in Figure 4.5. This channel model can also be applied to the coded system

model of Figure 4.4. In this case the blocks V and Uf have independent gate errors,

which may however have a similar Pg. Hence, gate errors occur at gate locations specific

to the circuit construction for the particular QECC chosen. Then an independent qubit

flip channel is applied at position |ψ2⟩ of Fig. 4.4. Note that it is assumed that the

circuits of Ŝ and R are fault-tolerant and therefore the gate error probability in these

circuits is negligible [66].

4.3.3 Simulation Assumptions

This section makes clear the assumptions made in this simulation:

• It must be that FER ≤ 1 for a given combination of Pg and Pe. Hence, for this

simulation Pg and Pe are considered to be 0.1 or smaller [120, 45, 121].

• In this simulation each of the gate errors and qubit errors are simulated indepen-

dently. Therefore, all combinations of component errors are encompassed by this

simulation, which is run 106 times for each data point. The most common scenario

is a single-component error, namely a gate error with a probability of Pg or a single

qubit error with a probability of Pe.

• The circuit gate error events are modelled by an independent random variable,

which determines the qubit error incurred by each gate error. It is necessary to

simulate each gate separately in order to encapsulate the effects of error prolif-

eration in subsequent circuit components. Error proliferation within the circuit

outputs a pattern of qubit errors specific to the circuit architecture. The simula-

tion results reflect this and the effect of error proliferation on the FER.
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Figure 4.6: A 1
3 -rate repetition encoder with Transversal CNOT Gate.

4.4 Frame Error Rate Bounds

In this section we will derive various FER bounds, which are then verified by simulations.

4.4.1 Evaluation of Repetition Coding

In this section the method of finding the analytical FER = η̃1Pg = 2Pg is discussed

in detail. We commence by considering the accumulated error probability before error

correction at |ψ2⟩ and determine how much this is reduced by with the aid of syndrome

decoding.

First, let us find the total accumulated error probability before syndrome decoding, as

represented by the FER at |ψ2⟩ in Figure 4.6. The circuit has D = 7 CNOT gates, each

having gate error probability of Pg. Assuming that the gate errors are independent,

the FER at |ψ2⟩ (FER2) is dominated by the sum of all the single CNOT gate error

probabilities. Note that in this example the combinations of two, three, ... gate errors

occurring with probability O(P 2
g ),O(P 3

g ) ... are ignored, since the probability of these

scenarios in this channel model is low. Therefore, we have

FER2 = DPg = 7Pg. (4.11)

Naturally, we expect that some error patterns after a single CNOT gate error can be

corrected by the syndrome decoders. This means that the final error rate FER3 at |ψ3⟩
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CNOT Gate Bit-Flip Error After Propagation

CNOT 1
IXI IXI
XII XIX
XXI XXX

CNOT 2
IIX IIX
XII XII
XIX XIX

Table 4.1: Error patterns at the output of the [3, 1, 3] Repetition code encoder V, as
shown in Figure 4.7, after the propagation of a single CNOT gate error in the bit-flip

channel. Each scenario has a probability of occurrence
Pg

3 .

will obey:

FER3 = ηPg < 7Pg, (4.12)

where η is a scaling coefficient that we have to find by exhaustively considering every er-

ror pattern occurring at |ψ2⟩. If a pattern can be corrected by the syndrome decoders, its

probability of occurrence is subtracted from Eq. (4.11) for determining the experimental

gate error probability, yielding the final FER3.

Then the natural question arises, how many different error patterns are accumulated at

|ψ2⟩ in Figure 4.6 after the occurrence of specific single CNOT gate errors? Each CNOT

gate in the circuit may suffer from any of the three possible bit-flip error patterns of

IX,XI,XX shown in Figure 2.6 with a probability of
Pg

3 . Then in conjunction with

D = 7 CNOT gates, there are 21 possible error patterns occurring at |ψ2⟩.

Fortunately, we do not have to consider all 21 error patterns individually. Quantitatively,

we will demonstrate later in this section that we only have to analyze 6 patterns. Let

us commence by considering the gate error in the transversal CNOT gate section Uf of

Figure 4.6. This section is constructed from 3 CNOT gates and therefore contributes a

total of 3Pg to FER2 in Eq. (4.11). Since the control and target qubit of each CNOT

gate is finally input into separate syndrome decoders, any bit-flip error combination

IX,XI or XX imposed on the control and target qubit of these gates can be corrected

before |ψ3⟩. This is a benefit of the transversal gate being constructed fault-tolerantly

and therefore no error proliferation takes place in this section. Hence we do not have an

error event that cannot be corrected [34]. Therefore, Eq. (4.11) may initially be reduced

by 3Pg so that we have:

ηPg < 4Pg, (4.13)

since any individual error patterns resulting from these gate errors will be corrected.

Now, only the gate error in the top and bottom encoder of Figure 4.6 has to be considered

individually. There are four CNOT gates in total, which accounts for FER of 4Pg in

Eq. (4.13). Let us commence by only considering the top encoder in Figure 4.6, which

has two CNOT gates to consider (2Pg). This encoder has 6 possible error scenarios in

the bit-flip channel. Table 4.1 shows a comprehensive assessment of the error pattern



54 Chapter 4 Quantum-Gate Errors in Transversal CNOT Gates
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Figure 4.7: [3, 1, 3] Repetition code encoder V

on the n = 3 qubits at the output of the encoder for each bit-flip scenario. Inspection

of Table 4.1 shows that 3 out of the 6 error patterns contain only a single bit-flip error.

Then the operation of Uf in Figure 4.6 copies the same error pattern to the bottom three

qubits, which is then entered into the lower syndrome decoder. So a single error entered

into the top syndrome decoder will lead to a single error input to the bottom one, both

of which can be corrected. Therefore, error proliferation in the subsequent CNOT gates

can be avoided. Each scenario occurs with probability
Pg

3 , therefore 3× Pg

3 = Pg is the

probability of frame error after any gate error in the top encoder.

Hence, Eq. (4.13) can be reduced by Pg, giving ηPg < 3Pg. The only CNOT gates left

to consider are those in the lower encoder Vlower. This has the same circuit structure

as the upper encoder. Therefore, Table 4.1 also describes the probability that the gate

error occurring in the lower encoder will lead to an error that can be corrected. Hence

the final FER3 at |ψ3⟩ of Figure 4.6 after all possible CNOT gate errors will be

FER3 = 2Pg, (4.14)

which yields η = 2 in Eq. (4.12).

4.4.2 Repetition Code Results

Let us first consider the frame error events imposed by pure gate errors in the absence

of bit-flip errors. For a circuit block having a total of D components and identical gate

error probabilities Pg, we can compute the error floor of the FER before error correction

as

FER ≤
D∑

i=1

ηiP
i
g where ηi =

(
D
i

)
. (4.15)

where ηi is given by the binomial coefficient defined by i-combinations of D circuit

components. The coefficients ηi is then reduced to η̃i by the number of i-component

failures, resulting in an error pattern corrected by syndrome recovery.
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Figure 4.8: R = 1
3 Repetition code in bit-flip channel with various channel flip

probability Pe.

As for the frame error events caused by the pure bit-flip channel having a flip probability

of Pe, at the right of Fig. 4.5 the state of having no qubit errors at the output of either the

control or the target sub-block occurs with probability (1− Pe)
3. A correctable single-

qubit error in any position occurs with probability 3Pe(1−Pe)2. Any uncorrectable error

in either sub-block incurs a frame error, therefore the FER after the recovery operation

can be calculated as

FER = 1−
[
(1− Pe)

3 + 3Pe(1− Pe)
2
]2
. (4.16)

Let us now combine the FER contributions of both the gate errors and bit-flip errors

of Eq. (2.15). However, for simplicity, we consider only the dominant term of i = 1 in

the gate error bound of Eq. (4.15), explicitly this is the dominant term, because having

several instantaneous gate errors has a lower probability. Upon computing the decoded

FER, we arrive at:

FER = 1−
[
(1− Pe)

3 + 3Pe(1− Pe)
2
]2

+ 2Pg + · · · ≈ 6P 2
e + 2Pg. (4.17)

Since the term of 6P 2
e in Eq. (4.17) can be deemed negligible, for the coded scheme to

offer a FER improvement it is required that Pg ≤ 2Pe. The repetition coding scheme has
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Figure 4.9: R = 1
3 Repetition code in the Bit-flip channel with various gate error

values Pg.

D = 7 components, so we have η1 = 7 in Eq. (4.15), meaning that η̃1 = 2 (as detailed in

the next section).

In Figure 4.8 we have plotted the FER vs. the gate error probability for both an

uncoded CNOT gate as well as for its 1
3 -rate repetition-coded counterpart using dashed

and continuous lines, respectively. The FER results are parameterized by the bit-flip

probability of our quantum channel model of Figure 4.5. The circles in the figure indicate

the specific Pg values, below which the 1
3 -rate repetition code provides FER reductions.

The curves are parameterized by the bit-flip probability Pe defined in Figure 4.5.

To elaborate further, Figure 4.9 shows that when Pg is smaller, the coded scheme pro-

vides more rapid FER improvements, achieving FER ≈ 2Pg, where 6P 2
e is negligible.

However,when we have Pe ≪ Pg, the coded scheme’s FER is dominated by the cor-

related gate error patterns encountered before recovery3. Therefore, the FER floor is

determined by 2Pg.

3For large Pg > 0.1 the discrepancy between the analytical estimation and the simulation results in
Figure 4.9 is due to terms according to P 2

g , hence making a significant contribution to the final analytical
FER when Pg is large. It may be inferred that the occurrence of simultaneous two-gate errors is not
recorded in the Monte Carlo simulation results for the sample size considered.
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4.4.3 Transversal CNOT Gate Protected by Steane’s Code

Since Steane’s encoding circuit V is not fault-tolerant, its FER has an error floor ac-

cording to

FER(1) ≈ η1Pg. (4.18)

where FER(1) gives the FER according to single gate errors alone. The constant η1

is determined by the specific error patterns produced by single gate errors that cannot

be corrected. This process is demonstrated in Fig. 3.4, where the error imposed on

the first CNOT gate leads to a larger number of errors at the circuit output, causing

error proliferation. Subsequent CNOT gates copy this error throughout the circuit.

Therefore, the proliferation of the error resulting from the initial single gate failure

results in multiple qubit errors that cannot be corrected at the circuit output. Since the

initial CNOT gate failure occurred with probability Pg, this error event will add a term

of O(Pg) to the FER.

The independent gate error is modelled by assuming an error location at each two-qubit

CNOT connection in the circuit. Each gate failure is simulated as a perfect gate followed

by Pauli operators acting on the individual qubits defined by the statistics corresponding

to the depolarizing channel [109]. All other component errors are modelled by a single-

qubit depolarizing channel after the block labelled Uf , as seen in Figure 4.4. This incurs

a frame error rate of

FER(2) ≈ η2P
2
e , (4.19)

where η2 is the number of two qubit error combinations in the block that cannot be

corrected by the upper and lower syndrome decoder of Figure 4.6. Therefore, the FER(2)

is the FER according to simultaneous two-qubit errors that cannot be corrected.

The coded scheme provides frame error rate improvements, when the resultant error rate

is lower than that of the uncoded scheme, namely when FER(1) + FER(2) < Pg + 2Pe.

Rearranging this gives the gate error threshold Pg < Pth, which is the gate error rate

below which coded improvements are possible. This is defined by a condition for Pg and

Pe in conjunction with one another. Therefore, the gate error threshold is given by

Pth =
2Pe − η2P

2
e

η1 − 1
, (4.20)

which is the point at which the coded scheme starts to have a better FER than the

uncoded scheme.

A drawback of this scheme is that the FER is improved in line with a reduction of

Pg < Pth, as indicated in Fig. 4.10. Fig.3.4 shows that the proliferation of qubit errors

by CNOT gates in Steanes code leads to the correlation of qubit errors at the output of

the Steane encoding circuit. Therefore, a set of error patterns occurring with probabil-

ity O(Pg) consisting of t > 1 individual qubit errors accumulate before the transversal
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Figure 4.10: FER of a transversal CNOT gate vs. the gate error probability Pg

parameterized by various depolarizing probabilities Pe.
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Figure 4.11: FER of a transversal CNOT gate vs. the depolarizing probability
Pe parameterized by various gate error probabilities Pg. Analytical is determined by

Eq. (4.20).
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CNOT gate. Hence, the application of Steane’s code introduces more errors than the

uncoded scheme has, when the gate error probability is high. The effects of error pro-

liferation overloading the decoder are seen in Figure 4.11, where the resultant FER is

lower-bounded at ≈ 20Pg.

However, our results demonstrate that coding is indeed beneficial, when the statistically

independent qubit decoherence probability Pe is approximately an order of magnitude

higher than Pg for counteracting the effects of correlated errors. This is due to the fact

that Steane’s code is capable of correcting statistically independent individual qubit

errors, since it has a minimum distance of d = 3. More specifically, Figure 4.10 shows

that an uncoded system would suffer from an FER floor at 2 × 10−3, when the qubit

decoherence error probability is Pe = 10−3. However, a Steane code assisted system is

capable of reducing the FER below 2× 10−3, provided that the gate error probability is

lower than Pth = 1.1× 10−4.

4.5 Conclusion

Practical quantum circuits experience both gate-induced qubit errors with a probability

of Pg as well as qubit errors imposed by the decoherence probability of Pe. We found that

improved logical qubit reliability can be attained using non-fault-tolerant QECC’s when

Pe is an order of magnitude higher than Pg. However, this imposes a strict condition

on our quantum channel model, where the channel parameters have to obey the specific

conditions unveiled in this treatise.

In this chapter, it has been shown that the gate errors inherent in non-fault-tolerant

encoding circuits proliferated to an uncorrectable number of qubit errors, hence resulting

in a high error floor at the circuit output according to Eq. (4.18). The results presented

in Chapter 5 offer a solution to this problem by relying on ‘encoderless’ QECCs, where

the non-fault-tolerant encoding circuit is eliminated and replaced by a fault-tolerant

alternative. This scheme allows information to be encoded with the aid of a fault-

tolerant circuit, therefore reducing the error floor.
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Figure 5.1: The outline of this thesis with the highlight of Chapter 5.

5.1 Introduction

A QECC must be implemented by a fault-tolerant circuit that is capable of avoiding

avalanche-like error-proliferation1 in quantum gates. More explicitly, a fault-tolerant

circuit limits the effects of a single gate error to a correctable number of qubit errors

[66]. However, unfortunately many traditional encoding circuits are not fault-tolerant

1We define error-proliferation as the event when a single error inflicts more than one error. This is in
contrast to error-propagation, which passes on the same number of errors as its input. See Section 3.3.1.
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[66, 9, 1]. This is because these circuits have two-qubit CNOT gate connections which

have the property that a single qubit error propagates to many qubits, hence proliferating

the errors [107]. In the previous Chapter, it was shown that this overwhelms the error

correction capability of the [n, k, d] QECC. Hence, more errors are inflicted by the circuit

than are corrected, where n is the number of encoded physical qubits, k is the number

of original information qubits, d is the minimum distance and t is the error correction

capability where t = ⌊(d − 1)/2⌋ for the family of maximum-minimum distance codes.

Therefore, rather than satisfying our original objective of improving the error rates, the

QECC failing to rely on a fault-tolerant architecture prepares encoded states that have

a higher error rate than the original uncoded information [1].

To mitigate these problems, we present an alternative scheme that prepares encoded

quantum states without applying non-fault-tolerant encoding circuits. More explicitly,

this outputs an encoded state with a FER that is lower than that of the uncoded

information2, even when the gate error probability is high. This is achieved by using a

circuit, which is entirely comprised only of single-qubit gates. Hence the resultant circuit

has a fault-tolerant arrangement, in which no error proliferation can occur. Rather

than directly encoding the information using a quantum error correction encoder, this

‘encoderless’ scheme first prepares an n-qubit state that is a superposition of legitimate

codewords or correctable error patterns. The resultant encoded state is carefully chosen

so that any error patterns within the code’s correction capability can be corrected by

the syndrome decoder. As a benefit, following the action of the syndrome decoder, only

valid codewords are created which represent the n-qubit encoded version of the k-qubit

input information. Again we refer to our proposed method as the ‘encoderless scheme’.

This approach is reminiscent of quantum state preparation techniques [10]. Further

investigations of Steane code state preparation were presented in [122, 123, 109], where

the logical states such as |0⟩ and |+⟩ are prepared fault-tolerantly. Improvements that

minimize the ancilla qubit overheads required for Steane code state preparation were

provided in [88]. In addition, methods of preparing the encoded states of longer codes

were conceived in [124] for circumventing the employment of complex encoding circuits.

Finally, state preparation assuming a local 2D-architecture was designed in [125].

The scheme presented here has the added benefit that it can be applied to unknown input

information, implying that we have no prior knowledge of the state before encoding. In

this paper, what is referred to as a known state |ψ⟩ is one whereby we do have prior

knowledge of the value of the complex probability amplitudes α and β in the state

|ψ⟩ = α|0⟩+ β|1⟩. Therefore, with no knowledge about the value of α and β the state is

said to be unknown.

2See Section 4.3.1 for a definition of FER. A frame error event is defined as the occurrence of more
than the number of correctable errors t.
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Unitary encoding and decoding circuits are prone to the proliferation of errors, be-

cause the circuits are not fault-tolerant and therefore they inflict more errors than the

QECC can correct [9, 107, 10]. The scheme presented in this paper offers fault-tolerant

encoding of unknown states with the aid of a single stabilizer measurement and two

extra Hadamard gates. The ability to encode states with no prior knowledge of the

information qubits will be necessary for systems relying on multiple networked devices.

Another benefit of this scheme is that it has a simpler circuit than the state preparation

schemes for certain known states [126]. This is advantageous in NISQ processors hav-

ing limited qubit coherence times and error-infested circuit components [38]. However,

the cost of this scheme is that it needs clean all-zero ancilla qubits in order to achieve

fault-tolerance. In addition, this scheme relies on a full stabilizer measurement, which

is costly compared to the non-fault-tolerant unitary encoding circuit in terms of qubit

overheads3 [1, 85]. Nevertheless, if the architectural assumptions of the stabilizer cir-

cuit are met by the processor, the ‘encoderless’ scheme imposes no further connectivity

constraints on the device. Therefore, the implementation is likely to be applicable to

a number of state-of-the art devices, where the stabilizer measurements can be easily

implemented.

The scheme operating in the face of combined gate error and quantum bit error channel

model presented in [1] requires the gate error Pg to be an order of magnitude lower

than the quantum bit decoherence probability Pe. This is the limitation imposed by the

gate error in the encoding circuit. The error rate of the encoding circuit has an error

floor according to single gate errors, therefore introducing an error rate on the order of

O(Pg) after syndrome decoding. This section presents a scheme which does not require

encoding circuits, therefore reducing the probability of gate error in the encoder the

order of O(P 2
g ) that can nevertheless encode an unknown state.

By simulating this scheme we can determine the effect it may have on the error floor

according to the gate error probability Pg. Therefore, we do not consider the effects of

the qubit depolarizing error probability Pe, as seen in Chapter 4. However, the combined

error channel is considered, when simulating various state preparation techniques and

comparing these to the encoderless scheme. These results show the effect of an error on

the input qubits according to Pe.

The rest of this chapter is structured as follows. First the design of ‘encoderless’ QECCs

is introduced in Section 5.2. This discussion follows from the fault-tolerant implemen-

tation of a stabilizer measurements detailed in Section 3.3.4 as well as from the non-

destructive operator measurements associated with arbitrary input states discussed in

Section 3.2.5. The analytical background for the scheme is detailed in Section 5.3 and

Section 5.4, showing its resilience to individual gate error locations in each block of the

3For example, it is expected that an additional 60 ancilla qubits may be required for implementing
a single Steane code stabilizer measurement fault-tolerantly. See Section 3.3.5 for a full explanation of
this calculation.
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Figure 5.2: Encoderless [3, 1, 3] Repetition Code.

circuits implementation. Then the simulation results of imperfect gates are presented in

Section 5.4.2. Finally, in Section 5.5 the scheme is extended to specific state preparation

protocols.

5.2 Encoderless QECC

State preparation techniques4 are a scheme whereby a known state can be prepared

without the application of the traditional encoder [110]. However, it is not yet under-

stood if this approach can be pursued for encoding an unknown state [37], which we have

no prior information concerning the probability α and β before encoding. This section

proposes a scheme for solving this problem. In practice traditional unitary encoding

circuits must be applied for encoding an unknown state.

5.2.1 Encoderless Repetition Code

Quantum information can be protected without an encoding circuit by preparing a legit-

imate and illegitimate codeword states in a superposition and then applying syndrome

decoding to transform this to valid codeword states. A general outline of this concept

can be found in Section 3.2.5. Let us now explore this idea in more detail with respect to

the repetition code, first presented in Section 3.2.2. Firstly, let us compare the repetition

encoded state5 of

|ψ⟩ = α|0⟩+ β|1⟩ = α|000⟩+ β|111⟩, (5.1)

to the state produced by the circuit that replaces the encoder by a pair of Hadamard

gates, as shown in Figure 5.2. After applying both Hadamard gates to the unknown

4See Section 5.5 for a detailed explanation of these schemes.
5This is Eq. (3.4) in Section 3.2.2 reproduced here for convenience.
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R̂ |data⟩|ancilla⟩
III (α|000⟩+ β|111⟩)|00⟩
IIX (α|001⟩+ β|110⟩)|01⟩
IXI (α|010⟩+ β|101⟩)|10⟩
IXX (α|011⟩+ β|100⟩)|11⟩

Table 5.1: Error recovery operators R̂ for the encoderless [3, 1, 3] Repetition code.

input state of |ψ⟩ = α|0⟩+ β|1⟩, the system is in the state

|ψ̃⟩ = (α|0⟩+ β|1⟩)⊗
(
|0⟩+ |1⟩√

2

)
⊗
(
|0⟩+ |1⟩√

2

)
. (5.2)

Expanding this gives

|ψ̃⟩ = 1

8

(
α|000⟩+ α|001⟩+ α|010⟩+ α|011⟩+ β|111⟩+ β|110⟩+ β|101⟩+ β|100⟩

)
.

(5.3)

The vectors that overlap with the state shown in Eq. (5.1) are underlined.

The vectors that are not underlined must be corrected to one of the valid code word

states in Eq. (5.1). Additionally, the coefficients α or β have to be consistent with the

encoded state of α|0⟩+β|1⟩. For example, the vector β|100⟩ must be corrected to β|111⟩.
This can be done by measuring the traditional repetition code stabilizers K1 = ZZI as

well as K2 = ZIZ and then carrying out the recovery operations shown in Table 5.1. To

elaborate these operations are similar to those based on the traditional repetition code

(see [99]) except that when the ancilla qubits are in state |11⟩, the bit flip correction is

applied to both the second and third data qubits X2X3 ensuring that

α|011⟩+ β|100⟩ → α|000⟩+ β|111⟩. (5.4)

This is necessary because if the traditional single qubit correction X1 was made, this

would result in the state α|111⟩+β|000⟩. In this case the coefficients are the wrong way

around therefore the result is not consistent with Eq. (5.1). The aim of the scheme in

Figure 5.2 is to ensure that |ψ⟩ = α|000⟩+ β|111⟩.

Let us now describe the operations in Table 5.1 is discovered. The input state of Eq. (5.3)

evolves under the measurement of the stabilizers K1 and K2 according to Eq. (3.22) and

Eq. (3.23), this yields

|ψ̃2⟩ =
1

2

(
|ψ⟩+K|ψ⟩

)
|ψ̃2⟩ =

1

2

(
|ψ⟩ −K|ψ⟩

)
. (5.5)
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Let us consider the example that a |0⟩ is measured in both the ancilla qubits each

described by Eq. (3.22). First, |ψ̃⟩ → |ψ̃1⟩ when K1 of Figure 5.2 is measured, given by

|ψ̃1⟩ =
1

2

(
|ψ̃⟩+ ZZI|ψ̃⟩

)
= α|000⟩+ α|001⟩+

β|111⟩+ β|110⟩.

This state is then input to the measurement of the K2 stabilizer. A |0⟩ is also measured

in the second ancilla qubit, giving

|ψ̃2⟩ =
1

2

(
|ψ̃1⟩+ ZIZ|ψ̃1⟩

)
= α|000⟩+ β|111⟩. (5.6)

This shows that the encoded state |ψ⟩ is recovered without having to apply an error

correction operation R̂.

Let us now check the effect of measuring the |01⟩ ancilla states. After the K1 stabilizer

is applied, the system is in the same state, as described in Eq. (5.6). Then the second

measurement of the K2 stabilizer results in the |1⟩ state in the ancilla qubit. This is

described by Eq. (3.23), so in this case we have

|ψ̃2⟩ =
1

2

(
|ψ̃1⟩ − ZIZ|ψ̃1⟩

)
= α|001⟩+ β|110⟩ (5.7)

and a bit flip recovery operation X3 will return the state to |ψ⟩. The same calculation

can be done for the other two scenarios listed in Table 5.1.

Let us see the effect of measuring the |10⟩ ancilla states. After the K1 stabilizer is

applied the system is in

|ψ̃1⟩ =
1

2

(
|ψ̃⟩ − ZZI|ψ̃⟩

)
= α|010⟩+ α|011⟩

+β|101⟩+ β|100⟩.
(5.8)

The |0⟩ state is measured in the second ancilla qubit, giving

|ψ̃2⟩ =
1

2

(
|ψ̃1⟩+ ZIZ|ψ̃1⟩

)
= α|010⟩+ β|101⟩. (5.9)

hence the R̂ ≡ IXI correction operation recovers |ψ⟩. Similarly, if the |11⟩ ancilla state

is measured, we have

|ψ̃2⟩ =
1

2

(
|ψ̃1⟩ − ZIZ|ψ̃1⟩

)
= α|011⟩+ β|100⟩ (5.10)

and the R̂ ≡ IXX correction operation recovers |ψ⟩.

Furthermore, any single Hadamard gate error acts trivially on the state |ψ̃⟩. So even

though at this step in the circuit the state is not strictly encoded in the state |ψ⟩, the
scheme is still robust against the gate errors of its preparation circuits. For example,
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|0〉
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Ŝ

|φ1〉

|φ2〉

U f

R

|ψ2〉|ψ1〉
Figure 5.3: Encoderless transversal CNOT using the [3, 1, 3] Repetition Code.

a Hadamard gate error on the middle qubit can be described by IXI for the bit-flip

channel E(.). The channel output is described by

E(|ψ̃⟩) = IXI|ψ̃⟩ = |ψ̃⟩, (5.11)

where |ψ̃⟩ is given by Eq. (5.3). This error takes one vector state in the superposition

state |ψ̃⟩ to another and preserves the coefficients α and β. Similarly a Hadamard gate

error on qubit (3) has the same effect, namely IIX|ψ̃⟩ = |ψ̃⟩. In fact, two simultane-

ous Hadamard gate errors occurring with probability P 2
g is also trivial, since we have

IXX|ψ̃⟩ = |ψ̃⟩. Therefore, no possible gate error combination suffers from an error that

cannot be corrected by the measurement of Ŝ.

Note that the error correction operations must still be applied. Since the state in

Eq. (5.3) consists of only ±1 eigenstates of Ŝ, the application of R̂ results in |ψ̃⟩ → |ψ⟩,
as seen in Figure 5.2. In simple terms, the input state |ψ̃⟩ is in a superposition of the

code word states and correctable errors. This state is carefully designed in such a way

that the unknown coefficients α and β are preserved after R̂. So the unknown state |ψ⟩
effectively ends up in the encoded state |ψ⟩ by the application of Ŝ and R̂.

5.2.2 Encoderless Transversal CNOT Gate

The ‘encoderless’ scheme depicted in Figure 5.3 applies the transversal CNOT gate Uf

to the control and target qubits |ϕ1⟩ and |ϕ2⟩. Both qubits are separately prepared in

the partially encoded state in Eq. (5.3) with the addition of n − k = 2 ancilla qubits.
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In this scheme the original repetition code recovery operation R is applied, therefore

FER improvements are expected with the aid of R̂. This scheme applies the following

transformation

Uf (|ϕ1⟩|++⟩|ϕ2⟩|++⟩) Ŝ,R−−−→ Uf (|ϕ1⟩|ϕ2⟩), (5.12)

so that after syndrome decoding the control and target states |ϕ1⟩ and |ϕ2⟩ are encoded

as well as transformed by the CNOT gate. Syndrome decoding is applied after the

transversal CNOT gate since Uf commutes with Ŝ, see [1].

5.3 FER without Encoder

The FER before decoding at position |ψ2⟩ of Figure 5.3 is

FER2 = 7Pg + 21P 2
g (5.13)

More explicitly, since this circuit construction is fault-tolerant, the term 7Pg can be

ignored as any single gate error can be corrected by the syndrome decoders. Therefore,

it is only necessary to consider the proportion of errors occurring owing to a pair of

simultaneous gate errors. Given 4 Hadamard gates and 3 CNOT gates in the circuit

there are 21 combinations of two simultaneous gate errors, so Eq. (5.13) can be re-written

as

FER2 = ηP 2
g < 21P 2

g . (5.14)

Therefore the upper bound6 of the FER marked with a triangle in Figure 5.7 is

FERUPPER = 21P 2
g . (5.15)

The value of η in Eq. (5.13) is found by considering the probability that two simultaneous

gate errors can be corrected, and subtracting this probability from 21P 2
g .

There are three general categories that the 21 combinations of two simultaneous gate

errors may take:

• Two simultaneous Hadamard gate errors (6 combinations),

• Two simultaneous CNOT gate errors (3 combinations),

• Simultaneous CNOT gate and Hadamard gate error (12 combinations),

These will be considered in each subsection that follows.

6This does not account for two simultaneous gate errors. In this case the errors will either cancel
each other or be corrected, therefore reducing the final error rate.
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CNOT 1 CNOT 2 Correctable

IX IX N

IX XI Y

IX XX N

XI IX Y

XI XI N

XI XX N

XX IX N

XX XI N

XX XX N

Table 5.2: Combinations of two simultaneous CNOT gate error in the bit-flip channel.

5.3.1 Two Simultaneous Hadamard Gate Errors

Let us start with analyzing the six combinations of two simultaneous Hadamard gate

errors, which contributes 6P 2
g to FER2. Firstly, a single qubit gate objected to the bit

flip channel simply incurs an X error with a probability of Pg (namely the gate error).

Therefore, more than qubit errors will be encountered, only when two Hadamard gates

in the same encoded block impose an error in either the top or the bottom syndrome

decoder of Figure 5.3. This only occurs in 2 out of the 6 two-Hadamard gate error

combinations. Then two simultaneous Hadamard gate errors can be corrected with a

probability of 4P 2
g giving ηP 2

g < 17P 2
g .

5.3.2 Two Simultaneous CNOT Gate Errors

S

S

X

I

I

X

Figure 5.4: IX error on both CNOT 1 and CNOT 2 resulting in two qubit error
input into the bottom encoder.

Furthermore, there are only three scenarios, where a pair of CNOT gates have an error

simultaneously, which contributes a probability of 3P 2
g to FER2. When we consider

the two-qubit gate bit-flip error event of (IX, XI, XX) two CNOT gates suffer from
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an error, this gives 9 combinations, each occurring with a probability of
Pg

3 · Pg

3 . Each

combination is listed in Table 5.2 and visualized in Figure 5.4. There are only two

combinations that result in a single qubit error being input into the top and bottom

syndrome decoder in Figure 5.4. Therefore, each time when two CNOT gates have an

error simultaneously this may be corrected with a probability of
2P 2

g

9 . Then accounting

for all three ‘two-simultaneous-CNOT-gate-error’ combinations gives ηP 2
g < 16.3P 2

g .

5.3.3 Simultaneous CNOT Gate and Hadamard Gate Error

H
S

S

X I

XX = I

XI = X

X

Figure 5.5: A scenario where one error event cancels another. A Hadamard gate
incurs an X error that is subsequently input to the control qubit of a CNOT gate,

which itself has incurred an IX error.

Next there are twelve scenarios, where a Hadamard and a CNOT gate have an error

simultaneously. There are two ways this could happen. Let us start with the simplest

case namely which a Hadamard gate error is input to the CNOT gate, as shown in

Figure 5.5. In this case there may be no more than one error entered into each syndrome

decoder in Figure 5.5. This is because the transversal CNOT gate will not proliferate

the input error to more than one error. Additionally, the CNOT gate error cancels the

propagated Hadamard gate error. There are four scenarios, where a Hadamard gate is

applied to a qubit before it is input to a CNOT gate - therefore we have ηP 2
g < 12.3P 2

g .

H
X

S

S

X

I

Figure 5.6: X error imposed on a Hadamard gate occurring in the same encoded
block as the control qubit error of a CNOT associated with an XI error.
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H CNOT Correctable

X IX Y

X XI N

X XX N

Table 5.3: Combinations of a Hadamard gate error in the same encoded block as the
target qubit of a simultaneous CNOT gate error in the bit flip channel. See Figure 5.6.
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Figure 5.7: Transversal CNOT gate in the bit-flip channel with [3, 1, 3] repetition
code with and without the traditional encoding circuit.

The last 8 scenarios are where the Hadamard gate error is at a location that is either

in an encoded block, but its output is not entered into that specific CNOT gate, which

has a simultaneous gate error, as shown in Figure 5.6. Table 5.3 shows that with a

probability of
P 2
g

3 this combination will not incur a [3, 1, 3] frame error. This is valid

for all 8 combinations. Hence the total associated probability is
8P 2

g

3 . Therefore, finally

we get ηP 2
g < 9.7P 2

g , which gives η ≈ 9.7 in Eq. (5.13). Consequently the lower bound

marked with a circle in Figure 5.7 is given by

FERLOWER = 9.7P 2
g . (5.16)

Figure 5.7 shows the upper and lower bound of the FER to be derived in this section

for the ‘encoderless’ scheme with a channel model, whereby each CNOT and Hadamard

gate is a potential source of error location with a gate error probability of Pg. Having
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H

H|0〉

|0〉

|ψ〉

H|0〉

Ŝ

|ψ〉|ψ̃〉

|0〉⊗3

R

Figure 5.8: Encoderless Steane Code with three Hadamard Gates.

introduced the basis of the ‘encoderless’ scheme, let us now focus our attention on the

more practical Steane code in the next section.

5.4 Encoderless Steane Code

The scheme of Figure 5.8 replaces the traditional n = 7 qubit unitary encoding circuit

V seen in Figure 3.4 in Section 3.2.3. Ordinarily, the encoder V is applied to both the

unknown state |ψ⟩ = α|0⟩+ β|1⟩ and to (n− k) auxiliary qubits as follows7

|ψ⟩ = V(|ψ⟩ ⊗ |0⟩⊗(n−k)). (5.17)

This achieves the encoded state,

where we have:

|ψ⟩ = α√
8

[
|0000000⟩+ |1010101⟩+ |0110011⟩+ |1100110⟩

+|0001111⟩+ |1011010⟩+ |0111100⟩+ |1101001⟩
]
+

β√
8

[
|1111111⟩+ |0101010⟩+ |1001100⟩+ |0011001⟩

+|1110000⟩+ |0100101⟩+ |1000011⟩+ |0010110⟩
]
. (5.18)

Let us compare this to the state produced by the circuit that replaces the encoder by

three Hadamard gates, as shown in Figure 5.8. After applying the Hadamard gates

7This is Eq. (3.3) in Section 3.2.3, reproduced here for convenience.
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H|0〉

|0〉

H|0〉

|0〉
|0〉
|0〉

|φ1〉

H

H|0〉

|0〉

H|0〉

|0〉
|0〉
|0〉

|φ2〉

RŜ

RŜ

U f

Figure 5.9: Full Scheme of the Transversal CNOT gate with the ‘encoderless’ Steane
code.

below the unknown input state |ψ⟩ = α|0⟩+ β|1⟩, the system is found in the state

|ψ̃⟩ = (α|0⟩+ β|1⟩)⊗
(
|0⟩+ |1⟩√

2

)
⊗
(
|0⟩+ |1⟩√

2

)
⊗
(
|0⟩+ |1⟩√

2

)
⊗ |000⟩. (5.19)

Expanding this gives

|ψ̃⟩ = α√
8
[|0000000⟩+ |0010000⟩+ |01000000⟩+ |0110000⟩

+|0001000⟩+ |0011000⟩+ |0101000⟩+ |0111000⟩]+
β√
8
[|1110000⟩+ |1000000⟩+ |1010000⟩+ |1100000⟩

+|1001000⟩+ |1011000⟩+ |1101000⟩+ |1111000⟩].

(5.20)

The underlined vectors represent those that overlap with the conventionally encoded

state shown in Eq. (5.18). The vectors that are not underlined represent errors that can

be corrected. Then by the same reasoning as for the repetition code of Section 5.2.1,

the encoded state in Eq. (5.18) is fixed after the application of the stabilizer operators

in Eq. (3.7).



74 Chapter 5 Gate-Error-Resilient Quantum Steane Codes

H

|0〉

|0〉

RŜ

RŜ
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Figure 5.10: Encoderless Steane Code with two Hadamard Gates.

Then the vectors that are not underlined are corrected by the syndrome decoder of

Figure 5.9. This is shown by Eq. (3.22). We can readily see that the encoded state in

Eq (5.18) can be recovered by the following calculations

|ψ̃1⟩ =
1

2
(|ψ̃⟩+K1|ψ̃⟩)

|ψ̃2⟩ =
1

2
(|ψ̃1⟩+K2|ψ̃1⟩)

|ψ̃3⟩ =
1

2
(|ψ̃2⟩+K3|ψ̃2⟩)

|ψ̃4⟩ =
1

2
(|ψ̃3⟩+K4|ψ̃3⟩)

|ψ̃5⟩ =
1

2
(|ψ̃4⟩+K5|ψ̃4⟩)

|ψ̃6⟩ =
1

2
(|ψ̃5⟩+K6|ψ̃5⟩) = |ψ⟩, (5.21)

where K1 to K6 corresponds to the Steane code stabilizers in Eq. (3.7). Therefore, the

‘encoderless’ schemes can be readily combined with transversal gates in the same way, as

described for the repetition code of Section 5.2.2. The full scheme is shown in Figure 5.9.
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5.4.1 Further Improvements

The number of Hadamard gates in the scheme seen in Figure 5.9 can be reduced to as

few as two, which is shown in Figure 5.10. Let us elaborate on this scenario by using

the same method as that in the previous section. If we have |ϕ1⟩ = α|0⟩+ β|1⟩, the top

encoded qubit of Figure 5.10 can be described by

|ψ̃⟩ = |0⟩ ⊗ (α|0⟩+ β|1⟩)⊗ |0⟩ ⊗
(
|0⟩+ |1⟩√

2

)
⊗ |0⟩ ⊗

(
|0⟩+ |1⟩√

2

)
⊗ |0⟩. (5.22)

This may be expanded to give

|ψ̃⟩ = α√
8
[|0000000⟩+ |0000010⟩+ |0001000⟩+ |0001010⟩]+

β√
8
[|0101010⟩+ |0101000⟩+ |0100010⟩+ |0100000⟩],

(5.23)

where the underlined vectors overlap with the conventionally encoded state in Eq. (5.18).

After the application of the syndrome decoder, the encoded state in Eq. (5.18) can be

recovered as shown in Eq. (5.21).

This methodology can also be applied to other codes, where the positioning of Hadamard

gates and of the original information qubit |ϕ1⟩ = α|0⟩+ β|1⟩ are arranged for ensuring

that a single vector belonging to the logical |0⟩ appears with an α√
2
coefficient. Like-

wise, a single vector belonging to the logical |1⟩ state appears with an β√
2
coefficient.

Therefore, where the code satisfies the property that |1⟩ = X⊗7|0⟩ the vectors with the

smallest (classical) weight indicate the position of the smallest number of Hadamard

gates. Then the application of the stabilizer measurements projects this expansion to

the correctly encoded state |ψ⟩ = α|0⟩ + β|1⟩. Therefore, it is feasible that the broad

class of QSC may exhibit ‘encoderless’ properties, provided that stabilizer measurements

can be implemented fault-tolerantly.

5.4.2 Simulation Results & Discussions

Figure 5.11 shows that the FER upper bound of the ‘encoderless’ scheme is FER = 78P 2
g

which is derived by the probability of two simultaneous gate errors of Figure 5.9 by

Eq. (4.15) in Section 4.4. To recap, this is

FER ≤
D∑

i=1

ηiP
i
g where ηi =

(
D
i

)
. (5.24)

Observe in Figure 5.11 that the simulation results appear to be better than the esti-

mated ‘upper bound’ indicating that there are certain simultaneous two-gate errors that

actually impose qubit error that can be corrected by the syndrome decoder. The gate
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Pth=0.024

Figure 5.11: Encoderless scheme comparing the systems of Figure 5.9 (3H) and Fig-
ure 5.10 (2H). The analytical circle represents the upper bound. The analytical results

marked by squares is calculated according to Section 4.4.3

.

error rate below which the scheme offers an CNOT gate accuracy better than an un-

coded gate is seen to be Pth = 0.024.Naturally we aim for Pg < Pth. Furthermore, to

achieve a FER less than 10−4 this scheme requires individual components having a gate

error probability lower than 10−3, as seen in Figure 5.11.

The encoderless scheme provides better-than-uncoded FER performance for both the

bit-flip and depolarizing channel, as seen in Figure 5.11. This is because the scheme

dispenses with the non-fault-tolerant traditional encoding circuits, which increase the

qubit error probability owing to error proliferation. Therefore, the encoderless scheme

of Figure 5.10 provides a compelling proof-of-concept for implementing QECCs fault-

tolerantly without any initial assumption about the information being computed. More-

over the encoderless scheme provides a FER improvement for Steane’s code even when

constructed from imperfect gates.

QECCs constructed based on traditional encoding circuits have the advantage that they

are capable of encoding unknown information. However, these circuits are not fault-

tolerant [66]. Hence techniques of encoding known information without a traditional

encoding circuit have been investigated in [9, 110, 127] for example. However, these

schemes have the drawback that only certain simple quantum states can be encoded.

By contrasting the scheme presented here circumvents these issues by using stabilizer
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measurements for encoding unknown states. This means that an additional error cor-

rection step is required, which has a substantial qubit overhead, when implemented

fault-tolerantly, as described in Section 3.3.4. Nevertheless, these results provide a proof-

of-concept for the family of the techniques that are capable of encoding any arbitrary

information without the need for non-fault-tolerant encoding circuits.

5.5 State Preparation

K1 K2 K3

H

H

H

H

H

H

|ψ̃3〉|ψ̃2〉|ψ̃〉 |ψ̃1〉

|0〉⊗7 |0〉

|0〉
|0〉
|0〉

R̂

Figure 5.12: Preparing the known state |0⟩ encoded by the Steane code using the
stabilizer measurements of K1,K2 and K3 in Eq. (3.7).

This section investigates how the known state |ψ⟩ = |0⟩ can be encoded by applying

certain Steane code stabilizers to a specific input state [9]. This circumvents the appli-

cation of the traditional unitary encoding circuit characterised by Eq. (3.6) albeit with

the drawback that the state that is being encoded must be known [66]. The basic idea

is that the stabilizers K1,K2 and K3 in Eq. (3.7) are applied to the all-zero qubit input

state |ψ̃⟩ = |0⟩⊗7, as shown in Figure 5.12. This gives |ψ⟩ = |0⟩ in Eq. (3.8), which is the

encoded version of |ψ⟩ = |0⟩. It is not necessary to apply the full stabilizer set, because

|ψ̃⟩ = |0⟩⊗n is already a +1 eigenvalue of K1,K2 and K3 [110].

Let us consider the most straightforward scenario, whereby the measurement of the

stabilizers K1,K2 and K3 in Eq. (3.7) results in the |0⟩ state in the ancilla, as described

by Eq. (3.23). If the measurement of K1 = IIIXXXX results in |0⟩ in the ancilla, the

system is in the state of

|ψ̃1⟩ =
1

2

(
|ψ̃⟩+K1|ψ̃⟩

)
= |0000000⟩+ |0001111⟩. (5.25)
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This state is input to the K2 = XIXIXIX stabilizer, which is also measured in the |0⟩
state. Then |ψ̃2⟩ describes the system after this measurement

|ψ̃2⟩ =
1

2

(
|ψ̃1⟩+K2|ψ̃1⟩

)
= |0000000⟩+ |0001111⟩+ |1010101⟩+ |1011010⟩. (5.26)

Finally the |0⟩ state is measured in the ancilla, when the K3 = IXXIIXX stabilizer is

applied to the state in |ψ̃2⟩. This gives

|ψ̃3⟩ =
1

2

(
|ψ̃2⟩+K3|ψ̃2⟩

)
= |0000000⟩+ |0001111⟩+ |1010101⟩+ |1011010⟩

+|0110011⟩+ |0111100⟩+ |1100110⟩+ |1101001⟩ = |0⟩, (5.27)

which is the Steane encoded |ψ⟩ = |0⟩ in Eq. (3.8).

Once the encoded |0⟩ state is prepared, it becomes possible to prepare the encoded

version of any arbitrary state |ψ⟩ = α|0⟩ + β|1⟩, provided that we know the value of α

and β [9]. This is possible as long as the processor has an encoded universal gate set

as defined in [128]. This will mean that any arbitrary gate operation can be applied to

the encoded data allowing the encoded zero state to be transformed to any arbitrary

superposition of code word basis states. For example, we might like to prepare the

encoded sate |ψ⟩ = |1⟩, where β = 1. This can be done by preparing the |0⟩ state as

outlined above and then applying the transversal bit-flip gate as follows

X|0⟩ → |1⟩, (5.28)

therefore preparing |ψ⟩ = |1⟩. Similarly, to prepare the encoded version of the equi-

probable superposition state of

|ψ⟩ = |0⟩+ |1⟩√
2

= |+⟩, (5.29)

the same method is employed. First the encoded |0⟩ state in Eq. (3.8) is prepared,

followed by the application of the transversal Hadamard gate,

H|0⟩ → |0⟩+ |1⟩√
2

. (5.30)

Likewise, the encoded |−⟩ state is prepared using Eq. (5.28) as follows;

H|1⟩ → |0⟩ − |1⟩√
2

= |−⟩. (5.31)
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R
|ψ〉

Pe

V
|0〉⊗(n−k)

Ŝ

|ψ〉

Figure 5.13: With traditional
Steane encoder.

H

H

H

|0〉⊗3

|ψ〉
|0〉
|0〉
|0〉

|ψ〉R

Pe

Ŝ

Figure 5.14: Without an en-
coder using 3 Hadamard gates.

Figure 5.15: Preparing the unknown Steane encoded |ψ⟩.

5.5.1 System Model

In this system the encoded version of various single qubit states is encoded by the Steane

code, therefore in general this system has the transformation |ψ⟩ → |ψ⟩. This is seen in

5.14, 5.13 and Figure 5.18, where any unknown state is prepared.

Ŝ R |0〉|0〉⊗n

Pe

Figure 5.16: Preparing |0⟩

Pe

RŜ |1〉|0〉⊗n

X

Figure 5.17: Preparing |1⟩

The known state preparation constituted a specific case of these schemes, as seen in

Figure 5.16, 5.17 and 5.19. For example in Figure 5.16 we can see that |0⟩ → |0⟩. The

encoded |1⟩ described in Eq. (5.28) is shown in Figure 5.17.

Moreover, the encoded |+⟩ described in Eq. (5.30) is shown in Figure 5.19. Each scheme

is simulated in the face of gate errors as well as qubit decoherence error probability of

Pe before the syndrome decoder in Figure 5.16, 5.17 and 5.19. Therefore, Figure 5.19

has an additional syndrome decoder, meaning that the |0⟩ state is prepared to achieve

the transformation seen in Eq. (5.30). There may be circuit implementations that have

a reduced number of syndrome decoding steps, reminiscent of the approach taken in

Section 5.2.2. However, this is not explored here. Since a single qubit state is encoded

(not a quantum gate) the uncoded scheme has an error rate of FER = Pe.
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|0〉

|0〉

|0〉

|0〉

|0〉

H

H RŜ

Pe

|0〉
|ψ〉

|ψ〉

Figure 5.18: Preparing the unknown Steane encoded |ψ⟩ state without encoder using
two Hadamard gates.

|+〉R

Pe

|0〉⊗n HŜ R Ŝ

Figure 5.19: Preparing the Steane encoded |+⟩ state.

Summary of Fig. 5.20-5.25

Fig. Pg Pe FER ≈
5.20-5.21 5× 10−3 103 104

5.22-5.23 102 104 104

5.24-5.25 103 5× 104 105

Table 5.4: Table summarising the results in Figure 5.20-5.25 for the 2H encoderless
scheme.
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Figure 5.20: FER vs. Pg for State Preparation aided Steane encoded states at
Pe = 10−2.
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Figure 5.21: FER vs. Pg for State Preparation aided Steane encoded states at
Pe = 10−3.
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Figure 5.22: FER vs. Pg for State Preparation aided Steane encoded states at
Pe = 10−4.

5.5.2 Results and Discussion

In this simulation we assume that both the stabilizer and the error recovery circuits of

Figure 5.16, 5.17 and 5.19 are fault-tolerant (see Section3.3.4) and incur a negligible

error rate. Therefore, the FER associated with preparing the encoded |0⟩ state has an

error floor according to
(
7
2

)
P 2
e . The scheme shown in Figure 5.18 demonstrates the best

FER performance of encoding an unknown input state. See Table 5.4 for a summary

of results of this scheme in Figures 5.20-5.25. This is due to the low complexity of its

circuit, which helps in limiting the error proliferation. For example, when Pe = 0.01

(Figure 5.20) and Pg = 0.005 the scheme relying on a traditional encoding circuit has a

FER 386% higher than the encoderless scheme using two Hadamard gates. To achieve

FER ≈ 10−5, a gate error probability of Pg = 5 × 10−5 and Pe = 10−3 are required,

as shown in Figure 5.21. In this case the encoderless 2H scheme achieves a FER almost

two orders of magnitude lower than that of the uncoded scheme. Where the gate error

probability is Pg > 10−3, then FER < 10−4 can be achieved, provided that the qubit

decoherence is below (Pe = 10−4), as seen in Figure 5.22.

When the gate error probability is as high as Pg = 0.01, the encoderless scheme achieves

only a modest improvement on the uncoded scheme, namely a 24% reduction in FER at

Pe = 10−4, as seen in Figure 5.23. However, Figure 5.24 shows that when the gate error

probability is Pg = 10−3, then a qubit decoherence at Pe = 5 × 10−4 can be tolerated,
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Figure 5.23: FER vs. Pe for State Preparation aided Steane encoded states at Pg =
10−2.
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Figure 5.24: FER vs. Pe for State Preparation aided Steane encoded states at Pg =
10−3.
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Figure 5.25: FER vs. Pe for State Preparation aided Steane encoded states at Pg =
10−4.

while still achieving FER < 10−5. In this case the ‘Three Hadamard Gate Encoderless

scheme’ reduces the error rate by three orders of magnitude compared to the scheme

using the traditional encoder. This is because the circuit in Figure 3.4 is not fault-

tolerant and therefore the gate error probability dominates the FER. For even further

improvements a smaller gate error is required, as seen in Figure 5.25, where Pg = 10−4.

5.6 Conclusion

The encoderless scheme achieves better FER performance since the complexity of the

circuit it reduced. The arrangement of fewer single qubit gates means that the circuit

is fault-tolerant leading to a FER crossover with the uncoded scheme, where Pg < Pth.

However, the scheme relies on the application of a fault-tolerant stabilizer measurement.

The implementation of this is described in Section 3.3.4, where it is shown that addi-

tional ancilla qubits and repeated circuit blocks are required for a fault-tolerant design,

meaning that this scheme may require further resources to be implemented practically.

The results presented in this chapter also show that this can be applied to state prepa-

ration where the encoderless quantum codes outperform the preparation of |1⟩, |+⟩ and
|−⟩ states. However, the simplicity of the preparation of the |0⟩ state means that this
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achieves the best FER performance. These schemes offer significant improvements on

the traditional encoder which cannot offer a FER better than the uncoded scheme.

Future research may seek to apply this scheme in SoA quantum processors to obtain

an experimental estimate of the practical error-rate improvements according to a noise

model of interest. For this to be possible, the encoderless circuit of Steane’s code requires

a specific qubit layout associated with a sufficient number of qubits. In addition, to

apply the stabilizer measurements, the processor must have the capability carrying out

measurements mid-computation as well as of applying classically controlled quantum

operations. This functionality is indeed feasible on near-term devices.
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6.1 Introduction

Quantum teleportation is a communication protocol that transmits the information using

an arbitrary and unknown quantum bit (qubit) without the physical transmission of that

specific qubit [129]. The single qubit state can be represented by |ψ⟩ = α|0⟩+β|1⟩, where
α, β ∈ C and |α|2 + |β|2 = 1, as described in Section 2.2. This qubit can be teleported

from the transmitter to the receiver by using the transmission of classical information

and with the aid of an additional entangled pair of qubits. Without the transmission of

87



88 Chapter 6 Turbo-coded Secure and Reliable Quantum Teleportation

the qubit |ψ⟩ itself, the teleportation protocol reconstructs a replica of the original qubit

at the receiver using the classical information communicated over the classical channel as

well as one of the pre-shared entangled qubit that was communicated over the quantum

channel. Hence, a quantum teleportation system has a dual classical-quantum channel.

More explicitly, information about the qubit |ψ⟩ is extracted at the transmitter by a Bell

measurement and the outcome is then communicated to the receiver over the classical

channel. This information determines the appropriate application of single-qubit gates

on the pre-shared qubit for reproducing the original state |ψ⟩ of the teleported qubit

at the receiver. Note that before the measurement, the quantum channel was used for

sharing one of the entangled qubits from the transmitter to receiver.

However, the teleportation protocol is only effective provided that there is a low level of

noise in the implementation hardware and both the classical and quantum transmissions

are error free. Hence, quantum error correction must be incorporated for protecting the

transmission of the pre-shared entangled qubit. Similarly, classical error correction is

also needed for reliable transmission of the measurement results from the transmitter to

the receiver. It is also necessary to ensure the security of the transmission, especially in

the quantum channel.

Error in either the classical or quantum channel (or both) can reduce the fidelity of

the final teleported qubit. It is often assumed that channel error can be negligible

in the teleportation protocol. However, this assumption must be removed when the

teleportation scheme is implemented practically. On one hand, teleportation has been

widely considered for applications in secured communication, quantum networking and

quantum repeaters, as well as some conceptual applications in quantum information

theory [130]. Further advances in Quantum communications are available at [91, 92, 93,

94, 95].

However, practical investigation of error correction aided practical teleportation scheme

is still lacking. Against this backdrop, this chapter investigates a practical teleportation

scheme, where both the classical and quantum channels exhibit errors. The effect of

channel errors is investigated with the aid of both classical Turbo Codes (TC) [131] and

Quantum Turbo Codes (QTC) [132]. Then, secure quantum teleportation protocols are

explored by authenticating entangled qubit pairs via a trusted third-party and with the

aid of Quantum-Secure-Direct-Communication (QSDC) [133] scheme.

This chapter is organized as follows. The results disseminated in [3] are discussed in

terms of the enhanced error rate attained by the application of turbo codes to both

the classical and quantum information transmitted. The basic philosophy of quantum

teleportation protocol is described in Section 6.2, where the channel is assumed to be

perfect. Teleportation over imperfect channels is then investigated in Section 6.3 and

Section 6.4, while a secure teleportation scheme is proposed in Section 6.5 using QSDC

and QTC. Finally our conclusions are offered in Section 6.6.
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6.2 Teleportation over Perfect Channels

Tx Rx

Channel

Quantum

Channel

Classical

X Z

H

H

|ψ〉

|ψ〉

|0〉

1

|0〉2

3

Figure 6.2: Quantum teleportation protocol [129].

In this section, the Quantum Teleportation (QT) protocol [129] is described based on

error-free classical and quantum channels. The aim of teleportation is to send the

information of an arbitrary unknown qubit |ψ⟩ = α|0⟩ + β|1⟩ from the transmitter to

the receiver without the transmission of the qubit itself. The circuit that can achieve

teleportation is shown in Figure 6.2.

As seen in Figure 6.2, the protocol begins with three qubits. First of all, qubit 1 is the

qubit for the teleportation, which is in an arbitrary unknown state |ψ⟩. Secondly, qubits
2 and 3, which are in the zero state, will be entangled and they will be shared between

the transmitter and the receiver. This initial state can be described as follows:

|ψ⟩ ⊗ |0⟩ ⊗ |0⟩ = (α|0⟩+ β|1⟩)⊗ |0⟩ ⊗ |0⟩ = α|000⟩+ β|100⟩. (6.1)

To recap, the Hadamard gate1 has the following transformation on the computational

basis states (|0⟩, |1⟩):
|0⟩ H−→ |0⟩+ |1⟩√

2
|1⟩ H−→ |0⟩ − |1⟩√

2
. (6.2)

reproduced from Eq. (2.24). Applying a Hadamard gate to the second qubit in Eq. (6.1)

would give:

α|000⟩+ β|100⟩ H−→ α|000⟩+ α|010⟩√
2

+
β|000⟩+ β|010⟩√

2

=
1√
2
(α|000⟩+ α|010⟩+ β|100⟩+ β|110⟩). (6.3)

Then, a CNOT gate is applied between qubit 2 and qubit 3. If a control qubit (qubit

2) is in the |1⟩ state the CNOT gate applies a NOT gate to the target qubit (qubit 3),

as exemplified in Eq. (2.18), reproduced here for convenience:

|10⟩ CNOT−−−−→ |11⟩ |00⟩ CNOT−−−−→ |00⟩

|01⟩ CNOT−−−−→ |01⟩ |11⟩ CNOT−−−−→ |10⟩. (6.4)

1See Section. 2.3.3.



90 Chapter 6 Turbo-coded Secure and Reliable Quantum Teleportation

Hence, the application of the CNOT gate to qubits 2 and 3 in Eq. (6.3) would give:

1√
2
(α|000⟩+ α|010⟩+ β|100⟩+ β|110⟩) CNOT−−−−→

1√
2
(α|000⟩+ α|011⟩+ β|100⟩+ β|111⟩) (6.5)

= (α|0⟩+ β|1⟩)⊗ 1√
2
(|00⟩+ |11⟩)

At this point qubits 2 and 3 are entangled in the state 1√
2
(|00⟩ + |11⟩), known as the

Einstein-Podolsky-Rosen (EPR) pair [134]. At this point, qubit 3 of the entangled EPR

pair can be transmitted to the receiver over an error-free quantum channel, while qubit

2 will be retained at the transmitter.

Next, a bell state measurement [135] will be applied to qubit 1 and 2, where qubit 1

is the unknown qubit for teleportation. To make a bell-state measurement, the CNOT

and Hadamard gates are applied between qubits 1 and 2, as seen in Figure 6.2, before

the measurement [9]. The CNOT gate evolves Eq. (6.5) as follows:

1√
2
(α|000⟩+ α|011⟩+ β|100⟩+ β|111⟩) CNOT−−−−→

1√
2
(α|000⟩+ α|011⟩+ β|110⟩+ β|101⟩), (6.6)

while a Hadamard gate on qubit 1 would further transform Eq. (6.6) to:

1√
2
(α|000⟩+ α|011⟩+ β|110⟩+ β|101⟩) H−→ 1√

2

[α|000⟩+ α|100⟩√
2

+
α|011⟩+ α|111⟩√

2
+
β|010⟩ − β|110⟩√

2
+
β|001⟩ − β|101⟩√

2

]
. (6.7)

After collecting the terms with the same values in the first and second qubits in Eq. (6.7),

we obtain:

1

2

[
(α|000⟩+ β|001⟩) + (α|011⟩+ β|010⟩) + (α|100⟩ − β|101⟩) + (α|111⟩ − β|110⟩)

]

= |00⟩α|0⟩+ β|1⟩
2

+ |01⟩α|1⟩+ β|0⟩
2

|10⟩α|0⟩ − β|1⟩
2

+ |11⟩α|1⟩ − β|0⟩
2

,

(6.8)

which gives the system before the measurement at the transmitter. The measurements

of qubits 1 and 2 could be in any of the following combinations: |00⟩, |01⟩, |10⟩, |11⟩.
These measurements can then be communicated over a classical channel to the receiver

as seen in Figure 6.2. Note that after the measurement, qubit 1 has been destroyed.

If the measurement bits are given by 1, 0, then the state of the pre-shared qubit 3 has

been changed to 1
2(α|0⟩ − β|1⟩). It is possible to transform qubit 3 to the state of qubit

1 (before measurement) based on the lookup table of Table 6.1, where X and Z refers to
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the bit and phase-flip gates defined by theX and Z Pauli operators [9]. More specifically,

when the measurement results are 1, 0, the receiver should apply the Z gate to qubit 3.

This will transform qubit 3 to the original state of qubit 1 as follows:

α|0⟩ − β|1⟩ Z−→ α|0⟩+ β|1⟩ = |ψ⟩. (6.9)

The corresponding lookup table mapping all possible measurement results to quantum

gate operations is given in Table 6.1.

Table 6.1: Gate operation applied to qubit 3 according to the measurement results.

State Measurement Qubit 3 state Gate Correction

|00⟩ 0,0 α|0⟩+ β|1⟩ I

|01⟩ 0,1 α|1⟩+ β|0⟩ X

|10⟩ 1,0 α|0⟩ − β|1⟩ Z

|11⟩ 1,1 α|1⟩ − β|0⟩ XZ

6.3 Teleportation over Imperfect Classical Channel
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Figure 6.3: Reproduction of Figure 6.2 with imperfect classical and quantum channel.

In this simulation an unknown arbitrary qubit |ψ⟩ is teleported based on a perfect

quantum channel but an imperfect classical Rayleigh fading channel. As described in

the previous section, the classical bits determine the activation of the X and Z gates at

the receiver. The correctly applied combination of gates is essential in order to accurately

resurrect the state of qubit 1 |ψ⟩ at the receiver.

The classical bits m̃1 and m̃2 of Figure 6.3 can take four combinations, namely 00, 01,

10 and 11. However, only when both m1 and m2 are transmitted perfectly can the X

and Z gates be enabled or disabled properly at the receiver. For example, if qubit 1 is

in the state α|0⟩ + β|1⟩ the measurement result for transmission would be 00. In this

case, the identity gate I gate is applied at the receiver (see Table 6.1) to obtain the final

state |ψ⟩. However, if the corrupted classical bit sequence 01 is received instead, then
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an X gate is mistakenly applied as follows:

α|0⟩+ β|1⟩ X−→ α|1⟩+ β|0⟩ ≠ |ψ⟩, (6.10)

which produces a quantum bit-flip error in the reconstructed qubit 1. Therefore, an

error in the classical channel can induce a quantum error on the teleported qubit 1.

Note that a single error on either m1 or m2 as well as simultaneous error, on both

m1,m2, will result in only a single quantum error on the teleported qubit. For example,

if the erroneous bit combination m̃1 = 0, m̃2 = 1 is applied at the receiver to the qubit

in the previous example, then

α|0⟩+ β|1⟩ XZ−−→ α|1⟩ − β|0⟩ ≠ |ψ⟩, (6.11)

however this will be counted as only a single qubit error2.

6.3.1 Bit-Error-Ratio

If N c classical bits are transmitted and N c
ϵ is the number of erroneously received classical

bits then the Bit-Error-Ratio (BER) is given by:

BER = N c
ϵ /N

c . (6.12)

Likewise, the Quantum-Bit-Error-Ratio (QBER) is given by:

QBER = N q
ϵ /N

q , (6.13)

where N q is the total number of teleported qubits and N q
ϵ is the total number of erro-

neously teleported qubits.

More specifically, the teleportation of N q number of qubit 1 (as shown in 6.2) requires

the transmission of N c = 2N q classical bits for conveying the two measurement results

from the transmitter to the receiver. If there are N c
ϵ classical bit errors, the worst case3

would be when only one error occurs in each of the two measurement results, giving rise

to N q
ϵ = N c

ϵ qubit errors. Hence, the corresponding QBER upper bound would be given

by QBER = N q
ϵ /N q = N c

ϵ /(0.5N
c) = 2BER.
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Figure 6.4: QBER/BER versus SNR performance when communicating over Rayleigh
fading channel using uncoded BPSK, 4QAM, 8PSK, 16QAM and 64QAM schemes.

6.3.2 Classical Turbo Coded Teleportation

Recall that for each recovered teleported qubit, two classical bits (m1,m2) must be ac-

curately received. Figure 6.4 shows the QBER/BER versus Signal to Noise Ratio (SNR)

performance when communicating over Rayleigh fading channel using uncoded modula-

tion schemes.

The SNR is defined as SNR = E[h2r ]Pt/N0, where hr is the Rayleigh fading channel

coefficient, Pt is the transmit power and N0 is the variance of the additive white gaussian

noise.

The effect on QBER is consistent with the relationship explained previously, which is

given by:

QBER ≤ 2BER . (6.14)

TCs [131] are popular classical channel coding scheme for mitigating the effect of channel

fading and channel noise. TCs were first proposed in [131] and they showed a remarkable

error correction performance under certain conditions, with only 0.7 dB disparity [136]

compared to the Shannon limit, which was regarded as impossible before the invention

of TCs. TCs take advantage of parallel-code concatenation at the encoder, having

2Note that classically-induced errors are different from those imposed by the imperfect quantum
channel. This is denoted by P q

e in Figure 6.3 and it is discussed further in Section 6.4
3For example, a single error imposed on either of the pair of classical bits, as well as a simultaneous

error on both classical bits, will result in a single quantum error. Therefore, the ‘worst case’ is a single
bit error, since this is all that is necessary to cause a qubit error.
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Figure 6.5: QBER/BER versus SNR performance when communicating over Rayleigh
fading channel using uncoded BPSK and TC-4QAM having 1, 2 and 8 decoding itera-

tions.

an interleaver between the two component codes. At the decoding side, an iterative

decoder based on two soft-input-soft-output (SISO) decoders is invoked for exchanging

soft extrinsic information between the two component decoders.

Figure 6.5 shows that the QBER of the teleportation protocol can be improved by

introducing TC in the classical transmission. Furthermore, an increased number of

decoding iterations would allow the soft information from each decoder to be exchanged

more effectively, leading to a more accurate bit recovery. However, to achieve a BER level

of 10−5 the performance of the 4-iteration and 8-iteration based schemes are relatively

close4. As a good trade-off between performance and complexity, the 4-iteration based

TC scheme is chosen for our study5.

6.4 Teleportation over Imperfect Quantum and Classical

Channels

6.4.1 Quantum Depolarizing Channel

We have shown that errors in the classical channel lead to quantum errors in the tele-

ported qubits and that this can be improved by classical turbo coding. In this section

we consider errors in both the classical and quantum channels. Depolarizing error prob-

ability P qe is the probability having a quantum error in the quantum channel over which

4Monte Carlo simulation considered is 107 samples.
5 1
2
-rate TC with generator polynomial [G0 = (111), G1 = (101)], 1200 bits per frame.
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qubit 3 is transmitted, as shown in Figure 6.3. The quantum depolarizing channel [137]

is characterized by three possible error events, namely the quantum bit-flip error, the

phase flip error, and the combination of the two (the simultaneous occurrence of both

bit and phase flip errors). Explicitly, a bit-flip error is equivalent to the transformation

using a NOT gate (or Pauli X gate) and is similar to a classical bit-flip. For example,

a bit-flip error has the effect that |0⟩ ↔ |1⟩ on the computational basis states. On the

other hand, a phase-flip error is equivalent to the transformation using the Z gate, where

|1⟩ ↔ −|1⟩ while |0⟩ ↔ |0⟩ is left unchanged. Additionally, the bit-and-phase flip error

is equivalent to the transformation using both X and Z gates, for example |0⟩ → −|1⟩.
The probability each of these error events occurring is assumed to be equivalent in the

standard quantum depolarizing channel, i.e. each occurs with a probability of P qe /3.

Figure 6.3 shows that the pre-shared qubit 3 (denoted as |ψtx⟩) may arrive corrupted at

the receiver (denoted as |ψrx⟩) due to the quantum depolarizing channel. Let us consider

this scenario in more details, assuming that |ψtx⟩ = α|1⟩ + β|0⟩ has a quantum bit-flip

(X) error occurs during the transmission, then

α|1⟩+ β|0⟩ X−→ α|0⟩+ β|1⟩. (6.15)

This would lead to an error to the transported qubit 1 (denoted |ψ⟩).

Let us now further describe the quantum channel error probability as P qe . For example,

P qe = 10−1 is equivalent to 1 corrupted qubit in ten pre-shared corrupted qubit 3 at

the receiver, i.e |ψrx⟩ ̸= |ψtx⟩. Let us define the total number of transmitted pre-shared

qubits as N q and the total number of corrupted transmitted qubits as N
q
ϵ . Then the

QBER at the quantum channel is given by

P qe = N
q
ϵ/N

q . (6.16)

6.4.2 TC-Teleportation over Imperfect Quantum Channel

As described in Section 6.3.1, the QBER is approximately twice of the BER, when the

quantum channel is error free. With the addition of the imperfect quantum channel, the

upper bound of the QBER is now given by:

QBER ≤ 2BER+ P qe . (6.17)

This is an upper bound since there are certain scenarios where the classical and quantum

channel errors cancel each other. Figure 6.6 shows various P qe values and the correspond-

ing BER varying from 0.5 to 10−6. The QBER follows the trend of Eq. (6.14), when

P qe is small, as expected. For example, when the quantum channel error probability is
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Figure 6.6: QBER versus BER curves of the turbo coded 8PSK assisted scheme when
communicating over the Rayleigh fading channel. The qubit depolarizing probability

considered are P q
e = (10−1, 10−2, 10−3, 10−4, 10−5, 0).
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given by P qe = 10−4, we have QBER ≤ 2BER for BER > 10−4. In this case, the clas-

sical channel error dominates the QBER at the region of BER > 10−4. However, when

P qe > BER, the QBER converges to the P qe value in the form of an error floor. This is

because the quantum error is now dominating the QBER, according to Eq. (6.17).

Figure 6.7 shows the QBER versus SNR performance of the turbo coded 8PSK assisted

scheme when communicating over the Rayleigh fading channel. Since the BER of the

classical channel reduces as SNR increases, we notice that the QBER has an error floor

at P qe at high SNR region, as expected.

6.5 Quantum Turbo Coded Secure Teleportation

As seen previously in Figure 6.2, teleportation requires an entangled qubit pair (qubits

2 and 3), which are prepared at the transmitter and then one of them (qubit 3) is

communicated to the receiver over the quantum channel. This section describes an

alternative method whereby an EPR pair is distributed via an authentic third party,

where each qubit in the entangled pair is communicated to the transmitter and receiver,

separately. This way the teleportation protocol is applied at the transmitter without any

knowledge of the location of the receiver. This adds a layer of security to the generation

of the entangled qubits and the transmission of the EPR pairs. The only drawback of

this approach is that a quantum memory is required to store the EPR pair before its

distribution. However, this arrangement is more secure compared to that in Figure 6.2.

When the entangled qubits are shared securely then the quantum teleportation can be

considered absolutely secure. This is because the measurement results are only beneficial

to the eavesdropper, when the transmitted qubit 3 is in the eavesdropper’s possession.

The addition of an authentic third-party means that quantum teleportation can be used

as a one-time-pad scheme and therefore can be employed for secure quantum commu-

nications [138]. Explicitly, an entangled qubit pair can be considered as a key for each

teleportation. Once security of the key is certified, then the transmission process can be

deemed to have unconditional security [139].

However, provided that the EPR pairs are transmitted from an authenticated third

party there exists a risk that the qubits can be exploited by an eavesdropper. The

security of the EPR pair that is distributed via the quantum channel can be examined

based on the characteristics of quantum entanglement [140]. On the one hand, any

measurements of either of the qubits in an entangled pair disturbs the entanglement

state, which ultimately results in an equivalent pure state. If the eavesdropper intercepts

the transmission of the EPR pairs, it could therefore be discovered immediately. On the

other hand, if the eavesdropper first intercepts the transmission of either qubit and re-

sends it after some manipulations, the whole structure of the original entanglement is
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altered. Nevertheless, this attack can be detected if the transmitted and received qubit

in the EPR pair are measured and the outcomes are compared [141].

For example, consider the transmission of the EPR pair |AB00⟩ = 1√
2
(|00⟩+ |11⟩), where

qubit A is kept at the transmitter and qubit B is transmitted to the receiver. If the

eavesdropper prepares the same EPR pair, namely |CD00⟩ = 1√
2
(|00⟩+ |11⟩), and then

captures the qubit |B⟩, then the system can be described by [142]:

|AB00⟩|CD00⟩ = 1

2
(|AC00⟩|BD00⟩+ |AC01⟩|BD01⟩

|AC10⟩|BD10⟩+ |AC11⟩|BD11⟩), (6.18)

where

|ij01⟩ = 1√
2
(|01⟩+ |10⟩)

|ij10⟩ = 1√
2
(|01⟩ − |10⟩)

|ij11⟩ = 1√
2
(|00⟩ − |11⟩). (6.19)

Eq. (6.18) shows that if the eavesdropper measures |BD00⟩ then the other qubits are

in the state |AC00⟩. Therefore, the original entangled state |AB00⟩ is no longer valid

and the qubits |A⟩ and |B⟩ are no longer entangled. When the qubits are no longer

entangled, its measurement outcomes can no longer determine the measurement result

of the other qubit. In other words, the QBER will be very high when the eavesdropper is

present and this phenomenon can be used for secure quantum transmissions as explained

in Section 6.5.1.

6.5.1 Secure and Reliable Teleportation

pairs

dummy
pairs

qubits at Tx

decoderQuantum

Tx Rx

Channel

Turbo
encoder

Turbo

n

m

n + m

n + m2(n + m)

|01〉+|10〉√
2

|01〉+|10〉√
2

|00〉+|11〉√
2

Figure 6.8: QTC aided Quantum-Secure-Direct-Communication.
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In this section a secure and reliable quantum teleportation based on the Quantum Turbo

Code (QTC) of [132] and the Quantum-Secure-Direct-Communication (QSDC) of [133]

is investigated. Provided that the security of pre-shared entangled qubit pairs has been

ensured, the teleportation process would be unconditionally secure and therefore the

protocol only concentrates on the security of the quantum channel. Furthermore, the

QTC-decoded entangled pairs are more reliable compared to the uncoded scheme. Our

proposed secure and reliable teleportation protocol seen in Figure 6.8, can be explained

below:

1. Prepare n pairs of EPR qubits

Half of these qubits are to be communicated from the transmitter and to the

receiver via a quantum depolarizing channel6 To do this the each of the n EPR

pairs is prepared in the state |ψ00
tx,rx⟩ = 1√

2
(|00⟩+ |11⟩).

2. Prepare m dummy EPR pairs

These qubits are to be inserted to the original EPR qubit pairs at secret locations.

The dummy EPR pairs are in the state |ψ01
tx,rx⟩ = 1√

2
(|01⟩ + |10⟩). This protocol

becomes more precise for a larger value of m as the dummy EPR pairs are used

to detect the eavesdropper.

3. Encode with QTC

There are now (n + m) EPR pairs, which are encoded with a 1
2 -rate QTC to

produce 2(n+m) qubit pairs in total.

4. Decode with QTC

The corresponding QTC decoding process is implemented at the receiver7 and is

based on the error syndromes [143, 144]. If the syndrome indicates that a qubit is

erroneously bit flipped, an X gate correction is applied at the receiver. Then after

QTC decoding, (n+m) qubits are restored at the receiver.

5. Measure m dummy qubits

The measurement of the decoded dummy qubits can be used to determine the

severity of eavesdropping that may have occurred. The location of the dummy

qubits is communicated to the receiver. These qubits are measured at the receiver

and the results are sent back to the transmitter. If there is no eavesdropper in the

quantum channel, then the results obtained at the receiver should be opposite to

that at the transmitter (since the dummy qubits are in state 1√
2
(|01⟩+ |10⟩), when

the quantum channel is error-free.

6. Evaluate the secure error ratio

The quantum communication is deemed secure if the QBER of the dummy qubits

6If a third party is used to prepare these EPR qubit pairs, then half of the EPR pairs will be
communicated to the transmitter and the other half to the receiver [138].

7QTC decoding at the transmitter is also needed, if the EPR pairs are prepared by a third party [138].
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is below a certain chosen security threshold (this threshold will be explained in

Section 6.5.2). When the QBER of the dummy qubits is below the threshold, then

the n pairs of pre-shared EPR qubits (qubits 2 and 3 of Figure 6.2) are considered

secure. Then the decoded EPR pairs can be used for teleportation. However, if

the QBER of the dummy bits is higher than the threshold, then this indicates that

the transmission has been intercepted and the whole transmission process should

be discarded and the protocol should restart from step 1.

7. Teleportation of information qubits

When the EPR pairs are secure and reliable, then the teleportation of information

qubits (qubit 1 in Figure fig:teleportation) based on classical measurement bits, as

described in Section 6.2 can proceed correspondingly.
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Figure 6.9: Channel depolarizing error probability P q
e (uncoded) versus QTC-decoded

error probability P q
e (QTC). The QTC of [144] was considered.

Note that dummy entangled qubit pairs are used in QSDC, while random entangled

qubit pairs are also needed for the Bell inequality testing in the device-independent

QKD. Hence, it is a good future research to compare the performance of these systems,

in terms of the efficiency in using these entangled qubit pairs.

6.5.2 Secure Error Ratio Threshold with QTC

Step 6 in the previous section requires a secure error ratio threshold to compare with

the error ratio of the dummy qubits in order to establish if an eavesdropper was present

during the qubit transmission. This must be determined carefully with the aid of the

QTC. The secure error ratio can be specified from Figure 6.9, where the x-axis P qe
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corresponds to the depolarizing error probability in the quantum channel, while the

y-axis shows the corresponding error ratio (denoted as P qe (QTC)) after applying the

QTC.

Suppose that the channel depolarizing probability without eavesdropping is given by

P qe = 0.31. It is reasonable to assume that eavesdropper would introduce at least

further 10% of error to the channel depolarizing probability. This would make the

overall channel-plus-eavesdropper depolarizing probability to be P qe > 0.41 As we can see

from Figure 6.9 that after the application of the QTC of [144], say, with an interleaver

length of 6000 qubits the corresponding QBERs are P qe (QTC) = 7 × 10−6 for P qe =

0.31 and P qe (QTC) > 0.4 for P qe < 0.41. Hence, without QTC, the 10% additional

error introduced by the eavesdropper may be hard to detect when the quantum channel

has a high depolarizing error probability. However, with the aid of QTC, the QBER

difference between the cases for having no eavesdropper (P qe (QTC) = 7×10−6) and with

eavesdropper (P qe (QTC) > 0.4) is significantly larger. In other words, the employment

of QTC would make the detection of the eavesdropper easier. The reliability of the

pre-shared qubits is also significantly improved from P qe = 0.31 to P qe (QTC) = 7×10−6,

when the eavesdropper is not present. Interested readers are referred to [144] for details

of QTC.

To determine this threshold, it is assumed that the eavesdropper will impose a fur-

ther 10% error contribution to the channel error rate. Let us elaborate briefly on this

assumption. For example, if all n + m qubits are intercepted by an eavesdropper in

a perfect quantum channel inflicting no errors, due to the process of detecting an er-

ror in the transmitted EPR pairs, only half of the corrupted qubits will be detected

[133]. Note that this is an inefficiency of the simple QSDC scheme considered here,

which can be improved upon by implementing a variation on QSDC, such as those in

[145, 146, 147, 148].

For many theoretically investigated schemes the security proof may assume a perfect

quantum channel. However, a noisy quantum channel can either reduce the efficiency

of detecting the eavesdropper or make this impossible altogether, since the error rate

of the dummy qubits determines if an eavesdropper is deemed to be present in the

channel [149]. Therefore, the approach presented here provides a method of improving

the security of a QSDC protocol in noisy channel conditions by introducing QTC. In

this case, the detection probability of the eavesdropper is improved when P qe = 0.31. In

different channel conditions the same approach can be pursued, by considering the error

contributed by an eavesdropper according to the specific version of QSDC that has been

implemented, and by adjusting the parameters of the QTC according to P qe . Therefore,

a secure error rate threshold can be obtained that is relevant to the specific transmission

scenario.
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6.5.3 Reliable Quantum Teleportation

Based on the discussions so far, it is clear that both classical TC and QTC can be

used to improve the reliability of the teleportation scheme. More explicitly, when QTC

is employed, the over QBER of teleported qubits (qubit 1 of Figure fig:teleportation)

given in Eq. (6.17) can be rewritten as:

QBER = 2BER+ P qe (QTC) , (6.20)

where P qe (QTC) is the QBER of the QTC-aided transmission of the pre-shared qubits

over the quantum channel. If the BER is controlled to a relatively low level using the

classical TC, then the QBER error floor can be reached with lower SNR in the classical

channel as seen in Figure 6.6.

As seen in Figure 6.6, in order to attain QBER < 10−4 the corresponding BER must

also be BER < 10−4. Figure 6.7 shows that this condition can be met with an SNR

higher than 8dB. In addition, with the implementation of QTC, P qe (QTC) = 10−4 is

achieved when the depolarizing probability is P qe = 0.327 with the application of a 6000-

bit interleaver, as shown in Table 6.2. A larger depolarizing probability of P qe = 0.334

can be tolerated if the interleaver length is doubled to 12000. Hence, the stronger the

encoding scheme, the more reliable and secure the teleportation system become.

Table 6.2: Tolerated quantum channel depolarizing probability (P q
e ) as a function

of the turbo interleaver length and the target QTC-decoded QBER (P q
e (QTC)).

This is based on Fig. 6.9.

P qe (QTC) Intlv. 3000 Intlv. 6000 Intlv. 12000

10−2 0.331 0.336 0.339

10−3 0.326 0.332 0.336

10−4 0.321 0.327 0.334

10−5 0.281 0.321 0.331

6.6 Conclusion

We have investigated the performance of a TC and QTC aided quantum teleportation

scheme, when communicating over a Rayleigh fading channel and an imperfect quantum

channel. The upper bound of the quantum error ratio was derived, which depends on

the quality of both classical and quantum channels.

A QTC-aided secure transmission of pre-shared entangled qubits based on the QSDC

protocol was investigated. More explicitly, the employment of QTC was found to be very

useful for detecting eavesdroppers when the quantum channel is imperfect, as explained

in Section 6.5.2.
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More quantitatively, the proposed secure and reliable quantum teleportation scheme can

achieve QBER = 10−4 when the quantum channel depolarizing probability is as high

as P qe = 0.327, if a QTC having an interleaver length of 6000 qubits is invoked for the

transmission of the pre-shared qubits, while a classical TC is invoked to protect the

classical transmission of the measurement results, as shown in Table 6.2.
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7.1 Introduction

There are a number of QECC’s that may be suitable for constructing fault-tolerant gate

sequences at the time of writing. The family of attractive short QECC’s includes the

5-qubit code of [33], the 7-qubit Steane code [31], topological codes [65] and the 9-qubit

Shor code [29]. Fault-tolerant versions of these codes are prevalent [66, 10], but since

the quantum hardware is still in its infancy, the functionality and architecture of the

devices limits the choice of which QECC scheme can be tested. Fault-tolerant versions of

105
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Figure 7.3: 7-qubit Ibmq
Casablanca device layout [6].

a QECC often require many more qubits than just those used to encode a logical qubit.

These overheads increase rapidly due to the need for multiple error correction iterations

and ancilla check measurements. These processes often require a device that has multiple

re-initialised ancilla qubits, as well unique qubit connectivity and classically controlled

quantum operations. Therefore, experimental demonstrations of a fully fault-tolerant

QECC with all the necessary steps such as repeated error detection and correction are

still in the early stages of testing.

There are a few considerations when selecting a quantum error correction code for experi-

ments run on small-scale openly accessible state-of-the-art (SoA) devices. Figure 7.2 and

Figure 7.3 show the device layout for the IBM Quantum (IBMQ) 5-qubit ibmq santiago

mode and for the 7-qubit ibmq casablanca device1, respectively [6]. These devices have

a general qubit layout with certain two-qubit connections in a two-dimensional archi-

tecture. The general architecture of the device determines the possible placement of

two-qubit gates in the physical circuit. For example, in Figure 7.2, a CNOT gate may

be placed between q0 → q1, but is not possible between q0 → q4. Therefore, in addition

to having a sufficient number of available qubits, the circuit which applies the QECC in

the proposed experiment must also be able to accommodate the specific qubit layout.

The limited functionality of SoA devices may also impose limitations on the extent

to which error correction and detection can be applied. Methods that apply an error

correction sub-routine typically require the measurement of a stabilizer or parity check

operation to detect the presence of errors. Then the output of this measurement is suc-

cessively forwarded to the necessary error correction regime. Therefore, to implement

a typical measurement-based QECC the device must have the capability of carrying

out a measurement during a particular computation and then input the result to a

classically-controlled quantum gate. In addition, schemes that apply measurement-free

error correction typically require a specifically-crafted device layout, whereby the code

word qubits have nearest-neighbour connections with multiple ancilla qubits. Further-

more, this type of scheme is supported by ancilla qubits that can be reinitialized multiple

1Figure reproduced from Section 1.2.2.
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times during a circuit’s execution, so that the device architecture does not require an

excessive number of connections to codeword qubits. Nevertheless, these features are

theoretically realisable and there is rapid progress in expanding the capabilities of open-

access devices underpinning the promise that a fully fault-tolerant implementation of a

QECC may be possible in the near future.

Given these limitations of the existing hardware, the [4, 2, 2] QECC is chosen for this

study, as a benefit of its straightforward implementation relying on low qubit overheads

requiring only 4-5 qubits. This is because the fault-tolerant version only requires a

single additional ancilla qubit [10]. Moreover, it is an error-detection code that relies on

post-selection, which can be fulfilled in classical post-processing, circumventing multiple

ancilla measurements in support of their circuit-based application.

7.1.1 State-of-the-Art Experiments

Previous characterizations of the [4, 2, 2] code have shown that the preparation of an

encoded state and small-scale gate sequences offer an overall logical error rate improve-

ment compared to its uncoded counterpart in the same device [96, 57]. In [57], arti-

ficially inflicted errors were inserted, showing that indeed fault-tolerant circuit designs

are robust to error proliferation. Vuillot demonstrated [60] that small-scale encoded

logical gates relying on error detection capability succeed in providing error-rate im-

provements, when the highest quality pair of qubits on the device are targeted. The

comparison between non-fault-tolerant and the equivalent fault-tolerant circuits showed

that the fault-tolerant design will have a lower logical error rate. It was also shown that

the error rate of the circuit was influenced by the choice of the state sampled at the

circuits output, observing that Pauli gate errors had less dramatic effect on the output

distribution, when sampling from an equi-probable superposition of logical states.

Wilsch et. al. compared various devices [61], showing that the fault-tolerance criterion

was only satisfied when certain types of underlying errors are present in the hardware,

such as preparation and measurement errors of the IBM devices. However, the domi-

nance of decoherence errors in the spin qubit device meant that it failed to demonstrate

fault-tolerance, despite applying a similar scheme. Further investigations in [63, 97] con-

clude that the overall performance improvement attained by the QECC coded scheme

can be explained by the low circuit overheads involved in applying the most error-prone

gates, namely two-qubit gates, in the logical code space.

Against this backdrop, the results to be presented in this chapter show that the [4, 2, 2]

code satisfies the fault-tolerance criterion, because the uncoded scheme contains a larger

number of two-qubit gates. However, we observe that the error rate of the coded scheme

should still be significantly lower than what is observed and should also scale with the

gate sequence length. Therefore, it is concluded that Pauli gate errors do not constitute
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the most important source of error in terms of quantifying the ultimate fidelity of the

circuit. It will also be shown that post-selection may fail to fix certain proliferated qubit

preparation errors. Furthermore, the encoding circuit may be very sensitive to those

gate errors, which cannot be represented by the pure Pauli gate error model or to those

that cannot be mitigated by post-selection2.

The structure of this chapter is as follows. First, a fault-tolerance criterion is defined

for our experiments using current-day quantum processors in Section 7.2.1, against the

traditional definition presented in Chapters 4 and 5. This is followed by Section 7.2.2,

which outlines the system design for SoA quantum experiments. The [4, 2, 2] error detec-

tion code is presented in Section 7.2.4 as well as the reasoning for its suitability for these

experiments. In Section 7.4 we define a simple Pauli-gate error model, which is compared

to the experimental results of the [4, 2, 2]-encoded gate sequences in Section 7.5.

7.2 Experiment Design Using the [4,2,2] Code

7.2.1 Quantum Fault-Tolerance Criterion

In Section 7.2.1.1 we will recap a traditional definition of fault-tolerant circuits as de-

scribed in Section 3.3.3 [9]. Then in Section 7.2.1.2 we define a fault-tolerance criterion

more specifically suited to small-scale near-term experiments [59].

7.2.1.1 Fault Tolerant Circuit Design

Accordingly, we say that in a fault-tolerant circuit, an error from a single component

will not overload the QECC, hence incurring zero logical errors after an error-correction

step [9, 10]. By contrast, a qubit error introduced by an individual gate of a non-fault-

tolerant circuit can be proliferated to a larger number of errors by the application of

noiseless successive gates3. In other words, this has the effect of introducing an increased

number of qubit errors into the circuit (see Section 3.3.1). For example, when a single

bit flip error XI is imposed on the control qubit of a CNOT gate, it will be copied to the

target qubit and consequently the higher weight error of XX will be output. Therefore,

in a highly connected circuit having numerous independent qubits a single qubit error

may overwhelm a QECC’s error correction capability. More explicitly, a quantum circuit

protected by an [n, k, d] QECC is only deemed fault-tolerant if a single component error

results in less than t = ⌊(d − 1)/2⌋ individual qubit errors at the output of the circuit,

2An over-rotation (or under-rotation) of the Hadamard gate in the encoding circuit may introduce
an error that cannot be corrected in post-selection. Furthermore, the non-fault-tolerant encoding cir-
cuit implemented in this experiment may proliferate an error occurring during the preparation of the
initialised qubit register. See Section 7.5.2 for further discussion.

3Note that this example and definition assumes a simple error model relying on interdependent
component errors. Definitions relying on more practical assumptions can be found in [18, 150, 123].
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where the code is capable of correcting t errors upon using hard decisions.

Definition 1. A QECC is said to be fault-tolerant if an error occurring in a single

circuit component results in either t or less than t individual qubit errors at the output

of the circuit block [9].

This general definition can be verified either numerically or by simulation. For example,

if a single component error occurs with probability p, the simulated error rate of the

coded circuit block4 is pc = O(p2), provided that the probability of a component error

is independent. This is because all single component errors occurring with a probability

order of O(p) proliferate to qubit errors that can be corrected during an error correction

step when the circuit design is fault-tolerant. However, eliminating the error from a

single gate error will not remove circuit error entirely. The qubit error that cannot be

corrected will occur from any configuration of two or more simultaneous gate errors.

Nevertheless, a circuit that satisfies this definition of fault-tolerance will exhibit an error

rate improvement over the corresponding uncoded circuit, i.e pc < pu, because the

uncoded scheme has an error rate with probability O(p).

There are many fault-tolerant circuit designs satisfying Definition 1 [9, 37]. This frame-

work has historically been verified using simulations, which rely on analytical error

models that are assumed to imitate a real quantum processor. Using these models, di-

verse component error rate thresholds have been derived [150, 123]. Therefore, it has

been shown that an arbitrarily long computation becomes possible, provided that the

components operate below the maximum tolerable error rate [19, 151]. The value of this

specific error rate threshold depends both on the noise model assumed, as well as on the

particular choice of the fault-tolerant technique employed, and on whether the model

has been determined analytically or by simulation. Simple versions of these models rely

on an unbiased depolarizing channel suffering from independent single-qubit errors [9]

or from correlated errors using a general Hamiltonian framework [18, 150, 123].

Given that several quantum processors are accessible in the cloud, it is possible to include

experimental results in the process of developing fault-tolerant QECC’s for characteriz-

ing device-specific errors. Naturally, it is desirable for the noise within the real device

to be accurately characterised for the model obtained. This model may be limited to

the parameters that define the most likely error patterns that occur in the device, hence

making the calculations simple enough for an efficient classical simulation. The response

of the fault-tolerant protocol to these parameters would also have to be known, and then

the QECC can be specifically designed for the particular device considered. At this point

4Therefore, within this circuit block, two simultaneous component errors occur with probability
O(p2), provided that the probability of a component error is independent.
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a benchmark component error rate may be derived and bespoke hardware improvements

can be recommended.

However, we have to strike a trade-off between the complexity and accuracy of the

classical simulation of the noise model. In this context, it is quite challenging to infer

the error rate inflicted by an individual noise source in an interconnected circuit [152].

For example, repeated activation of a specific gate may incur its own nuanced interaction

or there may be multiple ways a gate incurs an error. In some cases, the gate error rates

determined using the randomized benchmarking technique of [153] may exclude certain

types of gate-coherence errors5.

7.2.1.2 Criterion for Small-Scale Experiments

Therefore, the prediction of how a QECC will influence the estimated error phenomena

rate occurring in a real device may be most straightforwardly carried out by a full

experimental implementation of a QECC, which characterizes all sources of circuit errors.

The methodology of [59] provides a starting point for defining fault-tolerance within the

constraints of near-term devices. An experiment conducted using a prototype quantum

processor may be said to demonstrate fault-tolerance when:

(a) the error rate of the encoded circuit Dc is shown to be lower than that of its

uncoded counterpart Du;

(b) it is a complete circuit implementation, which includes the initial state preparation

and final measurement;

(c) the output distribution of the encoded circuit is equivalent to that of the uncoded

circuit;

(d) both the encoded and uncoded experiments are run on the same device.

For example, if the scheme satisfies Dc < Du, it is deemed to be fault-tolerant as long as

the experimental assumptions (b)-(d) are upheld. The error rate of the circuit output

Du,c is quantified in terms of the trace distance metric of the experimental outcome with

respect to the ideal outcome defined in more detail in Section 7.3.

Definition 2 A QECC demonstrates fault-tolerance in a small-scale quantum experi-

ment when it satisfies Dc < Du [59].

5A coherence error can be thought of as something like a calibration error [154]. This is an over or
under-rotation of the gate each time the gate is called. See Section 7.5.2 and Appendix 9.3.
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Directly characterizing fault-tolerant QECCs on an experimental quantum processor

has a number of benefits. The results characterize the response of the QECC to the

total noise model of the device [155]. Therefore, the experimental results incorporate

both gate errors as well as qubit preparation and measurement errors, plus the effects

of repeatedly activating components without any simplifying assumptions concerning

the independence or correlation of error sources. The drawback of this however is that

some coarse assumptions are required concerning the most likely source of error at the

hardware level in order for the fault-tolerant protocol to be specifically optimised for

the particular device at the software level. Nevertheless, the resultant benefit is that

a specific characterization of the device appears to be unnecessary for this approach.

Therefore, the combination of experimental results with a simplified classical simulation

may be the most convenient process of advancing the understanding of fault-tolerance

in QECCs for practical purposes.

7.2.2 Experiments Relying on Open Quantum Software

Gate

Sequence

L

Uncoded

Gates

q0q1

Coded

Gates

q0q1q2q3

[4; 2; 2]

Encoder

E

j00i

P-S

MM

IEI

Figure 7.4: Schematic of the experiments design where M denotes a quantum mea-
surement. Furthermore, the red boxes indicate that the outcome is derived classically
and the blue boxes represent a quantum experimental result. Finally, I and E are
the ideal and the experimental outcome distribution, respectively, while P-S denotes

classical post-processing.

The results presented in this Chapter are obtained from the IBM Quantum cloud-based

platform [6]. Figure 7.4 represents a schematic of the methodology used for classifying a
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Figure 7.5: Example of the uncoded version of a L = 2 gate sequence according to
Figure 7.4 in IBMQ [6]. This includes the logical gate sequence H0H1◦SWAP0,1, cz0,1◦

Z0Z1 and a final measurement.

Figure 7.6: Example of the coded version of the same L = 2 gate sequence as Fig-
ure 7.5. This includes the initial |00⟩ state preparation circuit (non-fault-tolerant ver-
sion) followed by logical gate sequence H0H1 ◦ SWAP0,1, cz0,1 ◦Z0Z1 and a final mea-

surement.

[4, 2, 2]-encoded circuit as fault-tolerant by comparing the uncoded and the correspond-

ing encoded version of a gate sequence. The gate sequence length L refers to the number

of successive logical gates in the circuit that is being tested. For example, in the scenario

of a QECC-protected quantum algorithm, the sequence length L would correspond to

the number of gates in the circuit. The total circuit depth is given by the number of

physical gates required for the implementation of the QECC applied to the qubit reg-

ister plus that of the required logical gates. To elaborate, this encompasses both the

encoding circuit as well as the physical gates that implement each individual logical

gate. Therefore, the total physical gate count of the circuit corresponds to the circuit

that is directly implemented in the hardware.

Accordingly, a unique gate sequence is generated for a sequence length L and the corre-

sponding physical circuit is then constructed for both the uncoded and encoded scheme.

The encoded version includes both the encoding circuit and the final measurement (de-

noted by M in Figure 7.4). The separate uncoded and encoded circuits are then im-

plemented by the same hardware sequentially, represented by the pair of dashed boxes

in Figure 7.4. The uncoded circuit is realized both by a classical simulator (denoted I)
as well as by the quantum hardware (denoted E) to obtain the uncoded error rate Du.

Likewise, the encoded circuit is realised by both the classical and quantum hardware to

obtain the coded error rate Dc. An example of the full circuit for an equivalent L = 2

uncoded and coded gate sequence is shown in Figure 7.5 and Figure 7.6 respectively.
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The circuit shown in Figure 7.5 is represented by the dashed box at the left of Figure 7.4.

Likewise, Figure 7.6 is represented by the dashed box at the right of Figure 7.4.

The L = 2 gate sequence in Figure 7.5 is the H0H1 ◦ SWAP0,1 gate6 followed by the

cz0,1◦Z0Z1 gate (see Table 7.1 in Section 7.2.5 for the definition). The uncoded circuit in

Figure 7.5 shows each gate separated by circuit barrier, with a measurement at the end of

the circuit (black squares). The corresponding encoded version of the circuit is shown in

Figure 7.6. The first section of the circuit is the encoding circuit (see Section 7.2.4). This

is followed by the equivalent encoded version of the H0H1 ◦ SWAP0,1 and cz0,1 ◦ Z0Z1

gates. The circuit is then terminated with a measurement operation applied to each of

the four physical qubits.

The general routine seen in Figure 7.4 is then applied to a selection of gate sequences,

which form a sub-family that is representative of all possible gate sequences derived

from the [4, 2, 2]-code’s gate set. The complete set of gate sequences can be defined as

all possible combinations of gates from a single one up to a length of L gates. If the

sub-family of typical gate sequences that are representative of the complete set satisfies

the fault-tolerance criterion, then it can be assumed that the QECC is fault-tolerant for

any circuit [59].

Both the uncoded and encoded circuits investigated rely on the same IBMQ device to

keep the underlying source of error as similar as possible. The submission of the jobs to

the IBMQ cloud-based platform is batched so that the encoded and uncoded versions

are run one after another to our best ability. Each device is re-calibrated and all the

jobs submitted for an experiment are within the same IBMQ calibration cycle. There

are however user-specific restrictions both on the number of circuits and jobs according

to the user access rights and the device chosen, as well as depending on the demand for

the IBMQ device at a certain time.

7.2.3 Post-Selection

The [4, 2, 2] code of [59] provides a method whereby a pair of logical qubits Q0Q1 are

encoded using four physical qubits q0q1q2q3, as seen in Figure 7.6. The [4, 2, 2] code’s

logical states7 are [59]:

|00⟩ → (|0000⟩+ |1111⟩)/
√
2 (7.1)

|01⟩ → (|1100⟩+ |0011⟩)/
√
2 (7.2)

|10⟩ → (|1010⟩+ |0101⟩)/
√
2 (7.3)

|11⟩ → (|0110⟩+ |1001⟩)/
√
2. (7.4)

6The notation for the H0H1 ◦ SWAP0,1 gate is written according to the circuit transformation (see
Figure 7.11) rather than to its mathematical form of SWAP0,1[(H0 ⊗H1)|Q0Q1⟩].

7Logical states and operations are denoted with an overbar; x.
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The [4, 2, 2] code is an error detection code, therefore a codeword that is found to contain

an error is discarded rather than corrected. To implement this scheme in small-scale

experiments, error detection is carried out with the aid of classical post-processing.

Explicitly, the logical qubits Q0Q1 can be measured in the computational basis by direct

measurement of the physical qubit register q0q1q2q3. The operation of detecting an

erroneous state by the classical post-processing is straightforward, because if the outcome

of the measurement is a bit-string containing an even number of 1, then it can be

decoded into one of the four legitimate codeword, of Eq. (7.1)-(7.4). If by contrast the

measurement outcome corresponds to a bit-string with an odd parity; namely we have

1000, 0111, 0100, 1011, 0010, 1101, 1110 and 0001, then an error has occurred, hence the

corresponding results can be discarded in post-selection. Therefore, if γ is the number

of accepted legitimate results and R̃ is the total number of circuit outputs, then the

post-selection retention ratio r is defined by

r =
γ

R
, (7.5)

where γ is equivalent to the number of outputs having even parity.

7.2.4 [4,2,2]-Encoded State Preparation

j0i

j0i

Hj0i

j0i

q0

q2

q1

q3

j0iq4

Figure 7.7: Fault-tolerant circuit to prepare the [4, 2, 2]-encoded logical state |00⟩.
After the dashed line a parity check of (q0, q3) is determined by measuring the ancilla

in q4. To make this circuit fault-tolerant post-selection is also applied to q0 to q3.

There are several methods of ensuring that the logical state is encoded using a circuit

relying on a theoretically fault-tolerant design, as presented in Section 7.2.1.1. To recap,

if a single gate error proliferates through subsequent gates to an increased number of

qubit errors that are not detectable according to the specific detection capability of the

QECC, then the circuit design must not be deemed to be fault-tolerant [9]. For example,

if a certain CNOT gate in the [4, 2, 2] code’s encoding circuit has an erroneous output

and this error in turn proliferates to an even number of qubit errors in the output state,
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then this error cannot be detected and the circuit is not fault-tolerant, as it will be

briefly exemplified below.

Figure 7.7 shows the circuit8 that prepares the [4, 2, 2]-encoded states q0, q1, q2, q3 rep-

resenting the logical state |00⟩ in Eq. (7.1). This circuit has a fault-tolerant design for

two reasons. Firstly, the gate errors that proliferate to an odd number of errors at the

output of the encoding circuit will be discarded in the post-selection operation presented

in Section 7.2.3. For example, if the CNOT gate between (q1, q0) incurs an XI Pauli

error, the X error on the control qubit will be proliferated by the following two CNOT

gates between both (q1, q2) as well as (q2, q3). Hence, the output state q0, q1, q2, q3 will

be (|0111⟩ + |1000⟩)/
√
2. Since this contains an odd number of errors in each 4-tuple,

the state will be discarded during the classical post-selection.

Secondly, there are some gate errors that proliferate to an even number of qubit errors

and therefore cannot be detected by the classical post-selection. To detect these gate

errors an additional parity check is appended between (q0, q3) using an ancilla qubit in

location q4. If the result is 1 when the ancilla qubit is measured, it indicates that the

intended encoded state |00⟩ has not been prepared and the run should be discarded.

For example, an IX due to a fault in the CNOT gate between (q1, q2) will produce the

output state (|0011⟩+|1100⟩)/
√
2. This error will not be picked up during post-selection,

since the number of errors is even and the state corresponds to |01⟩. However, it can be

spotted by the ancilla measurement. Therefore, this ancilla measurement combined with

classical post-selection would render the encoder fault-tolerant, according to Definition

1 of Section 7.2.1.1. Note that the circuit in Figure 7.7 prepares only the |00⟩ encoded
state. See Appendix 9.4 for circuits that directly prepare alternative encoded states.

7.2.5 Encoded Gates

In this section we will describe the method of protecting logical gates by the [4, 2, 2]

encoder. In classical communications the FEC encoded bits are modulated and may be

corrupted by the channel at the output of the demodulator, which is then corrected by

the FEC decoder. By contrast, in a quantum computer, the faulty logical gates inflict

errors, which can be modelled by a quantum decoherence channel. To demonstrate

an error detection-aided quantum computation process, rather than merely a protected

quantum memory, it is necessary to apply the [4, 2, 2] code to their logical gates. There

exists a set of logical gates9 whose error-free operation may be detected by the [4, 2, 2]

scheme. These logical gates carry out certain logical transformations between the four

legitimate encoded states of Eq. (7.1)-(7.4). Each logical operation is implemented by a

set of physical gates carrying out the desired logical transformation.

8See Section 3.3.5 for discussion of a similar circuit.
9For quantum gate definitions see [9].
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Figure 7.8: X1 Circuit
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Figure 7.9: Z1 Circuit

The equivalent encoded and uncoded gate circuits are shown in Table 7.1. The [4, 2, 2]-

encoded version of the gates has a physical circuit implementation that is fault-tolerant

according to Section 7.2.1.1. For example, applying a logical X gate to the Q1 qubit in

the encoded state |00⟩ is readily shown to be equivalent to applying two X gates directly

to the physical qubits q0 and q1 of the [4, 2, 2]-encoded state,10 which is shown as follows

X1|00⟩ → X0X1(|0000⟩+ |1111⟩) = |01⟩, (7.6)

where X1 corresponds to the logical counterpart of an X gate applied to the logical

qubit Q1. The circuit representing this gate is shown in Figure 7.8. Additionally, the

equivalent uncoded circuit is implemented by simply applying an X gate to the uncoded

qubit q1.

Table 7.1: Encoded and uncoded circuits according to the [4, 2, 2] code logical gate
set. For the definitions of quantum gates see [9].

Uncoded Coded

X0 X0X2

X1 X0X1

Z0 Z0Z1

Z1 Z0Z2

cz0,1 ◦ Z0Z1 S0S1S2S3
H0H1 ◦ SWAP0,1 H0H1H2H3

The circuit of the logical Z1 gate is shown in Figure 7.9. This is similar to the X1

gate, but it is implemented by applying a Z gate to qubits q0 and q2 in the [4, 2, 2]-

encoded state. The logical single qubit gates X and Z have different physical gate

implementations, depending on which qubit in the logical state is being targeted, as

seen in Table 7.1.

The gate referred to as cz0,1 ◦Z0Z1 is shown in Figure 7.10. This gate is applied between

(Q0, Q1) and the uncoded version consists of a controlled-Z (cz) gate followed by a Z

gate acting upon both qubits. The logically equivalent coded gate can be constructed

10The logical gates may be applied after the fault-tolerant encoding scheme described in Section 7.2.4.
Therefore, the state |00⟩ is deemed error-free and the ensuing legitimate logical transformation applied
to the code-word state will not result in error.
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Figure 7.10: cz0,1 ◦Z0Z1 Circuit
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Figure 7.11: H0H1 ◦ SWAP0,1

by applying four of the single-qubit S gates to the qubits q0, q1q2, q3. This has the

advantage of implementing a logical two-qubit controlled-Z gate by single-qubit gates11

which has the effect of a low number of physical two-qubit gates in the encoded circuit.

Figure 7.11 shows the effect of applying four physical Hadamard gates to the encoded

state. This is the physical circuit that implements the logical gate referred to as H0H1 ◦
SWAP0,1 in Table 7.1. This gate has the following transformation on the uncoded qubits

Q0, Q1 = |00⟩, giving the output:

1

2

(
|00⟩+ |01⟩+ |10⟩+ |11⟩

)
. (7.7)

The uncoded circuit of Figure 7.11 is constituted by a pair of Hadamard gates H0H1

followed by a SWAP gate applied to (Q0, Q1). The SWAP gate has the effect of ex-

changing the position of two qubits |xy⟩ → |yx⟩ and is implemented using three CNOT

gates [9].

There are several ways of applying a CNOT gate to the qubits (Q0, Q1) for the [4, 2, 2]

code [59]. Applying a SWAP gate between qubits (q0, q1) in the encoded state has

the effect of a logical CNOT gate, but this is not a fault-tolerant circuit according to

Section 7.2.1.1. A way around this is to apply a virtual SWAP gate between (q0, q1) by

switching the qubit positions in post-processing. Finally, with the aid of an additional

ancilla qubit it is possible to use SWAP gates, but the excessive overheads of this circuit

makes it less practical.

7.3 Circuit Error Rate Evaluation

The error rate of the circuit output is determined by quantifying the trace distance be-

tween the non-ideal experimental results and the ideal outcome distribution [59]. This is

the most practical metric that may be determined experimentally since it is operationally

11The cz0,1 gate can be implemented alone by applying the Z gates to the coded scheme with the
physical gates S0S1S2S3 ◦ Z1Z2.
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efficient, when the scale of the experiment is restricted by the number of available circuit

activations. The trace distance is obtained by measuring the final state at the circuit

output in the computational basis. This gives a non-ideal noisy probability distribution,

which is then compared to a classically simulated ideal distribution for the same circuit.

Therefore, a low trace distance is desirable, since this corresponds to a circuit having a

lower error rate. This procedure is repeated separately for both the encoded and equiva-

lent uncoded scheme. This allows the error rates to be compared and the fault-tolerance

criterion Dc < Du to be evaluated for that particular circuit, following Definition 2 of

Section 7.2.1.2.

Let p be the ideal output distribution extracted from a classical circuit simulator and p̃

be the direct measurement outcome gleaned from the IBMQ device. For the uncoded

scheme let the ideal probability distributions be denoted by pu. This is the probabil-

ity distribution over the set of possible outputs, when the qubits Q0Q1 are measured,

namely 00, 01, 10, 11. The error-prone experimental circuit produces a different proba-

bility distribution p̃u over the same possible outcomes 00, 01, 10, 11. Then the error rate

Du of the circuit output for the uncoded scheme is given by

Du =
1

2

∑

i

|pui − p̃ui |, (7.8)

where i is the index of the set of possible outcomes. The error rate Dc for the encoded

scheme is given by the same method:

Dc =
1

2

∑

i

|pci − p̃ci |, (7.9)

where pc and p̃c are the ideal and non-ideal experimental results respectively, over the

16 possible outcomes for q0q1q2q3.

7.4 Experimental Parameters

It is anticipated that two-qubit gates will have a more significant contribution to the

overall error rate of the circuit, which is currently reflected in the benchmarked device

metrics [156]. Therefore, we seek to investigate whether the fault-tolerance criterion is

satisfied, because there is a larger number of two-qubit gates in the uncoded scheme [63,

97]. It will only become clear which the most critical parameters are after assessing the

overall device noise effects. Nevertheless, in this section we assign dedicated parameters

to the single gate error ϵ1 and to the two-qubit gate error ϵ2 as well as to the measurement

error Pm using a simple Pauli error model [9, 66].
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7.4.1 Error Rate Associated with a Single Parameter

The associated measurement error can be accounted for by an independent qubit error

channel having a single parameter. Let us consider the measurement error in a two-qubit

register reminiscent of the uncoded scheme. Let us denote the probability of a single

qubit read-out error by 0 < Pm < 1. If the intended measurement outcome is 00 but

instead either 01 or 10 are measured, then we can say that a single qubit is measured

incorrectly with probability Pm(1−Pm). Likewise, the measurement outcome is 11 with

probability P 2
m since two qubits are simultaneously read out incorrectly. Then the total

error rate becomes:

EM = 1− (1− Pm)
2 = 2Pm − P 2

m. (7.10)

By the same reasoning, the corresponding encoded scheme will have an error rate ac-

cording to the measurement of 4-qubit strings followed by the action of post-processing.

All the odd numbers of qubit errors will be spotted and discarded by the post-selection.

Therefore, [4, 2, 2]-encoded scheme incurs an error rate of 6P 2
m(1 − Pm)

2 after post-

selection according to the associated simultaneous two-qubit errors.

7.4.2 Encoder Gate Error

Unless the error in the encoding circuit can be perfectly corrected or the run may be

discarded, the error rate of the encoded scheme will be lower bounded by the residual

encoder error. The ancilla measurement between (q0, q3) of Figure 7.7 does not have

a straightforward implementation based on the device layouts shown in Figure 7.2 and

Figure 7.3. Therefore, the ancilla measurement is excluded how the experiments pre-

sented in the next section. This means that the encoding circuit implemented does not

have a fault-tolerant design satisfying Definition 1 of Section 7.2.1.1.

Let us assume that the error imposed by each gate may be modelled by a symmetrical

Pauli error channel. A CNOT gate modelled by a two-qubit depolarizing channel out-

puts IX, Y I, Y X,ZZ . . . after the normal functioning of the gate (see Section 2.4.1 and

Section 2.4.3). Each error has a probability of ϵ2/15, since there are 15 combinations

of {X,Y, Z, I} excluding II representing the identity operation that has no effect. The

resultant gate error rate of the encoding circuit seen in Figure 7.7 is EE = ϵ1+3ϵ2 before

post-selection.

Let us consider the effect of each gate separately. Any X,Y, Z error occurring after

the Hadamard gate with probability ϵ1/3 will be proliferated by the following CNOT

gates to a state with the outcome distribution of |00⟩ in Eq. (7.1). Therefore, this error

can be ignored. Let us assume that the first CNOT gate between (q1, q0) of Figure 7.7

has error probability of ϵ2. The phase flip errors IZ, ZI, ZZ occurring with probability

3ϵ2/15 can be ignored, since an odd-weight Z error is not detectable in the |00⟩ state
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during post-selection and an even weight Z error will cancel one another. In addition,

all other depolarizing error combinations on this gate will result in an odd number of

qubit errors, which will be discarded during post-selection or return the state to |00⟩.

Therefore the final error rate of the encoding circuit will be determined by that of the

CNOT gates connecting (q1, q2) and (q2, q3). Any of the IX, IY, ZX,ZY errors after the

(q1, q2) CNOT gate will result in an even number of errors, namely in the |0011⟩+ |1100⟩
state, therefore the error arising from this gate that cannot be detected occurs with a

probability of 4ϵ2/15. Any other error combinations applied to this gate will result in

an odd number of errors that can be removed by post-selection. Likewise, the (q2, q3)

CNOT gate of Figure 7.7 will also contribute 4ϵ2/15 to the final error rate. Therefore,

when considering gate errors modelled by the depolarizing channel it is expected that

the encoding circuit will contribute 8ϵ2/15, when the additional ancilla measurement is

not implemented. Note that if the device layout is suitable for realizing the fully fault-

tolerant circuit of Figure 7.7 (which includes the ancilla parity check), then theoretically

all possible gate errors occurring in the circuit are detectable and the above lower bound

would not be applicable.

7.4.3 Circuit Gate Error

Table 7.2: Gate error probabilities according to the physical gate count for the circuits
of Table 7.1.

Gate Uncoded [4,2,2], r = 1

X0, X1, Z0, Z1 ϵ1 2ϵ1 + ϵ21
cz0,1 ◦ Z0Z1 2ϵ1 + ϵ2 4ϵ1 + 6ϵ21
H0H1 ◦ SWAP0,1 2ϵ1 + 3ϵ2 4ϵ1 + 6ϵ21

Let us assume that the circuit is modelled by a sequence of temporally uncorrelated

noisy channels and consists of spatially uncorrelated physical gates, where P denotes

the overall error rate of each physical circuit block that implements a logical gate in the

sequence. Furthermore, there are L gates in the sequence, each having an error rate P.

According to these idealized simplifying assumptions, the overall error rate EP of the

gate sequence is given by

EP =

L∑

i=1

(
L

i

)
P i = 1− (1− P)L (7.11)

and LP is the largest term corresponding to the probability of a single logical gate block

in the sequence operating with an error. Let us denote the physical single-qubit gate

count by n1 and the two-qubit gate count by n2. Furthermore, the average physical

single-qubit gate error probability is denoted by ϵ1, regardless of the specific type of the

individual gate applied. Likewise, the average two-qubit gate error probability is ϵ2. For
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example, a logical Z0 gate is implemented using n1 = 2 physical Z gates, each having

an error rate of ϵ1. Then the total gate error probability attributed to each circuit block

is P = ϵ̃1 + ϵ̃2 + ϵ̃1ϵ̃2, where we have

ϵ̃1 =

n1∑

i=1

(
n1
i

)
ϵi1, ϵ̃2 =

n2∑

i=1

(
n2
i

)
ϵi2. (7.12)

Table 7.2 shows the expected error rate of a circuit block implementing both the uncoded

as well as the [4, 2, 2]-encoded scheme and the post-selected coded scheme. For example,

the X0 gate contains a single X gate for the uncoded implementation, therefore we have

P = ϵ1. The corresponding encoded version requires n1 = 2 physical X gates. Before

post-selection (r = 1) this circuit block will have an error rate of ϵ̃1 = 2ϵ1 + ϵ21. After

post-selection (r < 1) the odd numbers of qubit errors are removed, so it is expected

that we have P = ϵ21. Since this circuit contains only single qubit gates, no qubit errors

may proliferate to a larger number of errors through two-qubit gates. Additionally, the

gate counts are the same for the single qubit encoded gates and ϵ1 represents the error

probability of all individual physical gates, so by the same reasoning as that for the X0

gate, the expected error rate attributed to the implementation of the X1, Z0, Z1 gates

can be derived.

7.5 IBMQ Experimental Results Associated with a Simple

Error Model

In this section we introduce three experiments. Each experiment relies on random se-

quences from the [4, 2, 2]-encoded gate set; {X0, X1, Z0, Z1, cz0,1◦Z0Z1, H0H1◦SWAP0,1}.
The first experiment in Section 7.5.2 shows the results of implementing Figure 7.4 for

random sequences of a reduced gate set that excludes the H0H1 ◦SWAP0,1 gate. In the

second experiment, sequences of the H0H1 ◦SWAP0,1 gate alone are considered and the

results are discussed. This gate prepares an output state that is 4-dimensional therefore

there are some considerations when deriving the error rate compared to an ideal state.

The final experiment in Section 7.5.4 shows the results of random sequences of the full

gate set. Before we discuss the experiment results, let us consider the trace distance

bounds in a ‘worst case’ circuit noise scenario.

7.5.1 Trace Distance Bounds

Consider the scenario where the only source of circuit error is the depolarizing chan-

nel. In the ‘worst case’ scenario the probability of error is ξ = 1 meaning that the



122 Chapter 7 Experimental Characterization of Fault-Tolerant Circuits

experimental circuit output is always the totally mixed state [9]

I

4
=

1

4

4∑

i=1

|i⟩⟨i|. (7.13)

This can be thought of as a randomized output, where the desired state has been totally

corrupted by circuit error. In this case, the uncoded experimental output distribution

p̃u is of the form:

p̃uj =
1

4
∀ j = {00, 01, 10, 11}, (7.14)

where each measurement outcome is equi-probable.

First let us compare this to the class of circuits, where the ideal circuit output is 1-

dimensional, so pui = 1 for any i = {00, 01, 10, 11}. The dimension of the output state

is determined by the selected gate sequence, namely by the specific state which that

particular set of gates gives rise to.

For example, if the circuit prepares Q0Q1 ≡ |00⟩ and then applies the gate X1, the

output becomes:

|00⟩ X1−−→ |01⟩. (7.15)

In this case the ideal noiseless output generated by the classical simulator is

pu01 = 1, pui = 0 ∀ i = {00, 10, 11}. (7.16)

When the ideal circuit output is given by Eq. (7.16) but Eq. (7.14) is the measured

experimental distribution, the error rate becomes

Du =
1

2
(|pu01 − p̃uj |+ 3|pui − p̃uj |) = 0.75 (7.17)

by Eq. (7.8).

Consider now logically equivalent scenario for the [4, 2, 2]-encoded scheme. This is the

encoded equivalent to the circuit in Eq. (7.15) and generates the output state |01⟩ =

(|1100⟩ + |0011⟩)/
√
2 given in Eq. (7.2). Therefore, the ideal output of the noiseless

classical simulation is

pc1100,0011 =
1

2
, pci = 0

∀ i = {0000, 1111, 0101, 1010, 0110, 1001}. (7.18)
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When ξ = 1, the experimental circuit output is of the state I/16. After post-selection,

we have

p̃cj =
1

8
∀ j = {0000, 1111, 0101, 1010,

0110, 1001, 1100, 0011}, (7.19)

where the probability of each legitimate codeword is identical and it is normalised by

the post-selection ratio of r = 1/2. Then according to Eq. (7.9) the upper bound for the

error rate of the encoded scheme is the same as that of the uncoded version, namely

Dc =
1

2
(2|pc1100,0011 − p̃cj |+ 6|pci − p̃cj |) = 0.75. (7.20)

7.5.2 Experiment 1: Reduced Gate Set
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Figure 7.12: Experimental results based on the Ibmq Bogota device characterizing
random sequences of the [4, 2, 2]-encoded gates along with those of the corresponding
uncoded gate for sequence lengths L. Model parameters: samples = 60, device = ibm
bogota, date= 26.05.2021, gate set= [X0, X1, Z0, Z1, CZ], Pm = 0.02, ϵ1 : ϵ2 = 1 : 40 ,

3× 10−3 < ϵ1 < 5.5× 10−3

Figure 7.12 shows the results of random [4, 2, 2]-encoded gate sequences of length 1 ≤ L ≤
100 after the initialisation of the |00⟩ encoded state, which were run on the Ibmq Bogota

device according to the method shown in Figure 7.4. Let us compare this to a simple

model having as few as three parameters; namely the single and two-qubit gate error

as well as another parameter representing the measurement error defined in Section.7.4.

The error rate for each circuit block P is taken to be the average gate error evaluated

over the chosen gate set. In this section the results refer to random combinations of

the gate set {X0, X1, Z0, Z1, cz0,1 ◦ Z0Z1}. In this scenario, the error rate at the circuit
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output for the uncoded scheme can be approximated analytically by

D̃u = EP + EM =
L

5

[
6ϵ1 + ϵ2

]
+ 2Pm − P 2

m, (7.21)

which is the sum of the largest term in Eq. (7.11) and of the measurement error in

Eq. (7.10). The parameters applied in Figure 7.12 are approximated by the device’s same

specific calibration metrics provided by IBMQ [6] for the device within the calibration

cycle the experiment was run in. These metrics are taken as general guide, but they

must be applied with some caution [157]. Moreover, the fitting of the model to the

experimental results does not represent an accurate calibration of the device noise, since

the model is incomplete. For example, the parameter Pm may encompass some state

preparation error in this model, therefore it does not accurately represent the scale of

measurement error in the device.

Nevertheless, the uncoded model gives a reasonable approximation of the increase in

error rate with the gate sequence length. Therefore, it may be reasonable to assume

that two-qubit gates constitute the dominant source of the uncoded error, and therefore

it may be deemed plausible that the fault-tolerance criterion Dc < Du is satisfied by the

post-selected scheme associated with r < 1 for sequence lengths of L > 10.

The [4, 2, 2]-encoded scheme operating without post-selection12 and represented by r = 1

includes the gate errors of the encoding circuit (without post-selection) as well as both

the gate and measurement errors. Under these assumptions, and upon considering the

largest terms, the analytical error rate of the output becomes:

EE + EP + EM = ϵ1 + 3ϵ2 + L
[12
5
ϵ1 + 2ϵ21

]
+ 4Pm − 6P 2

m, (7.22)

which applies the same metrics as the uncoded scheme. The upper bound gives a

reasonable approximation of the experimental results. However, it is clear that the

model of the post-selected (r < 1) scheme is overly optimistic for comparison with the

results obtained from the Ibmq Bogota device. The [4, 2, 2]-encoded scheme relying on

post-selection is approximately characterized by:

D̃c =
8ϵ2
15

+ L2ϵ21 + 6P 2
m, (7.23)

which is lower-bounded by the post-selected encoder error, namely by EE → 8ϵ2/15, as

described in Section 7.4.2. This error floor is owing to the residual two-qubit gate errors

in the encoding circuit that cannot be detected during post-selection. However, this

assumption is not consistent with the experimental results in Figure 7.12, which exhibit

an error rate that is almost an order of magnitude higher than this, closer to Dc ≈ 0.07.

12The [4, 2, 2]-encoded scheme without post-selection is considered here to compare the error rate
before and after error detection, as well as to evaluate the error model proposed.
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It is not unexpected that the experimental results will deviate from this simple model,

since we can assume that many parameters are required for accurately characterising

the time-variant behaviour of the device during each consecutive circuit execution. Ad-

ditionally, both temporal and spatial independence has been assumed for all circuit

components, which represents a simplistic model of a real device. Nevertheless, since

the error rate of the [4, 2, 2]-encoded gate sequence does not increase with the gate se-

quence length L, it may be surmised that the error of the encoding circuit outweighs

that of the encoded gate sequence. In addition, the encoding circuit may contain more

significant errors than just two-qubit gate errors. Let us consider this interpretation

further.

However, this model excludes qubit preparation errors, which may occur before the

circuit is activated, while initializing the qubit register. A qubit preparation error oc-

curring before the encoding circuit will be proliferated by the subsequent CNOT gates

to a logical error that cannot be detected in the post-selection phase implemented in

this scheme. For example, an X error imposed on q2 before the encoding circuit seen

in Figure 7.6 would result in the preparation of the |01⟩ state, rather than the intended

|00⟩. If the preparation error Pp was modelled as a single-parameter channel as de-

scribed in Section 7.4.1, this error would contribute a term on the order of O(Pp) to

the encoded error rate, hence resulting in an excessive lower-bound according to p. In

addition, the uncoded scheme will also have an error rate on the order of O(Pp). Note

that it is expected that this error would be discarded, if the full circuit of Figure 7.7 is

implemented.

This model also excludes detuning or gate-coherence errors. A simple calibration error

can be thought of as an inaccurate rotation of the gate’s output state, effectively impos-

ing the same error each time the gate is activated. Since this error is systematic, it will

rapidly escalate if the gate is used repeatedly. This raises the dilemma whether it could

be mitigated by re-calibrating the gate rotation. Alternatively, it may be hypothesized

that there is a random fluctuation in the gate output’s rotation within a certain range

and therefore re-calibration of the gate may only have a limited effect. Note that the

average error rate of the Hadamard gate (ϵ1) does not represent the contribution of a

gate-coherence error to the final error rate, because it is not encompassed by the Pauli

error model considered here. See Appendix 9.3 for a further explanation of errors that

may not be accounted for in the error model considered here.

It is quite plausible that this affects the weighting of the superposition of the encoded

state |00⟩, rather than influencing an individual qubit error detectable in post-selection.

Therefore, when determining the statistical distance between the non-ideal experimental

results and an ideal output distribution of quantifying the error rate, the weighting of

the superposition in the experimental encoded state must be close to the ideal one,

otherwise the difference of the two distributions would cause a high error floor. This
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Figure 7.13: Experimental results based on the Ibmq Santiago device characterizing
the [4, 2, 2]-encodedH0H1◦SWAP0,1 gate repeated for the gate sequence lengths L. The
final state at the circuit output is either |00⟩ (1-dimensional) or |++⟩ (4-dimensional),

which are both denoted by different symbols.

may be straightforwardly resolved by user-calibrated gate pulses relying on a hybrid

classical-quantum algorithm without the need for fully characterizing the circuit noise.

7.5.3 Experiment 2: Single Gate

Figure 7.13 portrays the trace distance for the output states vs. the gate sequence length

L, where the H0H1 ◦SWAP0,1 logical gates are applied L times after the initialisation of

the |00⟩ [4, 2, 2]-encoded state. When an even number L of gates is applied, the output

state generated is

[H0H1 ◦ SWAP0,1]
⊗L|00⟩ → |00⟩, (7.24)

since the effect of an even number of the same gate results in the identity operation. An

odd number of the H0H1 ◦SWAP0,1 gates will prepare the equi-probable 4-dimensional

state

[H0H1 ◦ SWAP0,1]
⊗L|00⟩

→ 1

2

(
|00⟩+ |01⟩+ |10⟩+ |11⟩

)
. (7.25)

This is denoted by |++⟩ in Figure 7.13. The figure shows that the circuits, which

produce the output state |00⟩ have an increasing trace distance vs. the gate sequence

length L and the circuits that generate the 4-dimensional state of Eq. (7.25) have a

gently decreasing trace distance with the gate sequence length.

Let us consider the trace distance for a 4-dimensional output state in the depolarizing

channel, as described previously for the 1-dimensional output state in Section 7.5.1. The
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circuit of Eq. (7.7) generates a 4-dimensional ideal output state, given by

pui =
1

4
∀ i = {00, 01, 10, 11}. (7.26)

The trace distance between this state and the totally mixed state of Eq. (7.14) is

Du =
1

2
(4|pui − p̃uj |) = 0. (7.27)

To interpret this effect in more detail, since the ideal state in Eq. 7.26 and the totally

corrupted ‘worst case’ noisy state in Eq. (7.14) are identical, the statistical trace distance

between these states is zero. Therefore, when the ideal state is 4-dimensional, the error

rate tends to Du → 0, if the depolarizing noise affecting the experimental state obeys

ξ → 1. This explains the unexpected trend as to why the error rate may decrease even

though the system error tends to become more prevalent. This trend is also seen for the

logical 4-dimensional state in the encoded scheme.

Again, these trends are specific to the 4-dimensional output state. However, in general,

the dimension of the output state will determine the upper bound of the trace distance.

For example, consider a circuit where the 2-dimensional superposition state (|10⟩ +
|01⟩)/

√
2 is output, described by

pu01,10 =
1

2
, pui = 0 ∀ i = {00, 11}. (7.28)

Let us employ the same reasoning to that in Eq. 7.27. When the depolarizing channel13

noise has its ‘worst case’ values associated with ξ = 1, the measured experimental

outcome is the totally corrupted state described by Eq. (7.14). Then, in the noisiest

scenario the uncoded error rate of Eq.(7.8) becomes;

Du =
1

2
(2|pu01,10 − p̃uj |+ 2|pui − p̃uj |) = 0.5. (7.29)

Therefore, when the ideal state is 2-dimensional, the error rate tends to Du → 0.5 as

the depolarizing noise increases. Therefore, according to Eq. 7.27 and Eq. 7.29, the

dimension of the circuit output should be carefully considered, when assessing whether

the fault-tolerance criterion is satisfied.

Figure 7.13 demonstrates that the dimension of the output state will affect whether

the circuit can or cannot satisfy the fault-tolerance criterion. For example, the fault-

tolerance criterion of Dc < Du is only satisfied, when an even number of the H0H1 ◦
SWAP0,1 gates are applied and the output state is 1-dimensional. The uncoded version

of this gate has a SWAP operation, which is implemented with the aid of 3 CNOT gates,

while its [4, 2, 2]-encoded version is implemented with the aid of single qubit gates, as

shown in Table 7.1. Therefore, Figure 7.13 shows the trend that Du → 0.75 as L→ 100

13See Section 2.4.1.
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Figure 7.14: Experimental results based on the Ibmq Santiago device characterizing
random sequences of the [4, 2, 2]-encoded gates and the corresponding uncoded gate
for sequence lengths L. Model parameters: samples = 58, date= 14.02.2021, gate
set= [X0, X1, Z0, Z1, cz0,1 ◦ Z0Z1, H0H1 ◦ SWAP0,1], Pm = 0.025, ϵ1 : ϵ2 = 1 : 20 ,

5× 10−3 < ϵ1 < 6× 10−3

only for even L, where the circuit output is |00⟩. The corresponding encoded scheme

has an error rate, which satisfies Dc < Du, since the encoded circuit predominantly

consists of single-qubit gates. However, when the output state is 4-dimensional, the

reverse trend is observed. Since the uncoded scheme contains a large number of the

noisiest gate, namely CNOT gates, the output state becomes more corrupted. However,

this has the effect of mitigating the error rate14 as intimated in Eq. (7.27). The logically

equivalent state of the encoded scheme contains only single qubit gates, yet we have

Dc > Du. Therefore, for the fault-tolerance criterion to be assessed, the gate sequences

may be modified for ensuring that each circuit outputs a 1-dimensional state.

7.5.4 Experiment 3: Full Gate Set

Figure 7.14 and Figure 7.15 show the results of random gate sequences of the full [4, 2, 2]-

encoded gate set {X0, X1, Z0, Z1, cz0,1 ◦ Z0Z1, H0H1 ◦ SWAP0,1}, which also includes

the H0H1 ◦ SWAP0,1 gate introduced in Section 7.2.5. In contrast to the trends of

the previous section, both figures show that the uncoded error rate does not increase

as expected according to the model of Section 7.5. This is due to the inclusion of

the H0H1 ◦ SWAP0,1 gate in the random gate sequence generated. As the sequence

length increases, it is more common for an odd number of this gate to be included

in the random gate sequence. In this case the final output state is a 4-dimensional

equi-probable superposition, which results in a reduction of the total error rate. This

14This is because the ideal output state is 4-dimensional, therefore it is expected that Du → 0 when
the experimental state sampled is totally corrupted.
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Figure 7.15: Experimental results based on the Ibmq Bogota device characterizing
random sequences of the [4, 2, 2]-encoded gates and the corresponding uncoded gate
for sequence lengths L. Model parameters: samples = 60, date= 15.04.2021, Gate
set= [X0, X1, Z0, Z1, cz0,1 ◦ Z0Z1, H0H1 ◦ SWAP0,1], Pm = 0.04, ϵ1 : ϵ2 = 1 : 50 ,

3× 10−3 < ϵ1 < 5× 10−3

Table 7.3: Summary of results in Figure 7.12, Figure 7.14 and Figure 7.15. Du

is the error rate for random gate sequences of length L and Dc is the corresponding
[4, 2, 2]-encoded gate sequence with post-selection (r < 1).

L = 10 L = 100

Fig. Du Dc Du Dc

7.12 0.08 0.06 0.34 0.09
7.14 0.11 0.07 0.25 0.07
7.15 0.13 0.06 0.29 0.10

is because the ideal state is indistinguishable from a totally mixed state and therefore

the average states become the same, despite being produced from two very different

scenarios [158].

7.6 Conclusion

The results of Section 7.5.4, do not lead to consistent conclusions, when grouping to-

gether circuits with ideal output states of different dimensions upon using the trace

distance for evaluating the fault-tolerance criterion. Despite this, [4, 2, 2]-encoded gate

sequences satisfy the fault-tolerance criterion for the full gate set due to the inclusion of

a larger number of the noisiest gates in the uncoded scheme. The encoded performance

may be further improved, when aiming for mitigating either state preparation or gate-

coherence errors by the post-selection mechanism. This may leave space for a combined

classical and quantum machine learning approach, whereby the device errors are esti-

mated and mitigated for circumventing the need for a comprehensive characterization of
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the device. Therefore, the experimental characterization of a fault tolerant QECC may

provide a method of discovering powerful QECCs without the need for a complete noise

model.

An accurate noise model that encompasses all sources of errors will require many pa-

rameters, especially for numerous qubits and long gate sequences considering a range of

different coherent and incoherent errors. However, such a noise model may become ex-

cessively complex, in particular, when it encompasses unique correlated error patterns.

In conclusion, the results of Figure 7.12, Figure 7.14 and Figure 7.15 are summarized at

a glance in Table 7.3.



Chapter 8

Summary and Future Research

In this thesis we have outlined the fundamental theory of fault-tolerant QECC for mit-

igating the component errors inherent to quantum circuits and transmissions. In the

first two chapters we outlined the basics of quantum information and the fundamentals

of fault-tolerant QECC. In Chapter 4 we presented results which showed that despite

implementing a fault-tolerant logical gate construction, the non-fault-tolerant encoding

circuit will impose a high error-floor in a quantum depolarizing channel according to

the gate error inherent to the encoding circuit. This was shown for both the repetition

codes and the Steane code. In Chapter 5 a solution to this problem was presented,

whereby the non-fault-tolerant encoding circuit is replaced by the ‘encoderless’ scheme.

This method prepares an initial state that can be transformed to the encoded state by

a fault-tolerant stabilizer measurement. The simulation results showed this scheme can

be effective to reduce the circuit error rate by three orders of magnitude when the gate

error is as high as 10−3.

The final two chapters presented practical applications for a fault-tolerant QECC. The

first, in Chapter 6, we proposed that TC and QTC can be employed in both a noisy

classical and quantum transmission to improve the security and reliability of the proto-

col. Finally, in Chapter 7 we presented the experimental results of logical gate sequences

based on IBMQ small-scale devices, where we classified the fault-tolerance of circuits

according to an experimental definition. In this concluding chapter, we start by summa-

rizing our conclusions in Section 8.1, then a range of possible future research directions

will be discussed in Section 8.2.

8.1 Summary

For the practical realisation of reliable large-scale quantum algorithms, fault-tolerant

QECC will be necessary to mitigate the deleterious effects of component error inherent
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to quantum circuits. In addition, the encoding, decoding and error correction circuits

of a QECC must also have a fault-tolerant construction defined by a gate error rate

threshold Pth. Moreover, the recent advancement of quantum hardware opens up the

possibility of the practical development of fault-tolerant QECC alongside theoretical

proposals. Against this background, this thesis aimed for

(a) Defining the construction of fault-tolerant circuits for QECC that are capable of

mitigating component errors inherent to quantum circuits.

(b) Utilizing fault-tolerant QECC in practical scenarios, not only for the secure and

reliable transmission of quantum information, but also for improving circuit error

inherent to current-day quantum processors.

In light of these goals, the results of this thesis can be summarized as follows:

(a) Chapter 1. In Section 1.1, we presented the motivation for applying fault-tolerant

QECC to suppressing circuit component error in quantum computers. In Sec-

tion 1.2.1 we proceeded with the history of important milestones in the theoretical

development of fault-tolerant QECC. Then in Section 1.2.2 we outlined the SoA

experiments activated in current-day devices and the challenges faced when de-

signing fault-tolerant QECC experiments. Finally, the outline of the thesis was

presented in Section 1.3 and the novel contributions of the thesis in Section 1.4.

(b) Chapter 2. In this chapter we provided a general rudimentary introduction to

quantum information and quantum circuits. The unit of quantum computing,

namely the qubit, was introduced in Section 2.2. Then quantum measurement

and quantum gates were presented in Section 2.2.2 and Section 2.3 respectively.

This provided the theoretical background to read-out and process the information

stored in the qubit. Finally, quantum Pauli error channels were introduced in

Section 2.4, providing all the necessary background to introduce fault-tolerant

QECC in the next chapter.

(c) Chapter 3. This chapter was split into two parts. First the basics of QECC and

quantum stabilizer codes were explained in Section 3.2, followed by the general

definition of fault-tolerant circuit design. General stabilizer codes were described

in Section 3.2.1, covering the [3, 1, 3] repetition code in Section 3.2.2 and then

the [7, 1, 3] Steane code in Section 3.2.3. Then the circuit construction for sta-

bilizer measurements was described in detail in Section 3.2.4, which forms the

basis of many fault-tolerant QECC techniques. The motivation for fault-tolerant

circuits, namely error proliferation, was described in detail in Section 3.3.1 and

Section 3.3.2. Then the criterion for circuits to be deemed fault-tolerant was de-

fined Section 3.3.3. This was demonstrated with the example of a fault-tolerant

stabilizer measurement in Section 3.3.4 and Section 3.3.5.
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(d) Chapter 4. In this chapter, we presented encoded transversal gates in the pres-

ence of both gate errors with probability Pg and qubit depolarization error Pe. In

Section 4.2 the transversal gate scheme was outlined providing a method of ap-

plying logical gate transformations to encoded quantum information. The theory

of processing information stored in encoded qubits was further explained in Sec-

tion 4.2.2 providing the background for fault-tolerant logical gates. The system

model and assumptions for the scheme were explained in Section 4.3. It was shown

in Section 4.4 and Section 4.4.3 that the reliability of logical gates can be improved

when Pe is an order of magnitude higher than Pg. However, this imposed a strict

condition on the quantum channel model, where the channel parameters obeyed a

certain gate error rate threshold Pth lower bounded by the gate error inherent to

the non-fault-tolerant encoding circuit. Therefore, a limitation of this scheme is

that Pth may only be relevant for certain restricted channel conditions, whereby

the gate error probability is sufficiently low. In future work it would be beneficial

to determine the specific gate error rate thresholds whereby the value of Pe is not

restricted.

(e) Chapter 5. In this chapter, the ‘encoderless’ scheme was presented, providing

a solution to encode unknown quantum information under realistic channel im-

pairments. The methodology of the scheme was explained in Section 5.2, and

then described analytically in Sections 5.3 and 5.4. The resilience of the circuit

construction to gate error events at circuit component locations was quantified in

terms of FER. It was then shown in Section 5.4.2 that the scheme can tolerate a

gate error probability of Pg = 10−3 and qubit decoherence of Pe = 5×10−4, achiev-

ing a FER < 10−5. For further improvements to the FER, it was observed that a

smaller gate error, such as Pg = 10−4 is required. Finally in Section 5.5 the scheme

was extended to protocols directly preparing known encoded states demonstrating

the possible application of the scheme in specific quantum processing tasks. A

limitation of this scheme is that a fault tolerant stabilizer measurement requiring

a high resource overheads is necessitated for implementing the scheme in full. Fu-

ture work may seek to assess the trade-off between the qubit overheads required

for the fault tolerant scheme and the reduction in error rate it may achieve. This

can be achieved by comparing fault tolerant and non-fault tolerant stabilizer mea-

surements.

(f) Chapter 6. In this chapter, we presented the secure and reliable transmission

of quantum information via the QTC and TC-aided quantum teleportation pro-

tocol. To start, the basic quantum teleportation protocol under perfect channel

assumptions was explained in Section 6.2 and then with an imperfect channel in

Section 6.3 and Section 6.4. The security of the scheme was discussed in Section 6.5

and shown to be improved in with the addition of QTC which made QBER dif-

ferences due to the presence of an eavesdropper significantly larger and therefore
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easier to detect. As well as this, QTC improved the reliability of the pre-shared

qubits from P qe = 0.31 to P qe (QTC) ≈ 10−6. A limitation of this scheme is that

it is determined for the specific channel conditions of P qe = 0.31 as well as a sim-

ple QSDC scheme. In future work alternative secure error rate thresholds can

be determined by considering further combinations of QTC and improved QSDC

schemes.

(g) Chapter 7. In this chapter we moved on to present the experimental results of the

[4, 2, 2]-code activated in IBM’s quantum hardware. These results provide a prac-

tical classification of a fault-tolerance criterion against the theoretical background

defined in Chapters 3,4 and 5. First, an experimental fault-tolerance criterion was

defined in Section 7.2.1 and the SoA experiment design in Section 7.2.2. Then

the [4, 2, 2]-encoded gate sequences was explained in detail in Section 7.2.4. We

defined a simple Pauli-gate error model in Section 7.4, characterized by its gate

and measurement error parameters, which was then compared to the experimental

results extracted from IBMQ hardware in Section 7.5. Three experiments of dif-

ferent gate sets were presented in Section 7.5 . These results showed that circuits

with outputs should not be grouped together as these lead to inconsistent circuit

error rates. In addition, most encoded circuits which contained a smaller number

of two-qubit gates compared to the uncoded scheme demonstrated fault-tolerance.

However, it was also discussed that the error rate of the encoded scheme should

still be significantly lower than what is observed. In addition, it is expected it

should scale with the gate sequence length which is not observed in the experi-

ment results. It is concluded in Section 7.5.2 that post-selection may fail to fix

certain proliferated qubit preparation errors. Furthermore, the encoding circuit

may be very sensitive to those gate errors, which cannot be represented by the

pure Pauli gate error model. These limitations may be addressed in future work

by conducting experiments that directly quantify the effects of coherent errors in

the encoding circuit. This may lead to a better understanding of the source of

the high error floor seen in the coded results. The problem may be addressed

by considering encoded state preparation without gate sequences and tested for a

variety of QECCs that are applicable to the devices available.

8.2 Future Research

There are many exciting avenues for future re-design of QECC according to real-life

error models and device architectures that may pave the way for quantum-classical

hybrid-QECC. A full experimental demonstration of a resource-efficient theoretically

fault-tolerant logical qubit appears to be on the horizon. Surface codes have a number

of advantages, the main one being their low gate error rate thresholds and a device layout

that has nearest neighbour connections [159, 26]. There are also a range of methods for
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implementing a universal set of logical gates with the aid of surface codes, such as magic

state distillation and code deformation techniques [21, 160]. The drawback of surface

codes is that efficient decoding algorithms are still to be fully developed [161]. Therefore,

the choice of the most appropriate codes to be used by the quantum hardware of the

future are yet to be discovered. The inclusion of experimental results in the process

of code-discovery may open up new avenues to explore. In this section we will briefly

discuss two potential future research directions.

Figure 8.1: Steane encoding circuit for device layout shown in Figure 8.2.

1. IBMQ experiment of the non-fault-tolerant Steane Code. The experiment

method of Figure 7.4 in Section 7.2.2 of Chapter 7 may be extended to the [7, 1, 3]

Steane code of Section 3.2.3. The encoding circuit in Figure 8.1 prepares the

[7, 1, 3]-encoded zero state (reproduced from Eq. 3.8):

|0⟩ = 1√
8

[
|0000000⟩+ |1010101⟩+ |0110110⟩+ |1100110⟩

+|0001111⟩+ |1011010⟩+ |0111100⟩+ |1101001⟩
]
. (8.1)

This circuit in Figure 8.1 is a modification of the optimized Steane encoding circuit

in [162, 88] that is suitable for a more simple device layout than that required by

the traditional encoding circuit in Figure 3.3. This circuit may not be fault-tolerant

according to the definition in Chapter 3, nevertheless future research may classify

the circuit according to the experimental fault-tolerance criterion in Chapter 7.

The benefit of this circuit is that it is designed according to realistic device layouts

such as the depreciated 16-qubit Ibmq Melbourne device [6]. The required device

layout is shown in the circuit in Figure 8.2. In addition, it may be possible to

classify the fault-tolerance of sequences of [7, 1, 3]-encoded logical single qubit gates

implemented transversely according to Section 4.2.

2. Quantum-classical machine learning for estimating encoding parame-

ters. The results in Chapter 7 show that the [4, 2, 2]-encoded gate sequences are

fault-tolerant according to a simple criterion, however the error inherent to the
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2 4 6 3

0 1 5

Figure 8.2: Qubit layout suitable for the circuit in Figure 8.1.

real-hardware may not be completely encompassed by the Pauli error model sim-

ulated in Chapter 4 and Chapter 5. In Appendix 9.3, it is shown in Figure 9.1

and Figure 9.2 that by adjusting the value of an user-defined rotation gate located

after the Hadamard gate in the encoding circuit (see Figure 9.3), may cause fluc-

tuations of the lower bound of the error rate Dc of the encoded scheme. Future

work may seek to find the optimum value of this parameter to minimise Dc. This

may be done through an iterative quantum-classical machine learning approach

that mitigates the deleterious conditions in the device within a certain calibration

cycle. The benefit of this approach is that it may reduce the lower-bound of the

error rate of the encoded gate sequence without the need to have full knowledge

of the specific noise model in the device at the time of the circuit activation.
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Appendix

9.1 Deriving the Steane Encoded Logical State

The Steane code is an example of a CSS code constructed from the Hamming (7, 4, 3)

code. It is constructed from the C1(7, 4) and C2(7, 3) codes such that C2 ⊂ C1 [9]. This

results in a (n, k1 − k2) = (7, 1) CSS code that can correct up to t = 1 qubit error.

To derive the Steane encoded logical states the classical counterparts C1 and C2 are

used. The generator matrix1 for the [7, 4, 3] Hamming code is given by [9]

G(C1) =




1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

0 1 1 1

1 0 1 1

1 1 0 1




. (9.1)

Lets define x as a column vector with k information bits and y the n-bit codeword

mapping. Then y is found by

y = Gx (9.2)

1Note that in this case we are using the definition for G found in [9] which is different from that in
[112], both are equivalent.
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multiplication is modulo-2 [163]. For example, if x = [0101]T then

y = Gx =




1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

0 1 1 1

1 0 1 1

1 1 0 1







0

1

0

1




=




0

1

0

1

0

1

0




. (9.3)

9.2 Density Matrix in terms of Pauli Matrices

A single qubit state on the Bloch sphere can be described by

|ψ⟩ = cos
θ

2
|0⟩+ eiϕ sin

θ

2
|1⟩ ≡

(
cos θ2
eiϕ sin θ

2

)
(9.4)

where 0 ≤ θ ≤ π and 0 ≤ ϕ ≤ 2π are real numbers and define a state on the Bloch sphere

in Figure 2.2. A non-observable global phase factor eiγ is omitted from this equation.

The density operator is defined as

ρ = |ψ⟩⟨ψ| =
(

cos θ2
eiϕ sin θ

2

)
⊗
(
cos

θ

2
e−iϕ sin

θ

2

)
=

(
cos2 θ2 e−iϕ cos θ2 sin

θ
2

eiϕ cos θ2 sin
θ
2 sin2 θ2

)

(9.5)

Using Eulers formulae and the following trigonometric identities cos(2θ) = 2 cos2(θ)−1 =

1− 2 sin2(θ) and cos θ2 sin
θ
2 = 1

2 sin(θ) then

ρ =
1

2

(
1 + cos θ cosϕ sin θ − i sinϕ sin θ

cosϕ sin θ + i sinϕ sin θ 1− cos θ

)
. (9.6)

This can be expressed in terms of the Pauli matrices {I,X, Y, Z} as follows

ρ =
1

2

[(
1 0

0 1

)
+ cosϕ sin θ

(
0 1

1 0

)
+ sinϕ sin θ

(
0 −i
i 0

)
+ cos θ

(
1 0

0 −1

)]
(9.7)

=
1

2

[
I + cosϕ sin θX + sinϕ sin θY + cos θZ

]
=

1

2
(I +−→rρ · −→v ) (9.8)

where
−→rρ = (rx, ry, rz). (9.9)
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9.3 Coherent Error Insertion
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Figure 9.1: Experimental results from the Ibmq Jakarta device showing random se-
quences of the [4, 2, 2]-encoded gates and of the corresponding uncoded gate for sequence
lengths L. A rotation error θ is inserted after the Hadamard gate in the encoding cir-

cuit. 30 samples 21.06.2021
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Figure 9.2: Experiment results from Ibmq Bogota (same as Figure 7.12) with a
rotation error θ inserted after the Hadamard gate in the encoding circuit.

What are the most critical parameters when assessing a noise model? A tangible hypoth-

esis is that rather than encountering a symmetric depolarizing noise channel, the device

error is biased towards phase-flip errors (Z) rather than bit-flip errors (X) [164, 36, 99].

This is because the physical process of a phase-flip error is in a more direct interaction

with the environment [165]. However, there may be many parameters that accurately

characterize a qubit that are not accounted for by the Pauli error model.
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For example, a simple calibration error may be viewed as an over-rotation (or under-

rotation) of a gate which has the same value each time the gate is activated. When this

is systematic, the error is accumulated if the gate is used repeatedly and in theory can

be resolved by improving the accuracy of the calibration of the gate rotation. Another

type of gate error is constructed by dephasing errors. This varies randomly between each

activation of the gate and it tends to be dependent on the time required to complete the

associated operation. A leakage error is incoherent. This occurs when a qubit is relaxed

from |0⟩ to |l⟩ at a probability of p. Crosstalk errors occur in two-qubit gates, which

occur owing to the interactions between the target system connecting systems and they

are also excluded from a traditional model of independent component errors [156].

Figure 9.3: Coherent error insertion.

Figure 9.1 and Figure 9.2 show the results of inserting a rotation error θ in the encoding

circuit before a random sequence of coded gates. This is demonstrated by the circuit

shown in Figure 9.3. Figure 9.1 shows that as the rotation is increased, the error floor of

the coded scheme is also increased. The opposite trend is seen in Figure 9.2. Therefore

it may be concluded that this experiment is not robust to an over-rotation (or under-

rotation) of the gate in the location shown in the circuit of Figure 9.3. Additionally,

this error cannot be significantly mitigated by post-selection.

9.4 Other Encoded States
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Figure 9.4: Encoder for |0+⟩
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Figure 9.5: |ϕ+⟩
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Apart from the circuit in Figure 7.7, other states that can also be directly prepared

using the [4, 2, 2] code, which are:

|0+⟩ = (|00⟩+ |01⟩)
√
2 (9.10)

|ϕ+⟩ = (|00⟩+ |11⟩))
√
2. (9.11)

The circuit preparing the |0+⟩ state in Eq. (9.10) is shown in Figure 9.4. In this circuit

there are two possible scenarios if either of the CNOT gates impose an error. Either it

will result in a single qubit error, which can be picked up by post-selection, or the error

will not affect the correctly prepared state. For example, an XX Pauli error after the

CNOT gate between (q2, q3) has no effect on the output distribution;

|0+⟩ = |0000⟩+ |1111⟩+ |1100⟩+ |0011⟩)/2, (9.12)

since |0000⟩ and |0011⟩ are interchangeable. The circuit preparing the |ϕ+⟩ state shown

in Figure 9.5 is also fault-tolerant following a similar reasoning to that for Figure 9.4.

We also see that the class of circuits that generate a 2-dimensional superposition state

at the circuit output have an upper bound on the trace distance that is 0.5 in the

depolarizing channel. For example, consider the circuit which prepares initial state

q0q1 ≡ |ϕ+⟩ from Eq. (9.11) and then applies an X0 gate. The transformation of the X0

gate has the effect2

|ϕ+⟩ = |00⟩+ |11⟩ X0−−→ |10⟩+ |01⟩ (9.13)

and therefore the superposition state (|10⟩+ |01⟩)/
√
2 is generated by the gate sequence.

This can be described by

pu01,10 =
1

2
, pui = 0 ∀ i = {00, 11}. (9.14)

When the experimental outcome is totally corrupted the measured is that in Eq. (7.14).

In this case, by Eq.(7.8), the uncoded error rate is

Du =
1

2
(2|pu01,10 − p̃uj |+ 2|pui − p̃uj |) = 0.5 (9.15)

when the depolarizing channel noise is ξ = 1.

The corresponding encoded circuit has the same upper bound. This circuit has the

transformation

|ϕ+⟩ X0−−→ |10⟩+ |01⟩ (9.16)

2Normalization is omitted.
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so the ideal output state is

pc0101,1010 = pc1100,0011 =
1

4
, (9.17)

pci = 0∀ i = {0000, 1111, 0110, 1001}.

When experimental outcome is that in Eq. (7.19), by Eq.(7.9), the error rate upper

bound is also

Dc =
1

2
(4|pc0101,1010 − p̃cj |+ 4|pci − p̃cj |) = 0.5. (9.18)
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