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The canonical representation of the Drinfeld curve

by Lucas Laurent

We compute the decomposition of the canonical representation arising from the
action of the group SL2

(
Fq
)
on the Drinfeld curve over the algebraic closure of the

finite field Fq for q a prime power. We first solve the problem for q = p a prime
number, where methods from a recent paper by Bleher, Chinburg, and Konto-
georgis apply because SL2

(
Fp
)
has cyclic Sylow p-subgroups. The computations

simplify drastically compared to the general case treated in the paper because in
addition of being cyclic, the Sylow p-subgroups have order p and their normaliser
is p-hypo-elementary. This allows us to use the Green correspondence in the case
of trivial intersection. Secondly, we solve the problem for q a general prime power,
by computing a concrete basis for the space of global holomorphic differentials and
studying the action of SL2

(
Fq
)
on it.
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Introduction

The action of a finite group of automorphisms G of a smooth projective curve C
over an algebraically closed field F induces a linear action of G on the F-vector
space of holomorphic differentials of C, denoted by H0

(
C,ΩC

)
. This space hence

becomes an F[G]-module, which is known to have dimension g(C) the genus of
the curve C, a well-known and fundamental invariant of smooth projective curves.
Thus, it is natural to try and find the decomposition of H0

(
C,ΩC

)
as a direct sum

of indecomposable F[G]-modules.

This problem has first been introduced by Hecke in 1928 [Hec28], and it has been
solved in 1934 by Chevalley and Weil [CWH34], assuming that the characteristic
of F does not divide the order of G. If we assume that F has characteristic p divid-
ing the order of G, then we are in the case of modular representation theory, and
this problem becomes notoriously hard because the tools of classical representation
theory do not apply anymore. For example, Maschke’s theorem does not hold, i.e.
there exist some indecomposable F[G]-modules which are not simple. However,
some progress has been made. In 1986, Nakajima [Nak86] and Kani [Kan86] inde-
pendently found the decomposition for an arbitrary finite group of automorphisms
G of C, in the case where the cover C −! C/G has only tame ramification. Most
of the theorems leading to Kani’s and Nakajima’s result have been generalised by
Köck [Kö04] to the so-called weakly ramified case, the simplest but most frequent
form of wild ramification.
However, the study of the decomposition in the case of arbitrary ramification
had seen some progress earlier than the solution for tame ramification. Indeed,
Valentini and Madan [VM81] solved the problem for G a cyclic p-group in 1981.
In 2013, Karanikolopoulos alongside with Kontogeorgis then extended Valentini’s
and Madan’s result to a general cyclic group G [KK13]. Finally, Bleher, Chinburg,
and Kontogeorgis [BCK20] gave an algorithm to solve the problem in 2020 in the
case where G admits a non-trivial cyclic Sylow p-subgroup, which is a necessary
and sufficient condition for G to admit finitely many isomorphism classes of inde-
composable representations [Hig54].
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CONTENTS

In this thesis, we will find the decomposition of H0
(
C,ΩC

)
as an F[G]-module

for G = SL2

(
Fq
)
, q = pr for some r ∈ N≥1, F = Fq a fixed algebraic closure of Fq,

and C the Drinfeld curve together with the action of G as presented in Subsection
1.2.2. The decomposition in the general case is stated in the following theorem.

Theorem 0.1. For 0 ≤ j ≤ q − 2, let V j be the (j + 1)-dimensional vector space
over F

V j := Fxj ⊕ Fxj−1y ⊕ · · · ⊕ Fxyj−1 ⊕ Fyj,

equipped with the F-linear action of G where g =

(
α β
γ δ

)
∈ G acts on xj−iyi by

g · xj−iyi = (αx+ γy)j−i(βx+ δy)i.

Then V j is an indecomposable F[G]-module, and the following isomorphism of
F[G]-modules holds.

H0
(
C,ΩC

) ∼= q−2⊕
j=0

V j

Note that because the Sylow p-subgroups of G are isomorphic to the direct product
of r copies of Cp, we can apply the results from [BCK20] if and only if r = 1. In that
paper, the three authors give a formula for the decomposition ofH0

(
C,ΩC

)
H
where

H = PoC ′ is a p-hypo-elementary subgroup of G, i.e. P is a cyclic p-subgroup and
C ′ is a cyclic p′-subgroup. Then they use the fact that the F[G]-module structure of
H0
(
C,ΩC

)
is completely determined by its F[H]-module structure when restricted

to the p-hypo-elementary subgroups of G. This follows for example from Conlon’s
induction theorem [CR81, Corollary 80.51]. In conclusion, this leads to a proof of
Theorem 0.1 in the case r = 1. We will detail this proof in Chapter 2.
In order to prove Theorem 0.1 for an arbitrary r ≥ 1, we use the following very
different approach, which is presented in Chapter 3. First, we compute a concrete
basis for the F-vector space H0

(
C,ΩC

)
in Section 3.1. Then from the action of G

on this basis, we find a decomposition of the F[G]-module H0
(
C,ΩC

)
in Section

3.2, which is inspired from the case r = 1. In the same section, we finally prove
that each summand is indecomposable as F[G]-module.
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Chapter 1

Background on curves and setup of
the problem

1.1 Background on curves
In this section, we will present some of the background needed to understand
what the canonical representation of a curve is, and see what challenges arise in
computing its decomposition.

1.1.1 Algebraic curves

There are two traditional ways to define algebraic curves: one is using the classi-
cal viewpoint, and the other one is using scheme theory. While being extremely
powerful, we will not adopt the scheme-theoretic viewpoint in this thesis, because
it is too general for our purpose. For the rest of this section, we will let k denote
an algebraically closed field. In particular, by an affine or projective variety, we
mean a subset of An(k) or Pn(k) defined by polynomials, which are homogeneous
in the projective case. When we refer to a topology, we mean the Zariski topology.

We assume that the reader has some basic knowledge about the theory of al-
gebraic curves, however we recall some basic definitions and results. The following
is an adaptation from [Ful69], [Har97], and [Tai14, Chapter 2].

Definition 1.1. A smooth projective curve C is a smooth projective variety of
dimension 1 over k.

Remark 1.2. Because all the curves in this thesis are smooth, and nearly all curves
are projective, we will refer to a smooth projective curve simply by a curve. If the
curve is affine, we will clearly state it. It is well-known that a projective curve can

3



1.1. BACKGROUND ON CURVES

be covered by a union of open subsets which are affine curves [Ful69, Proposition
6.3.3].

Definition 1.3. A morphism f : C −! C ′ of affine curves is the restriction to C
of a map of the following form, where f1 and f2 are elements of k[x, y].

A2(k) −! A2(k)

(x, y) 7−!
(
f1(x, y), f2(x, y)

)
If C and C ′ are projective curves, then a map f : C −! C ′ is a morphism if and
only if C = ∪i∈ICi and C ′ = ∪j∈JC ′j for finite sets I and J and open subsets
Ci, C

′
j which are affine curves, such that for all i ∈ I, f(Ci) ⊆ C ′j for some j ∈ J

and f |Ci is a morphism of affine curves.

Definition 1.4. A rational function on a curve C is any morphism C −! P1(k)
other than the constant morphism mapping all points of C to the point at infinity
[1 : 0]. Such functions form a field, called the function field of C and denoted by
k(C). Suppose that f : C −! C ′ is a morphism of curves. We define the degree
of f to be

deg f =
[
k(C) : f ◦

(
k(C ′)

)]
,

where f ◦ denotes precomposition by the morphism f .

Next, we define regularity and the local ring at a point.

Definition/Proposition 1.5. Let C be a curve, P be a point of C, and f ∈ k(C).
We say that f is regular at P if and only if f(P ) 6= [1 : 0]. The set of regular
functions at P is denoted by OC,P or OP , and is a local ring with maximal ideal
mP = {f ∈ OP | f(P ) = 0}. It is called the local ring of C at P , and in addition
to being a local ring, it is a discrete valuation ring [Har97, Theorems I.5.1, I.6.2A]
whose valuation is denoted by ordP . A generator of mP is called a local parameter
of C at P . For an open subset ∅ 6= U ⊆ C, f is regular on U if and only if f is
regular at all points of U . A regular function on C is an element of k(C) which is
regular on C.

Let us now state the definition of a finite group action on a curve.

Definition 1.6. Let C be a curve, and Γ be a finite group. We say that Γ acts
on C if and only if each element of Γ induces an automorphism of the curve
C such that the composition of resulting automorphisms is compatible with the
multiplication law in Γ. From this perspective, a group action of Γ on C is simply
a group homomorphism Γ −! Aut(C).

Remark 1.7. In this thesis, actions on curves will be left actions.
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1.1. BACKGROUND ON CURVES

An action of a finite group Γ on a curve C gives rise to an action of the stabiliser
ΓP on the local ring OC,P for any point P of C, given by

γ · f(Q) = f
(
γ−1 ·Q

)
,

for all γ ∈ ΓP and all Q ∈ C.

We can now define the lower ramification subgroups as adapted from [BCK20,
Section 4].

Definition 1.8. Let i ≥ −1 and P be a point of C. The i-th lower ramification
group at P Γi,P is defined to be the subgroup of the stabiliser of P , ΓP , which acts
trivially on OC,P/mi+1

P . We call Γ0,P the inertia subgroup at P , and it is equal to
ΓP .

1.1.2 Differentials on a curve

We will now define the concept of differentials on a curve C. We will start with
an abstract definition involving a universal property, to then construct a concrete
example satisfying the property. This is an adaptation of [Ful69, Section 8.4].

We first define derivations.

Definition 1.9. Let R be a commutative ring containing k and M be an R-
module. A derivation of R into M over k is a k-linear map d : R −!M such that
for all x, y ∈ R the Leibniz formula is satisfied, i.e. d(xy) = xd(y) + yd(x).

Let us now define the module of differentials using a universal property.

Definition 1.10. Let R be a commutative ring containing k. The module of dif-
ferentials ΩR of R over k is any R-module alongside with a derivation d : R −! ΩR

of R into ΩR over k such that the following universal property is satisfied.
For all R-modules M with a derivation δ : R −! M of R into M over k, there
exists a unique R-module homomorphism ϕ : ΩR −!M such that δ = ϕ ◦ d.

R M

ΩR

δ

d
∃!ϕ

Remark 1.11. Because such an R-module homomorphism is unique, any two mod-
ules of differentials of R over k are uniquely isomorphic as R-modules. Hence, the
notion of module of differentials of R over k is well-defined up to unique isomor-
phism.

5



1.1. BACKGROUND ON CURVES

Because this definition is quite abstract, we will now gain insight by constructing
a module and a derivation which satisfy the universal property.

Proposition 1.12. For any commutative ring R containing k, the module of dif-
ferentials ΩR of R over k exists.

Proof. Let R be a commutative ring containing k, and for each x ∈ R, let [x] be
a symbol. Let F be the free R-module on these symbols. Define N to be the
R-submodule of F generated by elements of the form [x+y]− [x]− [y], [αx]−α[x],
and [xy] − x[y] − y[x] for all x, y ∈ R and all α ∈ k. Then, let Λ := F/N and
d : R −! Λ mapping x ∈ R to [x] + N ∈ Λ. By definition of N , d is a derivation
of R into Λ over k. Suppose that M is another module of differentials of R over
k with a derivation δ : R −! M of R into M over k. Then there exists a unique
R-module homomorphism ϕ : Λ −! M such that δ = ϕ ◦ d, which is given by
ϕ
(
[x] + N

)
= δ(x), and which is well-defined by definition of N and because δ is

a derivation of R into M over k.
This allows us to define ΩR := Λ, with d : R −! ΩR mapping x ∈ R to [x] +N as
the module of differentials of R over k.

In this thesis, we are interested in the module of differentials obtained from setting
R = k(C).

Now that we have defined the module of differentials Ωk(C) of k(C) over k, the
next proposition [Sti09, Proposition 1.5.9] will help us defining the notion of reg-
ularity and pullback of a differential.

Proposition 1.13. The module of differentials Ωk(C) is a 1-dimensional k(C)-
vector space. If t is a local parameter at any point of C, then Ωk(C) = k(C)dt, i.e.
dt is a basis element of Ωk(C).

Let us now define the notion of regularity of a differential.

Definition 1.14. Let ω ∈ Ωk(C), P be a point of C, and t be a local parameter at
P . Then by Proposition 1.13, there exists a unique f ∈ k(C) such that ω = fdt.
We say that ω is regular at P if and only if f is a regular function at P . For an
open subset ∅ 6= U ⊆ C, we say that ω is regular on U if and only if f is regular
at all points of U . A regular (or holomorphic) differential on C is an element of
Ωk(C) which is regular on C, and we denote them by H0

(
C,ΩC

)
.

Let us define the pullback of a differential.

Definition 1.15. Let ϕ : C −! C ′ be a morphism of curves, and let ω = fdt
be an element of Ωk(C′). We define the pullback of ω along the morphism ϕ to be
ϕ∗ω := (f ◦ ϕ)d(f ◦ ϕ) ∈ Ωk(C).

6



1.1. BACKGROUND ON CURVES

We observe that H0
(
C,ΩC

)
is a k-vector space, and it carries a consequent amount

of geometric information about the curve C. In particular, a fundamental invariant
of the curve C, its genus, is defined in the following way [Ful69, Proposition 8.2.3].

Definition/Proposition 1.16. The k(C)-vector space H0
(
C,ΩC) has finite di-

mension as a k-vector space, and this dimension is called the genus of C. We
denote it by g(C).

Remark 1.17. In the case where k = C, a curve is also a compact Riemann surface,
which already has a notion of topological genus, i.e. half the dimension of the first
homology group over Z. It can be shown that the two notions of genus agree, see
for example [Hal15, Sections 5 and 6].

1.1.3 Divisors on a curve and ramification

Let us now introduce the concept of ramification of a morphism between curves.
In order to make the notion of ramification simpler, we will use divisors, as found
in [Har97, Section II.6]. From this, we will derive a much simpler equation for the
ramification index at a point when the morphism is the quotient by a finite group
action.

Definition 1.18. A divisor on a curve C is a formal sum
∑
P∈C

nPP for integers nP

such that only finitely many of them are non-zero. In other words, it is an element
of the free abelian group on the set C, which we denote by DivC. We get a group
homomorphism deg : DivC −! Z by mapping

∑
P∈C

nPP to
∑
P∈C

nP .

Let us define the ramification index at a point for a morphism of curves f : C −! C ′.
Recall that OC,P and OC′,Q are discrete valuation rings by Definition/Proposition
1.5.

Definition 1.19. Let P ∈ C and Q ∈ C ′ such that f(P ) = Q. Furthermore,
let t ∈ OC′,Q be a generator of mC′,Q (a local parameter at Q), and ordP be the
discrete valuation on the ring OC,P . Then precomposing with the morphism f
gives a ring homomorphism f# : OC′,Q −! OC,P . The ramification index of f at
P is defined to be ordP

(
f#(t)

)
.

Remark 1.20. The ramification index does not depend on the choice of t because
any two local parameters at Q differ by a unit.

Let us now define the different types of ramification of the morphism f at a point
P ∈ C.

7



1.1. BACKGROUND ON CURVES

Definition 1.21. Let P ∈ C. If eP = 1, we say that f is unramified at P , and if
eP > 1, we say that f is ramified at P . In the latter case, if char k is 0 or p and p
does not divide eP , we say that the ramification of f at P is tame. If char k = p
and p divides eP , we say that the ramification of f at P is wild.

Now, we define the pullback of a divisor by a morphism, which will help us finding
a simpler way to compute ramification indices in the case of a quotient by a finite
group action.

Definition 1.22. Let Q be a point of C ′ seen as an element of DivC ′, and
t ∈ OC′,Q be a local parameter of C ′ at Q. We define

f ∗Q :=
∑

P∈C,f(P )=Q

ordP
(
f#(t)

)
P.

Extending by Z-linearity, we obtain a group homomorphism f ∗ : DivC ′ −! DivC.

Let us now state a useful proposition, which is a reformulation of [Har97, Propo-
sitions II.6.8, II.6.9].

Proposition 1.23. For all D′ ∈ DivC ′, the following formula holds.

deg f ∗D′ = deg f degD′

Now, let Γ be a finite group acting on the curve C as in Definition 1.6. Because C
is smooth and projective and because Γ is finite, we can consider the quotient of
C/Γ, which is also a smooth projective curve [Sho94, Example 2.1.7.8]. We obtain
a morphism of curves

π : C −! C/Γ,

for which the computation of the ramification index at a point of C is much simpler,
as presented in the next proposition. In particular, π is a Galois cover of curves,
which means that k(C)/π◦

(
k(C/Γ)

)
is a Galois extension of Galois group Γ.

Proposition 1.24. Let P be a point of C. Then eP = |ΓP |, where ΓP is the
stabiliser of P in Γ.

Proof. Let Q = π(P ). By Proposition 1.23, deg π∗Q = deg π degQ. By definition,
we know that deg π = |Γ|, and also degQ = 1. Therefore, deg π∗Q = |Γ|. We
compute that π∗Q =

∑
R∈C,π(R)=Q

eRR, and {R ∈ C | π(R) = Q} = Γ · P . Now,

for any R ∈ Γ · P , eR = eP because OC,R ∼= OC,P as discrete valuation rings.
We obtain that π∗Q = eP

∑
R∈Γ·P

R, so by taking degrees we get eP |Γ · P | = |Γ| or

equivalently eP = |Γ|
|Γ·P | = |ΓP |, where the last step comes from the orbit-stabiliser

theorem.

This proposition allows us to compute ramification indices easily in the case of a
quotient by a finite group action. We will use this in Subsection 1.2.3.
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1.2. SETUP OF THE PROBLEM

1.2 Setup of the problem
In this section, we will present the problem in detail. Let us recall that p is a prime
number, q = pr for some r ∈ N≥1, G = SL2

(
Fq
)
, and F = Fq a fixed algebraic

closure of Fq. First, we will introduce a few important facts about the group G,
continue with the Drinfeld curves, and finally compute their quotients under the
action of G and some of its subgroups.

1.2.1 Some facts about the group SL2

(
Fq

)
Before introducing the Drinfeld curves, we will gather a few important facts about
the group G here. This will allow us to detail the action of G on the curves in the
next subsection. All facts can be found in [Bon12, Section 1.1].

Recall that G is the group of 2 × 2 matrices with entries in the finite field Fq
of determinant 1, so it is a subgroup of GL2

(
Fq
)
. First, by counting the number of

ordered pairs of linearly independent 2× 1 columns in Fq, we know that the order
of GL2

(
Fq
)
is (q2 − 1)(q2 − q). Then G is the kernel of the surjective determinant

homomorphism GL2

(
Fq
)
! F×q , so by the first isomorphism theorem we get

|G| = q(q − 1)(q + 1).

From the order of G, we know that any of its Sylow p-subgroup has order q. One
of these subgroups is the subgroup of upper unitriangular matrices

U =

{(
1 r
0 1

)∣∣∣∣r ∈ Fq
}
∼= F+

q
∼= Cr

p

which, with

T =

{(
ε 0
0 ε−1

)∣∣∣∣ε ∈ F×q
}
∼= F×q ∼= Cq−1

form the subgroup

H = U o T =

{(
ε r
0 ε−1

)∣∣∣∣ε, r ∈ Fq, ε 6= 0

}
of upper triangular matrices. Also, we notice that U is cyclic if and only if q = p
is prime. In this case, the subgroup H will be of high relevance in Chapter 2,
because it is p-hypo-elementary.

9



1.2. SETUP OF THE PROBLEM

1.2.2 The Drinfeld curves

The Drinfeld curve C is defined as the zero locus in P2
(
F
)
of the homogeneous

polynomial
XY q −XqY − Zq+1,

which is the compactification of the affine curve CZ defined by XY q −XqY − 1.
In this process, we add q + 1 points at infinity defined by XY q − XqY = 0. In
other words, we add the points [x : y : 0] where x, y ∈ Fq. As seen in [Bon12,
Proposition 2.4.1], C is a smooth projective curve of degree q + 1. This allows
us to consider the F-vector space of holomorphic differentials on C, which we will
denote by M = H0

(
C,ΩC

)
. Because C is a smooth projective curve, M has di-

mension g(C) the genus of C by definition, which by the genus-degree formula is
g(C) = q(q−1)

2
[Bon12, Subsection 2.5.1].

As explained in [Bon12], G acts on the left of the Drinfeld curve C. For an

element g =

(
α β
γ δ

)
∈ G, the corresponding curve automorphism is given by ϕg,

defined as follows.

ϕg : C −! C

[x : y : z] 7−! [αx+ βy : γx+ δy : z]

For readability, let us identify each g ∈ G with the corresponding ϕg, and write
g · [x : y : z] for ϕg

(
[x : y : z]

)
.

The following lemma gathers two useful facts about the action of G on C.

Lemma 1.25. The action of G on the affine chart CZ is free, and G acts transi-
tively on the points at infinity C \ CZ ∼= P1

(
Fq
)
.

Proof. The first statement is [Bon12, Proposition 2.1.2].
For the second statement, we observe that an element of G maps a point at infinity
of C to a point at infinity of C, because the action of G leaves the z-coordinate of
any point invariant. In order to show that the action of G restricted to the points
at infinity is transitive, we use the orbit-stabiliser theorem. The number of points
at infinity is |C \ CZ | = |P1

(
Fq
)
| = q + 1, and the subgroup of upper triangular

matrices H, which has order q(q − 1), is the stabiliser of the point [1 : 0 : 0].
Therefore, the cardinality of the orbit of the point at infinity [1 : 0 : 0] is

|G|
|H|

=
q(q − 1)(q + 1)

q(q − 1)
= q + 1 = |C \ CZ |.

Hence, every point at infinity lies in the orbit of [1 : 0 : 0] under the action of G,
i.e. G acts transitively on the points at infinity.

10



1.2. SETUP OF THE PROBLEM

In Chapter 2 and 3, we will need to use some concrete local parameters on the
curve C. Therefore, we compute such a parameter at each point in the next lemma.

Lemma 1.26. Let P = [x0 : y0 : z0] be a point of C.

• If z0 6= 0, then a local parameter at P is X
Z
− x0

z0
.

• If z0 = 0 and x0 6= 0, then a local parameter at P is Z
X
.

• If z0 = 0 and y0 6= 0, then a local parameter at P is Z
Y
.

Proof. Let us begin with a point [x0 : y0 : z0] ∈ CZ . Recall that C is the projective
plane curve given by the equation XY q − XqY − Zq+1. Then, dehomogenising
with respect to Z, we introduce the variables x = X

Z
and y = Y

Z
to obtain that

CZ is the affine plane curve given by the equation xyq − xqy − 1, and P becomes
(x̃0, ỹ0) :=

(
x0
z0
, y0
z0

)
. Now, from the injective regular map CZ ↪! A2(F), we get a

surjective ring homomorphism OA2(F),(x̃0,ỹ0) � OCZ ,(x̃0,ỹ0). Therefore, the maximal
ideal m of OCZ ,(x̃0,ỹ0) is generated by the image of x − x̃0 and y − ỹ0 under this
surjective map. By Nakayama’s lemma, because OCZ ,(x̃0,ỹ0) is a discrete valuation
ring, only one of these generators suffices, and this generator will be a local pa-
rameter for CZ at (x̃0, ỹ0). Using the equations x̃0ỹ0

q − x̃0
qỹ0 = 1 = xyq − xqy, we

obtain that

(x− x̃0)ỹ0
q − x̃0

q(y − ỹ0) = −(x̃0ỹ0
q − x̃0

qỹ0) + xỹ0
q − x̃0

qy

= −(xyq − xqy) + xỹ0
q − x̃0

qy

= y(x− x̃0)q − x(y − ỹ0)q ∈ m2

therefore because both x̃0 and ỹ0 are non-zero, x− x̃0 and y − ỹ0 differ by a unit,
hence both generate m. Without loss of generality, we choose x− x̃0 = X

Z
− x0

z0
.

Now, suppose that z0 = 0. Then either x0 6= 0 or y0 6= 0. If x0 6= 0, we
dehomogenise the equation for C with respect to X using s = Y

X
and t = Z

X
, to

obtain that CX is the affine plane curve given by the equation sq − s − tq+1 = 0,
and P becomes (s0, t0) :=

(
y0
x0
, 0
)
. As above, we know that the maximal ideal m of

OCX ,(s0,t0) is generated by the images of s− s0 and t− t0. This time, since s0 ∈ Fq
we get

s− s0 = sq − tq+1 − s0 = sq − tq+1 − sq0 = (s− s0)q − (t− t0)q+1,

hence s− s0 ∈ mq ⊆ m2, which cannot be true for a local parameter. Thus, t = Z
X

is a local parameter at P .
Finally, if y0 6= 0 we dehomogenise the equation for C with respect to Y using
v = X

Y
and w = Z

Y
, to obtain that CY is the affine plane curve given by the

11



1.2. SETUP OF THE PROBLEM

equation v − vq − wq+1 = 0, and P becomes (v0, w0) :=
(
x0
y0
, 0
)
. Then, again

because v0 ∈ Fq, we obtain that v − v0 ∈ mq ⊆ m2, which cannot be true for a
local parameter. Therefore, w = Z

Y
is a local parameter at P .

Now, the action of G on C induces a linear action on the F-vector spaceM , defined
using the pullback of a holomorphic differential by an element g ∈ Aut(C). We
obtain a linear representation of G over F, or an F[G]-module, of high importance
in this thesis.

Definition 1.27. The F[G]-module M obtained by letting G act on the F-vector
space as above is called the canonical representation of the curve C under the
action of G.

We are interested in the way that M decomposes as the direct sum of indecom-
posable F[G]-modules.

1.2.3 Some quotients by subgroups of SL2

(
Fq

)
Because the Drinfeld curve C is smooth and projective and because G is finite, we
can consider the quotient C/L for any subgroup L ≤ G, which is also a smooth
projective curve [Sho94, Example 2.1.7.8]. Moreover, for each L ≤ G, we obtain a
quotient morphism

πL : C −! C/L

which is a Galois cover of curves. Some quotients will be crucial in the computation
of the canonical representation in the case where q = p is a prime in Chapter 2.
However, because these computations are interesting for their own sake, we present
them here.

Lemma 1.28. The isomorphism C/G ∼= P1
(
F
)
holds, and the ramification points

of πG are the points at infinity C \ CZ, each of them having ramification index
q(q − 1).

Proof. By [Bon12, Theorem 2.2.2], we know that CZ/G ∼= A1
(
F
)
, so because G

acts transitively on the points at infinity C \ CZ by Lemma 1.25, we get that
C/G ∼= P1

(
F
)
and all the points at infinity map to the same point ∞ = [1 : 0] in

P1
(
F
)
. By Proposition 1.24, a point of C is ramified if and only if it has non-

trivial stabiliser, in which case the ramification index is the order of the stabiliser.
Because the action of G is free on CZ by Lemma 1.25, the only points which can
be ramified are the points at infinity. It follows from the second part of Lemma
1.25 that they all have stabiliser conjugate to H, hence each point at infinity is
ramified, of ramification index |H| = q(q − 1).

12



1.2. SETUP OF THE PROBLEM

We are interested in the quotients of C by the subgroups U and H = U o T ,
because they play a particularly important role in the next chapter when q = p is
a prime, where we compute the restriction of the canonical representation to H in
this case.

Lemma 1.29. The isomorphism C/H ∼= P1
(
F
)
holds, and the ramification points

of πH are the points at infinity C \ CZ. The ramification index of [1 : 0 : 0] is
q(q − 1), and the ramification indices of all other points at infinity are q − 1.

Proof. We use [Bon12, Theorem 2.2.1], and we get that the morphism

CZ −! A1
(
F
)
\ {0}

(x, y) 7−! yq−1

induces an isomorphism CZ/H ∼= A1
(
F
)
\ {0}. Indeed, it is surjective because F

is algebraically closed, it is constant on orbits of H because every element of F×q is
a (q − 1)-th root of unity, and the differential is non-zero at all points of CZ . The
only remaining task is to show that if (x0, y0), (x1, y1) ∈ CZ such that yq−1

0 = yq−1
1 ,

then (x1, y1) = h · (x0, y0) for some h ∈ H, i.e. the two points lie in the same orbit
under the action of H. Now, because both y0 and y1 are roots of the polynomial
Y q−1 − yq−1

1 , we know that there exists some ε ∈ F×q such that y0 = εy1. Using
the equation for CZ , we know that y0 6= 0, so we can let r = x1−εx0

y0
. In order to

conclude, we first need to show that r ∈ Fq, i.e. rq = r.

rq − r =
xq1 − εx

q
0

yq0
− x1 − εx0

y0

=

(
xq1
yq0
− x1

y0

)
− ε

(
xq0
yq0
− x0

y0

)
=

1

ε

(
xq1
yq1
− x1

y1

)
− ε

(
xq0
yq0
− x0

y0

)
=

1

εyq+1
1

(
xq1y1 − x1y

q
1

)
− ε

yq+1
0

(
xq0y0 − x0y

q
0

)
=

ε

yq+1
0

− 1

εyq+1
1

= 0

The last equation holds because yq+1
0 = ε2yq+1

1 . We obtain that h =

(
ε r
0 ε−1

)
∈ H

and h · (x0, y0) = (x1, y1), which is what we wanted.
Now, H is the stabiliser of the point at infinity [1 : 0 : 0], and T ≤ H is the
stabiliser of [0 : 1 : 0] inside H so because |T | = q−1, [0 : 1 : 0] has an orbit of size

13



1.2. SETUP OF THE PROBLEM

q by the orbit-stabiliser theorem. Thus, H has two orbits on the points at infinity,
and C/H ∼= P1

(
F
)
where πH maps [1 : 0 : 0] to [0 : 1] and every other point at

infinity to ∞ = [1 : 0]. By Proposition 1.24, we get directly that all the points at
infinity are ramified, with [1 : 0 : 0] still having ramification index |H| = q(q − 1),
and all other points at infinity having ramification index |T | = q − 1. The points
at infinity are the only ones which are ramified because H ≤ G, and G acts freely
on CZ by Lemma 1.25.

Lemma 1.30. The isomorphism C/U ∼= P1
(
F
)
holds, and the only ramification

point of πU is [1 : 0 : 0], of ramification index q.

Proof. We already know by [Bon12, Theorem 2.2.3] that CZ/U ∼= A1
(
F
)
\ {0} via

the isomorphism induced by the following morphism.

CZ −! A1
(
F
)
\ {0}

(x, y) 7−! y

It is easy to see that U stabilises the point at infinity [1 : 0 : 0]. Also, because(
1 r
0 1

)
· [0 : 1 : 0] = [r : 1 : 0], the point [0 : 1 : 0] has trivial stabiliser in U , and

hence by the orbit-stabiliser theorem, [0 : 1 : 0] has an orbit of size q = |U | under
the action of U . Therefore, C/U ∼= P1

(
F
)
, where πU maps [1 : 0 : 0] to [0 : 1] and

all other points at infinity to [1 : 0]. We also get by Lemma 1.25 and Proposition
1.24 that the only point of C which is ramified is [1 : 0 : 0], and it has ramification
index q.

Remark 1.31. The three quotient maps πG, πH and πU are wildly ramified.
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Chapter 2

Solution when q = p is a prime

In this chapter, we will compute the decomposition as F[G]-module of the canonical
representation M of the Drinfeld curve C when q = p is a prime. In this case,
G = SL2

(
Fp
)
, which has cyclic Sylow p-subgroups of order p. We will first compute

the decomposition of M when restricted to the subgroup H of upper triangular
matrices using [BCK20], and then we will use the Green correspondence to deduce
the decomposition of M as a representation of G.

Remark 2.1. The paper [BCK20] requires a right action of G on the F-vector
space of holomorphic differentials. The action of G on the curve C defined in
Subsection 1.2.2 is a left action, so defining the linear action of G on the space of
holomorphic differentials by pulling back yields a right action. However, in order
to be consistent with the notation from Theorem 0.1, we define from now on the
linear action of G on the space of holomorphic differentials M by pulling back by
inverses, i.e. for all g ∈ G and all ω ∈M , g · ω :=

(
g−1
)∗
ω.

For a left F[G]-module A, we define the corresponding right F[G]-module Ã by
lettingG act by inverses. It is easy to see thatA = ˜̃A, and thatA is indecomposable
if, and only if, Ã is indecomposable. Indeed, this follows from the fact that for all
g ∈ G,

(
g−1
)−1

= g. Therefore, we obtain that A ∼= ⊕`i=1Ai is a decomposition of
A as left F[G]-module if and only if Ã ∼= ⊕`i=1Ãi is a decomposition of Ã as a right
F[G]-module. Thus, we can use [BCK20] with the left F[G]-module M . From now
on, F[G]-modules are understood to be left F[G]-modules.

2.1 The restriction of the canonical representation
to H

In this section, we will apply the three steps of [BCK20, Remark 4.4] to compute
the decomposition of the F[G]-module obtained from the canonical representation
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2.1. THE RESTRICTION OF THE CANONICAL REPRESENTATION TO H

arising from the action of the subgroup of upper triangular matrices H = U o T
on the Drinfeld curve C. In other words, we will compute the decomposition of
MH as the direct sum of indecomposable F[H]-modules. From Step 2 onwards, we
will need the exact semidirect product structure for H. For this, we just need to
compute (

ε 0
0 ε−1

)(
1 r
0 1

)(
ε 0
0 ε−1

)−1

=

(
1 ε2r
0 1

)
,

to conclude that H = U oχ T where χ maps
(
ε 0
0 ε−1

)
to χε ∈ Aut(U), sending(

1 r
0 1

)
to
(

1 ε2r
0 1

)
. We denoted this map by χ because we can see it as a char-

acter χ : T ! F mapping
(
ε 0
0 ε−1

)
to ε2.

Before starting to apply [BCK20, Remark 4.4], let us first present its different
steps in a simpler version adapted to our needs.
We begin by describing the isomorphism classes of indecomposable F[H]-modules,
using [BCK20, Remark 3.4].

Proposition 2.2. Let ζ ∈ F be a fixed primitive (p − 1)-th root of unity, so that(
ζ 0
0 ζ−1

)
generates T . For each 0 ≤ a ≤ p−2, let Sa be the simple 1-dimensional

F[C]-module on which
(
ζ 0
0 ζ−1

)
acts as multiplication by ζa. We view Sa as an

F[H]-module by letting U act trivially. Moreover, for i ∈ Z, let νi(a) be the unique
representative of 2i+ a mod (p− 1) in {0, 1, . . . , p− 2}. There are |H| = p(p− 1)
isomorphism classes of indecomposable F[H]-modules, and they are all uniserial.
They are completely determined by their socle Sa for 0 ≤ a ≤ p − 2 and their
F-dimension 1 ≤ b ≤ p. The corresponding F[H]-module is denoted by Ua,b, and
its ascending composition factors are the first b factors in the following list.

Sa, Sν−1(a), Sν−2(a), . . . , Sν−(p−2)(a), Sa

Remark 2.3. For readability, we will denote νi(0) by νi.

Let us now present [BCK20, Remark 4.4], which gives the steps in order to compute
the decomposition of MH . The first step amounts to the following definition. It
defines a divisor Dj, which is completely determined by the ramification subgroups
for the Galois cover of curves πU : C −! C/U ∼= P1

(
F
)
from Lemma 1.30. Recall

that the only branch point is the point at infinity [1 : 0 : 0], which is mapped to
[0 : 1].
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2.1. THE RESTRICTION OF THE CANONICAL REPRESENTATION TO H

Definition 2.4. Let 0 ≤ j ≤ p − 1, and recall that U is cyclic of order p. Let h
be the unique jumping number in the ramification subgroups at [1 : 0 : 0], i.e. h is
the minimal element of Z≥−1 such that the lower ramification subgroup Uh+1 from
Definition 1.8 is trivial. We let Dj = sj[0 : 1] for the integer sj =

⌊
p−1+(p−1−j)h

p

⌋
.

We will now state a theorem explaining how to compute the decomposition of MH

from the divisors Dj. The first part and the second part of the theorem correspond
respectively to Step 2 and Step 3 of [BCK20, Remark 4.4].

Theorem 2.5. 1. Let E = C/U and F = C/H, and let Fram be the points
of F which ramify in the Galois cover of curves E −! F , of Galois group
H/U ∼= T . For each Q ∈ Fram, choose E(Q) ∈ E lying above Q, and
C(Q) ∈ C lying above E(Q). Let TE(Q) be the stabiliser of E(Q) in E, and
identify it with the maximal p′-quotient of HC(Q). Define the character θC(Q)

as follows, where tC(Q) denotes a local parameter of C at C(Q).

θC(Q) : HC(Q) −! OC,C(Q)/mC(Q)
∼= F×

h 7−!
h · tC(Q)

tC(Q)

mod
(
tC(Q)

)
Then θC(Q) factors through TE(Q), and let us define θE(Q) = θpC(Q). Again, let
0 ≤ j ≤ p−1, and we define the element `E(Q),j to be the unique representative
of −ordE(Q)(Dj) mod (p−1) in {0, 1, . . . , p−2}. Finally, for any 0 ≤ j ≤ p

we let M (j) be the kernel of the action of (σ− 1)j on M , where σ =

(
1 1
0 1

)
generates U . Then the Brauer character of the dual of the F[H]-module
Sνj ⊗F

(
M (j+1)/M (j)

)
, is equal to

δj,p−1β0 +
∑

Q∈Fram

p−2∑
t=1

t

p− 1
θtE(Q) −

∑
Q∈Fram

`E(Q),j∑
t=1

θ−tE(Q) + njβ
(
F[T ]

)
,

where
nj =

deg(Dj)− 1

p− 1
+

1

p− 1

∑
Q∈Fram

(
`E(Q),j −

p− 2

2

)
,

δ is the usual Kronecker delta, β0 is the trivial Brauer character, and β
(
F[T ]

)
is the Brauer character of F[T ].

2. Let 0 ≤ a ≤ p − 2 and 1 ≤ b ≤ p. Using the notation Ua,b from Proposi-
tion 2.2, the number n(a, b) of copies of Ua,b in the decomposition of M as a
direct sum of indecomposable F[H]-modules is as follows. We define n1(a, b)
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2.1. THE RESTRICTION OF THE CANONICAL REPRESENTATION TO H

to be the number of copies of the F[T ]-module Sν−(b−1)(a) in the decomposi-
tion of M (b)/M (b−1) as a direct sum of simple F[T ]-modules. Also, we define
n2(a, b) to be the number of copies of the F[T ]-module Sν−b(a) in the decompo-
sition of M (b+1)/M (b) in a direct sum of simple F[T ]-modules. Then n(a, b)
is given by

n(a, b) = n1(a, b)− n2(a, b).

Proof. This is [BCK20, Remark 4.4], using the fact that the preimages of the
branch points in Fram have stabiliser equal to T . We also use the classification
from Proposition 2.2 to define the numbers n(a, b).
Note that the definition of Dj from Definition 2.4 agrees with the description
of Dj from Step 1 of [BCK20, Remark 4.4]. Indeed, as πU is ramified at only
point, namely at [1 : 0 : 0] over [0 : 1] with inertia group U , the subgroup I[1:0:0]

there corresponds to our subgroup U which is cyclic of order p. In particular, the
numbers nI and n

(
[1 : 0 : 0]

)
there are equal to 1, hence i

(
[1 : 0 : 0]

)
there is equal

to 0, the index j runs through {0, . . . , p − 1} and the number t there is equal to
j. Moreover, t is already written in base p and the number a1,t there is equal to j.
Therefore, the sum defining Dj there reduces to one summand of the form sj[0 : 1]
with sj as in Definition 2.4.
In the definition of nj, we also use the fact that g

(
C/U

)
= 0 because C/U ∼= P1

(
F
)

by Lemma 1.30.
Finally, H corresponds to T therefore #H = p − 1, and HE(Q) is the whole of T
for each Q ∈ Fram.

2.1.1 The jumping number

Lemma 2.6. The jumping number h from Definition 2.4 is p+ 1.

Proof. The inertia group of [1 : 0 : 0] inside U is U[1:0:0] = U of order p. Therefore,
computing the lower ramification subgroups at [1 : 0 : 0] reduces to computing the
jump in the numbering of these subgroups of U . In order to do this, let us find an
appropriate open set of C around [1 : 0 : 0]. First, let us look at the affine chart
CX of C, which is the affine curve defined by sp− s− tp+1 where s = Y

X
and t = Z

X

following the notation from the proof of Lemma 1.26. Then an element
(

1 r
0 1

)
of

U acts on a point (s, t) in CX in the following way.(
1 r
0 1

)
· (s, t) =

(
s

1 + rs
,

t

1 + rs

)
We notice that the action is not defined on the whole of CX , but taking away
the points (s, 0) for s 6= 0 suffices to obtain an open subset of CX containing
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(0, 0) on which U acts as described above. The subset of CX is obviously open
in C, since CX is open in C and we removed only p − 1 points, that is, a finite
number of points. Let us denote the open subset of CX by V . Then we get a ring
isomorphism OC,[1:0:0]

∼= OV,(0,0), which allows us to work with affine coordinates.
From Lemma 1.26, we already know that t is a local parameter at [1 : 0 : 0] under
this isomorphism. Now, let us look at t+mr ∈ OV,(0,0)/m

r for some r ≥ 0, and its

behavior under the action of
(

1 1
0 1

)
.(

1 1
0 1

)
·
(
t+ mr

)
=

t

1− s
+ mr

Therefore U acts trivially on t + mr if and only if t
1−s − t = st

1−s ∈ mr, which is
equivalent to st ∈ mr since 1− s is a unit. Because t is a local parameter at (0, 0),
we can use valuations. First, we notice that by s not being a unit and vanishing
at (0, 0), we get that ord(0,0)(s) > 0. Therefore, ord(0,0)

(
sp
)
> ord(0,0)(s) and we

obtain that

ord(0,0)(s) = min
{

ord(0,0)

(
sp
)
, ord(0,0)(s)

}
= ord(0,0)

(
sp − s

)
.

Now, recalling that sp − s = tp+1, we get that ord(0,0)(s) = p + 1, and thus that
ord(0,0)(st) = p + 2. From this fact, we know that U acts non-trivially on t + mr

if and only if r ≥ p + 3. Thus, Ui is trivial for all i ≥ p + 2 and Ui = U for all
0 ≤ i ≤ p + 1, i.e. the jump in the lower ramification groups happens at index
h = p+ 1.

2.1.2 The Brauer characters

We will now use the order of the divisor Dj at the points P of C/U to find the
elements `P,j := −ordP (Dj) mod (p− 1) ∈ {0, 1, . . . , p− 2} for all 0 ≤ j ≤ p− 1,
which will help us find the Brauer characters from Theorem 2.5.

Lemma 2.7. For all 0 ≤ j ≤ p− 1, the divisor Dj is the following.

Dj =

{
(p− j)[0 : 1] if 0 ≤ j ≤ p− 2

0 if j = p− 1

Also, the only point P of C/U for which `P,j 6= 0 is P = [0 : 1], and it is equal to
the following, depending on 0 ≤ j ≤ p− 1.

`[0:1],j =


p− 2 if j = 0

j − 1 if 1 ≤ j ≤ p− 2

0 if j = p− 1
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Proof. From Lemma 2.6, we get that for 0 ≤ j ≤ p− 1,

sj =

⌊
p− 1 + (p− 1− j)(p+ 1)

p

⌋
=

⌊
p+ 1− j − 2 + j

p

⌋
,

and hence sj = p− j for all 0 ≤ j ≤ p− 2, and sp−1 = 0. Thus, Dj is of the form
above. Now because ordP (Dj) = 0 for all P 6= [0 : 1] ∈ C/U , we know that `P,j
might be non-zero only for P = [0 : 1]. Also, Dp−1 being the zero divisor, we know
that `[0:1],p−1 = 0. For j = 0, we get

`[0:1],0 ≡ −p mod (p− 1) ≡ p− 2 mod (p− 1),

and finally, for 1 ≤ j ≤ p− 2, we get

`[0:1],j ≡ −(p− j) mod (p− 1)

≡ j − 1 mod (p− 1),

which is what we wanted.

Now, let us apply the results from Lemma 2.7 to find the Brauer characters from
Theorem 2.5. Thus, because T has order coprime to p and because F is alge-
braically closed, Brauer characters of F[T ]-modules correspond to classical char-
acters once we pick a correspondence between roots of unity of F and C, hence we
will identify the two notions of characters. In what follows, we will denote by τ
the character sending a fixed generator of T to ω = e

2πi
p−1 ∈ C. It is a well-known

fact from classical representation theory that τ 0, τ, τ 2, . . . , τ p−2 are the irreducible
characters of T .

Proposition 2.8. For all 0 ≤ j ≤ p − 1, the character of the dual of the F[T ]-
module Sνj ⊗F

(
M (j+1)/M (j)

)
is the following.


∑p−2

t=0 τ
t if j = 0∑p−1−j

t=1 τ t if 1 ≤ j ≤ p− 2

0 if j = p− 1

Proof. Now, we want to look at the curve C/H ∼= P1
(
F
)
studied in Lemma 1.29,

and its relation with C/U . The only two points which ramify in the Galois cover
of curves P1

(
F
) ∼= C/U −! C/H ∼= P1

(
F
)
of Galois group H/U ∼= T (which we

identify from now on) are [0 : 1] and [1 : 0], each of ramification index p− 1 = |T |.
Therefore, in the sequence of covers

C −! C/U ∼= P1
(
F
)
−! C/H ∼= P1

(
F
)
,
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we have that [1 : 0 : 0] lies above [0 : 1] which lies above [0 : 1]. Similarly, [0 : 1 : 0]
lies above [1 : 0] which lies above [1 : 0]. In the middle term, we obtain that
T[0:1] = T , and T[1:0] = T too, because H[0:1:0] = T .
Next, we determine the characters θ as defined in Theorem 2.5.
Because t = Z

X
is a local parameter of C at [1 : 0 : 0] by Lemma 1.26, the character

θ[1:0:0] : H[1:0:0] = H −! F× is defined by

θ[1:0:0]

((
ε r
0 ε−1

))
=

(
ε r
0 ε−1

)
· t

t
mod (t)

=
1

ε−1 − rs
mod (t)

= ε mod (t)

and hence, because ε ∈ Fp, we get that θ[0:1] = (θ[1:0:0] |T )p = θ[1:0:0] |T .
We also need to look at θ[0:1:0]. Hence, we need a local parameter of C at [0 : 1 : 0],
which we have already computed to be w = Z

Y
in Lemma 1.26. Therefore,

θ[0:1:0] : H[0:1:0] = T −! F× is defined by

θ[0:1:0]

((
ε 0
0 ε−1

))
=

(
ε 0
0 ε−1

)
· w

w
mod (w)

=
ε−1w

w
mod (w)

= ε−1 mod (w),

hence we obtain that θ[1:0] = θ[0:1:0].
Now, notice that the characters θ[0:1] and θ[1:0] defined above correspond to the com-
plex characters τ and τ−1 respectively, so the F[T ]-module Sνj ⊗F

(
M (j+1)/M (j)

)
has character

δj,p−1τ
0 +

p−2∑
t=1

t

p− 1
τ t +

p−2∑
t=1

t

p− 1
τ−t −

`[0:1],j∑
t=1

τ−t + nj

p−2∑
t=0

τ t,

for
nj =

deg(Dj)− 1

p− 1
+

1

p− 1

(
`[0:1],j −

p− 2

2

)
+

1

p− 1

(
0− p− 2

2

)
,

where δ denotes the usual Kronecker delta. Here, we used the fact that Fram is{
[0 : 1], [1 : 0]

}
, and that `[1:0],j = 0 by Lemma 2.7. Using a convenient change of

index in the second sum, the first two sums merge to obtain

δj,p−1τ
0 +

p−2∑
t=1

τ t −
`[0:1],j∑
t=1

τ−t + nj

p−2∑
t=0

τ t,
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which is the form we will use to compute the characters.
Suppose that j = 0. Then the Brauer character is

p−2∑
t=1

τ t −
p−2∑
t=1

τ−t +

p−2∑
t=0

τ t =

p−2∑
t=0

τ t

because n0 = p−1
p−1

+ 1
p−1

(
p− 2− p−2

2

)
− p−2

2(p−1)
= 1 and `[0:1],0 = p− 2.

Now, suppose that j = p−1. Then np−1 = 0−1
p−1

+ 1
p−1

(
0− p−2

2

)
− p−2

2(p−1)
= 1−p

p−1
= −1

and `[0:1],p−1 = 0, so the character is

τ 0 +

p−2∑
t=1

τ t −
p−2∑
t=0

τ t,

which simplifies to give the zero character.
Finally, if 1 ≤ j ≤ p− 2, then

nj =
p− j − 1

p− 1
+

1

p− 1

(
j − 1− p− 2

2

)
+

1

p− 1

(
0− p− 2

2

)
= 0.

Thus if j = 1, then because `[0:1],1 = 0, the character is simply

p−2∑
t=1

τ t,

and if 2 ≤ j ≤ p− 2, then because `[0:1],j = j − 1 the character is the following.

p−2∑
t=1

τ t −
j−1∑
t=1

τ−t =

p−1−j∑
t=1

τ t

From the characters presented in Lemma 2.8, we compute the characters of the
F[T ]-module M (j+1)/M (j) for each 0 ≤ j ≤ p − 1. This is crucial in order to
compute the numbers n(a, b) from Theorem 2.5.

Corollary 2.9. The characters of the F[T ]-modules M (j+1)/M (j) are as follows.
τ 0 + τ 1 + · · ·+ τ p−2 if j = 0

τ−j + τ−j+1 + · · ·+ τ p−3−2j + τ p−2−2j if 1 ≤ j ≤ p− 2

0 if j = p− 1

22
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Proof. To compute the character of M (j+1)/M (j) as an F[T ]-module, we take the
dual of the dual of the character of Sνj ⊗F

(
M (j+1)/M (j)

)
, which results in con-

jugating the characters of Proposition 2.8. Then we tensor on the left by Sν−j to
obtain M (j+1)/M (j), which amounts to multiplying by the character τ−2j.

For the character of M (1)/M (0), we conjugate
p−2∑
t=0

τ t and multiply by τ 0, so we ob-

tain
p−2∑
t=0

τ t again. Now conjugating the zero character and multiplying it by τ−2(p−1)

obviously still yields the zero character, so the character ofM (p)/M (p−1) is the zero
character. Now, for 1 ≤ j ≤ p− 2, we get that the character of M (j+1)/M (j) is

τ−2j

p−1−j∑
t=1

τ t = τ−2j

p−1−j∑
t=1

τ−t

= τ−2j

p−1−j∑
t=1

τ p−1−t

= τ−2j
(
τ j + τ j+1 + · · ·+ τ p−2

)
= τ−j + τ−j+1 + · · ·+ τ p−3−2j + τ p−2−2j,

which is what we wanted.

2.1.3 The numbers n(a, b) and the decomposition of MH

We use the previous information to find the decomposition of M as an F[H]-
module, provided by the numbers n(a, b) of Theorem 2.5.

Proposition 2.10. Let 0 ≤ a ≤ p − 2 and 1 ≤ b ≤ p. Then n1(a, b) is given by
the following.

n1(a, b) =

{
1 if a ∈ {b− 1, b, b+ 1, . . . , p− 2}
0 otherwise

Proof. We use the characters computed in Corollary 2.9.
Recall that ν−(b−1)(a) = a− 2b+ 2 mod (p− 1) in {0, 1, . . . , p− 2}.

If b = 1, the module is M (1)/M (0) which has character
p−2∑
t=0

τ t, so n1(a, b) = 1 in

this case.
If b = p, then the module is M (p)/M (p−1), which we saw has character zero, so
n1(a, b) = 0.
Now, suppose that 2 ≤ b ≤ p − 1. Then the module of interest is M (b)/M (b−1),
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which has character
p−b∑
t=1

τ−b+t = τ−b+1 + τ−b+2 + · · ·+ τ p−2b.

Therefore, n1(a, b) = 1 if a−2b+2 ≡ −b+t mod (p−1) for a t ∈ {1, 2, . . . , p− b},
and n1(a, b) = 0 otherwise. Now, this equation is equivalent to a = b + t − 2 as
integers for a t ∈ {1, 2, . . . , p−b}, because 0 ≤ a ≤ p−2 by definition, and combined
with the fact that t ∈ {1, 2, . . . , p−b}, we get that a+b−t ∈ {b−1, b, b+1, . . . , p−2}.
Thus, we finally obtain that n1(a, b) = 1 if a ∈ {b − 1, b, b + 1, . . . , p − 2}, and
n1(a, b) = 0 otherwise.

Proposition 2.11. Let 0 ≤ a ≤ p − 2 and 1 ≤ b ≤ p. Then n2(a, b) is given by
the following.

n2(a, b) =

{
1 if a ∈ {b, b+ 1, . . . , p− 2}
0 otherwise

Proof. We use the characters computed in Corollary 2.9.
Recall that ν−b(a) = a− 2b mod (p− 1) in {0, 1, . . . , p− 2}.
If b = p, we have n2(a, b) = 0 by definition, and for b = p− 1, we are interested in
the character of the module M (p)/M (p−1) which we saw is the zero character, so
n2(a, b) = 0 in this case too.
Thus, suppose that 1 ≤ b ≤ p − 2. Then we are interested in the F[T ]-module
M (b+1)/M (b), which affords the following character.

p−b−2∑
t=0

τ−b+t = τ−b + τ−b+1 + · · ·+ τ p−3−2b + τ p−2−2b

Therefore, n2(a, b) = 1 if a−2b ≡ −b+t mod (p−1) for some t ∈ {0, 1, . . . , p− b− 2},
and n2(a, b) = 0 otherwise. The equation is equivalent to a = b+ t as integers be-
cause 0 ≤ a ≤ p−2, and by definition of t, we also have b+t ∈ {b, b+1, . . . , p−2} ⊆
{0, 1, . . . , p − 2}. Hence, we get that n2(a, b) = 1 if a ∈ {b, b + 1, . . . , p − 2}, and
n2(a, b) = 0 otherwise.

Corollary 2.12. Let 0 ≤ a ≤ p − 2 and 1 ≤ b ≤ p. Then n(a, b) is given by the
following.

n(a, b) =

{
1 if a = b− 1

0 otherwise

Therefore, as an F[H]-module, M admits the decomposition

M ∼= U0,1 ⊕ U1,2 ⊕ · · · ⊕ Up−3,p−2 ⊕ Up−2,p−1,

where the Uj−1,j are the F[H]-modules from Proposition 2.2.
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2.2. THE GREEN CORRESPONDENCE

Proof. Simply combine the formula n(a, b) = n1(a, b)− n2(a, b), Proposition 2.10,
and Proposition 2.11.

2.2 The Green correspondence
Now that we know the decomposition of MH into its indecomposable components,
we can use the Green correspondence below [Alp86, Theorem 10.1] to find the
structure of M as an F[G]-module, which will prove Theorem 0.1 in the case
where q = p is a prime.

Theorem 2.13 (Green correspondence). Let S be a Sylow p-subgroup of G, and
L = NG(S). Then there is a one-to-one correspondence between isomorphism
classes of indecomposable non-projective F[L]-modules and isomorphism classes of
indecomposable non-projective F[G]-modules. The correspondence is given by tak-
ing induction and restriction of modules, i.e. for an indecomposable non-projective
F[G]-module A, its restriction AL has a unique indecomposable non-projective F[L]-
summand B up to isomorphism. Then there exist projective F[L] and F[G]-modules
Q and P respectively such that the following isomorphisms hold.

AL ∼= B ⊕Q
BG ∼= A⊕ P

This correspondence is tailored to our needs, because the subgroup of upper uni-
triangular matrices U is a Sylow p-subgroup, H = U o T = NG(U), and we know
the structure ofMH . Furthermore, by the description of the indecomposable F[H]-
modules in Proposition 2.2, the indecomposable projective F[H]-modules all have
dimension p, and for 1 ≤ j ≤ p − 1, the indecomposable F[H]-module Uj−1,j has
dimension j. Hence we conclude that all the indecomposable F[H]-modules ap-
pearing in the decomposition ofMH are non-projective, so we can apply the Green
correspondence.

We will use an explicit description of some indecomposable F[G]-modules, as found
in [Alp86, pp. 14-16]. For 0 ≤ j ≤ p− 1, we define V j to be the F-vector space of
homogeneous polynomials in F[x, y] of degree j, so that V j has dimension j + 1.
We define (

α β
γ δ

)
· x = αx+ γy,

(
α β
γ δ

)
· y = βx+ δy

which extends to an automorphism of the algebra F[x, y]. Therefore, G acts linearly
on V j for all 0 ≤ i ≤ p − 1. We are interested in V 0, V 2, . . . , V p−2 and their
restriction as F[H]-modules. As detailed in [Alp86, pp. 77-79], the indecomposable
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2.2. THE GREEN CORRESPONDENCE

projective F[G]-modules have dimension either p or 2p, so V 0, . . . , V p−2 are non-
projective F[G]-modules, and hence the Green correspondence applies too. Let
us now state and prove a result about their structure when considered as F[H]-
modules.

Lemma 2.14. Let 0 ≤ j ≤ p− 2, and for each 0 ≤ i ≤ j define the F-vector space
W i = Fxj ⊕ Fxj−1y ⊕ · · · ⊕ Fxj−iyi. Then each W i is an F[H]-submodule of V j

H ,
and they are the only non-trivial submodules of V j

H . Thus because the following
chain of inclusions holds, V j

H is a uniserial F[H]-module.

0 ( W 0 ( W 1 ( · · · ( W j = V j
H

Proof. Suppose that W ⊆ V j
H is a non-trivial F[H]-submodule. Using the basis

of V j
H given by the elements xj, xj−1y, . . . , xyj−1, yj, any element of W can be

seen as a polynomial in y with coefficients in F[x]. Since W is non-trivial and
because any non-empty subset of N admits a minimum, there exists an element
0 6= w ∈ W of minimal degree in y. Let 0 ≤ k ≤ j be this minimal degree, and
suppose that k ≥ 1. Using the basis for V j, there exist some λ0, . . . , λk ∈ F such

that w =
k∑
i=0

λix
j−iyi. Now, we easily compute that

(
1 1
0 1

)
∈ H acts on a basis

element xj−iyi as follows.(
1 1
0 1

)
· xj−iyi = xj +

(
i

i− 1

)
xj−1y + · · ·+

(
i

1

)
xj−i+1yi−1 + xj−iyi

Therefore, we get that the action of
(

1 1
0 1

)
on w yields

(
1 1
0 1

)
· w =

k∑
i=0

λi

i∑
`=0

(
i

i− `

)
xj−`y`,

and we observe that the degree in y of
(

1 1
0 1

)
·w is still k and has leading coefficient

λkx
j−k, which is the same as the leading coefficient of w. Now, because w ∈ W

and W is F[H]-stable, we get that
(

1 1
0 1

)
· w − w ∈ W . Also,

(
1 1
0 1

)
· w − w

has coefficient in xj−k+1yk−1 equal to kλk which is non-zero because k 6= 0 and

λk 6= 0, thus
(

1 1
0 1

)
· w − w 6= 0 in W . However, this last element has degree

in y strictly smaller than the degree in y of w, which is a contradiction with the
supposed minimality. Therefore we obtain that k = 0, which gives w = λ0x

j. This
allows us to conclude that W 0 := Fxj ⊆ W is an F[H]-submodule of W .

26



2.2. THE GREEN CORRESPONDENCE

Now, suppose that W 0 ( W . Then W/W 0 is a non-trivial F[H]-module, and we
repeat a similar argument. Indeed, let 0 6= w1 + W 0 ∈ W/W 0 be an element of
minimal degree k1 in y. Note that we must have k1 ≥ 1 because w1+W 0 6= 0+W 0.
Suppose that k1 ≥ 2. Then we use the basis for W/W 0 arising from the quotient
of the basis of V j to find coefficients λ1

1, . . . , λ
1
k1 ∈ F such that

w1 +W 0 =
k1∑
i=1

λ1
i

(
xj−iyi +W 1

)
,

from which we get that(
1 1
0 1

)
· (w1 +W 0) =

k1∑
i=1

λ1
i

i∑
`=1

(
i

i− `

)(
xj−`y` +W 1

)
,

and we again conclude that w1 +W 0 and
(

1 1
0 1

)
·(w1 +W 0) have the same degree

in y with the same leading coefficient. Therefore because the element(
1 1
0 1

)
· (w1 +W 0)− (w1 +W 0) ∈ W/W 0

is non-zero since it has coefficient in
(
xj−k

1+1yk
1−1 +W 1

)
equal to k1λ1

k1 6= 0,
it has degree in y strictly smaller than k1, which is again a contradiction. Thus
k1 = 1, from which we obtain that w1 +W 0 = λ1

1x
j−1y +W 1, and hence

(Fxj ⊕ Fxj−1y) /W 0 ⊆ W/W 0 is an F[H]-submodule. By the correspondence theo-
rem applied toW/W 0, we get thatW 1 := Fxj⊕Fxj−1y ⊆ W is an F[H]-submodule.
If W 1 ( W , considering W/W 1, we can repeat the same argument on the minimal
degree k2 of a non-zero element w2 + W 1 ∈ W/W 1 to conclude that k2 = 2, by
exhibiting a contradiction if we suppose that k2 ≥ 3. From this, we conclude
that W 2 = Fxj ⊕ Fxj−1y ⊕ Fxj−2y2 ⊆ W is an F[H]-submodule, by applying the
correspondence theorem to W/W 2.
One can repeat the argument to obtain that W 0,W 1, . . . ,W j are the only non-
trivial F[H]-submodules of V j

H . Furthermore, since the inclusions

0 ( W 0 ( W 1 ( · · · ( W j = V j
H

hold, we get that all the F[H]-submodules of V j
H are ordered by inclusion.

We will actually see that for each 1 ≤ j ≤ p−1, the indecomposable non-projective
F[H]-module Uj−1,j corresponds to the simple non-projective F[G]-module V j−1,
in the sense of the Green correspondence. This fact is at the core of our first proof
of Theorem 0.1 in the case q = p, which we specify below.
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Theorem 2.15. The F[G]-module M admits the following decomposition into in-
decomposable summands.

M ∼= V 0 ⊕ V 1 ⊕ · · · ⊕ V p−2

Proof. We already know from [Alp86, pp. 14-16] that V 0, V 1, . . . , V p−2 are inde-
composable F[G]-modules.
First, we obviously have that V 0

H = U0,1 is the trivial F[H]-module.
By Lemma 2.14, V j

H is uniserial, which implies that it is an indecomposable F[H]-
module of dimension j + 1. The classification from Proposition 2.2 then directly
gives the isomorphism of F[H]-modules V j−1

H
∼= Uj−1,j. We conclude that in the

context of the Green correspondence, for all 1 ≤ j ≤ p− 1 the modules Uj−1,j and
V j−1 correspond to one another.
Now, because the restriction of a projective F[G]-module to H is a projective F[H]-
module [Alp86, Theorem II.5.6] and because the Uj−1,j are non-projective, we know
that in the decomposition of M as a direct sum of indecomposable F[G]-modules,
none of the direct summands are projective. Therefore, we can apply the Green
correspondence to any indecomposable summand appearing in the decomposition
of M as an F[G]-module.
Suppose that M ∼= S0 ⊕ S1 ⊕ · · · ⊕ Sr for some r ∈ Z≥1 and some non-projective
indecomposable F[G]-modules Sj. Then restricting to H yields an isomorphism of
F[H]-modules

U0,1 ⊕ U1,2 ⊕ · · · ⊕ Up−2,p−1
∼= S0

H ⊕ S1
H ⊕ · · · ⊕ SrH

which directly gives by the Krull-Schmidt theorem that r = p−2 and that without
loss of generality, Sj−1

H
∼= Uj−1,j for all 1 ≤ j ≤ p − 1. Since the isomorphisms

V j−1
H
∼= Uj−1,j for all 1 ≤ j ≤ p−1 hold too, we get by the injectivity of restricting

isomorphism classes of non-projective indecomposable F[G]-modules to H that
V j ∼= Sj as F[G]-modules for all 0 ≤ j ≤ p− 2.

Remark 2.16. Because each V j appearing in the decomposition of M is a simple
F[G]-module by [Alp86, pp. 14-16], we obtain that M is semi-simple. This is an
interesting fact which does not hold if q is not a prime, as detailed in Corollary
3.11.
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Chapter 3

Solution for q a general prime power

In this final chapter, we will present a solution to the problem of computing the
decomposition of the canonical representation M of the Drinfeld curve C as an
F[G]-module in the general case of a prime power q = pr for some r ∈ N≥1. The
methods we will use are radically different. We begin by computing a concrete
basis for the F-vector space M , and then we study the action of G directly on
this basis, to deduce a decomposition for M as an F[G]-module. We finish by
proving that each summand is indecomposable, using some tools from modular
representation theory.

3.1 A basis for the space of holomorphic differen-
tials

In order to compute the decomposition of the F[G]-module M = H0
(
C,ΩC

)
, we

will make use of a basis for the F-vector space M . The goal of this section is to
exhibit such a basis.

In order to show that a differential is holomorphic on C, we need a local pa-
rameter at each point of C, which we have already done in Lemma 1.26. We
exhibit a basis for the F-vector space M in the next proposition.

Proposition 3.1. For 0 ≤ i, j ≤ q − 2 and i+ j ≤ q − 2, define

ωi,j =
xiyj

xq
dx ∈ ΩF(C)/F = F(C)dx,

where x = X
Z
, y = Y

Z
, and ΩF(C)/F is the 1-dimensional F(C)-vector space of

meromorphic differentials. Then each ωi,j is holomorphic on the whole of C, i.e.
ωi,j ∈ M , and {ωi,j | 0 ≤ i, j ≤ q − 2, i + j ≤ q − 2} is a basis for the F-vector
space M .
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Proof. We will show that the ωi,j are holomorphic, i.e. ωi,j ∈ M , show that they
are linearly independent over F, which combined with the fact that we defined
g(C) elements gives that the ωi,j form a basis.
Let us show that these differentials are holomorphic on C. We know, if t is a
local parameter at a point, then the meromorphic differential fdt is regular at
that point if and only if the rational function f is regular at that point. Let
0 ≤ i, j ≤ q − 2 such that i + j ≤ q − 2, and let P = [x0 : y0 : z0]. Suppose first
that z0 6= 0. Then, because x− x0

z0
is a local parameter at P by Lemma 1.26 and

because dx = d(x − x0
z0

), we simply need to verify that xiyj

xq
is a regular function

at P . This is the case because we supposed that z0 6= 0, and x0
z0
6= 0 because

x0
z0

(
y0
z0

)q
−
(
x0
z0

)q
y0
z0

= 1. Therefore, ωi,j is holomorphic on CZ .

Now, suppose that z0 = 0 and x0 6= 0, and let s = Y
X
, t = Z

X
as in the proof of

Lemma 1.26. Then x = 1
t
and y = s

t
, so the following holds in ΩF(C)/F.

ωi,j =

(
1
t

)i ( s
t

)j(
1
t

)q d

(
1

t

)
= tq−i−jsj

(
−1

t2

)
dt = −tq−2−(i+j)sjdt

Because t is a local parameter at P by Lemma 1.26, we just need to check that
−tq−2−(i+j)sj is regular at P , which is the case because x0 6= 0 and i + j ≤ q − 2.
Finally, suppose that z0 = 0 and y0 6= 0, and let v = X

Y
, w = Z

Y
as in Lemma

1.26. By observing that x = v
w

and y = 1
w
, combined with the fact that 1

xq
dx =

1
yq
dy in ΩF(C)/F (obtained by differentiating xyq−xqy−1 = 0), the following holds.

ωi,j =

(
v
w

)i ( 1
w

)j(
1
w

)q d

(
1

w

)
= wq−i−jvi

(
−1

w2

)
dw = −wq−2−(i+j)vidw

As above, because w is a local parameter at P by Lemma 1.26 and because
−wq−2−(i+j)vi is regular at P , we have that ωi,j is regular at P . We proved that
each ωi,j is an element of M .
Let us now show that these differentials are linearly independent over F. Suppose
that there are coefficients λi,j ∈ F, not all zero, such that

∑
i,j λi,jωi,j = 0 in M .

Then certainly this sum is zero on the affine chart CZ , where we can substitute
the formula for each ωi,j in the sum. We obtain

∑
i,j

λi,jx
iyj

1

xq
dx =

(∑
i,j

λi,jx
iyj

)
1

xq
dx = 0.

Now, because 1
xq
dx is nowhere vanishing in CZ , and because x − x0 is a local

parameter at each point (x0, y0) ∈ CZ by Lemma 1.26, with d(x − x0) = dx, we
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conclude that f(x, y) :=
∑
i,j

λi,jx
iyj vanishes on the whole of CZ . Therefore we get

V
(
xyq − xqy − 1

)
⊆ V

(
f(x, y)

)
, which gives by Hilbert’s Nullstellensatz that

f(x, y) ∈ Rad
(
f(x, y)

)
⊆ Rad

(
xyq − xqy − 1

)
=
(
xyq − xqy − 1

)
,

where the last equality holds because xyq − xqy − 1 is an irreducible polynomial
in F[x, y] by [Bon12, Proposition 2.1.1], so

(
xyq − xqy − 1

)
is prime and hence

radical. From this, we get that xyq − xqy − 1 divides f(x, y) in F[x, y], which is a
contradiction because f(x, y) has degree less or equal than q− 2, being a non-zero
element. Therefore, the ωi,j are linearly independent.
Now, for each choice of i, there are q − 1− i choices for j. Summing over i yields

q−2∑
i=0

(q − 1− i) =

q−1∑
k=1

k =
q(q − 1)

2
,

which is the number of differentials we defined, but also the genus of C, which is
the dimension of M by Definition/Proposition 1.16.
Thus, we proved that the ωi,j form a basis for the F-vector space M .

Remark 3.2. The differentials ωi,j defined in Proposition 3.1 have the following
vanishing order at P = [x0 : y0 : z0] ∈ C.

0 if z0 6= 0

q − 2− (i+ j) if z0 = 0, x0 6= 0 and y0 6= 0

q − 2− i+ jq if P = [1 : 0 : 0]

q − 2− j + iq if P = [0 : 1 : 0]

The arguments are the following.
First, ωi,j does not vanish on CZ because x0

z0
6= 0 6= y0

z0
for any point P = [x0 : y0 : z0] ∈ C

with z0 6= 0, since x0
z0

(
y0
z0

)q
−
(
x0
z0

)q
y0
z0

= 1.
Now, if P = [x0 : y0 : 0] with x0 6= 0, then using the notation from the proof of
Proposition 3.1, ωi,j = −tq−2−(i+j)sjdt. Hence if y0 6= 0, then ωi,j vanishes with
order q − 2− (i+ j) because s does not vanish at P .
Now, if y0 = 0 then P = [1 : 0 : 0]. Using the fact that

ordP (s) = min{ordP (sq), ordP (s)} = ordP (sq − s) = ordP (tq+1) = q + 1,

we get that ωi,j vanishes with order q − 2− (i+ j) + j(q + 1) = q − 2− i+ jq.
Finally, if x0 = 0, then P = [0 : 1 : 0] and we can use ωi,j = −wq−2−(i+j)vidw, again
using the same notation as in the proof of Proposition 3.1. A similar reasoning
allows us to conclude that ωi,j vanishes at [0 : 1 : 0] with order q − 2 − (i + j) +
i(q + 1) = q − 2− j + iq.
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3.2 The decomposition of M as an F[G]-module

3.2.1 A decomposition

First, we compute the action of an element of G on the basis from Proposition 3.1,
namely {ωi,j | 0 ≤ i, j ≤ q − 2, i+ j ≤ q − 2}.

Lemma 3.3. Let 0 ≤ i, j ≤ q−2 such that i+j ≤ q−2, and let g =

(
α β
γ δ

)
∈ G.

Then
g · ωi,j =

(δx− βy)i(−γx+ αy)j

xq
dx.

Proof. First, we note that g−1 =

(
δ −β
−γ α

)
. Let us consider ωi,j in the affine

chart CZ , so that ωi,j = xiyj

xq
dx. Then we obtain that (g−1)

∗
x = δx − βy and

(g−1)
∗
y = −γx + αy. Moreover, using the fact that 1

xq
dx = 1

yq
dy as in the proof

of Proposition 3.1,(
g−1
)∗
dx = d

( (
g−1
)∗
x
)

= d(δx− βy) =
(
δ − β

(y
x

)q)
dx =

δxq − βyq

xq
dx.

Putting these three facts together, we get that

(
g−1
)∗
ωi,j =

(δx− βy)i(−γx+ αy)j

(δx− βy)q
δxq − βyq

xq
dx

=
(δx− βy)i(−γx+ αy)j

xq
dx,

because (δx− βy)q = δxq − βyq since F has characteristic p and δ, β ∈ Fq.

Now, let us consider the F[G]-modules V j defined in the statement of Theorem

0.1, i.e. V j has basis {xj−iyi | 0 ≤ i ≤ j} for 0 ≤ j ≤ q− 2, and
(
α β
γ δ

)
∈ G acts

linearly by mapping xj−iyi to (αx+ γy)j−i(βx+ δy)i.
The next result states that the F[G]-module M can be expressed as a direct sum
of the F[G]-modules V j.

Lemma 3.4. The following isomorphism of F[G]-modules holds.

M ∼=
q−2⊕
k=0

V k
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Proof. Let us define the degree of each ωi,j as i + j. Then by Lemma 3.3, each
ωi,j is mapped to a sum of basis elements of degree i + j under the action of an
element of G. Therefore, if W k is the F-vector space with basis {ωi,j | i+ j = k}
then M ∼= ⊕q−2

k=0W
k as F[G]-modules, because each W k is stable under the action

of G and the ωi,j form a basis for M by Proposition 3.1.
Now, by definition, the F[G]-module W k is isomorphic to the dual of the F[G]-
module V k. However, the F[G]-module V k is actually self-dual. Indeed, it is
straightforward to verify that mapping a basis element xk−iyi in V k to
(−1)i x

iyk−i

xq
dx = (−1)iωi,k−i in W k defines an isomorphism of F[G]-modules be-

tween V k and W k when extended by F-linearity.
Combining both paragraphs finishes the proof.

Remark 3.5. Because each V k is self-dual, we obtain that M is a self-dual F[G]-
module.
Remark 3.6. In [Bon12, Subsection 10.1.1], the author defines some F[G]-modules
∆(k) for G = SL2

(
F
)
. It turns out that by definition, ResGG∆(k) ∼= V k as F[G]-

modules. Therefore, Lemma 3.4 gives a geometric interpretation of the modules
∆(k).

3.2.2 Indecomposability of each summand

Now that we have a decomposition of M as a direct sum of F[G]-modules, we
want to show that each summand is indecomposable. It suffices to show that for
a subgroup H ≤ G, the restriction of V k as an F[H]-module is indecomposable.
We will use this with the subgroup L of lower unitriangular matrices, which is
isomorphic to the additive group of Fq, itself isomorphic to the direct product of
r copies of the cyclic group of order p. In what follows, we let R = F[L].

Lemma 3.7. The following isomorphism of F-algebras holds, hence R is local, i.e.
every element of R is either nilpotent or a unit.

R ∼= F[Y1, . . . , Yr]/
(
Y p

1 , . . . , Y
p
r

)
Proof. Because L is isomorphic to r copies of Cp, we get a surjective ring homomor-
phism F[X1, . . . , Xr] −! R, mapping Xi to a generator of the i-th copy of Cp in L.
The kernel is the ideal

(
Xp

1 − 1, . . . , Xp
r − 1

)
, which is

(
(X1 − 1)p, . . . , (Xr − 1)p

)
because F has characteristic p. Therefore, by the first isomorphism theorem, we
get

R ∼= F[X1, . . . , Xr]/
(
(X1 − 1)p, . . . , (Xr − 1)p

)
∼= F[X1 − 1, . . . , Xr − 1]/

(
(X1 − 1)p, . . . , (Xr − 1)p

)
∼= F[Y1, . . . , Yr]/

(
Y p

1 , . . . , Y
p
r

)
,
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where we defined Yi := Xi − 1. All the isomorphisms above are F-algebras iso-
morphisms, so R ∼= F[Y1, . . . , Yr]/

(
Y p

1 , . . . , Y
p
r

)
as F-algebras. The RHS has only

one prime ideal, which is the one generated by the residue classes of Y1, . . . , Yr.
Therefore, an element of the RHS is either in the unique maximal ideal, and hence
has zero p-th power, or is not in the maximal ideal, in which case it is a unit. By
the established isomorphism, this statement then also holds for R.

Lemma 3.8. Any cyclic R-module is indecomposable.

Proof. Let N = 〈x〉 be a cyclic R-module. Then the map taking r ∈ R to r ·x is a
surjective R-module homomorphism, so by the first isomorphism theorem we get
that N ∼= R/I as R-modules, for an ideal I ⊆ R. Identifying the two modules, we
have that EndR(N) ∼=

(
R/I

)op as R-algebras, via the map Ψ : EndR(N)! R/I
sending ϕ ∈ EndR(N) to ϕ(1 + I), which is an isomorphism because an element
of EndR(N) is completely determined by the image of 1 + I. By Lemma 3.7, we
know that any element of R is either a unit or nilpotent, so it follows that any
element of R/I is either a unit or nilpotent too. Thus, any element of

(
R/I

)op
is either a unit or a nilpotent, and we conclude that any element of EndR(N) is
either a unit or nilpotent. By [Alp86, Theorem 2, p. 22], N is an indecomposable
R-module.

Lemma 3.9. Any R-submodule of R (i.e. any ideal of R) is indecomposable.

Proof. Suppose that N ⊆ R is an R-submodule. Then we obtain the dual R-
module homomorphism induced by the inclusion R∗ ! N∗, which is the restric-
tion map. Now, dualising is an exact contravariant functor because every short
exact sequence of vector spaces splits, so the functor Hom

(
−,F

)
is right-exact, in

addition to being left-exact anyway. Here, the short exact sequence is

0 −! N −! R −! R/N −! 0,

which, after taking duals, becomes

0 −!
(
R/N

)∗
−! R∗ −! N∗ −! 0,

so N∗ is isomorphic (as R-modules) to a quotient of R∗. Now, by [Alp86, Lemma
2, p. 40] we know that R ∼= R∗ as R-modules, so N∗ is isomorphic (as R-modules)
to a quotient of R. Thus, N∗ is a cyclic R-module, which implies by Lemma 3.8
that N∗ is indecomposable, hence N is indecomposable too.

We can now prove that the restriction of the F[G]-modules V k from Theorem 0.1
as R-modules are indecomposable.

Proposition 3.10. For all 0 ≤ j ≤ q − 2, the R-module V j is indecomposable.
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Proof. First, we notice that an element
(

1 0
a 1

)
of L acts on a basis element xiyj−i

by mapping it to (x+ay)iyj−i, so by setting y = 1, we get an isomorphic R-module

with basis {1, x, . . . , xj} such that an element
(

1 0
a 1

)
of L, which we will identify

with a ∈ Fq, acts on xi by mapping it to (x + a)i. We identify V j with this last
R-module.
Let us introduce the R-algebra V := F[x]/(xq − x), such that a ∈ L maps x to
x+ a. Then, because (x+ a)q − (x+ a) = xq + aq − x− a = xq − x since aq = a,
the action of R on V is well-defined. Let 0 ≤ j ≤ q − 2. First, we can notice
that there is an R-module homomorphism V j −! V , mapping xi to xi + (xq − x).
This is indeed compatible with the actions of L by their definition. Also, suppose
that f1, f2 ∈ V j with f1 6= f2, such that f1 + (xq − x) = f2 + (xq − x). Then
xq − x|f2 − f1, but f2 − f1 is a non-zero element of V j, so it has degree less or
equal than j, itself being strictly less than q, which is a contradiction. Thus, the
R-module homomorphism is injective, so V j is isomorphic (as R-module) to an
R-submodule of V .
Now, we want to show that V ∼= R as R-modules. Firstly, notice that xq−x splits
over Fq by definition, and we get xq−x =

∏
b∈Fq

(x− b). Because two distinct factors

are coprime, we get by the Chinese remainder theorem that the following map is
an F-algebra isomorphism.

V −!
∏
b∈Fq

F[x]/(x− b)

f + (xq − x) 7−!
(
f + (x− b)

)
b∈Fq

If a ∈ L, then an element f + (xq − x) ∈ V is mapped to f(x + a) + (xq − x),
and an element

(
fb + (x − b)

)
b∈Fq
∈
∏
b∈Fq

F[x]/(x − b) is defined to be mapped to(
fb(x+ a) + (x− b)

)
b∈Fq

under the action of a. Thus, the isomorphism becomes
an R-module isomorphism.
Secondly, the following map is also an F-vector space isomorphism, because the
map is componentwise an isomorphism.∏

b∈Fq

F[x]/(x− b) −!
∏
b∈Fq

F(
fb + (x− b)

)
b∈Fq
7−!

(
fb(b)

)
b∈Fq

We can observe that a ∈ L maps
(
fb + (x − b)

)
b∈Fq

to
(
fb(x + a) + (x − b)

)
b∈Fq

,
which is itself equal to

(
fb(b+ a) + (x− b)

)
b∈Fq

. Therefore, defining the action of
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a ∈ L on the RHS as mapping an element
(
ζb
)
b∈Fq
∈
∏
b∈Fq

F to
(
ζb+a

)
b∈Fq

turns the

F-vector space isomorphism into an R-module isomorphism.
Thirdly, we show that the following map is an R-module isomorphism, where
R̃ = R as F-vector spaces of basis {[b]|b ∈ Fq}, but the action of an element a ∈ L
is defined to be a ·

∑
b∈Fq

ζb[b] =
∑
b∈Fq

ζb[b− a].

∏
b∈Fq

F −! R

(
ζb
)
b∈Fq
7−!

∑
b∈Fq

ζb[b]

Because {[b]|b ∈ Fq} is a basis for both F-vector spaces, this map is an F-vector
space isomorphism. Therefore, we need to show that it is compatible with the
action of L on both sides. For an element a ∈ L,

(
ζb+a

)
b∈Fq

is mapped to
∑
b∈Fq

ζb+a[b]

which, after a change of index, is equal to
∑
b∈Fq

ζb[b− a]. Therefore, the map is an

R-module isomorphism.
Fourthly and finally, the following map is an R-module isomorphism.

R̃ −! R∑
b∈Fq

ζb[b] 7−! −
∑
b∈Fq

ζb[b]

By composing the four maps, we get that V ∼= R as R-modules.
We finally get that V j is isomorphic (as R-modules) to an R-submodule of R. By
Lemma 3.9, we obtain that V j is indecomposable as R-module.

Now, we have all the tools we need in order to prove Theorem 0.1.

Proof of Theorem 0.1. By Lemma 3.4 we know that M ∼= ⊕q−2
j=0V

j, and by Propo-
sition 3.10 each one of the V j is indecomposable as an F[L]-module. This implies
that each one of the V j is indecomposable as an F[G]-module, because the restric-
tion of a direct sum of modules is the direct sum of the restrictions.

Corollary 3.11. The F[G]-module M is semi-simple if and only if q = p.

Proof. By Remark 3.6, ResGG∆(k) ∼= V k as F[G]-modules, for the F[G]-modules
defined in [Bon12, Subsection 10.1.1] where G = SL2

(
F
)
.

We use the classification of the simple F[G]-modules from [Bon12, Theorem 10.1.8].
For n ∈ N, define I(n) = {m ∈ N | mj ≤ nj ∀j ≥ 0} where n =

∑∞
j=0 njp

j and
m =

∑∞
j=0 mjp

j are the expansions in base p. Then for each 0 ≤ j ≤ q − 2, the
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indecomposable F[G]-module V j is simple if and only if I(j) = {0, 1, 2, . . . , j}.
Now, I(j) = {0, 1, 2, . . . , j} for all 0 ≤ j ≤ p − 2, so M is semi-simple if q = p.
However, if q > p then V p appears as a summand in the decomposition of M .
It is easy to see that 1 /∈ I(p), therefore V p is not simple, and hence M is not
semi-simple.
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Conclusion

In this thesis, we managed to solve the following problem "Given a curve and a
finite group acting on it, compute the decomposition of the canonical representation
as a direct sum of subrepresentations" for the Drinfeld curves with an action of
the finite group SL2

(
Fq
)
. The difficulty lied in the facts that we were in the

presence of wild ramification, and SL2

(
Fq
)
has cyclic Sylow p-subgroups if and

only if q = p is a prime. In order to solve the problem, we first focused on the
case where q = p is a prime, because we could use the recent paper [BCK20]
which provides an algorithm to compute the decomposition in this case. Then, we
solved the problem for a general prime power q by computing a concrete basis for
the canonical representation as an F-vector space, and by studying the action of
SL2

(
Fq
)
on it. From the latter, we could identify a decomposition and prove that

each summand was indecomposable using techniques from modular representation
theory.
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