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**SUMMARY**

This systematic review identifies the application of machine learning to inflammatory bowel disease, concerning popular methods, tasks and data types in the field. Recent trends are identified, and aspects of these method’s pipelines, including sample size and cross-validation, are discussed.

**ABSTRACT**

Background: Inflammatory bowel disease (IBD) is a gastrointestinal chronic disease with an unpredictable disease course. Computational methods such as machine learning (ML) have the potential to stratify IBD patients for the provision of individualised care. The use of ML methods for IBD was surveyed, with an additional focus on how the field has changed over time.

Methods: A systematic review was conducted through a search of MEDLINE and Embase databases, with the search structure (“machine learning” OR “artificial intelligence”) AND (“Crohn\* Disease” OR “Ulcerative Colitis” OR “Inflammatory Bowel Disease”), searched 6th May 2021. Exclusion criteria: studies not written in English, no human patient data, publication before 2001, studies that were not peer reviewed, non-autoimmune disease comorbidity research and record types that were not primary research.

Results: 78 (of 409) records met the inclusion criteria. Random forest methods were most prevalent, and there was an increase in neural networks, mainly applied to imaging datasets. The main applications of ML to clinical tasks were diagnosis (18/78), disease course (22/78) and disease severity (16/78). The median sample size was 263. Clinical and microbiome-related datasets were most popular. 5% of studies used an external dataset after training and testing for additional model validation.

Discussion: Availability of longitudinal and deep phenotyping data could lead to better modelling. ML pipelines considering imbalanced data, and feature selection only on training data will generate more generalisable models. ML models are increasingly being applied to more complex clinical tasks for specific phenotypes, indicating progress towards personalised medicine for IBD.
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**INTRODUCTION**

Inflammatory bowel disease (IBD) is an umbrella term for a set of chronic diseases, of which there are two main subtypes: Crohn’s disease (CD) and ulcerative colitis (UC). The global prevalence of IBD increased to 84.3 per 100,000 by 2017, and with it comes a greater burden to patients and health services [1]. Due to a number of factors contributing to its aetiology, IBD disease course is highly variable. Patients can experience a mild disease, or a severe, refractory disease requiring many interventions. A patient’s disease course is often unclear at diagnosis.

There has been a relative explosion in the use of artificial intelligence and machine learning (ML) techniques for complex diseases, after the success of these algorithms in fields like oncology [2]. Unlike traditional statistical techniques, ML infers patterns from data, allowing model application to unseen cases. Key concepts for this field are included in Box 1, and a further breakdown of ML terms, metrics and methods are detailed elsewhere [3, 4]. For IBD, ML has the potential to improve patient care at every stage of their disease course through prediction modelling: from a quick subtype diagnosis so appropriate treatment can be identified, to assessing disease activity and identifying those patients more likely to develop complications and require surgery. For clinicians, this potential is exciting, but comes with many questions about which ML methods may be successful. Here, practical guidelines are provided to guide interpretation of current and future research in this field (Appendix 1). Although this systematic review centres around applications to IBD, these are general guidelines for ML interpretation.

|  |
| --- |
| Box 1 – Key ConceptsArtificial Intelligence: methods that enable computers to mimic human intelligence.Machine Learning: methods that infer patterns from data to perform a specific task, usually classification or regression.Deep Learning: neural network based approaches that enable machines to train themselves to perform tasks.Supervised Learning: the ML model learns patterns in data, and associates this information with an already present label. The model applies can then apply this learning to new data, and predict these labels.Unsupervised Learning: the ML model identifies patterns and clusters the data in a way that explains the data structure (not according to labels).Feature Selection: a collection of methods that reduce the dimensionality of a dataset, such that ML is performed on a subset of the most informative variables for the task.Cross Validation: a method which can reduce the overfitting of ML models, meaning the results will generalise well to new data. During training the data is split into k folds, and the ML model trained on k-1 folds. The model performance is tested on the final fold, and the process repeated so each fold becomes the test fold exactly once.  |

In a previous, broader systematic review of artificial intelligence and ML applications to autoimmune diseases [3], a number of popular methods and applications were identified, and the research assessed guided some recommendations for the field. In addition, other systematic reviews have been published commenting on this area, including Tontini et al.’s review of artificial intelligence for gastrointestinal endoscopy [5], and Nguyen et al.’s study on machine learning for diagnosis and prognosis in IBD [6]. The aim of this systematic review was to assess common data types, applications and methods in the field of ML for IBD, and evaluate changes in the field over the past few years. The broad scope of this review allows for the assessment of trends, and the recording of the full range of ML applications to IBD.

**METHODS**

**Literature Search**

An electronic literature search was performed using two databases available through OvidSP: MEDLINE(R) and Epub Ahead of Print, In-Process, In-Data-Review & Other Non-Indexed Citations and Daily 1946, and Embase 1974. The literature search was completed in May 2021. Search terms were combined using Boolean operators as follows: (“machine learning” OR “artificial intelligence”) AND (“Crohn\* Disease” OR “Ulcerative Colitis” OR “Inflammatory Bowel Disease”). Any record where these search terms were identified in the title, abstract and/or subject headings would appear in the list of records (last search 6th of May 2021).

**Inclusion and Exclusion Criteria**

This systematic review sought to expand and better characterise a subsection of a previous review of ML in autoimmune disease, therefore the same criteria was employed. Studies that applied ML to IBD, or a subtype of IBD, were included. Studies that used ML for analysis of complications that arise from IBD were also included. Studies that were not written in English, were published prior to 2001, that did not use real human patient data, were not peer reviewed, or were not original research papers were also excluded. Therefore, the following publication types (as labelled by OvidSP) were not assessed during screening: conference abstracts, conference review, editorial, erratum, journal article comment, journal article review, letter, letter comment, note and review. The abstract of each study was assessed by two reviewers independently for inclusion in the systematic review. The full text was assessed where a decision on inclusion could not be made based on the abstract, and a consensus reached by the two reviewers. The following data items were collected for each study that met the criteria: the task ML was applied to, the type of ML (supervised or unsupervised), all ML algorithms trialled by the researchers, the best performing ML algorithm, sample size, clinical population (IBD, UC or CD), data type, the best results achieved, whether a training and testing split was used, if other cross-validation was used, if the model was applied to independent test data, and the year of publication. This systematic review conforms to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) standards [7].

**Graphical Representations of Data**

Articles were graphically summarized in Sunburst or Pie-chart diagrams using a custom R script utilizing the plotly library [8, 9]. The R scripts can be downloaded from Github (github.com/isstafford/review\_ml\_ibd\_2021). Briefly, all articles were classified according to the machine-learning approach used (Method), the type of information being analysed (Data-Type) and the outcome which is being predicted (Task). These categories and the sorting of studies into them were agreed by all authors. The R script counts unique titles under each level of the three-class hierarchy and the results displayed in a sunburst diagram. The inner most ring represents the highest level of the hierarchy whilst the outer most ring being the individual articles. Since some articles discuss multiple methods, tasks or outcomes, they may be represented more than once on the diagram.

Graphical summaries of sample sizes and uses of ML method types over time were generated using ggplot2 in R [10]. For the sample size graphical summary, the ML method was counted as used if it was recorded as a method in the research paper, even if the ML method did not generate the optimal model. ML methods were sorted into type groups (e.g. ridge regression and logistic regression were both included under “regression”). Multiple methods from the same type group, within the same paper were counted once to avoid skewing the data. In cases where papers investigated multiple classification problems with different sample sizes, each classification problem counted as a separate entry. All ML method groups with sufficient data for a boxplot (n ≥ 5) were included in the visualisation. The same ML method groups were plotted for the use of ML types over time.

**The Role of the Funding Source**

The funder of the study had no role in study design, data collection, data analysis, data interpretation, or writing of the report. The corresponding author had full access to all data in the study and had final responsibility for the decision to submit for publication.

**RESULTS**

Initially, 409 records were identified and 135 records were subsequently removed as duplicates. Applying the study criteria regarding original research articles, year of publication and language removed 153 entries. Of the remaining 121 screened articles, 33 were excluded after assessing the abstract against the inclusion and exclusion criteria, and a further nine were excluded after a full-text read (Figure 1). A technical analysis of the ML applications in these studies is outside the scope of this review. Here, summary statistics are provided regarding popular methods, applications and data; the sample sizes used and when cross-validation was implemented; and trends in ML usage in recent years. The chosen ML models, and data types used for each type of task is detailed in Table 1.

Of 78 studies included in the systematic review, the majority used supervised ML, with 4 papers employing unsupervised methods [11-14], and 5 utilising both supervised and unsupervised ML [15-19] for varied clinical applications. Many papers trialled different ML methods before selecting the optimal one, and some researchers implemented ML for multiple IBD applications. Three main clinical application areas were identified: diagnosis (23%) [15, 20-36], disease course (28%) [15, 30, 37-56] and disease severity (21%) [19, 57-71]. Diagnosis classification tasks involved differentiating IBD patients (or one subtype) from controls. Studies of disease course examined relapse, remission, and surgery ML classifiers. Disease severity studies sought to predict patients’ IBD activity, or those who may develop complications. The most prevalent method implemented was random forest (47%), with regressions, neural networks and support vector machines also used regularly (31%, 28% and 27%, respectively. Percentages here sum to over 100% as multiple methods were trialled by one study in many instances). Other tree-based methods were used by 22% of studies used tree-based methods (13% boosting with trees, 9% decision trees). Clinical data (41%), and data related to the microbiome (23%) were the most commonly used in ML modelling. The median sample size, not including external validation data sets that were additional to usual training and testing data, was 263 (range 12–7,400,000). A breakdown of sample sizes per ML method used can be viewed in Figure 2. Validation data sets in addition to the expected training and testing sets were used in 5% of studies [12, 32, 41, 72]. Another seven studies trained their models with cross-validation on one dataset, and tested their method on an external, independent dataset [23, 29, 45, 59, 61, 66, 73]. CD data (only) was used in 27 studies [12, 17, 19, 26-29, 32, 37-39, 41, 44, 47-50, 58, 60, 63, 65, 74-79], and UC data (only) was used in 15 studies [25, 40, 42, 46, 52, 55, 59, 61, 62, 64, 68-70, 80, 81], with the remainder (n=36) using a mix of CD and UC data, or IBD data as one class [11, 13-16, 18, 20-24, 30, 31, 33-36, 43, 45, 51, 53, 54, 56, 57, 66, 67, 71-73, 82-88]. Half of the research using UC-only data focused on predicting disease activity with endoscopy data, while the aims of ML classifications on CD data were varied. A breakdown of the method and classification task can be found in Figure 3, which can be customised here (isstafford.github.io/review\_ml\_ibd\_2021/), and more details regarding each study included in this review is found in Supplementary Table 1.

The literature search assessed in the previous systematic review was completed on the 18th of December 2018, therefore comparisons were made between studies published before and during 2018, and those published from 2019 to the literature search date. 53 papers have been published from 2019 to May 2021. Here, if a publication is published online, and subsequently printed in a different year, the first publication date is used. Since the end of 2018, there has been a rapid expansion in the use of neural networks (a deep learning method) for IBD, with 21 studies trialling this method on their data from 2019 onwards, in comparison to one study prior to this. This increase coincides with more imaging datasets (4% 2007-2018, 18% 2019-2021), specifically colonoscopy data, and the majority of neural networks were applied to this data type. Support vector machine, random forest and regression based methods were popular during both time periods (year on year breakdown of ML method group use, Figure 4). More studies utilised two data types in 2019-2021 (8% versus 17%), almost always combining clinical data with another data type. The median sample size of studies has not increased in recent years (N=273 2007-2018, N=257.5 2019-2021). Diagnosis has continued to be a popular ML application, but prior to 2019, investigating treatment response was more popular (24% versus 1.8%), and exploring classification tasks connected to disease course is now the most popular application (12% versus 35.8%).

**DISCUSSION**

The increased use of ML methods for IBD documented here is a demonstration of the wider interest in artificial intelligence for healthcare. Due to the heterogeneity of ML model workflows, data types and reported metrics, it was not possible to ascertain any superior approaches. It is possible that some studies may have been excluded from the review, as Medical Subject Headings (MeSH) were not utilised in the search strategy. However, when the ML subject heading was exploded, the only algorithm specified as a search term was “support vector machine”, which could have biased the search strategy towards only identifying additional papers that used this classifier. An additional limitation was the search of only two databases, as the systematic search focused on capturing models with clinical application. An assessment of the risk of bias was not performed, as there is no clear equivalent of PROBAST (Prediction model Risk Of Bias ASsessment Tool) to assess ML modelling. The construction of a tool that could assess potential ML pipeline bias would be beneficial for the transition of models into clinical settings. Minimising bias in modelling, and creating generalisable models go hand in hand. Ways to assess the generalisability of ML models are addressed in the remainder of the discussion, and in the appendix.

There is a clear dominance of tree-based methods: one or a combination of random forests, decision trees and tree-based boosting methods were implemented by 55% of studies. This is potentially due to decision trees being highly interpretable, with tree boosting and random forest preventing overfitting of this model type. Random forests are also well known as an ML algorithm that can leverage non-linear relationships. This popularity is not inherently a drawback, however a lack of comparison of different ML methods, or a lack of reporting of this comparison in studies, may make developing ML models for clinical application more challenging.

Overall, there was good reporting of a range of informative metrics in these studies, which was particularly important given many of their data sets had imbalanced classes. In cases where imbalanced data is used, a high accuracy score can mask poor prediction of the minority class. While some studies sought to correct these imbalances with algorithm weighting [82], or oversampling of the minority class [48, 64], some researchers did not explicitly address this. Although imbalanced datasets may be representative of the patient population, it is important to consider whether enough samples from both classes were present in ML algorithm training, such that accurate predictions can be made for both the majority and minority class. Another potential ML pipeline issue discovered here was a use of feature selection on the whole dataset, rather than just the training set. With this workflow, there is a danger that information regarding features in the test set leaks into the training set. Improvements to ML pipelines can only benefit patients, as more robust workflows allow the identification of the most successful models.

While an increase in the use of external datasets in the expected workflow of training and testing on one dataset, and validating on an independent dataset was not observed, other interesting approaches were employed, showing researchers bringing datasets together to extract additional information. Some studies used all of their initial dataset to train their model with cross-validation, and subsequently tested the model on a different external dataset [23, 29, 45, 59, 61, 66, 73]. Others used a type of cross validation called LODO, or leave-one-dataset-out, allowing researchers to utilise many, smaller datasets [27, 84].

The range of overall dataset sizes used in studies was large. Some of the smaller sample sizes used may not have been appropriate for the chosen ML method, although evaluating whether there was sufficient data to construct a classifier can be challenging and the required sample size is contingent on the ML task. There is no standard power calculation available for studies using ML. The sample size required depends on the method used, with algorithms such as neural networks requiring more data. This trend was observed in the systematic review: larger datasets were used in conjunction with neural networks. The number of features used for modelling will also affect the required sample size. More features will generally produce a more complex model, so a larger dataset is necessary. If the ML model has generalised well from training to testing data (or other independent data), this is a good indicator the dataset was sufficient. It is also important to consider how representative the dataset is of the patient population. An ML model may perform well in initial training and testing, but if the dataset is biased in the demographics or phenotypes represented, then the modelling may translate poorly when implemented in clinical settings.

Although diagnosis (classifying controls and IBD patients) is still a popular application in 2021, it was encouraging to see the highest percentage of papers addressing issues surrounding disease course in recent years. This suggests that more longitudinal and deeper phenotyping data is being collected, allowing a move towards more precise and complex classification tasks. The median size of datasets has not grown in recent years. While dataset size is not an indicator of data quality, it is surprising that although we are in the era of “big data”, data set sizes are not increasing at a rate they might be expected to. A potential roadblock in garnering larger data sets for more specific classifiers may be linking up these other data types with phenotyping data. A community effort may be necessary to accumulate sufficient datasets, for more accurate and generalisable ML models, and external validation. Despite the uncontested power of ‘omics datasets in providing a -usually- unbiased representation of a patient profile, detailed clinical information remains fundamental for precise phenotyping and patient stratification. Projects such as UK Biobank [89] have progressed this need for data, but phenotyping can be limited. With this data in place, robust pipelines and models that generalise well, the community takes the next step towards personalised medicine for IBD patients.

**APPENDIX: APPLICATION OF AI TO IBD IN LITERATURE: POINTS-TO-CONSIDER FOR CLINICIANS**

Rare indeed is the clinician who possesses the knowledge, experience and time to master all the intersecting disciplines in health care ML research. Compounding this are the susceptibility of AI in health care to hype cycle effects [90], and a documented deficit in the quality and completeness of reporting in AI in health care papers [91].

The interested but busy clinician has aids at their disposal in the form of guidelines and checklists on reporting requirements and quality. Some are tailored for clinicians, others more broadly to peer-reviewers, users and authors [91-101]. We recommend that whenever possible clinicians obtain these, especially those customized for clinicians [91-93, 100] for self-paced study and to have on hand as an assessment support tool when reading papers.

However methodically going through a checklist, some of which are quite lengthy, item-by-item every time a paper is read, while ideal, may still pose a time challenge for the busy clinician, and realistically it is to be expected that they will often read and assess papers against background knowledge/ situational awareness. Herein we provide a brief exposition on our subjective choice of a subset of critical items for clinicians’ situational awareness in the absence of a checklist. They should also enhance their understanding and use of checklists

**I. Comparing ML Algorithms**

Direct model performance measures include accuracy, recall (sensitivity), precision (positive predictive value), specificity, negative predictive value, area under the curve (AUC) and F1-score. Comparing ML algorithms on these measures across studies is not usually meaningful because of unmatched factors, including specific model implementation, database size, type, structure, and quality, reported performance metrics, and specific application. However, studies have compared multiple ML algorithms and curated benchmarking repositories. These repositories document the application of numerous ML algorithms to multiple diverse data sets, and provide general insights on performance gradients where consistent performance gradients are observed [102-104]. The caveat is these insights may not completely generalise, especially with more modern algorithms, such as neural networks. These methods entail many analytical choices which impact ML architecture, performance, and limitations, and the algorithms are highly situational and operator-dependent. In fact, it has been argued that a fair machine versus machine comparison would have to eliminate operator interaction, making the question unanswerable [103]. Generally, newer ML algorithms can leverage current computational capacity to predict on complex, large, high-dimensional better than older traditional ML algorithms, but not always [102-104].

Importantly, choice of a ML model is not only related to direct performance measures. Indirect performance-related ML characteristics are equally important, but perhaps more difficult to compare across different workflows. These include: algorithm susceptibility to over-fitting, which can lead to difficulties achieving the same results on different data; the transparency of ML model decisions; the time and computational cost of ML algorithms; whether the dataset is static (offline learning) or updating over time (online learning); raw data pre-processing (feature engineering); whether the model is robust to outliers, and if the ML algorithm contains statistical assumptions. Even environmental impacts may come to play a role in algorithm selection. Increasing computational complexity correlates with increased energy consumption and greenhouse emissions. One group of investigators estimated that the CO2 emissions of a full training cycle for a neural network emits approximates the lifetime CO2 emissions of four cars [105].

ML model selection will therefore always entail some trade-offs. A complex algorithm may deliver excellent performance for the task, but at high computational cost, and a limited understanding of how this performance was achieved. All ML algorithms have different strengths and weaknesses. Support vector machines, which find a boundary between different classes of points by optimally separating the closest points from the two classes, are less susceptible to overfitting and data outliers, but very large and noisy datasets present a challenge for the algorithm to extract a meaningful boundary between two classes. In contrast, a properly initialised deep neural network can approximate any complex decision boundary, identifying and exploiting, if not revealing, complex interactions. The constructed model may be highly accurate, but has a propensity to overfit, and sensitivity to initialisation as the cost. For all ML methods, it is important to be aware of any assumptions contained within the model. This is especially important for more assumption-laden traditional ML. However, if those assumptions are met, the models can return a quick, competitive performance. It is therefore apt to consider whether a statistically significant ML performance translates into clinical impact for a specific application, given the totality of direct and indirect measures.

**II. Dataset Quality, Construction, and Labelling**

1. Dataset Quality, Construction and Labelling

Good training, test and validation datasets are foundational. They should have accurate class labels (i.e. true positive and negative instances) that are well defined, and capture the full range of clinical, demographic and practice variables to be generalisable. Clinical expertise is as important as ML expertise to detect unrepresentative data. Training, test and validation sets should originate from independent sources, or the data should be randomly (not manually) split. Care should be taken to prevent data leakage (test data information leaking into training data), causing biased results, poor generalisation, and camouflaged over-fitting. This can occur in data with multiple samples, especially time series, from individual patients, or with data pre-processing or transformation prior to splitting. For example, normalizing a continuous variable in the prior to splitting data by using its global mean and standard deviation, is leaking some information from the test set into the training set.

Clinician rating schemes for diagnostic labelling (e.g. labelling patients in the data set according to IBD disease activity, endoscopic image-based diagnosis) can affect performance, for example assessment by majority vote versus full adjudication on the same reference set can return significantly different error rates [100]. Blinded adjudication by an expert panel provided with sufficient information and time is ideal for subjective labels.

Opportunities for poor representativeness abound. An IBD-specific example is generalising from general/adult-focused IBD data to early-onset IBD, with its unique phenotypes. Dichotomous classification, for example IBD versus healthy controls, is common and does not accurately reflect differential diagnosis in the clinic, pathology lab, radiology reading room, or endoscopy suite, involving multiple diagnostic possibilities, thus generalising poorly to real-world settings. In endoscopy studies, deficient representation can be caused by many factors such as endoscope brands, endoscopic modality (high versus standard resolution white light, chromoendoscopy), operator skill, number of study sites , inclusion/exclusion criteria (e.g. only best archived images, patients with adequate bowel preps). In digital pathology, randomly cropped versus whole slide images presence/absence of standardisation of whole-slide imaging and staining, could return different results [106, 107]. Distributional shifts occur when characteristics and context of contemporary data, such as evolving clinical phenotypes, diverge from the training data, resulting in an outdated representation. Ongoing acquisition and use of training data representing current disease or practice are required [108, 109].

2. Imbalanced Datasets

Imbalanced data is unavoidable, especially as ML algorithms move towards more complex prediction tasks. It may bias performance towards predicting the majority class at the expense of the minority class, and makes overall accuracy an unreliable performance measure, as high accuracy can be achieved by just naively guessing the majority class. The severity of this effect is amplified with smaller, poorly separated, and/or sub-optimally labelled data sets.. Readers should determine if significant imbalance reflects a natural distribution versus an artifact of study execution. It is tempting to just rebalance the data by oversampling the minority class, either with real or synthetic data, or under-sampling the minority class, but if the imbalance is natural, performance on the unrealistically rebalanced data set may diverge from real-world results, which tend to be biased to the minority class. Oversampling should occur after training/testing set splitting to avoid data leakage. If practical, enlarging the data set without distorting the natural proportions is desirable. Other approaches include prioritising the importance, or more heavily penalising false positives or false negatives, according to the specific problem, or finding a feature set in which the classes are more separable. Finally, trying another ML method such as tree-based approach, may be indicated.

Papers with imbalanced data should provide a full suite of direct performance metrics, given the untrustworthiness of overall accuracy in this scenario. Examining the confusion matrix is key to assess class-specific performance, and it serves as the basis for calculating other measures such as precision, recall balanced accuracy and F1 score. For performance measures that are a function of prevalence, such as predictive value, extrapolation from rebalanced data sets to the natural prevalence ratio should be provided.
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**LEGENDS**

Figure 1 Flowchart documenting number of records found and reviewed at each stage.

Table 1 Summary of ML models chosen as most optimal for the clinical task, and the types of data used (ML models and data types sorted alphabetically).

Figure 2 Sample sizes used for each group of machine learning methods. BN = Bayes Network, DT = Decision Tree, NN = Neural Network, RF = random forest, SVM = support vector machine. Note that 10 outlier entries (sample sizes 20,368-7,400,000) have been excluded from the visualisation

Figure 3 Sunburst of machine learning methods, and the classification tasks used in conjunction with them.

Figure 4 Implementation of machine learning methods over time, incomplete data for 2021.