Spin-selective currents of Tamm polaritons
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We propose an approach to the excitation of polariton Tamm states with a controllable non-trivial topology. The Tamm polaritons emerge at the interface of two binary one-dimensional photonic crystals belonging to a C3v point group, with an exciton resonance within their matching band gaps. The external magnetic field applied in the Faraday geometry endows the dispersion of the Tamm polaritons with the non-reciprocity: It lifts the degeneracy between opposite propagation directions in the interface plane. The phenomenology of Tamm polariton currents closely resembles one of a Z2 topological insulator. The proposed structure acts as an optical spin-splitter controlled by the magnetic field magnitude.

I. INTRODUCTION

Engineering of energy bands for light in semiconductor heterostructures forms the basis of topological photonics [1, 2]. Combining optical structures with different energy band structures one can trigger formation of non-trivial topological objects, namely, surface modes, appearing due to the bulk-edge correspondence [3, 4]. In photonics, among such objects are, e.g., surface plasmons emerging at the boundary of a metal and a dielectric [5], optical Tamm states at the interface of two stratified dielectric media [6], and Tamm plasmons at the boundary between a metal and a dielectric Bragg mirror [7, 8]. Optical Tamm states are in the focus of our consideration in this paper. They emerge at the interface between two layered photonic structures with overlapping band gaps [6, 9]. Such states are topologically protected, in a sense that they are stable against variation of the thicknesses of the layers of the structure in which they arise [10].

The strong light-matter coupling regime and the use of active media which willingly respond to the external impact, electric and magnetic fields, allow one to effectively control optical properties of the whole system multilayer system. One of the approaches to achieve the strong coupling regime is embedding quantum wells in all layers of the same refractive index in the structure [11–13]. An alternative approach consists in using bulk materials characterised with an exciton resonance whose energy matches the energy of an optical mode under study [14]. Exciton-polariton modes (polariton modes for brevity) emerge in such structures in the strong light-matter coupling regime [15].

The peculiar property of stratified media is the splitting of the transverse electric (TE or s) and transverse magnetic (TM or p) modes [16, 17]. A monotonic increase of its magnitude with the squared in-plane wave vector $k^2$ for photons is replaced with a more complex dependence for polaritons. The splitting is azimuthally anisotropic and varies with the double azimuth angle. Herewith it does not break the spatial inversion symmetry and keeps the dispersion of the eigenmodes of the structure reciprocal, $\omega(k) = \omega(-k)$. To introduce spectral nonreciprocity for polariton modes, one can act upon its exciton fraction. It can be done in a controllable way by applying the external fields to the structure.

The non-reciprocal dispersion was demonstrated for optical Tamm states at the interface of two different magnetophotonic crystals [9]. The magnetic field applied in the Voigt geometry breaks the time-reversal symmetry of the system affecting the TM mode and keeping the TE mode unaffected, so the orthogonal linear polarizations remain independent of each other. In the optical microcavity, the spectral symmetry break under a combined effect of perpendicular magnetic and electric fields was reported in [18].

In this work, we demonstrate the possibility of excitation of Tamm polariton states with the spectral nonreciprocity, $\omega(k) \neq \omega(-k)$, in the presence of an external magnetic field applied in the Faraday geometry. We show that the Tamm resonance in a planar multilayer structure may act as an optical spin-splitter triggered by the magnetic field.

II. DETAILS OF THE STRUCTURE

The structure under consideration is schematically shown in Fig. 1. It is formed of two (top and bot-
tom) binary stratified media composed of 14 and 7 pairs of layers SiO$_2$/CdTe. The bottom structure is grown on the SiO$_2$ substrate along the $z$ $∥$ [111]. The choice of the materials is justified as follows. First, the layers of CdTe are active media with the exciton resonance at $\omega_X \approx 1.67$ eV. Second, the high refractive index contrast of the materials estimated as $(n_{SiO_2} - n_{CdTe})/n_{SiO_2} \approx 0.46$ results in a strong splitting in the TE and TM polarizations. Third, optical properties of CdTe can be effectively controlled via manipulation its dielectric tensor $\hat{\varepsilon}_b$ by the external magnetic field [19]. The bulk CdTe is a cubic semiconductor with $T_d$ point symmetry group. The considered structure with the growth axis $z$ oriented along the [111] crystal axis belongs to the $C_{3v}$ point group which is a prerequisite for the discussed effects. The symmetry of the system allows for the magneto-spatial dispersion resulting in the bi-linear $kB$-terms in the dielectric permittivity, with $k$ being the light wave vector and $B$ being the magnetic field. Accordingly, the dielectric tensor can be expanded as $\hat{\varepsilon}_b = \hat{\varepsilon}_b^{(0,0)} + \hat{\varepsilon}_b^{(0,1)}(B) + \hat{\varepsilon}_b^{(1,1)}(k, B)$. In the considered geometry, the components of this tensor are found to be [19, 20]:

\[
\begin{align*}
\varepsilon_{(0,0)}^{(0,0)} &= \varepsilon_{\infty}^0[1 + \omega_{LT}(\omega_X - \omega - i\Gamma)^{-1}], \\
\varepsilon_{(0,1)}^{(0,1)} &= \varepsilon_{\infty}^1, \\
\frac{\varepsilon_{(1,1)}^{(1,1)}}{g} &= \frac{\varepsilon_{(1,1)}^{(1,1)} - \varepsilon_{(1,1)}^{(1,1)}}{g} = -k_x B_z, \\
\frac{\varepsilon_{(1,1)}^{(1,1)}}{h} &= \frac{\varepsilon_{(1,1)}^{(1,1)} - \varepsilon_{(1,1)}^{(1,1)}}{h} = k_y B_z.
\end{align*}
\]

The components not indicated in (1) are equal to zero. In (1a) $\alpha = x, y, z; \varepsilon_{\infty}^0$ is the background dielectric constant, $\omega_{LT}$ is the exciton LT splitting frequency, $\Gamma$ is the nonradiative decay rate. $\gamma_1$ characterizes the Zeeman splitting, $g$ and $h$ are responsible for the magneto-spatial dispersion, and $k^2$ terms in the bulk exciton dispersion are disregarded. A detailed information on the optical properties of CdTe can be found in Appendix A.

The bottom substructure is the Bragg mirror with the polariton resonance at the edge of its first photonic band gap. In the top substructure the Bragg condition is violated so that the second photonic band gap opens. Due to almost twice wider layers of the top substructure, its second band gap overlaps with the first band gap of the bottom substructure.

III. CHARACTERIZATION OF TAMM POLARITON STATES

The condition for the emergence of the Tamm polariton states can be obtained following the approach developed for calculation of Tamm plasmons in [7]. Let us consider two oppositely directed waves propagating from the interface to the top substructure and to the bottom substructure. Reflection of the corresponding waves is characterized by the amplitude reflection coefficient matrix of the form $r_{ij}^p$, where $L = \text{top, bottom}$, and $i, j = s, p$ indicate the polarization of the incident (first index) and reflected (second index) wave at the interface. The diagonal terms, $r_{ps}^L$ and $r_{sp}^L$, characterize reflection of the wave without the change of its polarization. The magnetic field mixes the polarizations of the waves, so the off-diagonal terms, $r_{ps}^L$ and $r_{sp}^L$, characterize the rotation of the polarization upon reflection. In order to enable the existence of the Tamm state, the field of a given polarization entering the top (bottom) substructure should match the field of the same polarization reflected from the bottom (top) substructure. The condition for the Tamm polariton state formation takes the following form:

\[
(r_{ii}^{top} + r_{jj}^{top} + r_{ij}^{top} f_p) f_p + (r_{jj}^{top} + r_{ij}^{top} f_j) f_s = f_i, \tag{2}
\]

where $i, j = s, p$, and $f_s = \sin \theta$, $f_p = \cos \theta$, with the complex parameter $\theta$ that characterizes both the angle of the polarization plane and ellipticity of polarization. See Appendices B–D for details of derivation of Eq. (2). In the absence of the magnetic field ($B = 0$) the TE and TM polarizations are decoupled and the condition (2) reduces to $r_{ii}^{top} = 1$, and $r_{ij}^{top} = 0$.

The dispersion of the doublet of the Tamm polariton states in the cavity plane calculated using the generalized $4 \times 4$ transfer matrix method (TMM) [21–24] in the presence of the external magnetic field ($B_z = 10$ T) is shown in Fig. 2(a). Details of TMM are presented in Appendices Appendices B–C. Values of the parameters used in this calculation are given in [25]. The orientation of the dispersion surface is defined by the choice of coordinate axes. We use here
The Hamiltonian acts on the spinor $E = [E_+(\mathbf{r}), E_-(\mathbf{r})]^T$ characterizing electric field in the right-circularly, $E_+(\mathbf{r})$, and left-circularly, $E_-(\mathbf{r})$, polarized components. Here we introduced the pseudospin operator $\mathbf{S} = (S_x, S_y, S_z)$, with $S_\alpha (\alpha = x, y, z)$ being the $2 \times 2$ Pauli matrices, the unit matrix in Eq. (3) is omitted, $\mathbf{k} = (k_x, k_y)$ is the polariton in-plane wave vector. The Hamiltonian is parametrized by four constants: $m^*$ being the effective mass and $C_1, \ldots, C_3$ are responsible for the effective magnetic fields acting on the polariton pseudospin. The $S_z$ component of the pseudospin is responsible for the circular polarization. It transforms as the $z$-component of the magnetic field $\mathbf{B}$. The constant $C_1$ is responsible for the Zeeman splitting, the constant $C_2$ describes the exciton longitudinal-transverse splitting. The term with $C_3$ arises in the $C_{3v}$ point symmetry only, it is responsible for the magnetospatial dispersion, see Ref. [26]. In Eq. (3) we take into account the terms up to $k^2$. See Appendix E for details of derivations of the non-magnetic part of the Hamiltonian.

The effective Hamiltonian (3) can be readily diagonalized as

$$E_\pm(\mathbf{k}) = \frac{\hbar^2 k^2}{2m^*} \pm \delta_\mathbf{k},$$

where

$$\delta_\mathbf{k} = \sqrt{B_z^2 (C_3^2 k_y^2 + C_7^2) + C_2^2 k_4 + 2C_2 C_3 B_z k^3 \sin 3\varphi}.$$  

and $\varphi$ is the angle between the wave vector and $x$-axis. The eigenenergies (4) are illustrated in Fig. 2(b,c) in comparison with the results of TMM calculations. A good agreement between the TMM and effective Hamiltonian approach is seen, see Ref. [27] for the parameters of Eq. (3). One can readily check that the spectrum at $\mathbf{B} \neq 0$ always has a gap at small $k$. Indeed, the Hamiltonian can be presented as

$$H = \hbar^2 k^2 / 2m^* + (\delta_\mathbf{k} | \mathbf{S}),$$

where $\mathbf{\delta}_\mathbf{k}$ is a vector governed by $B_z$ and $\mathbf{k}$ whose absolute value is given by Eq. (5). To close the gap, $\mathbf{\delta}_\mathbf{k}$ should turn to zero, which is possible only at $B_z = 0$. In fact, the magnetic field opens a gap in the spectrum of 2D Tamm polaritons.

Depending on the parameters the gap can have a topological nature and, as a result, the system will demonstrate non-trivial one-dimensional edge states. To demonstrate the effect, we derive the Berry curvature

$$\mathcal{F}_{xy}^\pm = \pm \frac{1}{2\delta_\mathbf{k}} \mathbf{\delta}_\mathbf{k} \cdot (\partial_{k_x} \mathbf{\delta}_\mathbf{k} \times \partial_{k_y} \mathbf{\delta}_\mathbf{k}),$$

where the $\pm$ signs refer to the upper and lower band in Eq. (4), respectively and calculate the Chern numbers as

$$C^\pm = 2\pi \sum_k \mathcal{F}_{xy}^\pm =$$

$$\mp \int_0^\infty dk \int_0^{2\pi} \frac{d\varphi}{2\pi} C_1 B_z C_2 k^2 - (C_3 B_z / 2)^2 / 4\delta^2,$$

with the result

$$C^\pm = \mp \text{sign } C_1 B_z \text{ at } C_2 \neq 0.$$
The energy structure growth direction is shown in Fig. 4. As one polarization of the incident beam is taken right-circular, Green, pink and white arrows in (a–d) indicate directions of the incident, transmitted and reflected beams, respectively. The inset between (a) and (e) indicates directions of the incident, transmitted and reflected beams, respectively. Due to the strong TE-TM splitting at the incident energy is effectively transferred to the Tamm polariton mode propagating in the opposite direction \((k_y = \bar{k}^- < 0)\) considerably differs from the state discussed above (left panels in Figs. 3 and 4). The center of the spectrum of the incident beam, \(k_y^+\), is far from resonance with both eigenmodes. It is separated from them by more than 0.25 \(\mu\text{m}^{-1}\). This results in a much more pronounced reflected beam. Due to the strong TE-TM splitting at the incident energy \(\hbar \omega_l\), the propagation constants of the orthogonally polarized components of the Tamm polariton state along the interface differ from each other by more than 0.5 \(\mu\text{m}^{-1}\). One can see two clearly distinguishable maxima in Fig. 4(a) distant from \(k_y^+\). The intensity and the polarization distribution of the emerging Tamm polariton state experience beats in real space. Figure 3(a) shows the intensity distribution of the Tamm state which is periodically mod-
culated along the propagation direction \( y \). The pure circular polarization of the incident beam, Figs. 3(d), converts to the polarization patterns representing alternating domains of diagonal and circular polarizations of the TAMM polariton state, cf. Figs. 3(g,h) and Figs. 3(c,d). In the reciprocal space, the two lines possess orthogonal linear polarizations, see Fig. 4(b). The period of oscillations of both intensity and polarization distributions is determined by the magnitude of the TE-TM splitting and is about \( 10 \mu \text{m}^{-1} \). The formation of alternating polarization patterns due the interference of energy split eigenmodes is the manifestation of the optical spin Hall effect: the phenomenon well known for polaritons in optical microcavities [29–31]. The form of the Hamiltonian (3) indicates the possibility of manifestation in the proposed structure of another polarization-splitting-induced effect known in microcavities, that is the zitterbewegung [32–34]. The effect is expected to manifest itself as oscillations of the trajectory of the TAMM polariton in the interface plane accompanying the oscillations of the polarization.

V. CONCLUSION

We have proposed a resonant optical structure which supports formation of TAMM polariton states with the controllable non-reciprocal dispersion. The TAMM states emerge at the interface of two substructures representing stratifies media belonging to the \( C_{3v} \) symmetry group with merging odd and even band gaps. The non-reciprocity of the spectrum emerges under the external magnetic field applied in the Faraday geometry. The magnetospatial dispersion endows the polarization properties of the structure with the non-reciprocity and gives a wide control over the polarization of the TAMM polariton states. We would like to underline that a homogeneous planar multilayer structure discussed here is easy to fabricate, in contrast to two-dimensional patterned structures used for realization of polariton topological insulators in the previous works [35]. The simplicity of design make structures that sustain TAMM modes especially attractive for applications in topological polaritronics.
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Appendix A: Characterization of the materials forming the structure

The structure considered in the manuscript is composed of two SiO\(_2\)/CdTe substructures. The SiO\(_2\) layers are considered optically-isotropic, characterized by the dielectric constant \( \varepsilon_a = 2.25 \). Bulk CdTe is a cubic semiconductor with \( T_d \) point symmetry group. The dielectric tensor of CdTe can be represented as following [19, 36, 37]:

\[
\hat{\varepsilon}_b = \varepsilon^{(0,0)}_b + \varepsilon^{(0,1)}_b(\mathbf{B}) + \varepsilon^{(1,1)}_b(\mathbf{k}, \mathbf{B}). \quad (A1)
\]

The first term in the right-hand side of Eq. (A1), \( \hat{\varepsilon}^{(0,0)}_b \), corresponds to no magnetic field and spatial dispersion. Its components coincide with (1a) in the framework of the effective magnetic field in the new rotated frame. The components of the linear in \( \mathbf{B} \) term, \( \hat{\varepsilon}^{(0,1)}_b(\mathbf{B}) \), are given as following:

\[
\varepsilon^{(0,1)}_{b,\alpha\beta} = i\gamma_1\delta_{\alpha\beta\zeta}B_{\zeta} \quad (\alpha, \beta, \zeta = x, y, z). \quad (A2)
\]

Here \( \gamma_1 \) is responsible for the Faraday effect, \( \delta_{\alpha\beta\zeta} \) is the Levi-Civita symbol. The components of the bilinear term, \( \hat{\varepsilon}^{(1,1)}_b(\mathbf{k}, \mathbf{B}) \), in Eq. (A1) are given by

\[
\varepsilon^{(1,1)}_{b,\alpha\alpha} = \gamma_2(k_{\alpha+1}B_{\alpha+1} - k_{\alpha+2}B_{\alpha+2}), \quad (A3a)
\]

\[
\varepsilon^{(1,1)}_{b,\alpha\beta} = \gamma_3[\mathbf{B} \times \mathbf{k}]_\zeta. \quad (A3b)
\]

The constants \( \gamma_2 \) and \( \gamma_3 \) above describe the magnetospatial dispersion. The cyclic rule is applied in (A3): \( \alpha + 3 = \alpha \) \( (1, 2, 3 \rightarrow x, y, z) \).

In Eqs. (A1)–(A3) the axes \( x, y \) and \( z \) are oriented along the crystal axes \([100]\), \([010]\) and \([001]\), respectively. The structure joins the \( C_{3v} \) point group when the \( z \) axis is oriented in \([111]\) direction. To bring the dielectric tensor \( \hat{\varepsilon}_b \) to the new coordinates, we perform the following transformation:

\[
\hat{\varepsilon}_b \rightarrow \hat{R}\hat{\varepsilon}_b \hat{R}^{-1}, \quad (A4)
\]

where \( \hat{R} = \hat{R}_Z(a_1)\hat{R}_X(a_2)\hat{R}_Z(a_3) \) is the rotation matrix composed of elemental rotation matrices

\[
\hat{R}_Z(a_{1,3}) = \begin{pmatrix}
\cos a_{1,3} & -\sin a_{1,3} & 0 \\
\sin a_{1,3} & \cos a_{1,3} & 0 \\
0 & 0 & 1
\end{pmatrix}, \quad (A5a)
\]

\[
\hat{R}_X(a_2) = \begin{pmatrix}
1 & 0 & 0 \\
0 & \cos a_2 & -\sin a_2 \\
0 & \sin a_2 & \cos a_2
\end{pmatrix}. \quad (A5b)
\]

For rotating \( z \) from \([001]\) to \([111]\), one should take the following Euler angles: \( a_1 = 0 \), \( a_2 \approx 54.736^\circ \) and \( a_3 = 45^\circ \). The vectors transform with respect to \( \mathbf{k} \rightarrow \hat{R}^{-1}\mathbf{k} \) and \( \mathbf{B} \rightarrow \hat{R}^{-1}\mathbf{B} \). We keep only the component \( B_z \) of the magnetic field in the new coordinates. With that said, in the new axes the components of the dielectric tensor \( \varepsilon_b \) take the form (1) with \( g = (\gamma_2 - 2\gamma_3)/\sqrt{6} \) and \( h = (\gamma_2 + \gamma_3)/\sqrt{3} \).
Appendix B: Maxwell’s equations

Without loss of generality, we consider the propagation in the $xz$ plane assuming $k_y = 0$ in (1). Another propagation plane can be chosen by rotating the tensor $\hat{\varepsilon}_l$ around the $z$ axis. According to the continuity conditions at the interfaces, we get the following expressions for the components of the wave vector in a layer $j$:

\[ k_{xj} = k_{x0} = k_0 q_l, \quad k_{yj} = k_{y0} = 0, \quad k_{zj} = k_0 \kappa_j, \]

(B1)

where $k_0$ is the wave vector of the incident wave, $k_0 = \omega_0/c$, $\omega_0$ is the angular frequency of the wave. For convenience, we have introduced the dimensionless quantities $q$ and $\kappa_j$ for the in-plane and out-of-plane wave vector components, respectively. The Maxwell’s equations in a layer $j$ can be written in matrix form as following [24]:

\[
\begin{pmatrix}
\varepsilon_{xx} - \kappa_j^2 & \varepsilon_{xy} & \varepsilon_{xz} + q \kappa_j \\
\varepsilon_{yx} & \varepsilon_{yy} - q^2 - \kappa_j^2 & \varepsilon_{yz} \\
\varepsilon_{zx} + q \kappa_j & \varepsilon_{zy} & \varepsilon_{zz} - q^2
\end{pmatrix}
\begin{pmatrix}
E_x \\
E_y \\
E_z
\end{pmatrix} = 0.
\]

(B2)

The in-plane wave vector component $q$ is conserved when crossing the interfaces of the layers, and it is determined by inclination of the incident beam. The out-of-plane propagation constant $\kappa_j$ is different in different layers, and it can be found from the following equation:

\[
\begin{vmatrix}
\varepsilon_{xx} - \kappa_j^2 & \varepsilon_{xy} & \varepsilon_{xz} + q \kappa_j \\
\varepsilon_{yx} & \varepsilon_{yy} - q^2 - \kappa_j^2 & \varepsilon_{yz} \\
\varepsilon_{zx} + q \kappa_j & \varepsilon_{zy} & \varepsilon_{zz} - q^2
\end{vmatrix} = 0,
\]

(B3)

which has four roots in the general case. These roots numbered as $\kappa_{jl}$ $(l = 1, 2, 3, 4)$ characterize four eigenmodes of the electric field. They represent waves of two orthogonal polarizations (s and p) propagating in forward (→) and backward (←) directions. The electric field then is represented in the form of a four-component vector

\[ E = \begin{pmatrix} E_x^s \\ E_y^s \\ E_x^p \\ E_y^p \end{pmatrix} = \begin{pmatrix} E_1 \\ E_2 \\ E_3 \\ E_4 \end{pmatrix}. \]

(B4)

Appendix C: 4 × 4 transfer matrix

To examine propagation of light through an anisotropic stratified medium, we use the generalized 4 × 4 transfer matrix formalism [21, 22] capable for treating optical degeneracies arising in isotropic embedded layers [23, 24]. The electric fields in layers $j$ and $j-1$ are interlinked as following

\[ E_{j-1} = \hat{A}_{j-1}^{-1} \hat{A}_j \hat{P}_j E_j, \]

(C1)

where $\hat{P}_j$ is the 4 × 4 propagation matrix with the components determined as $P_{jl \mu l'} = \delta_{l l'} \exp[-i k_0 \kappa_j d_j]$. $\delta_{l l'}$ is the Kronecker delta, $d_j$ is the thickness of the $j$th layer. The interaction matrix $\hat{A}_j$ takes the form

\[ \hat{A}_j = \begin{pmatrix} a_{j11} & a_{j21} & a_{j31} & a_{j41} \\ a_{j12} & a_{j22} & a_{j32} & a_{j42} \\ b_{j11} & b_{j21} & b_{j31} & b_{j41} \\ b_{j12} & b_{j22} & b_{j32} & b_{j42} \end{pmatrix}, \]

(C2)

where the components are given by [23, 24]

\[ a_{j11} = a_{j22} = a_{j42} = -a_{j31} = 1, \]

(C3a)

\[ a_{j12} = \begin{cases} 0, & \kappa_{j1} = \kappa_{j2}, \\ \varepsilon_{l} (\varepsilon_{l} + q \kappa_{j1} - \varepsilon_{l} - q^2), & \kappa_{j1} \neq \kappa_{j2}, \end{cases} \]

(C3b)

\[ a_{j13} = \begin{cases} -\varepsilon_{l} (\varepsilon_{l} + q \kappa_{j1} - \varepsilon_{l} - q^2), & \kappa_{j1} = \kappa_{j2}, \\ -\varepsilon_{l} (\varepsilon_{l} + q \kappa_{j1} - \varepsilon_{l} - q^2) q_2, & \kappa_{j1} \neq \kappa_{j2}, \end{cases} \]

(C3c)

\[ a_{j21} = \begin{cases} 0, & \kappa_{j1} = \kappa_{j2}, \\ \varepsilon_{l} (\varepsilon_{l} + q \kappa_{j2} - \varepsilon_{l} - q^2), & \kappa_{j1} \neq \kappa_{j2}, \end{cases} \]

(C3d)

\[ a_{j23} = \begin{cases} 0, & \kappa_{j1} = \kappa_{j2}, \\ \varepsilon_{l} (\varepsilon_{l} + q \kappa_{j2} - \varepsilon_{l} - q^2) a_{32}, & \kappa_{j1} \neq \kappa_{j2}, \end{cases} \]

(C3e)

\[ a_{j32} = \begin{cases} 0, & \kappa_{j2} = \kappa_{j4}, \\ \varepsilon_{l} (\varepsilon_{l} - q \kappa_{j3} - \varepsilon_{l} - q^2), & \kappa_{j2} \neq \kappa_{j4}, \end{cases} \]

(C3f)

\[ a_{j33} = \begin{cases} 0, & \kappa_{j3} = \kappa_{j4}, \\ \varepsilon_{l} (\varepsilon_{l} + q \kappa_{j3} + \varepsilon_{l} - q^2) a_{32}, & \kappa_{j3} \neq \kappa_{j4}, \end{cases} \]

(C3g)

\[ a_{j41} = \begin{cases} 0, & \kappa_{j3} = \kappa_{j4}, \\ \varepsilon_{l} (\varepsilon_{l} - q \kappa_{j3} - \varepsilon_{l} - q^2), & \kappa_{j3} \neq \kappa_{j4}, \end{cases} \]

(C3h)

\[ a_{j43} = \begin{cases} 0, & \kappa_{j3} = \kappa_{j4}, \\ \varepsilon_{l} (\varepsilon_{l} + q \kappa_{j3} + \varepsilon_{l} - q^2) a_{41}, & \kappa_{j3} \neq \kappa_{j4}, \end{cases} \]

(C3i)

\[ b_{jl1} = \kappa_j a_{jl1} - q a_{jl3}, \]

(C3j)

\[ b_{jl2} = \kappa_j a_{jl2} \quad (l = 1, 2, 3, 4). \]

(C3k)

Different expressions for $a_{jl \mu l'}$ for degenerate and non-degenerate propagation constants allow avoiding singularities in the interface matrix $\hat{A}_j$. The vectors $\mathbf{a}_{jl} = (a_{jl1}, a_{jl2}, a_{jl3})$ have to be normalized as $\mathbf{a}_{jl} = \mathbf{a}_{jl}/|\mathbf{a}_{jl}|$. The following equation links the input field $E_0$ with the field in the $j$th layer of the structure:

\[ E_0 = \hat{T} E_j = \hat{A}_0^{-1} \hat{A}_1 \hat{P}_1 \hat{A}_1^{-1} \hat{A}_2 \hat{P}_2 \ldots \hat{A}_{j-1}^{-1} \hat{A}_j \hat{P}_j E_j. \]

(C4)
Appendix D: The Tamm modes

For pure p- and s-polarized incident waves, the reflection and transmission coefficients are calculated as following:

\[
\begin{align*}
    r_{pp} &= \frac{E_{pp}^{r}}{E_{inc}^{p}} \bigg|_{E_{inc}=0} = \frac{T_{11}T_{22} - T_{32}T_{21}}{T_{11}T_{22} - T_{12}T_{21}}, \quad (D1a) \\
    r_{ss} &= \frac{E_{ss}^{r}}{E_{inc}^{s}} \bigg|_{E_{inc}=0} = \frac{T_{11}T_{22} - T_{41}T_{12}}{T_{11}T_{22} - T_{12}T_{21}}, \quad (D1b) \\
    r_{ps} &= \frac{E_{ps}^{r}}{E_{inc}^{p}} \bigg|_{E_{inc}=0} = \frac{T_{11}T_{22} - T_{42}T_{21}}{T_{11}T_{22} - T_{12}T_{21}}, \quad (D1c) \\
    r_{sp} &= \frac{E_{sp}^{r}}{E_{inc}^{s}} \bigg|_{E_{inc}=0} = \frac{T_{11}T_{32} - T_{31}T_{12}}{T_{11}T_{22} - T_{12}T_{21}}, \quad (D1d) \\
    t_{pp} &= \frac{E_{pp}^{t}}{E_{inc}^{p}} \bigg|_{E_{inc}=0} = \frac{T_{22}}{T_{11}T_{22} - T_{12}T_{21}}, \quad (D1e) \\
    t_{ss} &= \frac{E_{ss}^{t}}{E_{inc}^{s}} \bigg|_{E_{inc}=0} = \frac{T_{11}}{T_{11}T_{22} - T_{12}T_{21}}, \quad (D1f) \\
    t_{ps} &= \frac{E_{ps}^{t}}{E_{inc}^{p}} \bigg|_{E_{inc}=0} = \frac{-T_{21}}{T_{11}T_{22} - T_{12}T_{21}}, \quad (D1g) \\
    t_{sp} &= \frac{E_{sp}^{t}}{E_{inc}^{s}} \bigg|_{E_{inc}=0} = \frac{-T_{12}}{T_{11}T_{22} - T_{12}T_{21}}, \quad (D1h)
\end{align*}
\]

where the diagonal terms \( r_{ss} \) (\( t_{ss} \)) and \( r_{pp} \) (\( t_{pp} \)) are the reflection (transmission) coefficients for the TE or s and TM or p modes. The off-diagonal components \( r_{ps,sp} \) (\( t_{ps,sp} \)) describe a partial transfer to an opposite mode on reflection (transmission). \( E_{inc,refl,trans}^{p,s} \) are the incident, reflected from and transmitted through the structure field amplitudes of the corresponding polarizations. Following [38], we should note that in anisotropic structures we have to deal with ordinary (o) and extraordinary (e) modes instead of p and s modes. So, to reflect the physical meaning of the transmission coefficients more pedantically, one should have used the following notations for them: \( t_{p(s)/o}, t_{s(s/o)}, t_{p(s)/o} \); \( t_{s(s/o)}, t_{s(s/o)} \); \( t_{p(s)/o} \), \( t_{s(s/o)} \); \( t_{p(s)/o} \), \( t_{s(s/o)} \); \( t_{p(s)/o} \), \( t_{s(s/o)} \); \( t_{p(s)/o} \), \( t_{s(s/o)} \); \( t_{p(s)/o} \), \( t_{s(s/o)} \). Where p and s in parentheses are for isotropic media while o and e are for anisotropic media [39].

Let us now virtually split the structure into two substructures along the interface of the two Bragg mirrors. The field propagating from the interface to the bottom mirror is described as follows:

\[
E_{bot} = \begin{pmatrix} E_{p}^{top} \\ E_{s}^{top} \\ E_{p}^{bot} \\ E_{s}^{bot} \end{pmatrix} = \begin{pmatrix} r_{pp}^{top} E_{p}^{top} + r_{ps}^{top} E_{s}^{top} \\ r_{ss}^{top} E_{s}^{top} + r_{sp}^{top} E_{p}^{top} \end{pmatrix}. \quad (D2)
\]

In the transmitted field in the right-hand side of (D2) we have only transmitted components and no reflected components. The same procedure for the field propagating from the interface to the top mirror written in the same basis gives

\[
E_{inc}^{bot} = \begin{pmatrix} E_{p}^{bot} \\ E_{s}^{bot} \\ E_{p}^{top} \\ E_{s}^{top} \end{pmatrix} = \begin{pmatrix} t_{pp}^{bot} E_{p}^{bot} + t_{ps}^{bot} E_{s}^{bot} \\ t_{ss}^{bot} E_{s}^{bot} + t_{sp}^{bot} E_{p}^{bot} \end{pmatrix}. \quad (D3)
\]

We take the field going from top to bottom as \( (E_{p}^{bot}, E_{s}^{bot}) = (\cos \theta, \sin \theta) \), i.e., we parametrize it with the complex parameter \( \theta \) which defines polarization (both angle and ellipticity) of the field. For the Tamm state to exist, the field of a given polarization entering the top mirror should match the field of the same polarization reflected from the bottom mirror. And vice versa, the field reflected from the top mirror should match the field entering the bottom mirror. Eliminating the components \( E_{p}^{bot} \) and \( E_{s}^{bot} \) from Eqs. (D2) and (D3), we arrive at the equation for the Tamm state (2) with the variables \((\omega, \theta)\).

Appendix E: The derivation of the effective Hamiltonian of the Tamm state

Let us consider an optically active exciton in a cubic semiconductor crystal. The three optically active states have a total angular momentum \( L = 1 \) (the polarization induced by the exciton \( \mathbf{P} \) is a vector), therefore, it is convenient to express the effective Hamiltonian in terms of the basis matrices of the angular momentum 1: \( L_x, L_y, L_z \) and their combinations. According to the general theory of angular momentum, the set of three matrices \( \mathbf{L} \) can be treated as a pseudovector. In the isotropic approximation, the effective Hamiltonian accounting terms with powers of the wave vector \( \mathbf{k} \) up to two, has the form

\[
\mathcal{A}k^2 + \mathcal{B}(\mathbf{L} \cdot \mathbf{k})^2, \quad (E1)
\]

where \( \mathcal{A} \) and \( \mathcal{B} \) are parameters. We omit the identity matrix for brevity. It is seen that the energy of the “longitudinal” exciton \( E_L = \mathcal{A}k^2 \) differs from the energy of the two “transverse” states, \( E_T = (\mathcal{A} + \mathcal{B})k^2 \), which is easy to see directing \( \mathbf{k} \) along the \( z \) axis. We should note that in reality the spectrum of longitudinal and transverse excitons differs from these simplest formulas, one should take into account the polariton effects. Herewith, the degeneracy multiplicities are preserved, and the polarization of states is described correctly.

Let us now turn to a two-dimensional (or quasi-two-dimensional) model, assuming that \( \mathbf{k} \parallel (xy) \), and dimensional quantization and deformation split off a state polarized along the \( z \) axis by a significant energy. In the axial approximation, the effective Hamiltonian is written as

\[
\mathcal{H}_{ax} = \mathcal{A}k^2 + \mathcal{B}(\mathbf{L} \cdot \mathbf{k})^2 + \mathcal{C}L_z^2, \quad (E2)
\]

where the term with \( C L_z^2 \) is the splitting of the triplet into the \( z \)-state and the doublet polarized in the \((xy)\) plane.
Assuming $Bk^2 \ll C$ we can consider the doublet independently from the $z$-state. We note that

$$ (\mathbf{L} \cdot \mathbf{k})^2 = L_x^2 k_x^2 + L_y^2 k_y^2 + (L_x L_y + L_y L_x)k_x k_y, \quad (E3) $$

and use the explicit matrix form of $\mathbf{L}$:

$$ L_x^2 = \frac{1}{2} \begin{pmatrix} 1 & 0 & 1 \\ 0 & 2 & 0 \\ 1 & 0 & 1 \end{pmatrix}, \quad (E4a) $$

$$ L_y^2 = \frac{1}{2} \begin{pmatrix} 1 & 0 & -1 \\ 0 & 2 & 0 \\ -1 & 0 & 1 \end{pmatrix}, \quad (E4b) $$

$$ L_x L_y + L_y L_x = \begin{pmatrix} 0 & 0 & -i \\ 0 & 0 & 0 \\ i & 0 & 0 \end{pmatrix}. \quad (E4c) $$

We introduce the pseudospin vector $\mathbf{S} = (S_x, S_y, S_z)$, where $S_{x,y,z}$ are the Pauli matrices and rewrite the Hamiltonian of the doublet in the basis of circular polarizations in the following form:

$$ H'_{ax} = (\mathbf{A} + \mathbf{B})k^2 + \mathbf{B}[(k_x^2 - k_y^2)S_x + 2k_x k_y S_y]. \quad (E5) $$


[25] We take the following parameters of the layers of the structure. The dielectric constant of $\text{SiO}_2$ is $\varepsilon_a = 2.25$. The background dielectric constant of CdTe is $\varepsilon_b = 7.8$, the LT-splitting is $\hbar \omega_{LT} = 0.14 \text{meV}$, the nonradiative decay rate is $\hbar \Gamma = 0.1 \text{meV}$, the Zeeman splitting constant is $\gamma_1 = 2 \times 10^{-4} \text{T}^{-1}$, the parameters of the magnetospacial dispersion are $g = -8 \times 10^{-4} \mu \text{eV} \text{T}^{-1}$, $h = 4 \times 10^{-3} \mu \text{eV} \text{T}^{-1}$. The thicknesses of the layers are $a_{\text{top}} = 148.6 \text{nm}$, $b_{\text{top}} = 164.1 \text{nm}$ and $a_{\text{bot}} = 101.8 \text{nm}$, $b_{\text{bot}} = 54.5 \text{nm}$.


[27] The parameters in the Hamiltonian (3) are following. The effective mass is $m^* = 3.2 \times 10^{-5} m_0$, where $m_0$ is the free electron mass, the Zeeman splitting constant is $C_1 = 15 \mu \text{eV} \text{T}^{-1}$, the TE-TM splitting constant is $C_2 = 0.5 \mu \text{eV} \mu \text{m}^2$, the magneto-induced dispersion constant is $C_3 = 30 \mu \text{eV} \mu \text{m} \text{T}^{-1}$.

[28] This situation is similar to the 2D Dirac equation.


