
University of Southampton Research Repository

Copyright © and Moral Rights for this thesis and, where applicable, any accompanying data are

retained by the author and/or other copyright owners. A copy can be downloaded for personal non-

commercial research or study, without prior permission or charge. This thesis and the accompanying

data cannot be reproduced or quoted extensively from without first obtaining permission in writing

from the copyright holder/s. The content of the thesis and accompanying research data (where appli-

cable) must not be changed in any way or sold commercially in any format or medium without the

formal permission of the copyright holder/s.

When referring to this thesis and any accompanying data, full bibliographic details must be given, e.g.

Thesis: Author (Year of Submission) “Full thesis title”, University of Southampton, name of the

University Faculty or School or Department, PhD Thesis, pagination.

Data: Author (Year) Title. URI [dataset]





UNIVERSITY OF SOUTHAMPTON

Faculty of Engineering and Physical Sciences
School of Physics & Astronomy

A Data-Driven Approach to Understanding
Supernovae as Astrophysical Probes

DOI: 10.1002/0470841559.ch1???

Volume n of m

by

Tomás Enrique Müller Bravo
M.Sc. in Astrophysics

B.Sc. in Astronomy
ORCiD: 0000-0003-3939-7167

A thesis for the degree of
Doctor of Philosophy

January 2022

http://www.southampton.ac.uk
http://doi.org/10.1002/0470841559.ch1???
http://orcid.org/0000-0003-3939-7167




University of Southampton

Abstract

Faculty of Engineering and Physical Sciences
School of Physics & Astronomy

Doctor of Philosophy

A Data-Driven Approach to Understanding Supernovae as Astrophysical Probes

by Tomás Enrique Müller Bravo

Forthcoming time-domain surveys, such as the Rubin Observatory Legacy Survey of
Space and Time, will vastly increase samples of supernovae (SNe) and other optical
transients. This large stream of photometric data will allow the development and im-
provement of machine-learning techniques for analysing their light curves and provide
a better understanding of these phenomena as astrophysical probes.

In this thesis, I present PISCOLA, an open-source data-driven/machine-learning light-
curve fitter. Although PISCOLA can be used to estimate the rest-frame light curves of
any transient, without the need for an underlying light-curve model, here I present an
application to type Ia supernovae (SNe Ia) as distance indicators. I tested PISCOLA
on simulations of SNe Ia to validate its performance, showing it successfully retrieves
rest-frame peak magnitudes for average data qualities of current cosmological surveys.
When compared to the existing light-curve fitter SALT2 on real data, I find small dif-
ferences in the estimated light curve parameters.

I introduce an original analysis by decomposing the estimated rest-frame light curves
of SNe Ia from the Pantheon sample with Non-Negative Matrix Factorization. This
decomposition is used as a new way of standardising SNe Ia that provides similar
scatter in the measured distances as SALT2. Additionally, I use PISCOLA to study the
wavelength-dependent variation of colour in SNe Ia to have a better understanding of
their intrinsic variation, finding no disagreement with the SALT2 model.

I also present the study of SN 2016aqf, a low-luminosity type II SN (LL SN II) with ex-
tensive photometric and spectral coverage. I use nebular (late-time) spectra to estimate
a progenitor mass of 12 ± 3 M�, and measure the [Fe II] λ7155 and [Ni II] λ7378 lines,
mainly found in LL SNe II, to estimate its Ni/Fe abundance ratio, a parameter sensi-
tive to the inner progenitor structure and explosion mechanism dynamics. Placing this
measurement in the context of a sample of SNe II, I find that the measured distribution
of Ni/Fe abundance ratio does not agree with those predicted by theoretical modelling.

http://www.southampton.ac.uk
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Chapter 1

Introduction

1.1 Supernovae

Supernovae (SNe) are extremely energetic explosions and the ultimate fate of many
stars in the universe. These phenomena, as we know them today, have been stud-
ied for almost a hundred years (since the early 1930s), with Fritz Zwicky and Walter
Baade some of the first to address this field (Baade & Zwicky, 1934b,a,c), giving birth to
the word ”supernova” (introduced by Lundmark 1932). However, there are records of
these events that are hundreds to thousands years old (e.g., SN 1054; Chevalier, 1977)
as their relatively high luminosity and variation on human time scales make them rel-
atively easy to observe.

The light curves (evolution of the luminosity as a function of time) of SNe are powered
in a small part by the shock (explosion) energy, but mostly by the radioactive decay of
56Ni. This element is produced in the explosion and decays into 56Co (via β+-decay),
with a half-life of 6.1 days, which subsequently decays into 56Fe (via electron capture
and β+-decay), with a half-life of 77.7 days (Colgate & McKee, 1969; Arnett, 1979). The
radioactive decay produces a large amount of γ-rays and positrons, prior to peak light,
which are then trapped within the ejecta and then reprocessed into longer-wavelength
photons (e.g., ultraviolet, optical, infrared), producing the full electromagnetic spec-
trum. The extreme conditions found in the inside of the SN event produce explosive
nucleosynthesis, where a large portion of the elements produced during the stellar nu-
cleosynthesis (Burbidge et al., 1957; Arnett, 1978) gives birth to intermediate-mass and
iron-group elements (e.g., Arnett & Clayton, 1970; Woosley et al., 1973), but also leads
to the synthesis of neutron-rich heavy isotopes through the r-process (e.g., Sumiyoshi,
2002; Cowan & Thielemann, 2004).

SNe light curves go through two main phases: the photospheric (optically thick) phase
and nebular (optically thin) phase. The former covers the first part of the light-curve
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evolution, including peak luminosity, and is characterised by spectra dominated by
broad absorption lines, produced by the outer, thicker ejecta layers, with high expan-
sion velocities. The latter phase starts during the 56Co exponential-decay tail and is
characterised by spectra dominated by narrow emission lines, produced by the inner
layers of the ejecta, when the outer layers have already diffuse into the surroundings.
The time of transition between the photospheric phase and nebular phase is not strictly
defined as there is a smooth transition between both phases. Additionally, it depends
on the characteristics of each SN (e.g., explosion physics, progenitor).

The typical bolometric (total radiation emitted across all wavelengths of the electro-
magnetic spectrum) luminosity of these events is of the order of 1043erg s−1 (∼ 109–
1010L�, comparable to the luminosity of the host galaxy), while the total energy is of
the order of 1051 erg (unit equivalent to 1 Bethe or 1 foe); ∼ 99 per cent kinetic energy
and ∼ 1 per cent (1049 erg) radiation energy. Their peak luminosity is approximately
proportional to the amount of 56Ni synthesised as it is the main power source of the
light curve (Arnett’s rule; Arnett 1982; although see Khatami & Kasen 2019).

The study of SNe has been mainly focused at optical wavelengths (∼ 4000− 7000 Å),
where they are brightest, concentrating & 80 per cent of the total luminosity, and easiest
to observe from the ground.

SNe come in many different flavours, given by the wide variety of progenitor stars they
can have. The first classification was introduced by Minkowski (1941) who designated
two main groups: Type II SNe, events with signatures of hydrogen (e.g., H I λ6563/Hα;
the ionisation nomenclature is ‘I’ for neutral elements, ‘II’ for singly ionised, etc.), and
Type I SNe, as those without hydrogen.

This classification has since evolved with new sub-types, adapting to the ever evolving
field and our increasing understanding of these phenomena. Elias et al. (1985) coined
the terms Type Ia SNe for the dominant group of Type I events, showing signatures of
Si II (e.g., Si II λ6355), and Type Ib SNe, showing signatures of He I (e.g., He I λ5876, He I

λ6678 and He I λ7065; Harkness et al., 1987). Wheeler & Harkness (1990) introduced
the term Type Ic SNe for a subgroup of Type Ib SNe without signatures of He I. Type II
SNe were initially sub-divided by the properties of their optical light curves by Barbon
et al. (1979): those showing a prominent plateau (II-P) and those with a fast, linear
decline (II-L), although a whole continuum has been found between both sub-types
(e.g., Anderson et al., 2014; Sanders et al., 2015).

Other sub-types were later introduced: SNe IIb, transitioning from a H-rich early spec-
tra to SNe Ib-like He-dominated spectra within a few weeks of explosion (Filippenko,
1988), and SNe IIn, showing relatively narrow emission lines of H attributed to cir-
cumsetallar interaction (Schlegel, 1990). The classification in types can sometimes be
unclear and has led to, for instance, SNe Ib and SNe Ic sometimes being combined into
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FIGURE 1.1: General classification of SNe. Types are mainly divided according to the
presence or absence of certain chemical elements in their spectrum around the time
of peak brightness. Classification of SNe II into II-P and II-L is based on light-curve
shape. Most SN types belong to the core-collapse class (massive star progenitors),
while only a subset belong to the thermonuclear class (WD progenitors. See Figure 1.3

for the intrinsic rates of SNe.

a single SNe Ib/c type. For a classical review on SN classification, see Filippenko (1997)
and for a more recent review see Gal-Yam (2017).

The classification of these objects is not only limited to their observables, but also the
physics driving their explosions, where we distinguish two main classes: core-collapse
(CC) SNe and thermonuclear SNe. In Figure 1.1, I present a chart summarising the
main types and classes of SNe.

1.1.1 Core-Collapse Supernovae

As the name suggests, CCSNe are produced by the rapid collapse of the Fe core of
massive stars, with a Zero-Age Main Sequence mass MZAMS & 8 M�, when the electron
degeneracy is no longer sufficient to counter the gravitational compression. These stars
release∼ 1053 erg of gravitational potential energy in the form of neutrinos during their
collapse, from which ∼ 1 per cent is deposited in the ejecta layers, powering a CCSN
explosion (e.g., Colgate & White, 1966; Arnett, 1966; Bethe & Wilson, 1985; Janka, 2017),
leaving behind a core that either turns into a neutron star (NS) or a black hole (BH;
e.g., Baade & Zwicky, 1934b; Burrows & Lattimer, 1986; Ugliano et al., 2012; Pejcha &
Thompson, 2015; Ertl et al., 2016; Sukhbold et al., 2016). Kochanek (2014) estimates that,
in order to have an agreement between simulations and observations, ∼20 per cent of
massive stars might fail to explode as CCSNe and instead collapse to a BH with no or
negligible electromagnetic display.
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The neutrino heating mechanism is the leading theory in explaining the explosion
mechanism in CCSNe (e.g., Woosley et al., 2002; Pejcha & Thompson, 2012; Sukhbold
et al., 2016). It introduces neutrinos as a source of energy that helps reproduce the ex-
plosion in SN simulations (e.g., Janka & Mueller, 1996; Janka, 2001; Couch, 2017). One
of the main evidences in favour of this theory is the type II SN 1987A, in the Large
Magellanic Cloud (the closest SN observed in the last few centuries), the only stellar
collapse with detections of neutrinos (Hirata et al., 1987; Bionta et al., 1987; Alekseev
et al., 1987, 1988).

Different mechanisms contribute to the light curves of CCSNe. In here, I will only
present those in common to all CCSNe. The mechanisms are summarised in Figure 1.2
and described below:

• Shock breakout: before any electromagnetic emission emerges, a shock is created by
the rebound of in-falling material on the newly formed proto-NS and propagates
through the envelope, depositing mechanical and thermal energy, until it reaches
the surface of the star, briefly emitting, on time scales of seconds to a fraction of
an hour, X-ray and UV radiation (e.g., Falk & Arnett, 1977; Klein & Chevalier,
1978; Waxman et al., 2007; Waxman & Katz, 2017).

• Shock cooling and ejecta recombination: after shock breakout, the heated and ionised
ejecta cools due to the emission radiation (diffusion cooling) and the expansion of
the ejecta (adiabatic cooling). This also triggers the recombination of the ejected
layers (e.g., H and He layers in the case of SNe II and Ib, respectively).

• Radioactive decay: the shock also produces synthesis of heavy elements, some of
which decay and radiate (Arnett, 1980, 1982), with 56Ni the main radioactive
product. The decay of 56Ni into 56Co and then 56Fe powers the late-time light
curve of most SNe (alternative powering mechanisms are out of the scope of this
thesis).

The main exponents of this class of SNe are the H-rich type II and H-poor type Ib/c
(also referred to as striped-envelope) SNe. The progenitors of SNe II-P have been ob-
served to be red supergiants (e.g., Smartt, 2009, 2015), while type II-L, IIn and some
peculiar type II SNe (e.g., SN 1987A) are associated to stars such as yellow supergiants
(e.g., Elias-Rosa et al., 2010), blue supergiants (e.g., Podsiadlowski, 1992) and luminous
blue variables (e.g., Gal-Yam et al., 2007), respectively, although their progenitor pop-
ulations are still unclear. Type Ib/c SNe are associated to more massive stars, such as
Wolf-Rayet stars (e.g., Groh et al., 2013; Gal-Yam et al., 2014).

In Figure 1.3), I show the observed and (estimated) intrinsic rates of different types
of SNe, taken from Li et al. (2011). SNe II are the most common type (>50 per cent,
Figure 1.3) of all SNe (e.g., Li et al., 2011; Shivvers et al., 2017) due to the nature of their
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FIGURE 1.2: This figure is taken from Bersten & Mazzali (2017) and summarises the
mechanisms that contribute to the bolometric light curve a SN I calculated using a

hydrodynamical code (Bersten et al., 2011).

progenitors, being close to the lower end of the mass range of the initial mass function,
thus being intrinsically a larger population (e.g., Salpeter, 1955; Kroupa, 2001; Kroupa
et al., 2013), while SNe Ib/c are only ∼20 per cent of all SNe and approximately 25 per
cent of all CCSNe (see Figure 1.3).

The 56Ni yields and optical light curves of SNe are important as they help characterise
and understand the physics of SNe in general. Type II SNe produce on the order of
10−3− 10−1 M� of 56Ni (e.g., Hamuy, 2003; Spiro et al., 2014; Müller et al., 2017; Ander-
son, 2019), while SNe Ib/c produce around an order of magnitude more (e.g., Prentice
et al., 2016; Taddia et al., 2018; Anderson, 2019).

In Figure 1.4, I show examples of V-band light curves of different types of CCSNe. The
optical light curves of SNe II-P present a large diversity, reaching peak luminosity in
∼4–17 days after explosion (e.g., González-Gaitán et al., 2015) and displaying a plateau
which lasts ∼70–120 days (e.g., Anderson et al., 2014, see Figure 1.4), before transition-
ing to the exponential-decay tail, with an approximate drop of 0.98 mag per 100 days,
assuming full γ-ray trapping (Woosley et al., 1989). This plateau is produced by the
recombination of hydrogen, initially ionised by high energy γ-rays and positrons. On
the other hand, the optical light curves of SNe II-L, Ib and Ic display faster declines due
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FIGURE 1.3: Observed (top row) and (estimated) intrinsic (bottom row) rates for all
(left column), type Ib/c (middle column) and type II SNe (right column). This figure
is adapted from Figures 7 & 9 in Li et al. (2011). Note that the values in some of the
charts from the original figures do not add to 100 per cent, so I slightly modified these

for visualisation (this does not affect the rates in any significant way at all).

to the lack of thick H or He envelopes, which produces shorter and steeper recombi-
nation phases (see Figure 1.4). The V-band average peak absolute magnitudes of SNe
II, Ib and Ic are −16.7 ± 1.0 mag, −17.1 ± 0.6 mag and −17.6 ± 0.2 mag, respectively
(Anderson et al., 2014; Taddia et al., 2018).

In Figure 1.5, I show examples of spectra of the different types of CCSNe. These show
distinct features for the different types. The spectra of SNe II during the plateau phase
present H I (Balmer series) with clear P Cygni line profiles (Oke, 1974) and Fe II λ4924,
Fe II λ5108, Fe II λ5169 lines (see Figure 1.5). During the nebular phase (several months
after explosion), the spectra become dominated by relatively narrow emission lines,
and new forbidden spectral lines appear, such as the [Ca II] λλ7291, 7323 and [O I]
λλ6300, 6364 doublets.

As a note, the nomenclature for spectral lines is λ for singlets, λλ for doublets, etc.,
produced due to electron spin. The two square brackets (e.g., [Ca II]) refer to forbidden
lines, which are lines not observed in the ‘laboratory spectra’on Earth as they are highly
improbable. Elements with one square bracket (e.g., Mg I]) denote semi-forbidden lines.

1https://sne.space/

https://sne.space/
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FIGURE 1.4: V-band light curves of different types of CCSNe: SN 2007Y (Ib; Cao et al.,
2013), SN 2007gr (Ic; Hunter et al., 2009), SN 2004et (II-P; Sahu et al., 2006; Maguire
et al., 2010) and SN 1980K (II-L; Buta, 1982). SN 2004et shows the characteristic plateau
of its type produced by the H recombination. SN 1980K shows a more rapid decline
into the radioactive decay tail than SN 2004et. SN 2007Y and SN 2007gr show light
curves with faster decline rates than the former. The light curves of some SNe Ib/c
have relatively similar shape to those of SNe Ia (SNe Ic even have similar brightness).
The 56Co→ 56Fe decay is shown as a reference. Data taken from the Open Supernova

Catalog1(OSC).

The photosphere is the surface at which the optical depth reaches a value of 2/3. It is
of great importance as it is where most of the light is emitted and where the continuum
of the spectral energy distribution (SED) is formed (Hubeny & Mihalas, 2014). For
SNe II, the expansion velocity of the photosphere is measured from the absorption
minima of the Fe II λ5169 line, a good tracer of it (Hamuy et al., 2001). The expansion
velocity reaches values of ∼10000 km s−1 around peak luminosity and drops to a few
1000 km s−1 during the exponential decay tail as we are looking deeper into the ejecta.

Type Ib and Ic have relatively similar spectra, showing lines such as Mg II, Ca II and
Si II around peak luminosity. However, the main difference is that SNe Ib show He I

lines, while SNe Ic do not. During the nebular phase, SNe Ib/c present lines such as
the [Ca II] λλ7291, 7323 and [O I] λλ6300, 6364 doublets, but also other lines not found
or not commonly detected in SNe II (e.g., Mg I] λ4571). The expansion velocities of
the photosphere of SNe Ib/c are relatively similar to SNe II, with some SNe Ic having
relatively larger velocities of ∼15000 km s−1 around peak luminosity (e.g, Taddia et al.,
2018; Prentice et al., 2019).
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FIGURE 1.5: A series of spectra of different types of CCSNe: SN 2007Y (Ib; Cao et al.,
2013), SN 2007gr (Ic; Hunter et al., 2009), SN 2004et (II-P; Sahu et al., 2006; Maguire
et al., 2010) and SN 1980K (II-L; Buta, 1982). The vertical dashed lines mark the po-
sitions of their characteristic spectral lines, labelled with their respective names. The
spectra of the H-poor SNe (2007Y and 2007gr) are around peak brightness in the V
band, while the spectra of the H-rich SNe (2004et and 1980K) are several weeks after
peak brightness in the V band (roughly mid plateau), when they present many of the

characteristic spectral lines of their respective types. Data taken from the OSC.

Theoretical studies have shown that the nebular [O I] λλ6300, 6364 doublet is a good
tracer of the progenitor core mass of CCSNe, and, therefore, of the progenitor ZAMS
mass (e.g., Jerkstrand et al., 2012, 2014, 2018, hereafter J12, J14 and J18; and some other
studies as well, e.g., Mazzali et al. 2010; Lisakov et al. 2017, 2018), making the late-time
spectral evolution extremely important for the study of SN progenitors. Furthermore,
nebular nucleosynthesis diagnosis is so far consistent with the lack of massive progen-
itors above ∼18 M� for SNe II found by Smartt (2015) from observational constraints
(e.g., J14, Valenti et al. 2016). In addition to the study of the nebular [O I] λλ6300, 6364
doublet as a progenitor mass estimator, the Ni/Fe abundance ratio, measured from the
[Fe II] λ7155 and [Ni II] λ7378 lines, mainly found in SNe II, has been shown to be im-
portant for the understanding of the inner structure of the progenitor and the explosion
mechanism dynamics, as the observed iron-group yields are linked to the temperature,
density and neutron excess of the layers that become fuel for the rapid burning process
of the explosion (Jerkstrand et al., 2015b,a, hereafter J15a, J15b). However, there are few
studies of this ratio, mainly due to the lack of late-time spectra and the absence of these
features in the available data in the literature.
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Several (spectroscopic) sub-divisions of CCSNe have appeared with time, such as SNe
Ibn (e.g., Pastorello et al., 2007), which are Ib-like events with narrow lines produced
by interaction, and broad-line SNe Ic (Ic-BL; e.g., Mazzali et al., 2002; Gal-Yam et al.,
2002; Foley et al., 2003), with broad spectral features, showing the complexity of the SN
population; however, these are not discussed in this thesis.

1.1.2 Thermonuclear Supernovae

Thermonuclear SNe are known to come from C/O white dwarfs (WDs; e.g., Hoyle &
Fowler, 1960; Woosley et al., 1986; Nomoto et al., 1984; Hoeflich et al., 1996; Hillebrandt
& Niemeyer, 2000; Bloom et al., 2012; Maoz et al., 2014) in a binary system with a non-
degenerate companion star (single-degenerate scenario; e.g., Webbink, 1984; Iben & Tu-
tukov, 1984), or another WD (double-degenerate scenario; e.g., Whelan & Iben, 1973).
These explosions are produced by the ignition of carbon fusion as the WD approaches
the Chandrasekhar mass limit, MCh ∼ 1.4 M�. However, many other alternative theoret-
ical models exist that can help explain thermonuclear SNe, such as sub-Chandrasekhar,
super-Chandrasekhar and core-degenerate models (e.g., Fink et al., 2007, 2010; Sim
et al., 2010; Howell et al., 2006; Hicken et al., 2007; Scalzo et al., 2010; Kashi & Soker,
2011; Ilkov & Soker, 2012).

Shortly after the initiation of nuclear fusion, a large fraction of the matter in the WD un-
dergoes a runaway reaction, releasing immense amounts of energy, unbinding the star
in a thermonuclear explosion. These SNe are the main producers of Fe-group elements
and therefore, contribute to the chemical evolution of the universe (e.g., Nomoto et al.,
1997; Seitenzahl & Townsley, 2017). The mechanisms that contribute to the light curve
of SNe Ia are the same as those described for CCSNe: shock breakout, shock cooling
and ejecta recombination, and radioactive decay. There are several explosion scenarios
that try to explain the initial explosion mechanism of SNe Ia and until shock break-
out, which occurs in a different manner than for CCSNe. Some involve deflagration
(subsonic wave front), detonation (supersonic wave front) or a combination of both.
However, the shock breakout in SNe Ia is still under debate as specific conditions need
to be met by the explosion mechanism. High cadence and deep observations can be
key in discerning between the different models and the presence of shock breakout in
these SNe (see, e.g., Piro et al., 2010). For reviews on the different explosion models,
see Nomoto et al. (2003); Höflich et al. (2013).

Thermonuclear SNe are the most commonly observed class (& 80 per cent, see Fig-
ure 1.3) in magnitude-limited surveys (which most surveys are), such as the Zwicky
Transient Facility (ZTF; Perley et al., 2020) and Dark Energy Survey (DES; Smith et al.,
2020), due to their intrinsically high average luminosity. The main exponent of this
class are SNe Ia, representing ∼ 70 per cent of all thermonuclear SNe (e.g., Li et al.,
2011), and will be the main focus of this thesis hereon.
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FIGURE 1.6: BVRI-bands light curves of Type Ia SN 2011fe (Pereira et al., 2013). The
56Co→ 56Fe decay is shown as a reference. Data taken from the OSC.

SNe Ia produce on the order of 0.1− 1.0 M� of 56Ni (e.g., Wang et al., 2008; Childress
et al., 2015). They display relatively homogeneous optical light curves, rising to peak
brightness in∼17–20 days in the B band (e.g., Conley et al., 2006; Ganeshalingam et al.,
2011; Firth et al., 2015), declining afterwards for ∼ 50 days before starting the expo-
nential decay (56Co → 56Fe; see Figure 1.6). The mean absolute B-band magnitude of
‘normal’ SNe Ia (i.e., not including sub-types) is around −19.1 mag with a low intrinsic
root-mean-square (r.m.s.) scatter, .0.3 mag (e.g, Betoule et al., 2014; Ashall et al., 2016).

The spectrum around peak brightness is uniform and displays characteristic features,
such as Si II (e.g., Si II λ6355), S II, Ca II and other intermediate-mass elements (e.g.,
Filippenko, 1997; Nugent et al., 2011, but see also Figure 1.7). The spectral features
of SNe Ia have broad profile lines due to their high expansion velocities. They possess
expansion velocities of the photosphere between∼15000 km s−1 at early epochs (before
peak) and several 1000 km s−1 at later epochs (e.g., Benetti et al., 2005; Altavilla et al.,
2009). During the nebular phase, as the layers expand and become optically thin, the
inner layers become visible and Fe-group elements (produced close to the core of the
ejecta) start dominating the spectra.

Other thermonuclear SNe include: 1991T-like (Filippenko et al., 1992a), with higher lu-
minosity than average SNe Ia and pre-peak spectrum dominated by Fe III lines; 1991bg-
like (Filippenko et al., 1992b; Ruiz-Lapuente et al., 1993), with absorption at ∼4000–
4500 Å in their spectra and lower luminosity than average SNe Ia; 2002cx-like/Iax (Li
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FIGURE 1.7: Spectrum of Type Ia SN 2011fe (Pereira et al., 2013). Some of the most
characteristic spectral lines are shown, respectively labelled. The spectrum is around
peak brightness in the B band, when it presents many of the characteristic spectral

lines of its type. Data taken from the OSC.

et al., 2003; Foley et al., 2013), with 1991T-like spectra, but lower expansion velocities;
and Ia-CSM (Hamuy et al., 2003), with H Balmer lines indicating interaction with an
envelope of circumstellar material (CSM). These other types of thermonuclear SNe are
not discussed in this thesis.

1.2 Supernovae as Distance Indicators

SNe Ia were found to exhibit relatively uniform peak luminosity, with an intrinsic r.m.s.
scatter . 0.3 mag (e.g., Barbon et al., 1973; Cadonau et al., 1985; Doggett & Branch,
1985; Tammann & Leibundgut, 1990), which raised the idea of using them as distance
indicators. This is demonstrated by a Hubble diagram (Hubble, 1929), which can be
plotted as observed peak magnitude or distance vs recessional velocity or redshift. An
incomplete list of early versions of the Hubble diagram with SNe Ia can be found in
Zwicky (1965); Kowal (1968) and Barbon et al. (1975). Additionally, SNe Ia show a
clear correlation between their (optical) peak luminosity and the rate of decline after peak
light (expressed through a stretch parameter) and colour at B-band peak (e.g., Pskovskii,
1977, 1984; Phillips, 1993; Hamuy et al., 1995; Riess et al., 1995; Perlmutter et al., 1997;



12 Chapter 1. Introduction

Tripp, 1998; Phillips et al., 1999; Goldhaber et al., 2001; Kattner et al., 2012). Further-
more, correlations have been found between peak luminosity and host galaxy proper-
ties, such as stellar mass (e.g. Kelly et al., 2010; Lampeitl et al., 2010; Sullivan et al., 2010).
These correlations can be used to correct light curves of SNe Ia, producing increasing
uniformity and reducing the scatter in the Hubble diagram (e.g., Betoule et al., 2014).
Consequently, SNe Ia have been studied for many decades as standardisable candles
for cosmological distance measurements (e.g., Kowal, 1968; Elias et al., 1985; Phillips,
1993; Hamuy et al., 1995; Riess et al., 1996; Hamuy et al., 1996).

SNe II have been used as distance indicators for almost as long as SNe Ia, although
they present a larger diversity and scatter (e.g., Barbon et al., 1979). Leonardo Searle
developed one of the first methods, called the Expanding Photosphere Method (also re-
ferred to as ”Baade-Wesselink” method), based on pulsating stars, which relates the ex-
pansion of the photosphere to its physical size (assuming an isotropic expansion). This
was first attempted for SNe II by Kirshner & Kwan (1974) and was later on improved by
other works (e.g., Hamuy, 2001a). Hamuy & Pinto (2002a) established an independent
method, the Standard Candle Method, which uses the relation between the expansion
velocity and observed brightness at 50 days after explosion to derive a normalised lu-
minosity during the plateau phase of SNe II-P. Several other methods have since been
developed, such as the Photospheric Magnitude Method (Rodrı́guez et al., 2014) and
Photometric Candle Method (de Jaeger et al., 2015), the latter being a purely photo-
metric method. However, despite the improvement in reducing the scatter in distances
measured with SNe II in recent years (Gall et al., 2016; de Jaeger et al., 2020b,a), they
are not as competitive as SNe Ia (e.g., Abbott et al., 2019) and other methods, such as
Tully-Fisher relation (e.g., Kourkchi et al., 2020), geometric distance measurements to
megamaser-hosting galaxies (e.g., Pesce et al., 2020) and gravitationally lensed quasars
(e.g., Wong et al., 2020).

Sandage (1961), using the brightest galaxies in clusters, laid out one of the first methods
to estimate the deceleration parameter as a measure of the matter density and geome-
try of the universe. Later on, Kowal (1968) used the same method on a sample of SNe I,
leading to their use as standardisable candles. The increasing number and size of SNe
Ia samples produced by systematic surveys over the last 30 years, such as Calán/Tololo
(Hamuy et al., 1996) and Supernova Cosmology Project (SCP; Perlmutter et al., 1999),
led to the discovery of the accelerated expansion of the universe (Riess et al., 1998;
Perlmutter et al., 1999) and the Nobel Price of Physics award in 2011. In more recent
years, other surveys, such as the Harvard-Smithsonian Center for Astrophysics (CfA)
1–4 (Riess et al., 1999; Jha et al., 2006; Hicken et al., 2009b,a, 2012) and Carnegie Super-
nova Project (CSP; Contreras et al., 2010), have led to the development of light-curve
fitters, such as MLCS2k2 (Riess et al., 1996, 1998; Jha et al., 2007), SiFTO (Conley et al.,
2008), SALT2 (Guy et al., 2005, 2007) and SNooPy (Burns et al., 2011), refining the stan-
dardisation of these object. These are usually trained on samples of well-observed SNe
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and are then used to fit light-curves of other SNe Ia to extract light-curve parameters
for their standardisation.

The current focus in the field is the understanding of systematic biases affecting the
distance measurements as, with the increasing sample of SNe Ia, statistical uncertain-
ties are no longer dominating the uncertainty budget in the cosmological analyses (e.g.,
Scolnic et al., 2018b; Abbott et al., 2019).

1.3 Cosmology

Cosmology is the study of the universe at large scales, from the beginning (Big Bang),
evolution and its ultimate fate. In this section, I will mainly focus on the theory behind
the standard cosmological model. For more detailed derivations, I refer the reader to
others textbooks and notes in cosmology (e.g., Narlikar, 2002; Dodelson, 2003; Tytgat,
2009; Lambourne, 2010).

1.3.1 Cosmological Principle

The cosmological principle, which has been the basis of the development of modern
cosmology, states that the universe is homogeneous (invariant under ones displace-
ment) and isotropic (invariant under rotation) at large-enough scales. For instance, this
implies the the laws of physics are the same in all parts of the universe and the Earth
holds no special place. The cosmological principle derives from the Copernican princi-
ple but has no strong theoretical foundations. However, it has been supported by nu-
merous observations, such as the isotropy of the cosmic microwave background (CMB;
e.g., Planck Collaboration et al., 2014a, 2016a,c, 2020a) and the large-scale distribution
of matter (e.g., Maddox et al., 1990; Doroshkevich et al., 2004).

1.3.2 Einstein Field Equations

The Einstein field equations describe the relation between the geometry of space-time
and the distribution of matter within it:

Gµν + Λgµν =
8πG

c4 Tµν (1.1)

where Gµν is the Einstein tensor, Λ the cosmological constant (I will sometimes refer to
this as Dark Energy), gµν is the metric tensor (it specifies the space-time geometry), G
is Newton’s gravitational constant, c is the speed of light and Tµν is the stress-energy
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or energy-momentum tensor, which describes the matter content. These set of equa-
tions, together with the geodesic equation, dictate how a falling particle moves through
space-time, and form the foundations of general relativity. Additionally, the current
cosmological model is directly derived from these equations.

1.3.3 Friedmann-Lemaı̂tre-Robertson-Walker Metric

The metric used to describe the universe on large scales is the Friedmann-Lemaı̂tre-
Robertson-Walker (FLRW) metric and has the following form in spherical coordinates:

ds2 = −c2dt2 + a(t)2
[

dr2

1− k r2 + r2dΩ2
]

= −c2dt2 + a(t)2dΣ (1.2)

where k is the spacial curvature (constant), c is the speed of light, a is the scale factor
and dΩ2 = dθ2 + sin2 θdφ2. This is also known as the Robertson-Walker metric. The
present-time value of the scale factor is a(t = 0) = 1. We can redefine dΣ2, to obtain a
more general form of the metric, as:

dΣ2 = dχ2 + χ2 dΩ2, (1.3)

where dΩ is as before and:

χ =


√

k
−1

sin(r
√

k), k > 0
r, k = 0√
|k|−1

sinh(r
√
|k|), k < 0.

(1.4)

The curvature k can take values between -1 and +1. For example, in the case of k > 0,
dχ = cos(r

√
k)dr. As can be seen, the metric changes depending on the curvature of

the universe, which has implications on its evolution. We will further discuss this in
the next section.

1.3.4 Friedmann Solutions

One of the Friedmann solutions to the time component of Einstein equations is given
by:

H(t)2 ≡
(

ȧ(t)
a(t)

)2

=
8πG

3
ρ, (1.5)
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where H is the Hubble parameter (measurement of the expansion of the universe in
units of inverse time) and ρ is the energy density of the universe (I will refer to it simply
as density). The dot represents the time derivative. Here on, we will make the time
dependence implicit (e.g., a(t) = a) for simplicity. The density of the universe can be
divided into its different components: radiation (ρrad; this includes relativistic matter,
such as neutrinos), matter (ρm; non-relativistic matter), spatial curvature (ρk; this is
mainly defined with mathematical purposes and has no physical interpretation) and
Dark Energy (ρΛ). Equation (1.5) can then be re-written as:

H2 =
8πG

3
(ρrad + ρm + ρk + ρΛ). (1.6)

The spatial curvature and Dark Energy densities are respectively defined as:

ρk ≡ −
kc2

a2

ρΛ ≡
Λc2

3
.

(1.7)

We can define the critical density, the average density of matter required for the universe
to just halt its expansion (but only after an infinite time), as:

ρcrit ≡
3H2

8πG
. (1.8)

If the matter density in the universe is high, gravity slows the expansion until it halts,
and ultimately re-collapses. This is known as a closed universe. If the matter density
in the universe is low , gravity is insufficient to stop the expansion, and the Universe
continues to expand forever. This is known as an open universe. If the matter density
is ‘just right’ (equal to the critical density), the expansion is halted only after an infinite
time. This is known as a flat universe. The geometries for each of these universes are
presented in Figure 1.8.

Substituting ρcrit in equation (1.6) we obtain:

1 =

(
ρrad + ρm + ρk + ρΛ

ρcrit

)
. (1.9)

Note that all these components are time dependent, except for ρΛ, which may or may
not be constant. The dimensionless densities (also known as fractional densities) are de-
fined as the density over the critical density:



16 Chapter 1. Introduction

FIGURE 1.8: Three possible geometries for the universe: spherical space (closed uni-
verse; left), hyperbolic space (open universe; middle) and flat space (flat universe;

right).

Ωr ≡
ρr

ρcrit

Ωm ≡
ρm

ρcrit

Ωk ≡
ρk

ρcrit
= − kc2

a2H2

ΩΛ ≡
ρΛ

ρcrit
=

Λc2

3H2
0

,

(1.10)

which turn equation (1.9) into:

1 = Ωm + Ωr + ΩΛ + Ωk (1.11)

1.3.5 Raychaudhuri Solution

An important solution derived from Einstein field equations is the Raychaudhuri equa-
tion or acceleration equation:

2ä
a

+
ȧ2

a2 = −8πGp (1.12)

where p is the pressure of the universe. If we use the Friedmann equation, equa-
tion (1.5), in the Raychaudhuri equation, equation (1.12), and re-arrange some terms,
we obtain:

ä
a

= −4πG
3c2 (ρ + 3p), (1.13)

where the factor of 3 represents the three spatial dimensions.
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The equation of state that relates the pressure and energy density of a physical system
is given by p = ωρ. So, if ρ + 3p > 0, or, equivalently 1 + 3ω > 0, the expansion of the
universe is decelerated.

We can explicitly solve for the density ρ and see its dependence on the scale factor,
a. From the first law of thermodynamics (conservation of energy) applied to E = ρV
(remember that ρ is the energy density), where E is the energy of the universe and V its
volume, one obtains that:

ρ ∝ a−3(1+ω). (1.14)

The value of ω will depend on the nature of the component. For non-relativistic matter,
p = 0, therefore, ω = 0, so ρ ∝ a−3 (given the three spatial dimensions). For radiation
(including relativistic matter), ω = 1/3, so ρ ∝ a−4 (given the three spatial dimensions
plus the wavelength dependence of photons). If dark energy is described by a cosmo-
logical constant, then ω = −1 and ρ = const. If Dark Energy evolves as a function of
time, then w 6= −1. It is common to refer to ω as the Dark Energy equation-of-state
parameter.

From equation (1.14), the present-day density and the density at a given time are re-
lated by the scale factor: ρm = ρm,0a−3, ρrad = ρrad,0a−4, ρk = ρk,0a−2 (as defined in
equation (1.7)) and ρΛ = ρΛ,0, for a constant Λ, where the 0 subscript denotes the
present-time (a = 1) values and H0 is the present-time Hubble parameter, also known
as the Hubble constant, the value of the expansion of the universe today. Addition-
ally, if we re-define the normalisation factor of the dimensionless densities Ω to be the
present-time critical density ρcrit,0, i.e., Ω = ρ/ρcrit,0, we can re-write equation (1.5) as:

H2 = H2
0(Ωrad,0a−4 + Ωm,0a−3 + Ωk,0a−2 + ΩΛ,0)

= H2
0 E2(a),

(1.15)

where E2(a) ≡ (Ωrad,0a−4 + Ωm,0a−3 + Ωk,0a−2 + ΩΛ,0). Alternatively, ΩΛ can be writ-
ten as a function of ω for a more general expression, i.e., ΩΛ = ΩΛ,0a−3(1+ω).

1.3.6 The Standard Cosmological Model

The standard cosmological model is known as the Λ Cold Dark Matter (ΛCDM) model
and is made up of mostly Dark Energy (Λ) and Dark Matter. In the last decades, several
works have estimated the cosmological parameters from observational data, obtaining
values of ΩΛ ∼0.7, Ωm,0 ∼0.3 and Ωrad,0 ∼ Ωk,0 ∼0.0 (Betoule et al., 2014; Planck Col-
laboration et al., 2014b, 2016b; Alam et al., 2017; Carter et al., 2018; Scolnic et al., 2018b;
Abbott et al., 2019; Planck Collaboration et al., 2020b; Tröster et al., 2020). In other
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words, the universe contains ∼70 per cent Dark Energy, ∼30 matter and a tiny fraction
of radiation, and is approximately spatially flat. Out of the 30 per cent of matter content
in the universe, only 1/6 is in the form of ‘common’ matter, i.e., baryons, and the rest is
in the form of non-visible matter, which can only be ‘seen’ indirectly through its grav-
itational interaction with the visible matter as it does not interact with electromagnetic
radiation. This non-visible matter is now termed Dark Matter (‘discovery’ attributed
to Vera C. Rubin, but see also, e.g., Zwicky 1933; White et al. 1993; Navarro et al. 1996;
Schuecker et al. 2003; Gao et al. 2004) and it is mainly found in galaxies and galaxy
clusters, constituting most of their content. The word ‘cold’ in the ΛCDM model refers
to the nature of Dark Matter being non-relativistic, contrary to hot Dark Matter, which
refers to a relativistic nature.

1.3.7 Cosmological distances in the universe

The comoving (time/expansion-independent) distance travelled by a photon from a
distant object (e.g., galaxy) to an observer can be computed by the following formula,
derived directly from equation (1.2) (the FLRW metric):

χ =
∫ to

te

c
dt
a

, (1.16)

where te is the time of emission of the photon and to is the time of observation of the
photon. We can re-write this equation to include equation (1.15):

χ =
∫ 1

ae

c
da

a2H0E(a)
, (1.17)

or in terms of redshift, z, and that a = 1/(1 + z):

χ =
c

H0

∫ ze

0

dz
E(z)

= dH

∫ ze

0

dz
E(z)

, (1.18)

where dH ≡ c/H0 is the Hubble distance. The comoving distance between comoving
observers is by definition a fixed, unchanging quantity independent of time, while the
dynamic, changing distance between them is called proper distance, d. The relation be-
tween both at a given time, t, is simply d(t) = χ/a(t) = χ(1 + z), assuming a flat
(k = 0) universe. The distance d is also referred to as the luminosity distance as it is the
distance travelled by a photon and is a very important notion of distance for observa-
tions. SNe Ia are commonly used to measure luminosity distances.
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1.3.8 Measuring distances with Type Ia Supernovae

We know that the relation between the luminosity, L, and flux, F, of an object is given
by:

F =
L

4πd2 , (1.19)

where d is the (luminosity) distance. Additionally, the flux can be measured in magni-
tudes (m), a logarithmic scale (see Chapter 2), by using the following equation:

m = −2.5 log10(F) + m0, (1.20)

with m0 an arbitrary reference value.

Using the two relations above, the distance modulus is defined as the difference be-
tween the apparent (observed) magnitude and absolute magnitude (the magnitude as
if the object was at a distance of 10 pc):

µ = m−M = −2.5 log10

(
F

F10 pc

)
= −2.5 log10

(
(10 pc)2

d2

)
= 5 log10

(
d

10 pc

)
,

(1.21)

where d is measured in parsec. Using SNe Ia as standardisable candles, we first need
to correct the apparent magnitude using the correlations described in Section 1.2:

mcorr
B = mB + αs− βC + ∆Mass + ∆Bias, (1.22)

where mB is the peak brightness in the rest-frame B band, s is a stretch-like parame-
ter and c is a colour-like parameter. α and β are nuisance parameters representing the
contribution from the stretch and colour corrections, respectively. ∆Mass is a correction
due to host galaxy stellar mass, where it has been found that brighter SNe (after stretch
and colour correction) tend to explode in more massive galaxies (e.g., Kelly et al., 2010;
Lampeitl et al., 2010; Sullivan et al., 2010). ∆Bias is the distance bias correction, a cor-
rection due to selection effects, also known as Malmquist bias (Malmquist, 1922, 1925),
which describes how astronomical (magnitude-limited) observations preferentially de-
tect intrinsically bright objects.

By using equation (1.22), one can simply express the distance modulus measured from
SNe Ia as:
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µSN = mcorr
B −M, (1.23)

where, this time, M is another nuisance parameter, but also represents the average
absolute magnitude of SNe Ia. The distance modulus measured from the cosmological
model is given by:

µcosmo = 5 log10 d(z, ω, Ωm,0, Ωrad,0, ΩΛ, Ωk,0)− 5, (1.24)

and will depend on the value of the different cosmological parameters and redshift.
Finally, the cosmological parameters, together with the nuisance parameters, can be
measured by minimising the following function (a reduced chi-squared):

χ̄2 = (µSN − µcosmo)† A−1(µSN − µcosmo)/DoF, (1.25)

where DoF are the degrees of freedom (number of data points minus number of pa-
rameters) and A is the covariance matrix of µSN, where most of the off-diagonal com-
ponents are zero. There are several factors that contribute to A:

A =σ2
mB

+ α2σ2
s + β2σ2

C + 2αCovmB,s − 2βCovmB,C − 2αβCovs,C

+ σ2
Mass + σ2

Bias + σ2
vpec + σ2

z + σ2
lens + σ2

int,
(1.26)

where σ2
mB

, σ2
s and σC are the uncertainties in the light-curve parameters, CovmB,s, CovmB,C

and Covs,C are the covariances between light-curve parameters, σ2
Mass is the uncertainty

from ∆Mass, σ2
Bias is the uncertainty from ∆Bias, σ2

vpec is the uncertainty on redshift from
peculiar velocities of the host galaxies (usually assumed to be ∼150 – 300 km s−1, i.e.,
∼0.0005–0.001 in redshift; e.g., Scolnic et al. 2014; Betoule et al. 2014; Scolnic et al.
2018b), σ2

z is the uncertainty in the redshift measurement and σ2
lens is the uncertainty

from stochastic weak gravitational lensing (usually assumed to be σlens = 0.055 × z, as
given in Jönsson et al. 2010). σ2

int is the intrinsic scatter, the remaining variation unex-
plained by the standardisation of SNe Ia, and is fitted such that equation (1.25) is equal
to 1, i.e., χ̄2 =1.

1.3.9 Recent Cosmological Analyses

Recent work (e.g., Betoule et al., 2014; Scolnic et al., 2018b; Abbott et al., 2019) shows
that SN Ia measurements, in combination with other methods, e.g., the CMB (e.g.,
Planck Collaboration et al., 2020b) and baryon acoustic oscillations (e.g., Alam et al.,
2017; Carter et al., 2018), are in agreement with the standard ΛCDM cosmological
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model and with a dark energy equation-of-state with w = −1 (i.e., a cosmological
constant), within the uncertainties.

In the last decade, there has been a joint effort to increase the sample of SNe Ia for
cosmological analyses. Betoule et al. (2014) compiled SNe Ia from different surveys to
create the Joint Light-curve Analysis (JLA) sample of 720 SNe Ia, with a detailed cross-
calibration. A few years later, Scolnic et al. (2018b) expanded the JLA sample, creating
the Pantheon sample of 1048 SNe Ia. However, both analyses presented an uncertainty
budget dominated by statistical uncertainties. More recently, (Abbott et al., 2019) used
a combination of low-redshift SNe used in the previous samples with those from DES,
obtaining one of the latest constraints on Ωm and w from DES (Abbott et al., 2019), as
shown in Figure 1.3.9, but with almost identical contribution from the systematic and
statistical uncertainties. Assuming, a flat universe, they obtained that w = −0.978±
0.059 (∼ 6 per cent uncertainty), value consistent with a cosmological constant. Thus,
current effort is focused on reducing this uncertainty in w to less than 1 per cent to
properly exclude the evolution of the cosmological constant.

The uncertainty budget of SN Ia cosmology is reaching a point where it is starting to be
dominated by systematic uncertainties (e.g., Abbott et al., 2019), such as the selection
effects, light-curve standardisation of SNe Ia and cross-calibration of photometric sys-
tems. Surveys like the Rubin Observatory Legacy Survey of Space and Time (LSST) and
Foundation Supernova Survey (Foley et al., 2018; Jones et al., 2019) are aiming to reduce
the uncertainties on the selection effect and photometric calibration. However, biases
and uncertainties coming from light-curves standardisation need to be addressed in a
different way.

1.3.10 Light-Curve Fitters

Systematic uncertainties can be further reduced by applying proper light curve correc-
tions. Cosmological studies of SNe Ia use light-curve fitters for their standardisation,
e.g., MLCS2k2 (Riess et al., 1996, 1998; Jha et al., 2007), SALT2 (Guy et al., 2005, 2007),
SiFTO (Conley et al., 2008) and SNooPy (Burns et al., 2011, 2014).

MLCS2k2 is an empirical model based on a set of light-curve templates created from
a training sample of SNe Ia. The light-curves are parametrized by a luminosity/light-
curve shape parameter (∆) that modifies the underlying model (fiducial light curves).
Additionally, this model separates the intrinsic colour component of the SN Ia and the
extrinsic component, coming from the host-galaxy dust.

SiFTO is another empirical model trained of a sample of SNe Ia. The SED model de-
scribes the light-curve shape with a stretch parameter (stretch in the rest-frame B band,
sB). The colours of a SN are described by a set of normalisation parameters (one per
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filter), from which a colour-like parameter can be extracted taking information from
the multiple wavelengths.

SNooPy is similar to MLCS2k2 and SiFTO, but presents some key differences. First, it is
trained on a sample of SNe Ia with optical and near-infrared (NIR) data, allowing it to
fit NIR light curves. Second, SNooPy can use the standard stretch parameter ∆m15(B),
but also a colour-stretch parameter (sBV ; Burns et al. 2014), which describes the shape of
the colour curve (evolution in time). Last, it incorporates different fitting models with
different assumptions, for example, considering reddening as a parameter, making it a
very versatile light-curve fitter.

In this thesis, I will focus on SALT2 as it is one of the most widely used light-curve
fitters in current cosmological analyses (e.g., Betoule et al., 2014; Scolnic et al., 2018b;
Abbott et al., 2019), although most fitters work in a similar way, as I already described.
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SALT2 is an empirical SN Ia model, trained on a spectro-photometric sample of these
objects, and describes the flux of a SN Ia with the following functional form:

F(p, λ)SN = x0 × [M0(p, λ) + x1M1(p, λ) + . . .]

× exp[c× CL(λ)],
(1.27)

where p is the rest-frame time with respect to B-band peak, λ is the rest-frame wave-
length, M0 is the average spectral sequence, M1 is an additional component that de-
scribes further variability (the contribution of high-order components is less signifi-
cant) and CL represents the average colour variation law of a SN Ia (see Chapter 6).
Note that the SALT2 model essentially comes from a Principal Component Analysis
(PCA) decomposition that includes a colour term (the exponential).

The terms x0, x1 and c are the SALT2 light-curve parameters, which are used for the
standardisation of SNe Ia, where x0 is related to the peak apparent magnitude in the
B band via −2.5 log10(x0) + 10.635 = mmax

B , x1 is a measurement of the stretch of the
light curve, and c is the colour of the SN. Note that c is essentially an approximate
measurement of (B−V) at the time of B-band peak brightness, measured with respect
to the base template, M0.

Template-based light-curve fitters have shown to be an excellent tool for standardising
SNe Ia, however, they are not free from limitations. For instance, most of them work
with optical data only (except for SNooPy), which may not properly characterise the
full multi-colour light-curve variation of SNe Ia. Additionally, SNe Ia are better suited
for cosmology in the NIR as they show more homogeneous light curves and are less
affected by dust extinction (e.g., Elias et al., 1981, 1985; Freedman et al., 2009), although
they are also fainter (i.e., harder to observe). Furthermore, these light-curve fitters are
susceptible to biases (Kessler et al., 2009b) given the need of a training sample of SNe
Ia, which may not be representative of the overall population (e.g., Ellis et al., 2008;
Maguire et al., 2012).

To summarise this chapter, SNe come in many different flavours, with different progen-
itors and explosion mechanisms. A sub-set of these, known as SNe Ia, show remarkably
high uniformity in their optical light curves and have been used as distance indicators
for decades. Furthermore, thanks to these the accelerating expansion of the universe
was discovered.

SNe Ia, in combinations with other probes, are in agreement with a flat ΛCDM model
with cosmological constant. However, higher accuracy and precision is required to
properly exclude any evolution of the cosmological constant. With the increasing sam-
ple of SNe Ia, the uncertainty budget is no longer dominated by statistical uncertainties,
but by systematic uncertainties. Future surveys will help decrease these. Addition-
ally, the use of light-curve fitters for the standardisation of SNe Ia also improves the
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precision in distance measurements, although the uncertainties coming from this will
dominate the uncertainty budget in the near future.

Thus, the aim of this thesis is to search for an alternative standardisation of SNe Ia
to further improve the precision in the distance measurements. In the next chapter, I
will describe how photometry works and how observations are calibrated. Then, I will
introduce and describe a new light-curve fitter developed as part of this work, which
does not suffer from the limitations other light-curve fitters suffer, as mentioned above.
Later, I will present some tests with simulations and real data to help validate my code
and then proceed to analyse the light curves of SNe Ia with a machine-learning algo-
rithm to present a new, alternative and competitive standardisation/framework. I will
study the colour evolution of SNe Ia and compare it with the SALT2 model to have a
better understanding of their physics, putting this in perspective with future cosmolog-
ical SN analyses. I will finalise, moving to a broader context in the ‘SN landscape’, by
presenting the study of a low-luminosity SN II with extended photometric and spectro-
scopic coverage, showing that late-time spectra is key for understanding the progeni-
tors and explosion mechanisms of SNe II and possibly of CCSNe in general.
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Chapter 2

Photometry

In this chapter, I will introduce photometry, the main technique used to measure the
light of astrophysical objects. As one of the main pillars in astronomy, photometry is
one of the bases of how we gather data across the sky. Thus, a proper calibration is
fundamental for the analysis and comparison of different datasets, such as those of
SNe Ia. I will start by giving some historical background and continue by introducing
the main concepts to understand how photometry works.

2.1 Photometric System

Astronomers use filters to measure the flux in a given range of the spectrum of a celestial
body (e.g., a star). The amount of the spectrum that a filter allows through is known as
the bandpass. However, the measured flux depends on the combination of atmosphere,
telescope (mirrors), instrument, filter (bandpass) and detector (quantum efficiency). I
will refer to the combination of all these effects as response or transmission function.

Filters are usually divided in three main categories: narrow-band, intermediate-band
and broad-band filters. For the purpose of this thesis, I will focus on the latter, those
with bandpasses widths in the order of 1000 Å, as these are the most commonly used
filters in the field of SNe.

The photometry of a source provides a coarse measurement of its spectrum through a
set of filters, or transmission functions to be more precise (considering external factors,
such as the atmosphere). The advantage over spectroscopy, the technique of splitting
light into its constituent wavelengths (i.e., a spectrum), is that photometry allows the
collection of a larger amount of photons over a shorter period of time, therefore, in-
creasing the signal-to-noise (S/N), but with a trade-off for spectral resolution.
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One of the most widely use photometric systems is the UBVRC IC system, also known
as the Johnson-Morgan-Cousins system. The first filters, UBV (”Ultraviolet”, ”Blue”
and ”Visual”) were introduced by Johnson & Morgan (1953) (see also Johnson & Har-
ris 1954; Johnson 1955). Kron et al. (1953) added two further filters, RK IK (”Red”,
”Infrared”), improved by Johnson et al. (1966), but later superseded by the shorter
effective-wavelength RC and IC filters introduced by Cousins (1976) (the subscript C
is commonly dropped for simplicity).

The introduction of charge-coupled devices (CCDs), which have different spectral sen-
sitivities to the photomultiplier tubes that were used to define the original UBRVI sys-
tem, led Bessell (1990) to publish new UBVRI filters that closely reproduce the original
Johnson-Morgan-Cousins filter transmissions, when used with CCDs. Bessell’s UBVRI
filters are a common set of filters and are considered standard filters. In Figure 2.1 (top
panel), I show the transmission functions of the Bessell filters.

Gunn et al. (1998) introduced the United States Naval Observatory (USNO)/Sloan Dig-
ital Sky Survey (SDSS) u′g′r′i′z′ (”ultraviolet”, ”green”, ”red”, ”infrared” and ”near-
infrared”) filters, which were then superseded by the ugriz (unprimed) filters (Doi et al.,
2010), widely used and also considered as standard filters. In Figure 2.1 (bottom panel), I
show the transmission functions of the SDSS filters. These filters have less overlap be-
tween them than the Johnson-Morgan-Cousin filters, providing better understanding
of the underlying SED, and cover a broader range, providing more information, mak-
ing them better suited for photometry. For reviews of standard photometric systems
see Johnson (1966) and Bessell (2005).

2.2 Magnitude System

The apparent magnitude of a source is a relative measurement. This means that one
must chose a zeropoint, i.e., a reference source, like a star, to compare the brightness
with, defining the scale of the system. The apparent magnitude is defined as:

m−m? = −2.5 log10(F/F?), (2.1)

where m and F are the observed magnitude and flux of the source, and m? and F? are
the observed magnitude and flux of the reference star. We can re-write this equation to
incorporate all the values from the reference star in a single, constant term:

m = −2.5 log10(F) + [m? + 2.5 log10(F?)] = −2.5 log10(F) + ZP, (2.2)

where ZP is the zeropoint that defines the magnitude system.
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FIGURE 2.1: UBVRI filter transmission functions from Bessell (1990) (top panel) and
ugriz filter transmission functions from Doi et al. (2010) (bottom panel).

2.2.1 Vega System

The A0V star Vega/Alpha Lyrae/αLyr. (e.g., Bohlin & Gilliland, 2004b) was chosen as
the reference star (also called a primary standard) for the UBVRI system as it has a
magnitude close to zero in Hipparchos’ magnitude scale, it is observable throughout
most of the year in the northern hemisphere, it is relatively bright, non-variable, and
with a reasonably flat and smooth optical spectrum. However, Vega is too bright for
most modern telescopes, so a set of secondary stars was defined with their magnitudes
calibrated relative to Vega.

As the measurements became more precised and accurate, it became apparent that Vega
actually had a magnitude of ∼0.03 mag in V band and that its luminosity was slightly
variable, thus limiting the precision of these. In Figure 2.2, I show the spectrum of Vega
around optical wavelengths.
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2.2.2 Johnson System

By definition of this system, Vega has a V-band magnitude of 0.03 mag and all colour
indices (or simply, colour; difference in magnitude between two filters) are equal to
zero, i.e.:

U − B = B−V = V − R = R− I = 0, (2.3)

where it is standard practice to refer to the apparent magnitude of a source observed
through a filter by the name of the filter, e.g., mV = V. In general, photometric systems
with UBVRI filters are tied to Vega.

2.2.3 Gunn System

This system adopts BD +17◦4708 (e.g., Bohlin & Gilliland, 2004a), an F subdwarf star,
as its reference star and is defined to have all colours equal to zero, with all magnitudes
equal to 9.50, which is approximately equal to its Johnson V-band magnitude.

2.2.4 AB System

In the ABsolute (AB) system (e.g., Oke, 1965, 1974; Oke & Gunn, 1983; Fukugita et al.,
1996), a monochromatic magnitude is defined such that:

mAB(ν) = −2.5 logI0

(
fν

3631Jy

)
= −2.5 logI0

(
fν

1Jy

)
+ 8.90 mag, (2.4)

in units of janskys (Jy), or alternatively, in units of erg cm−2 s−1 Hz−1:

mAB = −2.5 log10 fν − 48.60. (2.5)

In other words, the AB spectrum has constant flux per unit frequency, and has VAB ≈
VVega. In general, photometric systems with ugriz filters are tied to AB via BD +17◦4708.
In Figure 2.2, I show the AB spectrum around optical wavelengths.

2.2.5 Flux Measurement

The flux of a source through a given filter is usually measured as a function of frequency
(Fν, in units of erg cm−2 s−1 Hz−1), wavelength (Fλ, in units of erg cm−2 s−1 Å−1) or
photons (Nλ, in units of photons cm−2 s−1 Å−1), using one of the following equations:
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Fν =

∫
ν−1 fνTνdν∫
ν−1Tνdν

,

Fλ =

∫
λ fλTλdλ∫
λTλdλ

,

Nλ =
1
ch

∫
λ fλTλdλ,

(2.6)

where T is the transmission function of the filter, f is the spectral energy distribution
(SED, i.e., spectrum) of the source, c is the speed of light and h is Planck’s constant. Note
that some transmission functions may be pre-multiplied by λ (informally referred to as
going from photon sensitivity to energy sensitivity), including the Bessell filters, which
modifies the above equations (Tλ → Tλ/λ).

One can convert between flux units using νλ = c and the relation between fν and fλ:

fν =
λ2

c
fλ. (2.7)

In the SN community, SEDs are commonly presented as a function of wavelength.
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2.3 Photometric Calibration

Every set of observations must be photometrically calibrated to be able to compare
them with other observations, e.g., from another telescope. This process is explained in
the following subsections.

2.3.1 Standard Stars

To calibrate a magnitude system, a set of standard stars is required. These are well-
observed stars (with known standard magnitudes) whose SEDs are well calibrated and
known with precision. These standard stars are divided into different ”categories”:

• Primary standards: these are the main stars used to define a magnitude system.
Vega (α Lyr), the F subdwarf BD +17◦4708, and a few other Hubble Space Tele-
scope (HST) CALSPEC sources (Bohlin et al., 2014) fall in this category.

• Secondary standards: these are stars distributed all around the sky, calibrated with
the primary stars. As the primary stars are not observed all year round, his-
torically, these have been used to calibrate observations. These stars have well-
measured standard magnitudes and can be found in catalogues, e.g., Landolt
(1992, 2007) and Smith et al. (2002).

• Tertiary standards: these are local stars in each SN field. They are calibrated us-
ing secondary standards. As individual observations do not usually include sec-
ondary stars in the field of view, tertiary stars can be used to easily calibrate each
individual observation.

The main standard stars for optical photometric systems are: Landolt standards (Lan-
dolt, 1992, 2007), which are tied to Vega, and Smith standards (Smith et al., 2002), which
are tied to AB via BD +17◦4708.

2.3.2 Atmospheric extinction

Every ground-based observation will be subject to atmospheric extinction, which must
be accounted for during photometric calibration. The amount of extinction will depend
on altitude; the larger the distance between our line of sight and the zenith, the larger
the atmospheric extinction. The magnitude of an object as if measured from above the
atmosphere, m0, is estimated as:

m0 = m− k sec(z) = m− kX (2.8)
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where k is the filter-dependent extinction coefficient and z is the angle with respect
to the zenith (Bouguer’s Law) and m is the observed magnitude. The term sec(z) is
also known as the airmass, X, with values of 1 at the zenith and 2 at z = 60◦. As the
atmospheric extinction is wavelength dependent (∝ λ−4), it affects bluer filters more
than redder filters. A colour term can also be included for improved accuracy. This
terms corrects for the fact that atmospheric extinction strongly depends on colour, so
bluer objects lose more light than redder objects. However, I will not include the colour
term for simplicity.

One can calculate k by observing a star at two different positions during the same pho-
tometric night (e.g., positions 1 and 2). As m0 does not change, then:

m2 −m1 = k(X2 − X1), (2.9)

from which k can be calculated. Clearly, an improved precision is obtained if this is
done for several different positions and stars.

2.3.3 Natural Magnitudes

The signal of an object in an image is measured in counts, Nc, integrated along the
length of the exposure, texp. Nc/texp is sometimes referred to as raw flux and is propor-
tional to the flux of the object. The instrumental magnitude is defined as:

minst = −2.5 log10(Nc/texp) = −2.5 log10(αF0), (2.10)

where α is the constant of proportionality and F0 is the above-the-atmosphere flux. If
we re-arrange the above equation we obtain:

minst = −2.5 log10(F0) + 2.5 log10(α) = mnat + [kX− ZP] (2.11)

where mnat is the natural (calibrated) magnitude containing the above-the-atmosphere
flux of the object, and the other term contains the atmospheric extinction (kX) and a ze-
ropoint (ZP). The magnitude is called natural because it is specific/intrinsic to the
combination of atmosphere-telescope-instrument-filter-detector. Different observing
setups at different observatories produce different response functions, which can be
accounted for using colour terms (e.g., Harris et al., 1981). For instance, the relation
between the natural magnitude of a facility and a standard magnitude is given by:

mnat = mstd − εC, (2.12)
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where ε is the colour term (a band-dependent constant) and C is a colour index (e.g.,
B−V). If we replace equation (2.12) in equation (2.11), we obtain:

minst = [mstd − ε C] + [kX− ZP] (2.13)

with ε and ZP as the only unknowns. Using a set of standard stars (see Section 2.3.1)
and re-arranging the above equation, we can fit a model, such as a straight line, with ε

as the slope and the ZP as the intercept, to obtain these parameters:

y = −minst + mstd + kX = ε C + ZP. (2.14)

Finally, with ZP in equation (2.11), we can calculate mnat.

2.4 Cross-Calibration of Multiple Photometric Systems

A photometric systems is tied to an specific combination of atmosphere-telescope-instrument-
filter-detector, so a proper calibration of it is not trivial. Padmanabhan et al. (2008)
introduced a method to photometrically calibrate wide-field optical imaging surveys,
called Ubercal, achieving .2 per cent relatively accuracy for SDSS. Schlafly et al. (2012),
using this same method, achieved .1 per cent relatively accuracy for the Panoramic
Survey Telescope and Rapid Response System (Pan-STARRS) survey. However, most
SN analyses that attempt to constrain cosmological parameters combine different SN
samples to cover a wider range in redshift and improve statistics (e.g, Betoule et al.,
2014).

A cross-calibration of photometric systems can be performed where one or more sys-
tems are tied to a single system (e.g., Betoule et al., 2013; Scolnic et al., 2015), the one
with best precision and accuracy in the zeropoints. This is a very challenging step in
current cosmological analyses with SNe Ia as the systematic uncertainties coming from
the calibrations are one of the largest contributors to the uncertainty budget (e.g, Be-
toule et al., 2014; Scolnic et al., 2018b). Scolnic et al. (2015) performed one of the most
recent cross-calibration between different SNe Ia surveys, called Supercal, taking ad-
vantage of the uniform calibration of Pan-STARRS (Schlafly et al., 2012), and used by
Scolnic et al. (2018b).
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In the near-future, the LSST and Foundation Supernova Survey (Foley et al., 2018; Jones
et al., 2019) will reduce the uncertainties from photometric calibration with all the ob-
servations coming from only two different facilities, also providing a much larger sam-
ple of SNe Ia, at high and low redshift, respectively. However, other sources of system-
atic uncertainties will start dominating, such as the standardisation of SNe Ia, the main
focus of this work.

2.5 Observational Corrections

When observing astronomical objects, one must always consider biases in the measure-
ment due to different factors outside of the atmosphere. In this section, I will describe
the concepts of dust extinction and K-correction.

2.5.1 Dust Extinction

Interstellar dust absorbs and re-emit photons, scattering them in random directions.
This occurs when the typical size of dust grains is comparable to the wavelength of
photons, producing an apparent dimming or ‘extinction’ of the light from objects in
the line-of-sight (the direction in which one is observing). This effect is larger at bluer
wavelengths, producing an apparent reddening in addition to extinction. Trumpler
(1930) was one of the first works showing evidence of dust extinction in observations.
The degree of reddening is measured by comparing the colour of an object, e.g., (B−
V), to its true colour, (B−V)O, through the equation:

E(B−V) = (B−V)− (B−V)O, (2.15)

where E(B−V) is the colour excess. In the last few decades, many works have focused
on mapping the Milky-Way (MW) interstellar-dust reddening across the sky. Schlegel
et al. (1998) built MW dust maps based on far-infrared emission of dust, modelling the
temperature and optical depth of the dust, and then calibrating a relationship between
the dust’s far-infrared optical depth and optical reddening. This calibration was later
updated by Schlafly & Finkbeiner (2011), scaling it by 0.86. The MW dust maps of
Schlafly & Finkbeiner (2011) are the most widely used by the SN community nowadays.

Extinction and reddening are linked through the following equation:

AV = RV × E(B−V), (2.16)
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FIGURE 2.3: Comparison of different dust extinction laws: Cardelli et al. (CCM89,
1989, blue), ODonnell (1994, orange), Fitzpatrick (1999, green), Calzetti et al. (2000,
red) and Fitzpatrick & Massa (FM07, 2007, purple). The bottom panel shows the resid-
uals with respect to Fitzpatrick (1999). The vertical dashed grey line marks the ap-

proximate effective wavelength of the V band (∼5450 Å).

where AV is the extinction in the V band, measured in units of magnitudes, and RV

is the total-to-selective extinction ratio, with a typical value in the MW of 3.1 (e.g.,
Schultz & Wiemer, 1975). Several works measured the variation of dust extinction as
a function of wavelength (e.g., Cardelli et al., 1989; ODonnell, 1994; Fitzpatrick, 1999;
Calzetti et al., 2000; Fitzpatrick & Massa, 2007), caused by the composition of the dust,
known as dust extinction law. In Figure 2.3, I compare different dust extinction laws
around optical wavelengths. Although they look relatively similar and have similar
shape at optical wavelengths (top panel), they can differ in detail by up to several (∼10)
per cent (bottom panel).

In Figure 2.4, I show a comparison of a Fitzpatrick (1999) dust extinction law for differ-
ent values of RV . As RV is proportional to AV , any difference in the total-to-selective
extinction value directly translates to a difference in extinction. Determining RV for
other galaxies apart from the MW is very difficult as their detailed composition be-
comes harder to resolve with increasing distance, and has only being done with rela-
tively high accuracy for nearby galaxies, such as the Small Magellanic Cloud and Large
Magellanic Cloud (Gordon et al., 2003).

Dust extinction affects all extragalactic observations and thus should always be taken
into account.
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2.5.2 K-correction

For objects with a non-zero redshift, the light of a rest-frame object is redshifted to
longer wavelengths and is observed with an observer-frame filter. The K-correction
(e.g., Oke & Sandage, 1968; Leibundgut, 1990; Hamuy et al., 1993; Kim et al., 1996) is
used to calculate the apparent magnitude in some x filter of an object at a redshift z
using the following equation:

mx (z, tobs ) = Mx (trest ) + µ(z) + Kx (z, tres) , (2.17)

where µ is the distance modulus, Mx is the absolute magnitude in x filter, trest is the
time in the rest frame of the object, and tobs = (1 + z)trest is the time in the observer
frame. In other words, it is used to convert measurements into their respective rest
frames.

At relatively low z, the observer-frame filters partially overlap with the same wave-
length range of the observer-frame and rest-frame SEDs of an object. This is seen in
the middle panel of Figure 2.5 for a SN Ia SED, where the observer-frame B filter ob-
serves approximately the same wavelength range of the observer-frame (solid black
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lines) and rest-frame (dashed black line) SEDs. In this case, a single-filter K-correction
is calculated by using the following equation:

Kx = 2.5 log(1 + z) + 2.5 log
( ∫

F(λ)Tx(λ)dλ∫
F(λ/(1 + z))Tx(λ)dλ

)
, (2.18)

where F is the SED of an object and T is the transmission function of x filter. Therefore,
the K-correction value will change depending on the SED of the observed object as well
as its redshift. As z continues increasing, the observer-frame SED starts shifting further
towards redder wavelengths. This is clearly shown in the bottom panel of Figure 2.5. At
z =0.3, the observer-frame V filter observes approximately the same wavelength range
of the observer-frame SED as a B filter would observe the rest-frame SED. In this case,
a cross-filter K-correction for filters x and y is calculated by using:

Kxy(t, z) =− 2.5 log

∫
λTx(λ)Z(λ)dλ∫
λTy(λ)Z(λ)dλ

+ 2.5 log

∫
λTx(λ)F(λ, t)dλ∫

λTy(λ){F[λ/(1 + z), t]/(1 + z)}dλ
,

(2.19)

where F and T are as before, and Z is the SED of an object with known x− y colour.

To summarise:

• photometry is the technique used to measure the light of astrophysical objects
through filters. A combination of photometric system, defined by a given set of
filters, and magnitude system, defined by a reference star (given that magnitudes
are relative measurements), is used for this.

• The calibration of magnitude systems is performed by measuring the flux of sev-
eral standard stars and depends on the total system response, i.e., on a combina-
tion of atmosphere-telescope-instrument-filter-detector. However, the combina-
tion of multiple systems is not trivial as the calibration will be different for each
of these. Supercal is a method developed for the cross-calibration of multiple
photometric systems. This is an important step as current cosmological SN anal-
yses gather different SN samples to cover a wider range in redshift and improve
statistics.

• Additionally, extinction- and K-correction are fundamental for all extragalactic
observations as they bias the measurements. This is of great importance for SNe
Ia observations when used for distance measurement, as high (sub-percent) pre-
cision and accuracy are required for current cosmological analyses. However, as
the era of new survey is approaching, the systematic uncertainties will no longer
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FIGURE 2.5: Observer-frame SED of a SN Ia at redshifts 0.0 (top panel), 0.1 (middle
panel) and 0.3 (bottom panel). The observer-frame filters B (orange) and V (blue) and
a rest-frame SED (dashed black line) are shown for reference. The observer-frame SED
at z =0.0 completely overlaps with the rest-frame SED. As one observes at higher

redshifts, the observer-frame SED starts shifting towards redder wavelengths.

be dominated by calibration, but by other sources, such as the standardisation of
SNe Ia.

In the next chapter, I will present a new light-curve fitter, with the aim of improv-
ing the current standardisation of SNe Ia.
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Chapter 3

PISCOLA: Python for Intelligent
Supernova-COsmology Light-curve
Analysis

In this chapter, I describe my new SN Ia light-curve fitter: Python for Intelligent Supernova-
COsmology Light-curve Analysis (PISCOLA; Müller-Bravo et al., 2021). The code is
open source1 and written in PYTHON 3, a language widely used in the astronomy com-
munity. PISCOLA is intended to be simple and transparent in operation, allowing the
user the opportunity to understand every step of the light-curve fitting and correction
process. The full documentation can be found online2. In Figure 3.1, I show the main
steps in PISCOLA, described in the following sections.

I wrote PISCOLA because most of the light-curve fitters that the community currently
uses suffer from several limitations: they work with optical data only while SNe Ia are
better suited for cosmology in the NIR (e.g., Elias et al., 1981, 1985; Freedman et al.,
2009), they are susceptible to biases, e.g., due to the samples used for their training
(e.g., Kessler et al., 2009b), and the light-curve parameters used for the standardisation
of SNe might not extract all the underlying information, providing limited correction
only. Therefore, PISCOLA provides an alternative to these other light-curve fitters.

In the next section, I describe Gaussian Processes (GPs), the backbone of PISCOLA, and
motivate its implementation.

1https://github.com/temuller/piscola
2https://piscola.readthedocs.io/en/latest/

https://github.com/temuller/piscola
https://piscola.readthedocs.io/en/latest/
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FIGURE 3.1: Flowchart of the main steps in the PISCOLA process. Gaussian Process
(Section 3.1) is used to fit the SN Ia light-curves as a function of wavelength and time
(Section 3.2). An spectral energy distribution time-series template is then ‘warped’
to match the observed SN colours, corrected for redshift (K-correction) and then MW
dust extinction (Section 3.3). Finally, rest-frame light curves are obtained and the light-

curve parameters estimated (Sec 3.4).

3.1 Gaussian Processes

GP is an excellent tool for data regression as it provides a more robust and natural way
of interpolating and extrapolating data, and propagating errors than other methods,
such as polynomials. The underlying assumption with GPs is that the data distributes
as a multi-variate Gaussian distribution (see below), which is the case for most astro-
nomical observations. This is because photons counts, which have Poisson distribu-
tions, are usually far from being scarce (specially in the optical regime), so the central
limit theorem establishes that the sum of all these distributions tends towards a Gaus-
sian distribution.

Polynomials, unlike GPs, can be undesirably global, i.e., data at one range of the model
can have a strong influence on what the model does at a different range (Magee, 1998),
which is usually something not desired. Splines, which are often preferred to poly-
nomials, due to similar reasons, are just a special case of GP regression (Kimeldorf &
Wahba, 1970).

PISCOLA uses GPs, a Bayesian method, to model the SN Ia light curves (Section 3.2)
and SED time-series (Section 3.3). A GP is a random process where any point x ∈
Rd is assigned a random variable f (x) with Gaussian distribution and where the joint
distribution of a finite number of these variables p ( f (x1) , . . . , f (xN)) is itself Gaussian.
A GP model, p(f | X) = N (f | µ, K), is defined by a mean function, µ, and a covariance
function (also called a kernel), K.
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There are different types of kernels, e.g., ‘squared exponential’, ‘rational quadratic’,
‘periodic’, the ‘Matérn family’, etc., each with its own set of hyperparameters, param-
eters that cannot be learnt during the fitting process, but are set beforehand (however,
these can be optimised). PISCOLA makes use of GEORGE (Ambikasaran et al., 2016),
a GP implementation in PYTHON that allows the user to choose between several well-
known kernels. My code implements three of these: squared exponential (SE), Matérn
3/2 (M32) and Matérn 5/2 (M52). The Matérn family is broadly used in different areas
of research as it is effective at describing different physical processes (e.g., Rasmussen
& Williams, 2006), such as light curves, while the Squared Exponential kernel provides
a smoother fit for the mangling function (see Section 3.3). These kernels are defined as
follows:

kSE(x, x′) = σ2exp

(
− |x− x′|2

2`

)
, (3.1)

kM32(x, x′) = σ2

(
1 +

√
3 |x− x′|

`

)
exp

(
−
√

3 |x− x′|
`

)
, (3.2)

kM52(x, x′) = σ2

(
1 +

√
5 |x− x′|

`
+

5 |x− x′|
3`2

)
exp

(
−
√

5 |x− x′|
`

)
, (3.3)

where the length-scale, `, and variance, σ2, are the hyperparameters of the kernels. Fig-
ure 3.2 shows a comparison between the three kernels. The main difference between
them is the covariance between points, being higher for the Squared Exponential ker-
nel than for the other two (for two data points at a fixed distance, for a fixed set of
hyperparameters).

Figures 3.3 & 3.4 show a comparison between different length scales and variances,
respectively, for the Squared Exponential kernel, for a fixed mean function equal to
zero. The length scale determines the length of the ‘wiggles’ in a function, giving also
a sense of how far one can extrapolate the data. The variance determines the average
distance of the function away from its mean. For more details about the GP method,
see Rasmussen & Williams (2006).

3.2 The Light-Curve Model

With PISCOLA, unlike many other SN light curve fitters, there is no underlying SN
template or model that is directly fit to the observed light curves; the observer-frame
modelling is entirely data driven. This allows PISCOLA to fit any band (ultraviolet,
optical, NIR, etc.) as long as data is available. GP has also been used in the context
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FIGURE 3.2: Comparison of the covariance between three kernels, with fixed hyperpa-
rameters, available with PISCOLA: Squared Exponential (blue), Matérn 3/2 (orange)

and Matérn 5/2 (green).

of SN light curves before, in cases where the underlying model is not well known or
no assumptions wants to be made about it (e.g., Kim et al., 2013; Dhawan et al., 2018;
Inserra et al., 2018; Angus et al., 2019; Avelino et al., 2019) or to build templates/models
(e.g., Kim et al., 2013; Avelino et al., 2019), with excellent results in both cases. PISCOLA
falls in the former cases as I do not want to make any assumptions of the underlying
model.

The fitting of the SN multi-colour observer-frame light curves is performed in two di-
mensions, as a function of time and wavelength. All three hyperparameters are opti-
mised at this stage: length scales for the time and wavelength axes, and the variance.
I fit in magnitude space as the logarithmic scale provides smoother and more accurate
GP fits than using fluxes directly; when fitting in flux space, the large difference in flux
between rest-frame B-band and other bands can produce fits with an under-estimated
B-band peak (this happens for different choices of kernel).

One disadvantage of fitting in magnitude space is that non-detections are not used
as they cannot be represented correctly in magnitude space (some non-detections can
have negative values as well). This also means that data around peak luminosity will
have more weight than data in the tails of the light curves, for measurements with the
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fits (solid lines) were performed on simulated data (black circles). Only the mean GP
model is shown in each case for visualisation. The underlying function, from which

the simulated data was extracted from, is shown as well (dashed grey line).

same uncertainty in flux space, during the regression. I note that it is the data around
peak that interests me most in the light-curve fitting for the application shown in this
work.

Another disadvantage of fitting in magnitude space is that lower S/N observations
have asymmetric errors, which represent an issue for GP regression. However, these
can be removed by masking out these observations (see Chapter 4), although this re-
duces the amount of useful data.

Multi-colour light curves trace different wavelengths of the same underlying SED.
Thus, a 2D regression provides more robust results than fitting in one dimension at
a time (flux as a function of time, for each band independently), as it uses information
from multiple bands to cover gaps in the data, allowing a better interpolation and ex-
trapolation. An example is shown in Figure 3.5, where I compare the three different
kernels implemented in PISCOLA. The fits with Matérn 5/2 and Squared Exponen-
tial kernels produce almost identical results, with the former having slightly larger
(more conservative) uncertainties, while the fits with a Matérn 3/2 kernel produces
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model is shown in each case for visualisation. The underlying function, from which
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less smooth light curves. A Matérn 5/2 kernel is the default option in PISCOLA as it
produces flexible yet smooth fits.

A further advantage of fitting in 2D is that a more accurate estimation of the time of B-
band maximum light (tmax

B ) is obtained compared to 1D fits by naturally interpolating
the rest-frame B band. The time of peak luminosity in a given band is estimated from
the GP fit by calculating the time at which the derivative becomes zero at the effective
wavelength of the desired band. For the case of the rest-frame B band, we denote
the time of peak luminosity as parameter tmax

B . This is important as the light-curve
correction process depends on this (see Section 3.3).

Moreover, PISCOLA can produce excellent results with low-redshift (z .0.1) SNe Ia,
i.e., objects with relatively well-sample light curves and high-S/N. This is of great im-
portance for the estimation of the Hubble constant, measurement of peculiar velocities
in the local universe, and the extraction of astrophysics from the SNe Ia light curves,
to name just a few of many applications. In Figure. 3.6, I show the PISCOLA fit to a
low-z SN, SN 2004ey from the CSP survey. We see that PISCOLA produces great re-
sults. In Figure 3.7, we show the SALT2 fit we performed to the same SN, using the
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implementation of the code in sncosmo (Barbary et al., 2016). In this case, we see that
SALT2 produces larger residuals compared to PISCOLA.

I see that PISCOLA outperforms SALT2 when fitting the CSP u and r, which are on
the blue and red limits, respectively, of the effective training range of SALT2 (∼3000–
7000 Å), although it stretches out to redder bands (∼9000 Å), but with less precision.
Furthermore, PISCOLA produces great results with the i band, even fitting the sec-
ondary peak, showing the potential of fitting NIR light curves. I also note that PIS-
COLA produces better results in bands like CSP g and V (csp o in Figure 3.7), impor-
tant for the estimation of colour and colour evolution in SNe Ia.

It is of interest to see the comparison of light-curve fits for SNe from different surveys
as well. In Figures 3.8 & 3.9, I show fits and residuals using PISCOLA, with default
parameters, and SALT2, using the sncosmo implementation, with the light-curve pa-
rameters from Scolnic et al. (2018b), respectively, for SNe 2004eo, 2008ar , SDSS-6936,
SDSS-6057, SNLS-03D1au, SNLS-04D3fq, PS1-000174 and PS1-520022, from different
surveys used in Chapter 4. The SALT2 fits of SNe 2004eo and 2008ar are in disagree-
ment with the data in almost every band (especially g-band for SN 2004eo), presum-
ably because the SALT2 template is a poor match to the data. For SNe SDSS-6936 and
SDSS-6057, both sets of fits (PISCOLA and SALT2) produce relatively similar results
in gri-bands. However, for SN SDSS-6936, the u band is wider, more luminous and
peaks later for PISCOLA. In the case of SN SDSS-6057, the u band is more luminous
for SALT2. The z bands for these SNe are outside the valid range of SALT2 (3000 –
7000 Å in the rest-frame). For the rest of the SNe, the fits look relatively similar, with
some differences in shape (specially SNLS-04D3fq, the highest redshift object between
these SNe), mainly driven by the poorer coverage (compered to the lower-z SNe). The
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FIGURE 3.6: PISCOLA light-curves fits and residuals of SN 2004ey from the CSP sur-
vey. The observational uncertainties for this SN are small so they are only seen in the
residual plots. The label csp o is used by PISCOLA to refer to one of the three available

CSP V-bands3.

PISCOLA fits of g and r bands of PS1-520022 have a box-like shape, in part due to the
lack of data in these bands, but also driven by the data in i band.

In terms of residuals, PISCOLA produces better results, especially for the low-z SNe,
most likely due to the data-driven nature of the GP model. One can clearly see that
the advantage of PISCOLA also relies on being able to fit any band, contrary to SALT2,
which is only valid in the 3000 – 7000 Å range in the rest-frame.

3.3 The SED Model

The observer frame light-curve models from PISCOLA can then be used to estimate
rest-frame light curve quantities, usually through K-corrections (see Section 2.5.2). This
is performed using a SN Ia SED time-series template (e.g., Nugent et al., 2002; Hsiao
et al., 2007), which PISCOLA adjusts (or ‘mangles’) so that it reproduces the colours of

3see https://csp.obs.carnegiescience.edu/data/filters for more details.

https://csp.obs.carnegiescience.edu/data/filters
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The rest of the description is the same as in Figure 3.6.

the observed light curve at each epoch, as estimated by the GP model (see also Hsiao
et al., 2007; Conley et al., 2008). The result is a colour-matched SED template, i.e., a SN
Ia SED time-series which reproduces the observed light curves of the SN being fit.

The colour-matching is performed by multiplying the SED template by a wavelength-
dependent function at the desired phases (time with respect to tmax

B ), after which the
template reproduces the observed light-curve when integrated through the observed
filters. This wavelength-dependent function is often represented by a spline in the
literature, but PISCOLA makes use of GPs with (by default) a Squared Exponential
kernel, resulting in a smooth function and a natural way of propagating uncertainties
in the process. The steps for developing the mangling function are as follows:

1. The SED template is redshifted to the SN redshift;

2. MW dust extinction (see Section 2.5.1) is then applied to the redshifted SED tem-
plate;

3. The filters used in the observations are used to calculate the fluxes in those bands;
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4. The ratios between the fluxes of the observed SN and the SED template are calcu-
lated for each band and centred at their respective effective wavelengths;

5. The mangling function is then calculated by modelling the flux ratios with GPs
using an squared exponential kernel.

The first two steps reproduce the effects that the photons experience from their origin
in the SN until they reach us (without considering other sources of extinction other than
MW dust). The SED template is then multiplied by the mangling function to produce a
colour-matched SED. An example of the resulting mangling function and SED template
is shown in Figure 3.10.

As this process does not ensure a perfect agreement between the observed magnitudes
and those from the colour-matched SED per-se, an optimisation routine is used, where
the flux ratios are the parameters to be adjusted to improve the agreement. Given that
the mangling function is required to be smooth as a function of wavelength (assuming
that all SNe Ia have relatively similar SEDs), there is a trade-off between smoothness
and the accuracy of the recovered magnitudes. However, any difference between the
observed and recovered magnitudes is propagated in the error budget.

As a final step, the colour-matched SED template is corrected for MW extinction and
blueshifted back to the rest-frame to obtain a final, rest-frame SED model. PISCOLA
corrects for MW dust extinction using the Schlafly & Finkbeiner (2011) dust maps and
a Fitzpatrick (1999) extinction law as default. Other implementations of the dust maps
(Schlegel et al., 1998) and extinction laws are also available. The SFDMAP4 and EXTINC-
TION (Barbary, 2016) PYTHON packages are used to perform the corrections. PISCOLA
does not correct for any other sources of extinction, such as host galaxy extinction or
circumstellar dust.

This procedure is repeated for as many phases as desired, depending on the data cov-
erage.

3.4 Light-Curve Parameters

The output of the previous sections is a rest-frame time-series SED SN Ia template that
reproduces the observer-frame light curves of the SN Ia being fit. From this, rest-frame
light curves in any required band can be calculated (within the wavelength and phase
limitations of the input data), together with various light-curve parameters. The choice
of rest-frame light-curve parameters to measure is arbitrary; in this analysis, I calculate
traditional light curve parameters: the B-band peak apparent magnitude (mmax

B ), the
decline in magnitudes in the 15 days following tmax

B (∆m15(B); Phillips, 1993), and the

4https://github.com/kbarbary/sfdmap

https://github.com/kbarbary/sfdmap
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FIGURE 3.10: Mangling function (solid green line) for SNLS-03D1au at tmax
B . The green

squares represent the flux ratios of the different bands centred at their respective ef-
fective wavelengths. The initial SED (dashed black line) is compared to the SED mul-
tiplied by the mangling function (solid red line). The initial (black open circles) and
mangled (red stars) SED fluxes are also shown. The transmission functions of the fil-

ters used are plotted in grey. The scaling is arbitrary for visualisation.

B − V colour at tmax
B ((B − V)max; Tripp, 1998). In Figure 3.11, I show an example of

a resulting rest-frame B-band light curve of a SN Ia (hereafter, B-band refers to the
rest-frame B-band).

Note that the procedure described depends on an initial estimate of tmax
B , which is up-

dated from the final rest-frame light curve. If the initial and updated estimate of tmax
B

are not consistent, the process is repeated with the new estimate until convergence is
reached or after a given number of iterations.

3.5 Calibration

Several aspects of the light curve fitting process are affected by the choices in the anal-
ysis, including the extinction law, the SN Ia SED time-series template and the transmis-
sion functions of the filters. In Chapter 4, I will compare PISCOLA with results from
the SALT2 light curve fitter, thus, I need to ensure a proper calibration for a robust
comparison.
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FIGURE 3.11: Rest-frame B-band light curve of SNLS-03D1au. In this case, observa-
tions with Megacam-griz filters were used to construct the B-band light curve.

To minimise the sources of discrepancy for the comparison between codes, I ensure my
choices follow Scolnic et al. (2018b) as much as possible:

• A reddening law from Fitzpatrick (1999) is adopted;

• The SN Ia SED time-series template is the M0 components from the SALT2 model
(salt2 template 0.dat). I do not include the SALT2 x1-dependent component
in the SED as PISCOLA does not measure this parameter (i.e., a template with
x1 = C = 0.0 is used). In principle, this may lead to small differences in the
K-corrections when compared to SALT2. For instance, when including the x1-
dependent component (assuming the x1 values from Scolnic et al. 2018b), the dif-
ferences in the rest-frame B-band light curve, compared to not including it, are
on average . 0.01 mag around peak and . 0.03 mag at earlier or later phases.
However, note that there is no reason to assume that both codes agree on the
measurement of stretch for every SN;

• The same filter transmission functions as in Scolnic et al. (2018b) are used for the
observed light curves;

• The same photometric calibration systems (e.g., AB using BD +17◦4708 as pri-
mary standard) are used for magnitude systems from different surveys;
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• The Bessell filters (Bessell, 1990), shifted to match Landolt (1992) observations
of standard stars, (i.e., to match the Landolt transmission functions, which are
nominally a realisation of the Johnson–Morgan-Cousins system), as included in
SALT2 (see Betoule et al., 2014), are used to estimate the light-curve parameters
(for more information about the shifts, see Appendix A of Conley et al. 2011).

In this chapter I presented PISCOLA, a new SN Ia light curve fitting tool. The light-
curve model is based on GP, a data-driven regression method, which presents several
advantages over other commonly used methods, such as polynomials and splines, and
even other light-curve fitters. I also compared the light-curve fits produced by PIS-
COLA against those of SALT2. This comparison showed that PISCOLA has the advan-
tage of fitting any band, regardless of the the effective wavelength (contrary to SALT2),
producing slightly better (lower) residuals. Additionally, PISCOLA implements GPs
for its SED model to produce a colour-matched SED time-series template for the correc-
tion (dust extinction and K-corrections) of the light curves in order to extract light-curve
parameters for the standardisation of SNe Ia.

In the following chapter, I will test PISCOLA with simulations and real data in search
of possible biases and to validate this new light-curve fitter.
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Chapter 4

Validation

Having introduced PISCOLA, I present in this chapter a series of extensive tests, with
simulations and real data of SNe Ia, performed on PISCOLA to validate this light-curve
fitter.

4.1 Pantheon SN Ia Sample

Throughout this and most of the following chapters, I make use of the Pantheon SNe
Ia sample (Scolnic et al., 2018b), representing one of the most comprehensive compila-
tions of SNe Ia to date. Pantheon comprises many SNe Ia surveys: the Harvard Center
for Astrophysics (CfA) surveys 1–4 (Riess et al., 1999; Jha et al., 2006; Hicken et al.,
2009b,a, 2012), the Carnegie Supernova Project (CSP; Contreras et al., 2010; Folatelli
et al., 2010; Stritzinger et al., 2011), the Sloan Digital Sky Survey SN Survey (SDSS;
Frieman et al., 2008; Kessler et al., 2009b; Sollerman et al., 2009; Sako et al., 2018), the
Supernova Legacy Survey (SNLS; Astier et al., 2006; Guy et al., 2010), the Panoramic
Survey Telescope and Rapid Response System 1 (Pan-STARRS1/PS1) Medium Deep
Survey (Rest et al., 2014; Scolnic et al., 2014) and different Hubble Space Telescope (HST)
surveys: the Supernova Cosmology Project (SCP; Suzuki et al., 2012), the Great Ob-
servatories Origins Deep Survey (GOODS; Riess et al., 2007), and the Cosmic Assem-
bly Near-infrared Deep Extragalactic Legacy Survey + Cluster Lensing And Supernova
Survey with Hubble (CANDELS+CLASH; Graur et al., 2014; Rodney et al., 2014; Riess
et al., 2018).

I denote the compilation of the CfA1–4 and CSP surveys as the ‘low-z’ sample (or sur-
vey), as they only contain SNe Ia at z <0.1. For a more detailed description of the
surveys, see Scolnic et al. (2018b) or their respective references. I use the SALT2 light-
curve parameters for these SNe Ia from Scolnic et al. (2018b)1.

1https://archive.stsci.edu/prepds/ps1cosmo/

https://archive.stsci.edu/prepds/ps1cosmo/
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4.2 SNANA

I use the SuperNova ANAlysis software (SNANA; Kessler et al., 2009a), version v10 75c,
to simulate transient surveys and produce light curves of simulated transient events,
accounting for the survey observing pattern, limiting magnitudes, pointing on the sky,
and so forth. The generated SNe are based on light-curve models – in this case I used
the SALT2 model from Betoule et al. (2014, version 2.4) as this is one of the most widely
used light-curve fitters and was also used by Scolnic et al. (2018b). More precisely, the
light curves are generated from an SED time series template with a given value of x1

and c (SALT2 light-curve parameters; see equation (1.27)), which are randomly drawn
from observational distributions as found in Scolnic & Kessler (2016), and given a z
value and observational patterns according to the specifications of every survey. The
distributions of x1, c and z are different for each survey due to a combination of several
factors, such as Malmquist bias; for more details, see Scolnic & Kessler (2016). Addi-
tionally, I restrict my simulations to the ground-based surveys (low-z, SDSS, SNLS and
PS1), which make up 98 per cent of the sample, as PISCOLA does not perform well
with poorly-sampled light curves from the HST surveys. Approximately 500 SNe are
simulated for each SN survey and for each individual test. In other words, each simu-
lated Pantheon-like sample contains a total of ∼2000 SNe Ia (the choice of this number
is explained in Section 4.3.4). A flat ΛCDM cosmology with H0 = 70 km s−1 Mpc−1, Ωm

= 0.3 and ΩΛ = 0.7 is used throughout this chapter.

4.3 Validation with simulations

I test PISCOLA through a comparison between the fits and the simulations based on
mmax

B , i.e., the residual between simulated mmax
B value and the estimated value obtained

with PISCOLA, which I will sometimes refer to as ∆mmax
B ≡ mmax

B,PISCOLA −mmax
B,simulations.

I focus on the effects of cadence, the mean time between consecutive observations of an
object in the same filter, and observational uncertainties or, equivalently, S/N.

SNe are fitted in an automated way with the default GP kernels and over −15 to +30
days with respect to tmax

B (default phases). In addition, I include some constraints to
ensure a sufficient coverage of the peak: at least one data point in any band over−7 and
0 days, one from 0 to +7 days, and one from −3.5 and +3.5 days (this final constraint
can overlap with one or both previous constraints). We also mask out observations with
a S/N ≤ 5 to prevent poor-quality fits and asymmetric errors. We note that applying
cuts in S/N does not bias the light-curves fits around tmax

B or the estimation of mmax
B

(tested on real data and simulations from the following sections), although it could
possibly bias the fits at earlier or later epochs. However, for the analysis in this work,
we are mainly concerned about the data around peak. Note that the cuts applied are
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different, but more stringent than those applied in other analyses using SALT2 (e.g.,
Scolnic et al., 2018b), discarding more SNe. However, these are required given the
nature of how PISCOLA works.

These constraints reduce the sample of SNe, but they ensure a relatively good quality
light curve data required by GP interpolation. The chosen values are somewhat arbi-
trary, but small changes do not significantly alter the results. We note that, although
template-driven fitters can fit SNe with different S/N, they may introduce biases as,
in case of low S/N, the fitters will mainly retrieve the light-curve parameters of the
templates being used.

4.3.1 Pantheon-like sample simulation

The first step is to test PISCOLA with a simulation with the same characteristics as the
Pantheon sample. This allows me to check what survey characteristics work best for
my code. Example light curves from simulated SNe with the characteristic of the low-z,
SDSS, SNLS and PS1 surveys are shown in Figure 4.1. These help to visually check if
the simulations can properly reproduce the observations.

After simulating the SNe Ia, I proceed to fit them with PISCOLA. I discard some SNe
at different stages of the fitting process for several reasons:

1. The observer-frame wavelength coverage does not cover the rest-frame B-band
at the redshift of the SN (e.g., SNe at high redshift);

2. The temporal coverage does not allow an initial estimation of tmax
B (e.g., many

low-z do not have data prior to the B-band peak);

3. PISCOLA is unable to estimate an accurate B-band light curve. This happens
when PISCOLA does not converge to an estimation of tmax

B ; e.g., several low-z
SNe have their B-band peak only partially covered, and tmax

B can fall close to the
limits of the coverage, producing a failure to estimate a new peak;

4. The light-curve does not satisfy the additional constraints on peak coverage (Sec-
tion 4.3), mainly due to a combination of low cadence and/or masking of low
S/N data;

5. Visual inspection reveals poor PISCOLA fits, mainly caused by remaining poor
data quality.

The first three reasons are automated by PISCOLA. Discarding SNe after visual inspec-
tion is only feasible due to the relatively low number of SNe. This is a limitation, and
for future implementations I aim to automate it with a statistically-motivated metric,
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FIGURE 4.1: Example light curves of representative simulated SNe with the charac-
teristic of the low-z (left), SDSS (middle left), SNLS (middle right) and PS1 (right)

surveys. Four SNe per survey are shown with their respective redshifts.

which is the aim of this set of tests. I note that future surveys, such as LSST, will pro-
duce higher quality observations with lower uncertainties and better cadences (e.g.,
Lochner et al., 2018; Scolnic et al., 2018a).

I successfully fitted (obtained mmax
B ) ∼50 per cent of the SNe. This is a low number

compared to other light-curve fitters, but highlights the relatively poor data quality of
some historical surveys that SNANA simulates. Stages (2) and (4) are the main causes
of discarding SNe (see Section 4.4). I note that these discarding reasons do not strongly
depend on redshift but mainly on the observation strategy of each survey.

The comparison between the PISCOLA-measured and simulated mmax
B values is shown

in Figure 4.2. In Table 4.1, I show the values of ∆mmax
B . There are no significant (i.e.,
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FIGURE 4.2: ∆mmax
B ≡ mmax

B,PISCOLA−mmax
B,simulations for a Pantheon-like simulation. Each

point represents a single simulated SN, colour-coded according to the legend. The un-
certainties are 1σ and are taken from the PISCOLA fits. The golden hexagons represent
the weighted mean in bins of 1 mag with their respective uncertainties (1σ). SNe for
which PISCOLA over-predicts the luminosity have negative residuals and vice versa.

TABLE 4.1: Weighted mean, uncertainty on the weighted mean and weighted standard
deviation of ∆mmax

B for a Pantheon-like simulation (Section 4.3.1).

error on the weighted
survey weighted mean weighted mean standard deviation

(mmag) (mmag) (mmag)
low-z 1 1 24
SDSS 4 2 34
SNLS 3 2 29
PS1 7 2 35

<3σ) deviations from ∆mmax
B = 0.0 mag for all surveys, except for PS1 at 3.5σ signif-

icance but small (< 0.01 mag) deviation. This is mainly caused by a few SNe with
underestimated mmax

B and small uncertainty. Additionally, Figure 4.2 shows that some
low-z SNe have underestimated mmax

B values, while some SNLS SNe have the opposite.
This is most likely due to a combination of cadence and S/N and is further investigated
in the following section. Generally, I conclude that PISCOLA is successful at retrieving
accurate mmax

B values at < 0.01 mag.
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FIGURE 4.3: The description is the same as in Figure 4.2, but for a 7-day cadence
Pantheon-like simulation.

4.3.2 Effect of observational cadence

As PISCOLA is a data-driven fitting method, the cadence is important as the GP model
has no prior for the true shape of the SN light curves. I therefore simulated a set of
Pantheon-like samples with cadences between 1 and 10 days in steps of 1 day, and took
the 1-day cadence simulation as my benchmark. Observations are equally spaced for all
bands (e.g., simultaneous/same-day griz-bands observations every x days) and with
random characteristics drawn from survey-dependent distributions. I then estimated
the reliability of PISCOLA as the cadence becomes poorer. An example comparison
for PISCOLA-measured and simulated mmax

B values for the 7-day cadence simulation
is shown in Figure 4.3. The results for all the simulations, with different cadences, are
shown in Figure 4.4.

I successfully fitted (obtained mmax
B ) ∼75–85 per cent of the SNe in each of the 1- to 7-

day cadence simulations, and ∼60–75 per cent for the 8- to 10-day cadence simulations
(SALT2 fits &98 per cent of the simulated SNe in all cases). The unsuccessful SNe are
mainly due to low-S/N light curves in the SDSS, SNLS and PS1 simulated samples and
B-band peak not well covered (e.g., data only after peak) in the case of low-z objects.
SNe were discarded for the same reasons as in Section 4.3.1. At relatively high cadence
(.7 d), PISCOLA is accurate when estimating mmax

B for the different surveys (i.e., .
3σ deviations from ∆mmax

B = 0.0 mag; see bottom panel of Figure 4.4). However, the
accuracy is improved for SNLS and PS1 compared to low-z and SDSS samples, given
their superior S/N and/or rest-frame cadence.
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FIGURE 4.4: Weighted mean with uncertainty on the weighted mean (top left panel)
and standard deviation (top right panel) of ∆mmax

B for simulations with cadences be-
tween 1 and 10 days. The standard deviation of ∆mmax

B for SALT2-measured mmax
B

values, i.e., mmax
B,SALT2 −mmax

B,simulations, are also shown for comparison (transparent sym-
bols in the top right panel). Measured significant deviations of ∆mmax

B = 0.0 mag in
units of σ are also shown (bottom panel). The horizontal line in the bottom panel

marks a significance of 3σ.

As redshift increases, the rest-frame cadence increases (i.e., time between consecutive
rest-frame measurements decreases) for fixed observer-frame cadence, due to time di-
lation (∆tobs = (1 + z)∆trest). This gives improved light-curve coverage, but with a
trade-off of S/N. I examined ∆mmax

B versus redshift, but see no clear trend. The sur-
veys at different redshifts also generally perform similarly as a function of cadence. I
find that PISCOLA accurately retrieves mmax

B (. 3σ deviations from ∆mmax
B = 0.0 mag)

for cadences similar to those of most high-redshift transient surveys, which have a typ-
ical cadence of about 7 days in the observer frame (e.g., DES).

However, when the cadence is &7 days, the performance of PISCOLA on the low-z
simulated sample is quantitatively different to the performance on the higher-redshift
simulations. At low-z, PISCOLA under-predicts mmax

B (∆mmax
B is positive). This is be-

cause the peaks of the light curves are smoothed out: the GP model has no information
about their true shape and thus does not recover the peak given a lack of information.
In the other simulations (SDSS, SNLS and PS1), the opposite trend is seen: ∆mmax

B is
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FIGURE 4.5: 10-day cadence ’observations’ (red circles) extracted from the rest-frame
B-band light curve (dashed grey line) of a SN Ia SED template. GP fits (in green) were
performed for cases with simulated fractional errors of the observations of 5, 10, 20 and
30 per cent. The exact values of the uncertainties depends on the apparent magnitude
of the SN. For instance, for two SNe with peak apparent magnitudes of 17 and 14, a 1

per cent error turns into 0.17 mag and 0.14 mag, respectively.

systematically negative at low cadences. This is due to the lower S/N in these data,
despite the higher rest-frame cadence.

SNe with the lowest S/N, which would normally produce slightly under-predicted
mmax

B values (see Figure 4.5), are not successfully fit, and therefore, not included in
the comparison, producing the effect of an apparent over-prediction of mmax

B for these
samples instead of just an increase in scatter. The masking of low-S/N data in part
produces a similar effect. This explains some of the discrepancies seen for some SNLS
SNe in Section 4.3.1. SNe with high S/N, but relatively low cadences, can sometimes
have their mmax

B values slightly over-predicted due to measurements with low uncer-
tainty at each side of the light-curve peak, which can produces sharper peaks (top left
panel of Figure 4.5). However, this is not the general case (see the top left panel of
Figure 4.4) as it very much depends on the time of the observations with respect to the
actual light-curve peak and the apparent luminosity of the SN.

These effects can be reduced by tightening the constraints of the observations around
peak, although this would in turn reduce the number of usable SNe. In practice, real
observations are not evenly spaced, so these tests just provide a more general idea of
how well PISCOLA performs.
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4.3.3 Effect of observational uncertainties

The GP interpolation depends on the uncertainties of the observations. Thus, I tested
the effect of observational uncertainties by simulating two Pantheon-like samples with
half and twice the observational uncertainties (σobs) of the data in the original Pantheon
sample, with a fixed cadence of 7 days.

The weighted mean and weighted standard deviation of ∆mmax
B for the 7-day cadence

simulations with original, half and twice the observational uncertainties are shown in
Table 4.2. From this comparison, I can see that a deviation from ∆mmax

B = 0.0 mag
(at ∼ 3σ) for the SDSS sample is persistent for different values of σobs, which may
be caused by a generally low S/N despite the S/N≥ 5 selection used. For the low-z
sample, a significant (3.5σ) deviation from ∆mmax

B = 0.0 mag (PISCOLA under-predicts
mmax

B ) is only observed for half σobs given the relatively low cadence which smooths out
the peak, despite the high S/N, as discussed in Section 4.3.2. In the case of SNLS, a sig-
nificant deviation (4.5σ) in the estimation of mmax

B is only seen for twice σobs given that
the SNe with the lowest S/N, which would normally produce slightly under-predicted
mmax

B values, are not successfully fit and therefore not included (as discussed in Sec-
tion 4.3.2). In the case of PS1 no significant deviations are observed.

Despite having some disagreement in the estimation of mmax
B , these are all < 0.01 mag:

PISCOLA is in good agreement with established light-curve fitters. However, the char-
acteristics of surveys like SNLS and, especially, PS1, are ideal for fitting SNe with PIS-
COLA as they have relatively high S/N and the high-z observations allow a good light-
curve coverage due to the relatively high rest-frame cadence. Surveys with the char-
acteristics of the low-z sample require high cadences (.6 days). Future surveys, such
as the LSST, will produce high-quality data with good S/N and cadence (e.g., Lochner
et al., 2018; Scolnic et al., 2018a), overcoming some of the limitations found in this work,
thus allowing PISCOLA to produce reliable fits

These comparisons help validate my code. However, I note the caveat that the sim-
ulations are based on the SALT2 model, which differs from other light-curve fitters.
Nonetheless, the results of the tests performed throughout these sections are promising
as they help establish the reliability of PISCOLA. Furthermore, for many astrophysical
applications, the level of disagreement becomes less significant (e.g., the discussion in
Chapter 6).
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TABLE 4.2: Weighted mean, uncertainty on the weighted mean and weighted standard
deviation of ∆mmax

B for the 7-day cadence simulations with initial, half and twice the
observational uncertainties (σobs; see Section 4.3.3).

error on the weighted
survey weighted mean weighted mean standard deviation

(mmag) (mmag) (mmag)
Initial simulation

low-z 4 2 26
SDSS -6 2 39
SNLS 0 2 29
PS1 0 1 30

half σobs simulation
low-z 7 2 26
SDSS -8 2 34
SNLS 4 2 29
PS1 1 1 29

twice σobs simulation
low-z 4 2 28
SDSS -8 3 45
SNLS -9 2 36
PS1 -4 2 36

4.3.4 Computational considerations

PISCOLA is a computationally intensive light-curve fitter. Fitting the light curves is fast
(of the order of seconds); however, calculating the mangling function can take longer
(of the order of minutes for the default phase between −15 and 30 days with respect
to tmax

B ). This is because a fixed GP model is used inside a minimization routine to
calculate the mangling function. The length-scale of the GP model is fixed to a value of
20 to produce a smooth function, however, the ratios between the observed and model
fluxes (see Section 3.3) are treated as parameters for the minimisation routine. I note
that the wavelength axis is divided by 1000 before the minimization routine, and before
setting the GP length-scale, to ensure better results by avoiding large numbers, as these
are not always properly handled by the routine used. The results are then re-scaled by
1000.

The large covariance between the different bands, given by the Squared Exponential
kernel used (see Figure 3.2), and the precision required, make the calculation of the
mangling function a slow process as the minimisation routine takes longer to converge.
Additionally, if the whole light-curve correction process needs to be repeated with an
improved estimation of tmax

B (see Section 3.3), the time increases further.

As a result, the number of SNe that can be fit in a ‘reasonable’ amount of time is limited
to a few thousands or tens of thousands. For instance, fitting 1000 simulated SNe Ia
takes at least ∼2000 minutes (∼33 hours) on a single CPU core, depending on various
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factors. This motivated my choice of ∼2000 simulated SNe per test, allowing me to fit
objects in a reasonable amount of time.

4.4 Comparison with SALT2

I next test PISCOLA on real data, using the 1022 SNe Ia from the Pantheon sample
(excluding HST objects) for these tests. Unlike the simulations in the previous sec-
tions, there is no ‘ground truth’ for these tests, so instead I compare the outputs of
PISCOLA against those of SALT2 using the light-curve parameter estimations as given
in Scolnic et al. (2018b). I fit the SNe in the same way as I previously described (using
default PISCOLA parameters) and applied the same constraints as for the simulations
(see Section 4.3). SNe were discarded at different stages of the fitting process following
Section 4.3.1.

Of the 1022 initial SNe Ia, I obtain successful fits, with mmax
B values, for 620, of which

413 have a (B−V)max estimate. Table 4.4 shows a summary of the discarded SNe. The
percentage of successfully fitted SNe (∼60 per cent) is larger than for the Pantheon-like
simulation in Section 4.3.1 (∼50 per cent), which is explained by the different relative
numbers of SNe for the different surveys: in the simulations, all surveys have approxi-
mately the same number of SNe.

In this section, I focus on the comparisons of mmax
B , ∆m15(B) and (B− V)max, some of

which are not directly comparable between SALT2 and PISCOLA. The outputs from
different light-curve fitters are difficult to compare on a SN-by-SN basis due to, for
example, different internal calibrations in the fitters producing offsets in some param-
eters. These are not important for cosmology as long as each code is self-consistent.

4.4.1 B-band peak magnitude comparison

Before comparing mmax
B values between PISCOLA and SALT2, an offset of ' 0.27 mag

needs to be applied as the version of SALT2 used in Scolnic et al. (2018b) incorporates
this global offset. On close inspection, I also found that the MW reddening values
adopted by Scolnic et al. (2018b), using the Schlafly & Finkbeiner (2011) dust maps,
had some inconsistencies, principally in the low-z sample where most SNe have lower
reddening values than expected. In other words, I calculated the MW reddening values
(using SFDMAP) for the SNe in the Pantheon sample and found a disagreement with
a subset of them when comparing to the published values. I therefore use the same
reddening values as Scolnic et al. (2018b) for comparison purposes.

In Figure 4.6, I show the results of the comparison between mmax
B . The weighted aver-

age and weighted standard deviation of ∆mmax
B ≡ ∆mmax

B, PISCOLA−∆mmax
B, SALT2 are shown
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TABLE 4.3: Weighted mean, uncertainty on the weighted mean and weighted standard
deviation of ∆mmax

B , ∆s and (B−V)max − c for the Pantheon sub-sample used in this
work (see Sec. 4.4).

error on the weighted
survey weighted mean weighted mean standard deviation

(mmag) (mmag) (mmag)
∆mmax

B
low-z 10 4 31
SDSS -26 2 31
SNLS -8 2 25
PS1 -9 2 34

∆s
low-z -48 10 81
SDSS -45 6 78
SNLS -35 9 96
PS1 -22 9 118

(B − V)max − c
low-z 45 1 8
SDSS 35 3 38
SNLS 9 5 27
PS1 4 4 44

in Table 4.3. There is a general formal disagreement (>3σ) for all the surveys except the
low-z sample.

The differences are typically small, but there are some important details. The appar-
ent offset observed for the low-z sample is mainly driven by one SN, 2004ey (in the
[14, 15] mag bin in the top panel of Figure 4.6), due to its large discrepancy with SALT2
(mmax

B residual of ∼ 0.1 mag), but small uncertainties. If this object is removed, the
weighted average of the mmax

B residual for the low-z sample is reduced to 0.005 mag.
Using SALT2 to fit this SN, I obtained relatively good fits to the light curves (see
Fig. 3.7), but with a different value of mmax

B compared to that published by Scolnic
et al. (2018b), although in better agreement with the PISCOLA value. I do not know the
exact source of this difference and do not have any reason from the PISCOLA fit, which
results in better residuals than SALT2 (see Figure 3.6), to discard this SN.

The discrepancy in mmax
B for the SDSS sample is the largest, expected due to its rela-

tively larger uncertainties. The lower S/N may cause an apparent over-prediction of
PISCOLA-measured mmax

B values for these SNe (see discussion in Section 4.3.2). How-
ever, there is also milder disagreement for the SNLS and PS1 surveys, perhaps due to
unidentified issues with photometric calibration given the results of Section 4.3, or due
to differences in the SED models between SALT2 and PISCOLA. Despite thoroughly
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TABLE 4.4: Number of supernovae discarded at different stages in the PISCOLA fit-
ting.

Discarding reason low-z SDSS SNLS PS1 Total Cumulative number
discarded

(a) 1 3 33 9 46 46
(b) 58 21 7 11 97 143
(c) 22 18 1 13 54 197
(d) 15 39 57 32 143 340
(e) 2 24 8 28 62 402

Initial sample 172 335 236 279 1022
Total discarded 98 115 106 93 402
Remaining SNe 74 230 130 186 620

Notes. The reasons for discarding SNe are:
(a) Poor wavelength coverage that does not allow the calculation of the rest-frame
B-band light curve.
(b) Poor time coverage that does not allow an initial estimation of tmax

B .
(c) Unable to estimate an accurate B-band light curve after light-curve fit and
correction.
(d) Unable to satisfy extra constrains on peak coverage (see the last paragraph of
Section 4.3).
(e) Poor PISCOLA fits checked by visual inspection of SNe with large discrepancy in
mmax

B compared to SALT2 values.

checking the analysis and my tests, I am unable to identify the source of this discrep-
ancy. I note that the differences could be due to unidentified issues in PISCOLA, SALT2
or both.

4.4.2 Stretch comparison

I compare the ‘stretch’ parameters in Figure 4.7. The weighted average and weighted
standard deviation for the stretch parameters residual (between PISCOLA and SALT2),
∆s ≡ ∆m15(B) PISCOLA − ∆m15(B) SALT2, are shown in Table 4.3. Given the data-driven
nature of PISCOLA, not every SN with an estimation of mmax

B has enough temporal
coverage to estimate its ∆m15(B). The parameter ∆m15(B) SALT2 was calculated using
the x1 values from Scolnic et al. (2018b) and the transformation from Guy et al. (2007).
I can see a general disagreement (>3σ significance) between PISCOLA and SALT2 for
all surveys, except PS1 (only ∼2σ), where SALT2 shows on average larger ∆m15(B)
values. Although there are intrinsic differences in the way the stretch is calculated, I
note that there is one big caveat to this comparison: the estimation of ∆m15(B) SALT2

is very indirect and the transformation from Guy et al. (2007) is most likely not well
calibrated given that it comes from an older version of SALT2 (i.e., outdated), so a bias
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FIGURE 4.6: Comparison between mmax
B obtained from the SALT2 light-curve fitter

and that obtained using PISCOLA as a function of mmax
B (top panel) and z (bottom

panel) for SNe Ia from the Pantheon sample. The error bars are 1σ uncertainties from
PISCOLA. The yellow hexagons represent the weighted mean in bins of 1 mag with

their respective uncertainties (1σ).
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FIGURE 4.7: Stretch comparison between PISCOLA and SALT2. The parameter
∆m15(B) for SALT2 was calculated using x1 and the transformation from Guy et al.

(2007). The error bars are 1σ uncertainties from PISCOLA.

can be expected. Additionally, this transformation is not linear, so some scatter is also
expected, but this is not given. Thus, this comparison does not properly help validate
PISCOLA.

4.4.3 Colour comparison

I compare the colour parameters in Figure 4.8. Given the data-driven nature of PIS-
COLA, not every SN with an estimation of mmax

B has sufficient wavelength coverage
to also estimate its (B−V)max, particularly at high redshift. I also note that the colour
parameters are fundamentally different (see, e.g., Kessler et al., 2013), and thus a de-
tailed comparison between colour parameters is difficult. SALT2 estimates (B−V)max

through the c parameter using information across the 3000–7000 Å range, where c is
approximately (B−V)max− 〈(B−V)max〉, and 〈(B−V)max〉 is the average colour of the
training sample of SNe Ia. On the other hand, PISCOLA makes a direct measurement
of (B−V) at tmax

B .

The weighted average and weighted standard deviation for the colour parameter resid-
uals are shown in Table 4.3. As expected, some differences are seen between the colour
parameters, particularly in the low-z and SDSS samples, where PISCOLA measures
redder SNe than SALT2. A global offset would be expected given the definition of c,
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FIGURE 4.8: Colour comparison between PISCOLA ((B− V)max) and SALT2 (c). The
error bars are 1σ uncertainties from PISCOLA. Despite some differences, a general

agreement can be seen.

but the discrepancies are different for each survey, possibly implying issues with cal-
ibration as for mmax

B or differences between the SED models of PISCOLA and SALT2.
However, the latter is not likely (see Chapter 6).

In summary for this section, I find some differences between light-curve parameters
for SNe Ia measured using PISCOLA and SALT2, some of which were anticipated. For
the most straight forward comparison, i.e., mmax

B , differences between PISCOLA and
SALT2 were small (a few per cents). A detailed comparison for stretch and colour
is more difficult due to slightly varying definitions. Taking the results from this and
the previous sections, I conclude that the performance of PISCOLA is satisfactory and
validates my code.

With PISCOLA validated, the next step is to use it to measure distances with SNe Ia. In
the next chapter, I present a proof-of-concept machine-learning analysis of SN Ia light
curves in search of an alternative, improved standardisation.
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Chapter 5

Light-Curve Analysis

In the previous chapter I validated PISCOLA as a competitive light-curve fitter. In
this chapter, I demonstrate its use applied to the standardisaton of SNe Ia for distance
estimation.

Many current and previous cosmological analyses (e.g., Astier et al., 2006; Guy et al.,
2010; Betoule et al., 2014; Scolnic et al., 2018b) have used SALT/SALT2 light-curve
parametrizations to standardise SNe Ia using the Tripp-like formula (Tripp, 1998):

µ = mB −M + α× x1 − β× c. (5.1)

where µ is the SN Ia distance modulus, mB, x1 and c are the SALT2 light-curve param-
eters, and α, β and M are nuisance parameters, as described in Section 1.3.8.

Current cosmological analyses incorporate an additional intrinsic dispersion term, σint

in the error budget, which encapsulates additional SN Ia variability that cannot be ex-
plained by their standardisation (e.g., Perlmutter et al., 1997; Tonry et al., 2003; Riess
et al., 2004; Guy et al., 2010; Betoule et al., 2014; Scolnic et al., 2018b). In this chap-
ter, I analyse SN Ia light curves from the Pantheon sample using Non-negative Matrix
Factorization (NMF), an unsupervised machine-learning method, in search of an alter-
native parametrizations to explain the remaining variability in these objects (i.e., reduce
σint).

5.1 Non-negative Matrix Factorization

NMF was first introduced by Paatero & Tapper (1994), back then called Positive Matrix
Factorization, and popularised by the work of Lee & Seung (1999). It is a tool widely
used in the analysis of high dimensional data, similar to the more well-known PCA.
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NMF factorises a non-negative matrix, X, with dimensions m× n, in a set of two non-
negative matrices, W and H, with dimensions m× k and k× n (where k < min(n, m)),
respectively, such that:

X = W ×H. (5.2)

However, as this algebra problem cannot be solved analytically, due to the non-negative
constraints, it is approximated numerically, i.e., X ≈W×H. If one thinks of X as a ma-
trix containing n data points, each with m features, then W contains the basis elements
(representation of the features, i.e., eigenvectors), while H contains the contribution
(eigenvalues) of these basis elements for each of the data points. k represents the num-
ber of NMF components obtained from the factorisation.

NMF, like PCA, is commonly used for dimensionality reduction and features extrac-
tion. PCA has been widely used in the context of SNe Ia (e.g., Cormier & Davis, 2011;
Kim et al., 2013; He et al., 2018; Saunders et al., 2018). However, there are no reported
works using NMF on SNe Ia and relatively few (compared to PCA) in other areas of
astronomy (e.g., Blanton & Roweis, 2007; Allen et al., 2011; Zhu & Ménard, 2013; Ren
et al., 2018). However, NMF is better suited for many applications in astronomy as
most astrophysical signals are non-negative, thus, granting the advantage of extracting
features that are easier to interpret. In addition, NMF decomposition does not produce
orthogonal components, as is the case for PCA, which is ideal for this analysis as I want
to find correlations between light-curve parameters.

5.2 Light-Curve Decomposition with NMF

The light-curve decomposition depends on the phase coverage being used. I present
my analysis for 214 SNe which have rest-frame data over the phase range−10 to +15 d.
In this proof-of-concept investigation, I also discarded 50 SNe (this are not considered
in the 214 SNe just mentioned) which did not have straight-forwardly rising and then
declining light curves, flagged by visual inspection of the fits. There are many reasons
why such fits may result, including astrophysical reasons such as the presence of sec-
ondary peaks in SN Ia light curves, or experimental reasons such as lower S/N data
(an example is shown in Figure 5.1). However, this decomposition application is delib-
erately designed to be simple in scope; future work will examine the more complicated
morphology of SN Ia light curves. The sample selection for this analysis is summarised
in Table 5.1. In Section 5.4, I explain in more detail the phase range chosen, and explore
other phase ranges. The rest-frame B-band light curves for this sample are shown in
Figure 5.2.
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FIGURE 5.1: Rest-frame B-band light curve of the PISCOLA-fitted SN PS1-180561. This
SN shows bumps that are not seen in SNe Ia due to an unreliable fit.

I decomposed these light curves in absolute-magnitude space, multiplied by −1 to ob-
tain positive values. To calculate the absolute magnitudes, I use distance modulii calcu-
lated with the assumed cosmology used in the previous chapter and the redshifts from
Scolnic et al. (2018b). As the NMF algorithm used does not incorporate uncertainties, I
used a Monte Carlo approach, generating sets of light curves for each SN from the un-
certainties estimated by PISCOLA, and applying NMF decomposition to each of these
sets. This generates a distribution of coefficients from which I used the mean value and
the standard deviation to propagate uncertainties.

The following analysis is described for a decomposition with three components (i.e.,
k =3), although I consider further components in Section 5.4. In Figure 5.3, I show the
components obtained with NMF, with their respective explained variance (in percent-
age) with respect to the total variance of all components. Each eigenvector contains
specific information about the B-band of an ‘average’ SN Ia. Component 0 contributes
to the general scale of the light curve, thus correlating with the B-band peak absolute
magnitude, Mmax

B . Component 1 contributes to the rise of the light curve, while compo-
nent 2 mainly contributes to the decline of the light curve (therefore, one would expect
it to correlate with ∆m15(B)). Component 1 also contributes to the decline, but to a
lesser degree than component 2. I note that from this data-driven decomposition, one
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FIGURE 5.2: B-band light curves of 214 PISCOLA-fitted SNe Ia used in the decompo-
sition analysis. Values are in absolute-magnitude multiplied by −1.

naturally retrieves components related to the rise and decline of the B-band light curve,
in agreement with the findings of Hayden et al. (2010) and Ganeshalingam et al. (2011).

I am principally interested in the relative values of the components rather than the
absolute values, which have no direct physical interpretation. I labelled the coefficients
p0, p1 and p2, associated to components 0, 1 and 2, respectively. Their distributions are
shown in Figure 5.4.

In Figure 5.5, I show an example of B-band light curve from one of the SNe of the
sample together with a reconstructed light curve, using the NMF components and co-
efficients, and their residuals. The residuals show that the reconstructed light curve has
some small differences (.0.05 mag) with the original light curve around rise time, but
much better agreement around peak (∼0.02 mag residuals) and at later times (∼0.00 mag
residuals). The reconstructed light curves and the original light curves for the sample
of 214 SNe are in excellent agreement, with mean residuals of ∼0.00 mag and standard
deviation of ∼0.03 mag for all phases. This demonstrates that the NMF decomposition
with 3 components is able to properly capture most of the variation in the light curves
of SNe Ia.

The coefficients (eigenvalues) tell us about the contribution (or weight) of each of the
components on the light curve of a SN Ia. By comparing these with different light-curve



5.2. Light-Curve Decomposition with NMF 75

10 5 0 5 10 15
Days with respect to B-band peak

0

1

2

3

4

5

6

7
Re

la
tiv

e 
va

lu
e

NMF comp. 0 (10.3%)
NMF comp. 1 (57.9%)
NMF comp. 2 (31.8%)

FIGURE 5.3: Three NMF components obtained from the decomposition of the B-band
light curves shown in Figure 5.2. In parenthesis are the percentages of the explained
variance for each component with respect to the total variance of all components. The
absolute values of the components are of no importance for the analysis in this work.

parameters, one can better understand their physical interpretation. This is shown in
Figure 5.6. As expected, there is a clear correlation between p0 and Mmax

B , and thus
(B− V)max (e.g., Tripp, 1998). Coefficient p1, which contributes to the rise of the light
curve, has a small correlation with (B−V)max, but not with Mmax

B . On the other hand,
coefficient p2 clearly correlates with ∆m15(B), as expected, and shows minor correla-
tions with Mmax

B and (B− V)max. None of the components correlates with host-galaxy
stellar mass. The decomposition is somewhat analogous to the SALT2 model, which
contains x0 and x1 terms, although here I have two stretch components. In my case, the
average (B-band light-curve) model has stretch parameters p1 ∼ p2 ∼ 0.2, while in the
case of SALT2 it has x1 = 0.

I note that NMF, unlike PCA, does not produce orthogonal components given the con-
straints of non-negative values, i.e., correlations between the components can be ex-
pected. From the coefficients, I find that p1 and p2 are anti-correlated (correlation of
∼ −0.5).
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FIGURE 5.4: NMF coefficients (p0, p1 and p2) for the SN Ia sample in Figure 5.2. Un-
certainties are not shown for visualisation. Linear regressions between coefficients are

represented by red lines.

5.3 Distance estimation

I follow an analogous approach to equation (5.1), using the PISCOLA components:

µ = mB −M + η1 × p̂1 + η2 × p̂2 − β× (B−V)max, (5.3)

where mB and (B − V)max are the PISCOLA-measured light-curve parameters (i.e.,
measured from the fits), p̂ = p − 〈p〉, and 〈p〉 is the average NMF coefficient value
of the sample.
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FIGURE 5.5: Top: example of B-band light curve from one of the SNe of the sample
(black) together with a reconstructed light curve using the NMF components and coef-
ficients (red). Values are in absolute-magnitude multiplied by −1. Bottom: residuals
from the light curves shown in the top panel. The shaded area shows the standard

deviation of the residuals for the entire sample in Figure 5.2.

5.3.1 Hubble Diagram

To build a Hubble diagram, I adopt my standard cosmology and use Markov Chain
Monte Carlo (MCMC) to find the optimal values for the nuisance parameters M, η1 , η2

and β, adopting uniform priors without bounds (except for M, where I require M < 0).
Note that I used only SNe with (B − V)max values (156 out of 214) for the Hubble
diagram. See Table 5.1 for more details regarding the cuts applied to the SNe sample
and the end of Section 5.4 for a summary. The need of colour limits the range of redshift,
as I require rest-frame V-band coverage to estimate (B−V)max, which can be redshifted
out of the filters’ coverage for high-z SNe. I tried using alternative colour parameters,
such as the slope of the mangling function, which contains information about (B −
V)max in a narrow range (∼ 4500–5500 Å), allowing me to incorporate higher-redshift
SNe. However, it provided a more limited standardisation compared to (B−V)max.
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red lines.

TABLE 5.1: Number of supernovae discarded at different stages of the analysis (Chap-
ter 5).

Discarding reason low-z SDSS SNLS PS1 Total Cumulative number
discarded

(a) 59 129 71 97 356 356
(b) 1 19 8 22 50 406
(c) 0 12 40 6 58 464

Initial sample 74 230 130 186 620
Total discarded 60 160 119 125 464
Remaining SNe 14 70 11 61 156

Notes. The reasons for discarding SNe are:
(a) Incomplete phase coverage.
(b) Un-physical looking light curve.
(c) No (B−V)max value.
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FIGURE 5.7: Hubble diagram (top panel) and residual (bottom panel) for the SNe in
the sample, using the PISCOLA standardisation and cosmology from this work.

I included uncertainties and covariances for my light-curve parameters, uncertainties
in redshift (σz), uncertainties due to peculiar velocities (σpec; adopting 300 km s−1) and
uncertainties from stochastic gravitational lensing (σlens). I also included an intrinsic
scatter term (σint) such that χ2

red = 1. Distance bias correction (Section 1.3.8) is not
included as a separate analysis would be required. However, I do not expect it to
be significant due to the need for a (B − V)max measurement in my analysis, which
translates into an implicit redshift cut; see the redshift ranges for the different surveys
in Figure 5.7. Furthermore, as I am mainly interested in comparing my results with
those from SALT2 (see next section), using the same sample of SNe, the same or a very
similar bias correction would need to be applied to the results of SALT2, cancelling
each other out. The resulting Hubble diagram is shown in Figure 5.7, while the MCMC
results of the parameters are shown in Figure 5.8.

5.3.2 Hubble Residuals: PISCOLA vs SALT2

I now compare this simple PISCOLA parametrization with SALT2 using the same sam-
ple of 156 SNe. The results for SALT2 are shown in Figure 5.9. In Figure 5.10, I show
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FIGURE 5.8: MCMC results of the nuisance parameters used for the standardisation
of the SNe Ia in the Hubble diagram (Figure 5.7).

the comparison of the Hubble residuals (between measured and theoretical distances)
using parameters derived from the PISCOLA light curves and from SALT2. PISCOLA
obtains a similar r.m.s. value of 0.118 mag compared to SALT2 (0.111 mag), indicat-
ing it as a competitive method. The performance difference in r.m.s. of 0.007 mag is
small. I note, however, that, although PISCOLA does not outperform SALT2, using
it for cosmological analyses is but a limited demonstration of its true potential as a
general purpose light-curve fitter.

The nuisance parameters obtained by using PISCOLA and SALT2 are summarised in
Table 5.2. For SALT2, I found a similar value for α and a slightly lower value for β than
those reported in Scolnic et al. (2018b), possibly due to the subsample used in this work.
The value for M is different between both approaches, but as a normalisation factor this
has no effect on the analysis. The value of β is smaller with PISCOLA, indicating the
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FIGURE 5.9: MCMC results for the standardisation of the SNe Ia using SALT2.

colour correction is not as large as with SALT2, possibly implying that some of the
colour contribution is accounted for in p1 and/or p2 (note also the slight correlation
between β and η2 in Figure 5.8). The stretch-like parameters, p1 and p2, distribute as
quasi-Gaussians over ∼ 0.0 − 0.4 with mean values of ∼ 0.2 (see Figure 5.4), so the
correction from η1 p1 + η2 p2 is larger than αx1. This is consistent with the possibility
that some of the contribution from colour is absorbed by the p1 and/or p2 parameters.
Finally, I obtain a lower σint with PISCOLA than with SALT2, but this is also a reflection
of the larger uncertainties, where the main contributor to the uncertainty budget is
(B−V)max, an effect of the GP light-curve fits.

I also examined the dependence of Hubble residual on host-galaxy stellar mass, the
so-called ‘mass step’ (e.g., Kelly et al., 2010; Lampeitl et al., 2010; Sullivan et al., 2010),
by using the stellar mass values from Scolnic et al. (2018b). I found a mass-step value
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FIGURE 5.10: Hubble Residual comparison between the parametrization derived in
this work and the standard parametrization from SALT2.

TABLE 5.2: Nuisance parameters from the cosmological analysis for SALT2 and PIS-
COLA.

Parameter SALT2 PISCOLA

M -19.36+0.01
−0.01 -19.16+0.01

−0.01

β 2.85+0.08
−0.08 2.15+0.11

−0.12

α 0.14+0.01
−0.01 -

η1 - 1.04+0.16
−0.15

η2 - 0.98+0.14
−0.13

σint 0.068 0.047

Notes. The uncertainties in σint are negligible (<0.001) in both cases.

of −0.052 ± 0.022 mag (2.4σ; see Figure 5.11) and −0.071 ± 0.016 mag (4.4σ; see Fig-
ure 5.12) for PISCOLA and SALT2, respectively, for a step at Mstellar = 1010M�. The
PISCOLA value is therefore consistent with the value obtained with SALT2 and with
previous work (e.g., Sullivan et al., 2010; Betoule et al., 2014; Scolnic et al., 2018b; Kelsey
et al., 2021; Boone et al., 2021), although lower and less significant.

5.4 Further Exploration

The results of the light-curve decomposition in Section 5.2 depend on the phase range
considered. I explored different ranges with lower limits of−8,−10 and−12 days, and
upper limits of +12, +15 and +18 days. As not all SNe have the same coverage, I used
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FIGURE 5.11: PISCOLA Hubble residuals as a function of host galaxy stellar mass.
Uncertainties are not shown for better visualisation. A host galaxy mass step of
−0.052± 0.022 mag (2.4σ) was obtained. The vertical dashed line marks the location

of the step at Mstellar = 1010M�.
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FIGURE 5.12: Hubble residual from SALT2 as a function of host galaxy mass. Uncer-
tainties are not shown for better visualisation. A host galaxy mass step of −0.071±
0.016 mag (4.4σ) was obtained. The vertical dashed line marks the location of the step

at Mstellar = 1010M�.
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an initial sample of 264 SNe in common for all the ranges. Data outside of these phase
ranges are usually more incomplete. 50 SNe were discarded for having un-physical-
looking light curves, as previously described, leaving 214 SNe. From these 214 SNe,
only 156 SNe had (B−V)max values, which make up the sample used for building the
Hubble Diagram (Section 5.3.1).

My full analysis (Sections 5.2 and 5.3) was performed for these phase ranges and the
Hubble residual r.m.s. values are summarised in Table 5.3. The range of [−10, +15] d
produced the smallest r.m.s.. Although naively it might be expected that larger ranges
would contain more light-curve information in the NMF components, the fits can also
be less reliable at early or late epochs. For example, the ranges starting at −12 days
produce the largest r.m.s. values, due to less reliable fits from the larger observational
uncertainties at these early epochs. A similar behaviour is seen for the ranges ending at
+18 d. The range of [−10, +15] d produces the best combination between information
incorporated and reliable fits.

The shape and information contained in the different NMF components also depends
on the number of components chosen. I repeated the analysis using two, four and five
components for the phase range of [−10, +15] d. The resultant components are shown
in Figures 5.13, 5.14 and 5.15, respectively. For all the decompositions, components 0, 1
and 2 have a relatively similar contribution to the light curve. For the two-component
decomposition, component 1 also contributes to the luminosity around and after peak,
as it has no component 2. Components 4 and 5, where present, have a general contri-
bution along the light curve and apparently further help explain the variability in SN
Ia light curves, but with no direct physical interpretation.

Using two components resulted in a worse result (Hubble residual r.m.s. of 0.141 mag),
while using four and five components produced similar results as that with three com-
ponents (both with a Hubble residual r.m.s. of 0.121 mag). I conclude that two com-
ponents are not sufficient to capture the variability of SNe Ia. On the other hand, as
the number of components increases it is hard to determine if there is any physical
interpretation and/or contribution to the light-curve standardisation. The results sug-
gest that three components is optimal with the current data, each component with clear
physical interpretation.

To summarise the sample used for the cosmological analysis, of the 620 SNe that PIS-
COLA successfully fit (obtained mmax

B ), only 264 have phase coverage in the B-band
between −12 and +18 days. There are more SNe with smaller phase-range coverage,
but to ensure a fair comparison, I use the sample from the largest phase-range cover-
age I tested, which has SNe in common with all the other phase ranges. Of these 264
SNe, 50 had unphysical-looking light curves from visual inspection (see the example
in Figure 5.1) and were removed, leaving 214 SNe on which the NMF analysis was
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FIGURE 5.13: The description is the same as in Figure 5.3, but for two components.
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FIGURE 5.14: The description is the same as in Figure 5.3, but for four components.
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FIGURE 5.15: The description is the same as in Figure 5.3, but for five components.

TABLE 5.3: Hubble residual (HR) RMS for our method using different combinations
of light-curve phase ranges. The range that gave the lowest RMS is marked in bold

font. The same final sample of 156 SNe was used for for all these analyses.

min. phase (days) max. phase (days) HR RMS (mag)
−8 +12 0.125
−8 +15 0.120
−8 +18 0.123
−10 +12 0.123
−10 +15 0.118
−10 +18 0.122
−12 +12 0.125
−12 +15 0.125
−12 +18 0.127

Notes. The HR r.m.s. for the same sample, using SALT2, is 0.111 mag.
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performed. Finally, from these 214 SNe, only 156 have (B− V)max and form our final
cosmological sample. I note that, although the cuts in the sample are severe, this is a
proof-of-concept analysis with the idea of exploring new approaches and thus requires
a ‘golden’ sample, removing possible biases.

In this chapter, I have provided a proof-of-concept analysis of SN Ia light curves. By
using an NMF decomposition, I showed that the components extracted can be physi-
cally interpreted and compared to standard light-curve parameters. Furthermore, the
coefficients related to these components can be used for the standardisation of SNe Ia,
leading to similar results as well-established light-curve fitters, such as SALT2. The
exact number of components and phase range used can affect the results, where we
found a ‘sweet-spot ’ for the standardisation of SNe Ia with three NMF components
and a phase range between −10 and +15 days.

PISCOLA is not only a tool that allows the user to fit SN Ia light curves and estimate
distances, but also gives the opportunity to explore the astrophysics of these objects. In
the next chapter, I look into the PISCOLA SED model and study the differences with
the SALT2 SED model, focusing specifically on the change of colour as a function of
wavelength and time.
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Chapter 6

Type Ia Supernova Colour Law

In the previous chapter, I showed that PISCOLA, together with an appropriate machine-
learning light-curve analysis, is a powerful tool for the standardisation of SNe Ia. In this
chapter, I take a different turn and explore the astrophysics behind these objects.

The SN colour is the light-curve parameter that contributes most to the standardisation
of SNe Ia. It is related to the physics, progenitors and environments of SNe Ia, and is a
complicated parameter as there are several factors that may contribute to variations in
the observed colour (e.g., SN circumstellar material or host galaxy extinction).

The wavelength-dependent variation of colour in SNe Ia is known as the ‘colour-variation
law’ or ‘colour law’ (CL). SALT2 describes the CL as a wavelength-dependent function
that does not vary in time or as a function of x1 (see equation (1.27)). I can also use the
PISCOLA mangling fits to estimate a CL, in a similar fashion to SALT2. The mangling
function at tmax

B (see Section 3.3) describes how the colour of a SN varies with respect
to a base SED template and therefore gives me a method to estimate the relative CL for
a single SN (i.e., the mangling function is equal to (B−V)max multiplied by the CL).

6.1 PISCOLA Colour Law

I divided the cosmological sample of SNe Ia used in the previous chapter (156 SNe)
into bins of 0.05 mag in colour, and calculated their average mangling function in each
bin. I then fit a third-order polynomial, optimising across all bins of (B−V)max simul-
taneously, to obtain a functional form for the CL following the assumption that the CL
is wavelength-dependent only (as in equation (1.27)). I note that only data between
∼3500 and ∼7000 Å is used for this as not all SNe have coverage bluer than 3500 Å, es-
pecially at low redshifts. High-z SNe get their ultraviolet (UV) wavelengths redshifted
to optical wavelengths at the observer’s frame. However, most of the SNe with rest-
frame UV coverage do not have PISCOLA-measured (B − V)max as the rest-frame V
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FIGURE 6.1: The colour law obtained with PISCOLA (solid black line) compared to
that from SALT2 (dash-dotted blue line) and a Fitzpatrick (1999, Fitzpatrick99) extinc-
tion law for different RV values (red lines). The vertical dotted lines mark the effec-
tive wavelengths of the B and V bands. This comparison is shown for two different
(B− V)max values (−0.10 and 0.15 mag). Similarities with the dust extinction laws is

seen in both cases.

band gets redshifted outside the filters’ range, so are not used for the estimation of the
PISCOLA CL.

In Figure 6.1, I compare this CL against that of SALT2 and the extinction law from
Fitzpatrick (1999) for three different values of the total-to-selective extinction ratio, RV ,
and two different (B − V)max values (−0.10 and 0.15 mag). The PISCOLA CL agrees
with the Fitzpatrick (1999) extinction law with RV < 3.1. Similar findings have been
reported in previous work (e.g., Burns et al., 2014; Amanullah et al., 2015; Sasdelli et al.,
2016; Brout & Scolnic, 2021; Thorp et al., 2021).

When comparing with the SALT2 CL, there is agreement at optical wavelengths, but
some deviation towards the UV. However, as previously mentioned, the data around
3000 Å is limited and thus the PISCOLA CL at these wavelengths is merely an extrapo-
lation.

The colour dispersion, i.e., the scatter around the CL, is also of importance to quan-
tify the disagreement. SALT2 includes its CL in its model (equation (1.27)), possibly
limiting its behaviour, and it is estimated during the training phase, while we esti-
mate it after the PISCOLA fitting and correction process of the SNe Ia, almost directly
from the data. In Figure 6.2, I compare the CLs of PISCOLA and SALT2 at (B− V)max
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FIGURE 6.2: Top panel: CL obtained with PISCOLA (solid black line) compared to
the CL from SALT2 (dash-dotted blue line) for (B − V)max = 0.15 mag. The shaded
areas represent their respective colour dispersions. Bottom panel: Colour dispersion
comparison between PISCOLA (solid black line) and SALT2 (dash-dotted blue line).

The vertical dotted lines mark the effective wavelengths of the B and V bands.

= 0.15 mag, but also include their respective colour dispersions. I note that, despite the
differences in the estimation of the CLs, they agree (considering the colour disperson),
especially in the range used for calculating the PISCOLA CL (∼3500–7000 Å).

This was also tested with the simulations of Section 4.3.1, where I found similar results.
Furthermore, by changing the shape of the CL of the simulations, PISCOLA is able to
retrieve a CL that agrees with it within uncertainties (1σ at &3500 Å; see Figure 6.3).

The colour dispersion indicates that PISCOLA has a larger scatter towards the near-IR,
but similar in the UV, compared to SALT2. The shape of the colour dispersion curve
from PISCOLA could be a consequence of a combination of three factors. The first is
due to the smaller observational uncertainties in the B and V bands, where much of the
flux of a SN Ia emerges, and larger uncertainties at redder and bluer wavelengths. The
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FIGURE 6.3: The description is the same as in Figure 6.1 but for (B−V)max = 0.10 mag
and a SALT2 model with a different (artificial) CL shape. PISCOLA is able to retrieve
a CL that agrees with that of SALT2 (at &3500 Å) even after changing the shape of the

CL in the SALT2 model.

second is due to the reduced number of SNe covering bluer and redder wavelengths
(around 3500 Å and 7000 Å respectively) compared to the range around B and V. The
third is that there may be a difference in the CL for different SNe.

The differences in CLs are important as they can represent differences in the underlying
physics of SNe Ia. The SALT2 model only incorporates near-UV observations of high-
z SNe (e.g., from SNLS) as these wavelengths are redshifted to optical wavelengths
and can be observed with ground-based telescopes. In principle, the characteristics of
these SNe could be intrinsically different to those at lower redshift (e.g., Ellis et al., 2008;
Maguire et al., 2012). This may introduce biases in the SALT2-measured colour. The CL
obtained with PISCOLA agrees with the average extinction law measured in the MW
(with low values of RV) within the uncertainties, implying that the remaining variation
(intrinsic scatter) in SNe Ia may be driven by dust of similar properties to that in our
galaxy. I note that Brout & Scolnic (2021) found that the remaining variation could
be explained by dust with different properties to that in our galaxy, although using a
SALT2 CL.
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6.2 Testing Phase Dependence

As was mentioned above, SALT2 assumes a constant CL that does not depend on the
phase of the SNe. Here I test whether or not PISCOLA retrieves a phase-independent
CL. In Figure 6.4, I show the average mangling function of SNe with (B − V)max =

−0.1 mag (the colour bin with the most SNe), at different phases between −10 and
+10 days. A phase-dependent evolution of the mangling function (hence CL) seems
to be observed, which would be inconsistent with the assumption of SALT2. However,
the dispersion for the different phases can be relatively large. For phases around 0 days,
the dispersion is similar to that shown in the bottom panel of Figure 6.2, but for much
later or earlier phases, the dispersion can even double. Thus, this apparent evolution
is not significant and the PISCOLA CL is consistent with the phase-independent CL of
SALT2.

To further test this results, I studied the effect that the x1-dependent component of the
SALT2 SED model (M1 in equation (1.27)) has on colour as a function of phase (see
Figure 6.5). I remind the reader that the x1-dependent component of the SED is not
included in the PISCOLA fits. The SNe Ia sample used in this chapter has in average
x1 ∼ 0, taking the values from Scolnic et al. (2018b). Furthermore, I note that, despite
different x1 contributions having different colour evolution (Figure 6.5), x1 does not
depend on phase. Therefore, the x1-dependent component of the SALT2 SED is unable
to explain any evolution in the CL.
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x1-dependent component, M1, as a function of phase, for different values of SALT2-x1

(colour-coded according to the bar on the right).

To eliminate the effect of redshift in the apparent CL evolution (SALT2 is trained mostly
with low-z SNe), I also estimated the CL as a function of phase for different bins of
redshift. I found similar CL shapes for all the tested bins, all consistent with no CL
evolution.

6.3 Exploring the SNe Ia Colour Law with DES

In order to corroborate the findings from the previous sections of this chapter, I decided
to use a different sample. DES was a 6-year survey covering a large portion on the
Southern sky using the Dark Energy Camera (DECam Flaugher et al., 2015) in the 4-m
Blanco telescope at the Cerro Tololo Inter-American Observatory. The survey includes
a 5-year transient survey, ‘DES-SN’, optimised for the purpose of observing SNe Ia
for cosmology over a redshift range 0.2 < z < 1.2 (Smith et al., 2020, and references
therein), with characteristics similar to those of SNLS and PS1 (e.g., average cadence of
7 days).

For this work, I use the public 3-year sample of spectroscopically classified SNe Ia (DES-
SN3YR; Abbott et al., 2019), which consist of 207 SNe Ia in the redshift range 0.02 < z <

0.85, and supplement it with 122 low-z SNe Ia from CfA3, CfA4 and CSP (also included
in the Pantheon sample) used for the cosmological analysis in Abbott et al. (2019), with
a total of 329 SNe Ia (I will refer to the joint sample as the DES-SN3YR). Using SNe Ia
across a wide range of z prevents biases from possible selection effects, as previously
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FIGURE 6.6: The colour law obtained with PISCOLA (solid black line) compared to
that from SALT2 (dash-dotted blue line) for the DES-SN3YR sample. A Fitzpatrick
(1999, Fitzpatrick99) extinction law with different RV values is shown for reference
(red lines). The vertical dotted lines mark the effective wavelengths of the B and V

bands. This comparison is shown for a (B−V)max value of 0.10 mag).

mentioned (e.g., selection of intrinsically different populations by using only high-z
SNe).

I made sure to use the proper set of filters, magnitudes systems and photometry (e.g.,
Burke et al., 2018; Brout et al., 2019), available online1. The DES-SN3YR sample was
fitted with PISCOLA in a similar fashion to the Pantheon sample (Chapter 4). 280 SNe
were successfully fitted (mmax

B measured), where most of the ‘failed ’ SNe were those
from the low-z surveys without peak coverage. The higher successful rate compared
to the surveys in the Pantheon sample is given by the better data quality, due to the
superior camera and z-band response used in DES (Smith et al., 2020).

Using this sample, I estimate the PISCOLA CL as described in Section 6.1. The result
is shown in Figure 6.6, where I compare it with the SALT2 CL and a Fitzpatrick (1999)
extinction law with different RV values, as before. I note that the CL obtained with
both samples, DES and Pantheon, are very similar. This does not only help validate
PISCOLA by proving that PISCOLA is consistent, but also corroborates the CL obtained
in Section 6.1.

Given this result, I do not expect to see a CL evolution, as before (Section 6.2), for the
DES-SN3YR sample. In the left panels of Figure 6.7, I show the mangling functions/-
CLs for SNe with (B− V)max between −0.2 and 0.25 mag (PISCOLA-measured colour

1https://des.ncsa.illinois.edu/releases/sn

https://des.ncsa.illinois.edu/releases/sn
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range for the sample), and their dependence on phase (colour coded). Similar results
were found as with the Pantheon sample. In the right panels of Figure 6.7, I show the
AV − AB (i.e., the difference between the values of the CL at the effective wavelengths
of the V and B bands) evolution as a function of phase for the different (B−V)max val-
ues. As can be seen, these are all consistent with no evolution (i.e., a horizontal straight
line).

I note that Ax is commonly used to refer to the extinction value in x band, however, the
CL might not necessarily be driven (completely) by dust. I use this nomenclature to
follow the convention used in other works for easier comparison (e.g., Guy et al., 2005,
2007).

To conclude this chapter, by using SNe Ia from the Pantheon sample, PISCOLA re-
trieves a CL consistent with that of SALT2, but with hints of some, but not significant
deviation towards the UV. This CL is also consistent with dust extinction laws with
RV < 3.1 (i.e., smaller values than those found in the MW). By studying the CL as a
function of phase, I found that the PISCOLA CL is consistent with a phase-independent
CL, as that from SALT2. Analysing a separate sample of SNe Ia from DES, I found sim-
ilar results, providing further validation for PISCOLA.

In this chapter, I have shown how important it is to find new ways of extracting new
information to help better understand the explosion mechanisms and progenitors of
SNe Ia. This allows us to understand the link between different types of SNe and the
bigger picture of how they are all connected. Thus, In the following chapter, I study the
astrophysics of SNe II, by analysing a particular case of this type of objects.
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FIGURE 6.7: Left panels: PISCOLA average mangling functions of SNe Ia with
(B−V)max between -0.2 and 0.25 mag at different phases between −10 and +15 days
(colour-coded according to the bar on the right). The vertical dotted lines mark the
effective wavelengths of the B and V bands while the horizontal lines mark the re-
spective AV − AB values at phase 0 days. Right panels: AV − AB as a function of

phase.
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Chapter 7

Supernova 2016aqf

In the previous chapter, I showed the importance of studying the astrophysics of SNe
Ia, through different wavelengths. In this chapter, I move my focus to studying the as-
trophysical properties of SNe II to expand my knowledge of the SN ‘landscape’. More
specifically, I study the particular case of a low-luminosity (LL) SN II, SN 2016aqf. This
‘extreme’ case of SN can be key in understanding the progenitor scenarios and explo-
sion mechanisms of SNe II and CCSNe in general. This chapter is based on the work
published by Müller-Bravo et al. (2020)

7.1 Low-Luminosity Type II SNe

SNe II show a large diversity in luminosities, with peak V-band maximum absolute
magnitudes ranging from ∼ −13.5 to ∼ −19 mag, and an average of about −16.7 mag
(Anderson et al., 2014). With the increasing number of telescopes and surveys, several
LL SNe II, generally events with V & −16 mag (e.g., Kulkarni & Kasliwal, 2009; Smartt
et al., 2015, however, see Pastorello 2012), have been found in the past decades (e.g.,
Turatto et al., 1998; Pastorello, 2012; Spiro et al., 2014; Lisakov et al., 2018).

The prototype of this faint sub-class is SN 1997D (de Mello et al., 1997; Turatto et al.,
1998). SN 1997D displayed a low luminosity and low expansion velocity. However,
it was discovered several weeks after peak, with no well-constrained explosion epoch.
The first statistical study of this sub-class was presented by Pastorello et al. (2004), who
found the class to be characterised by narrow spectral lines (P-Cygni profiles) and low
expansion velocities (a few 1000 km s−1 during the late photospheric phase), suggesting
low explosion energies (Eexp . few times 1050 erg). Their bolometric luminosity during
the recombination ranges between ∼ 1041 erg s−1 and ∼ 1042 erg s−1, with SN 1999br
(Pastorello et al., 2004) and SN 2010id (Gal-Yam et al., 2011) being the faintest SNe II
discovered. They also show lower luminosity in their exponential-decay tail than the
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bulk of SNe II, which reflects their low 56Ni masses (MNi . 10−2 M�), in agreement
with the low explosion energies, as expected from the MNi–Eexp relation found in dif-
ferent studies (e.g., Pejcha & Prieto, 2015; Kushnir, 2015; Müller et al., 2017). Spiro et al.
(2014) have since expanded the statistical study of LL SNe II, adding several objects
and finding similar characteristics to those found by Pastorello et al. (2004). While the
current sample of nebular-phase (late-time) spectra of LL SNe II is growing, the study
of additional events with better cadence and higher S/N data is essential for under-
standing their observed diversity.

The nebular [O I] λλ6300, 6364 doublet and Ni/Fe abundance ratio, measured from
the [Fe II] λ7155 and [Ni II] λ7378 lines, are very important for the understanding of
the inner structure of the progenitor and the explosion mechanism dynamics of SNe
II and possibly CCSNe in general (Section 1.1.1). The latter lines are found in several
LL SNe II, probably due to their lower expansion velocity de-blending them. However,
there are few studies of this ratio, mainly due to the lack of late-time spectra. In the
rest of this chapter I present the study of SN 2016aqf, a well-observed (i.e., excellent
spectral and photometric coverage) LL SN II, discovered soon after explosion.

7.2 Observations, reductions and host galaxy

7.2.1 SN Photometry and Spectroscopy

SN 2016aqf (ASASSN-16cc) was discovered on 2016 February 26 at 04:33:36 UTC (57444.19
MJD) by the All-Sky Automated Survey for Supernovae1 (ASAS-SN; Shappee et al.,
2014) at RA = 05h46m23.s91 and Dec. = −52◦ 05′18.′′9, in the galaxy NGC 2101 (Brown
et al., 2016) at z = 0.004016 (Lauberts & Valentijn, 1989). On 2016 February 27, SN
2016aqf was classified as a SN II (Hosseinzadeh et al., 2016; Jha & Miszalski, 2016).
Based on the low luminosity of the host (MB = −17.66 mag as in Gutiérrez et al. 2018,
although see Section 7.2.2), Claudia Gutiérrez commenced a follow-up campaign with
the extended Public ESO Spectroscopic Survey of Transient Objects (ePESSTO; Smartt
et al., 2015) as part of the programme ‘SNe II in Low-luminosity host galaxies’.

The final pre-explosion non-detection in the V-band, reported three days before the
date of classification by ASAS-SN (57442 MJD), has a limiting magnitude ∼ 16.7 mag,
which does not give a strong constraint on the explosion epoch. Previous non-detections
have similar limiting magnitudes. Hence, I decided to estimate the explosion epoch us-
ing the spectral matching technique (e.g., Anderson et al., 2014; Gutiérrez et al., 2017).
I used GELATO2 (Harutyunyan et al., 2008) to find good spectral matches to the high-
est resolution spectrum of SN 2016aqf, as it is also one of the first spectra taken (57446

1http://www.astronomy.ohio-state.edu/assassin/index.shtml
2https://gelato.tng.iac.es/gelato/

http://www.astronomy.ohio-state.edu/assassin/index.shtml
https://gelato.tng.iac.es/gelato/
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FIGURE 7.1: r-band image of NGC 2101 with SN 2016aqf marked. Data from the 1.0-m
Las Cumbres Observatory telescopes (MJD = 57514, 74 days after explosion).

MJD). From the best matching templates, I calculated a mean epoch of the spectrum
of ∼6 days after explosion and a mean error added with the standard deviation of the
explosion epochs in quadrature of ∼ 4 days. This gives an explosion epoch of MJD
57440.19±4 (slightly different to the estimated epoch in Gutiérrez et al. 2018 as they
used the non-detection).

Optical BVgri imaging of SN 2016aqf was obtained with the 1.0-m telescope network
of the Las Cumbres Observatory (LCO; Brown et al., 2013) as part of both ePESSTO and
the ‘Las Cumbres Observatory SN Key Project’, with data taken from 8 to 311 d after
explosion. All photometric data were reduced following the prescriptions described
by Firth et al. (2015). This pipeline subtracts a deep reference image constructed using
data obtained in the BVgri bands three years after the first detection of SN 2016aqf to
remove the host-galaxy light using a point-spread-function (PSF) matching routine. SN
photometry is then measured from the difference images using a PSF-fitting technique.
Figure 7.1 shows the SN position within the host galaxy. The photometry of SN 2016aqf
is presented in Table A.1 in Appendix A.
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Spectroscopic observations were obtained with the ESO Faint Object Spectrograph and
Camera version 2 (EFOSC2; Buzzoni et al., 1984) at the 3.58-m ESO New Technology
Telescope (NTT), the FLOYDS spectrograph (Brown et al., 2013) on the Faulkes Tele-
scope South (FTS), and the Robert Stobie Spectrograph (RSS; Burgh et al. 2003; Kob-
ulnicky et al. 2003) at the Southern African Large Telescope (SALT). FLOYDS spectra
were taken as part of the ‘Las Cumbres Observatory SN Key Project’. The observations
include phases from 2 to 348 d after explosion (all phases in this chapter are relative to
the estimated explosion epoch of SN 2016aqf). EFOSC2 spectra, obtained with grism
#13, cover 3500–9300 Å at a 21.2 Å resolution, the FLOYDS spectra have wavelength
coverage of ∼ 3200 – 10000 Å with a resolution of ∼ 18 Å, and the RSS spectrum (Jha
& Miszalski, 2016) covers 3600–9200 Å at ∼ 7 Å resolution. The data reduction of the
EFOSC2 spectra was performed using the PESSTO pipeline3 (Smartt et al., 2015), while
the FLOYDS data were reduced using the PYRAF-based FLOYDSSPEC pipeline4 (Valenti
et al., 2014). Spectral information is summarised in Table A.2 in Appendix A.

7.2.2 Host Galaxy

Photometry of NGC 2101 was obtained with the LCO 1.0-m telescope network, and
spectroscopy with the Focal Reducer/low dispersion Spectrograph 2 in the Very Large
Telescope, around three years after the SN explosion (2019 February 6 at 04:38:48 UTC).
I estimated a galaxy distance of µ = 30.16± 0.27 mag (see Section 7.3.2), consistent with
the Tully-Fisher value of µ = 30.61± 0.80 mag, as reported in the NASA/IPAC Extra-
galactic Database5 (NED). Adopting the distance estimated in this work, the galaxy has
MB = −17.22± 0.34 mag, which is consistent with the value reported in Gutiérrez et al.
(2018, −17.66 mag) given the large uncertainties from the reported distance. I use the
total corrected B-band apparent magnitude, with the total B-band magnitude error as
reported in HyperLEDA, using error propagation. The radial velocity corrected for Lo-
cal Group infall onto Virgo is 883± 3 km s−1 (Theureau et al., 1998; Terry et al., 2002),
as reported in HyperLEDA6 (Makarov et al., 2014), a value which I use to estimate the
corrected redshift of SN 2016aqf.

From the spectrum of the H II region at the position of the SN, I measure the emission
line fluxes of Hα, H β, [N II] and [O III]. I estimated the star-formation rate (SFR) from
the Hα line as SFR = 2.3± 0.6× 10−1 M� yr−1, using the calibration from Kennicutt &
Evans (2012), where the uncertainty is driven by the uncertainty in the distance. Using
the calibration of Marino et al. (2013), I then estimated a gas-phase metallicity of (12 +
log(O/H))O3N2 = 8.144± 0.025 dex and (12 + log(O/H))N2 = 8.134± 0.042 dex, i.e.,
below the solar value of 8.69 dex (Asplund et al., 2009). This is low compared to many

3https://github.com/svalenti/pessto
4https://github.com/svalenti/FLOYDS_pipeline
5http://ned.ipac.caltech.edu/
6http://leda.univ-lyon1.fr/

https://github.com/svalenti/pessto
https://github.com/svalenti/FLOYDS_pipeline
http://ned.ipac.caltech.edu/
http://leda.univ-lyon1.fr/
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other SN II host galaxies, but not uncommon (e.g., Anderson et al., 2016). However, the
metallicity does not follow the relation found with the Fe II λ5018 pseudo-equivalent-
width (pEW; a measure of the strength/intensity of a spectral line with respect to a
pseudo-continuum) evolution measured from SN 2016aqf (e.g., Dessart et al., 2014; An-
derson et al., 2016; Gutiérrez et al., 2018). This may be caused by the lower tempera-
tures in LL SNe II which causes the earlier appearance of the Fe II lines in these objects
(Gutiérrez et al., 2017).

7.3 Data Analysis

7.3.1 Extinction corrections

I adopt a MW reddening value of E(B−V)MW = 0.047 mag, and correct my photome-
try using the prescription of Schlafly & Finkbeiner (2011) and the Cardelli et al. (1989)
extinction law with RV = 3.1. To estimate the host galaxy extinction, I investigated
the EW of the Na I D (λλ5889, 5895) absorption, a well-known tracer of gas, metals and
dust (e.g., Richmond et al., 1994; Munari & Zwitter, 1997; Turatto et al., 2003; Poznanski
et al., 2012). I note that these relations tend to have large uncertainties.

The spectrum at +6 d is the only one that seems to shows Na I D absorption lines from
the MW and the host galaxy. I used the relations for one line (D1) and two lines (D1+D2)
from Poznanski et al. (2012), obtaining upper limits of E(B− V) . 0.028± 0.011 mag
and E(B−V) . 0.032± 0.006 mag, respectively. This gives a weighted average value of
E(B−V) . 0.031 mag. Given this very small level of reddening (and its uncertainty), I
choose not to make an extinction correction to the SN data. I do not use other methods
to estimate this value as they rely on the SN colour; de Jaeger et al. (2018) showed that
the majority of colour dispersion of SNe II is intrinsic to the SN.

7.3.2 Light curve and distance

The BVgri-band light curves of SN 2016aqf (Figure 7.2) cover from +8 to +311 d. As
the host galaxy is not in the smooth Hubble flow (where recessional velocities are
dominated by the expansion of the universe), I estimated the distance to SN 2016aqf
using the Standardized Candle Method (Hamuy & Pinto, 2002b), which relates the
velocity of the ejecta of a SN II to its luminosity during the plateau, and the rela-
tion of Kasen & Woosley (2009, equation 17) for a redshift-independent distance es-
timate. I calculate the distance modulus µ = 30.16± 0.27 mag (10.8± 1.4 Mpc), which
gives Mmax

V = −14.58 mag and a mid-plateau V-band luminosity of −14.63 mag (Sec-
tion 7.4.2). Note that the plateau luminosity is slightly brighter, thus Mmax

V represents
the maximum luminosity from the peak closest to the bolometric peak (Section 7.3.4).
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FIGURE 7.2: SN 2016aqf BVgri-band photometry from +8 to + 311 d. BV bands are in
Vega magnitude system, while gri bands are in AB magnitude system. The last non-
detection in V band is also shown (inverted triangle). The SN was not visible around
the transition from the optically-thick to the optically-thin phase. Offsets have been
applied to the photometry for visualisation purposes. As in all figures in this paper,
the photometry is corrected for MW extinction but not host extinction, and the data

are in the rest-frame.

I estimated Mmax
V from the first epoch of photometry given that the last non-detection

helps to obtain a good constraint.

During the plateau, the SN shows an increase in the Vri-bands luminosity, probably due
to its low temperature which shifts the peak luminosity from the UV to redder bands
more rapidly compared to normal SNe II. The gap in observations between +80 and
+150 days was caused by the sun obstructing the line-of-sight, and coincides with the
SN transitioning from the optically-thick to the optically-thin phase. The V-band de-
creases by ∼ 2 mag across the gap in the light curve, and is an estimate of the decrease
caused by the transition from plateau to nebular phase, smaller than other LL SNe II
(∼ 3–5 mag; e.g., Spiro et al., 2014).
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FIGURE 7.3: (B − V) colour evolution of SN 2016aqf compared to my sample of
LL SNe II. All data is corrected for MW and host galaxy extinction (except for those
SNe with host extinction values reported as upper limits in Table A.3 in Appendix A).
Notice that the dispersion generally increases with time. Uncertainties are not shown

as they are relatively small in general.

7.3.3 Colour Evolution

In Figure 7.3, I show the (B− V) colour curve (corrected for extinction) of SN 2016aqf
during the first ∼200 days. At the beginning of the observations (+8 d) it has a colour
close to 0 mag, which slowly increases to around 1.0 mag at ∼ +50 d and ∼1.3 mag
before the gap in coverage.

For comparison, I form a sample of other LL SNe II from the literature with good data
coverage and similar properties to my object: SNe 1999br (Hamuy, 2003; Pastorello
et al., 2004; Gutiérrez et al., 2017), 2002gd, 2002gw , 2003B, 2003fb, 2003Z, 2004fx,
2005cs, 2008bk, 2008in, 2009N, 2010id, 2013am and 2016bkv. Note that this sample
is used throughout the rest of this chapter but is later supplemented with other SNe in
Section 7.5.3. These SNe and their references are in Table A.3 in Appendix A. In addi-
tion, I include SN 2012ec (Maund et al., 2013), a non-LL SN II, as a reference as it has
a well-measured Ni/Fe abundance ratio, used in my later analysis. For this compar-
ison sample, I use photometry and spectra obtained from the ‘Open Supernova Cata-
log’ (Guillochon et al., 2017) and the Weizmann Interactive Supernova Data Repository
(Yaron & Gal-Yam, 2012). Note that I only used epochs with both B and V photome-
try to calculate the (B− V) colour, without applying interpolations. The photometry
of this sample is corrected for MW extinction (see Section 7.3.1), and host galaxy ex-
tinction, using the values from the references in Table A.3 in Appendix A. However,
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FIGURE 7.4: Bolometric light curve of SN 2016aqf compared to my LL SNe II sample.
The light curves were obtained by using bolometric corrections (see Section 7.3.4 for
details). All data is corrected for MW and host galaxy extinction (except for those with
values reported as upper limits, see Table A.3 in Appendix A). The 56Co→ 56Fe decay
line is shown for comparison. Uncertainties are not shown for visualisation purposes

I do not correct for host galaxy extinction when the reported value is an upper limit
(this does not represent a problem given the relatively small extinction values, AV <

0.1 mag).

The (B− V) evolution of SN 2016aqf is in general flatter than the bulk of my sample,
showing similar colours at early epochs (t .15 days), but becoming slightly bluer at
later epochs (t &25 days), similar to SN 2012ec. After ∼100 d the dispersion in the
colour evolution of my sample starts increasing, probably due to the faintness of these
objects.

7.3.4 Bolometric light curve

I estimated the bolometric light curve of SN 2016aqf by applying the bolometric correc-
tion from Lyman et al. (2014) (assuming a cooling phase of 20 days). I use the (g− i)
colour as it shows the smallest dispersion. Most SNe in my LL SN II sample have only
BVRI data, so, to be consistent, I calculated their bolometric light curves by using the
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(B− I) colour as it has the smallest dispersion within the available bands, using the dis-
tances from Table A.3 in Appendix A. Only epochs with simultaneous B and I bands
(or g and i for SN 2016aqf) were used. The light curves are shown in Figure 7.4 (SN
2008bk is not shown as it does not have epochs with simultaneous B and I coverage).
Unfortunately, as the relations from Lyman et al. (2014) only work in a given colour
range, I can not estimate the bolometric light curve during the nebular phase of some
of the SNe.

The luminosity of SN 2016aqf at peak is Lbol ≈ 1041.4 erg s−1, estimated from the first
epoch with photometry. The luminosity of SN 2016aqf during the cooling phase gen-
erally decreases less steeply than other LL SNe II. During the plateau phase, the lumi-
nosity falls to Lbol ≈ 1041.3 erg s−1, placing it in the mid-luminosity range of my sample
(between SN 2005cs and SN 2002gd). After the gap, the SN has a luminosity of Lbol

≈ 1040.5 erg s−1, dropping to Lbol ≈ 1039.7 erg s−1 at +300 d. The exponential-decay tail
is steeper than the 56Co decay (0.98 mag per 100 days Woosley et al., 1989), although
shallower than the decay in the V-band, presumably due to γ-ray leakage.

7.3.5 Early spectral evolution

The spectra of SN 2016aqf have narrower lines than spectra of normal SNe II, suggest-
ing low expansion velocities and low explosion energies. Spectra obtained during the
optically-thick phase are shown in Figure 7.5. During the first two weeks, the evo-
lution is mainly dominated by a blue continuum and Balmer lines, showing P-Cygni
profiles of Hα and Hβ. Fe II λ4924, λ5018, λ5169 and Ca II λλλ8498, 8542, 8662 then
appear, becoming prominent at later epochs. The Na I D appears at around one month.
Sc II/Fe II λ5531, Sc II λ5663, λ6247 and Ba II λ6142 appear at around +50 d. O I λ7774
is weakly present after one month.

Figure 7.6 shows the early-time spectra of SN 2016aqf with other SNe from my com-
parison sample. The Fe II lines are present in all SNe, although in SN 2016aqf they are
generally weaker. SN 2016aqf is similar to SN 2002gw and SN 2010id, with a relatively
featureless spectrum between Hβ and Hα. However, I see no major differences with
the rest of the sample at ∼+15 d.

At around +50 d (Figure 7.7), SN 2016aqf resembles SN 2009N, with the difference that
the Sc II/Fe II λ5531, Sc II λ5663, λ6247 and Ba II λ6142 lines are weaker (and weaker
than most other SNe in my sample). O I λ7774 is seen in the spectrum of most SNe, ex-
cept SN 2002gd and SN 2016bkv where the resolution of the spectra precludes a secure
identification. Most SNe have very similar Fe II and Ca II NIR line profiles. SN 2016aqf
does not display any other peculiarity with respect to the comparison sample. Note that
host galaxy extinction may be substantial for SN 2013am (Zhang et al., 2014; Tomasella
et al., 2018), explaining the drop in flux at the bluer end of this SN (Figure 7.6).
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FIGURE 7.5: SN 2016aqf photospheric phase spectra. Ca II H&K, Hβ,
Fe II λλλ4924, 5018, 5169, Na I D, Hα and Ca II NIR lines are marked. Green vertical
lines denote single lines, while blue denotes doublets or triplets. Telluric (i.e., atmo-
spheric) lines are shown by red circles with crosses. In some cases, the binned spectra
(black line) are over-plotted on the original spectra (grey) for visualisation. Spectra

corrected for MW extinction.

7.3.6 Nebular spectral evolution

Figure 7.8 shows the spectra taken during the optically thin phase. Hβ is present, al-
though its strength slowly decreases at >250 d. The Fe II lines around 5000 Å are weak
and hard to distinguish. The [O I] λλ6300, 6364 doublet has two distinguishable com-
ponents (separated by ∼ 62 Å), and appears after five months, becoming prominent.
At five months, I see the presence of He I λ7065, [Fe II] λ7155, [Ca II] λλ7291, 7323 and
[Ni II] λ7378, which become prominent at later epochs. Despite being a LL SN II (i.e.,
having low expansion velocities), SN 2016aqf displays blended [Ca II] λλ7291, 7323
lines. The presence of O I λ7774 is more prominent at these later epochs. The Ca II NIR
lines are easy to distinguish given the narrow profiles.

The [O I] λλ6300, 6364 and [Ca II] λλ7291, 7323 lines show some very minor redshift
(∼ 5 Å, or ∼ 230 km s−1 and ∼ 200 km s−1), while the He I λ7065, [Fe II] λ7155 and
[Ni II] λ7378 lines are more redshifted (∼ 15 Å, or ∼ 630 km s−1, ∼ 630 km s−1 and
∼ 610 km s−1) throughout most of the nebular phase. I also noticed that the [Ni II]
λ7378 line shows almost no redshift (∼ 2 Å, or ∼ 80 km s−1) at ∼+150 days before
rapidly increasing to ∼ 10 Å (∼ 400 km s−1) at ∼+165 days and ∼ 20 Å (∼ 800 km s−1)
at ∼+270 days. In addition, the [O I] λλ6300, 6364 lines show a minor blueshift (∼ 5



7.3. Data Analysis 109

4000 5000 6000 7000 8000 9000 10000
Rest-frame Wavelength [Å]

lo
g 1

0
 F

λ
 +

 c
on

st
an

t
SN 1999br (+16)

SN 2002gw (+16)

SN 2004fx (+20)
SN 2005cs (+13)

SN 2008bk (+19)

SN 2008in (+16)
SN 2009N (+10)

SN 2010id (+16)

SN 2012ec (+16)

SN 2013am (+16)

SN 2016aqf (+16)

FIGURE 7.6: SN 2016aqf spectrum around +15 d (left) and +50 d (right) compared with
the LL SNe II sample at similar epochs. Spectra corrected for MW and host galaxy
extinction (except for those with values reported as upper limits, see Table A.3 in Ap-

pendix A).

Å, ∼ 230 km s−1) at ∼+280 days and then gets blueshifted again in about one month.
These shifts could be caused by asymmetries due to clumps in different layers of the
expanding envelope. It is worth mentioning that the [Fe II] λ7172 and [Ni II] λ7412
lines can contribute to the shifts in the [Fe II] λ7155 and [Ni II] λ7378 lines, respectively.
However, due to the resolution of the spectra, I am unable to discern their contribution.

When I compare SN 2016aqf to other SNe at > +300 d (see Figure 7.9), some of them
do not show He I λ7065 (e.g., SN 2005cs and SN 2012ec). For SN 2009N, which does
show this line, it has a similar strength to [Fe II] λ7155, which does not occur for other
SNe. The ratio between the [O I] λλ6300, 6364 lines are similar for all SNe, except for
SN 2005cs, where the ratio is relatively close to 1. It can also be seen that [Ni II] λ7378
is easy to distinguish in some SNe (e.g., SN 2012ec, SN 2009N and SN 2016aqf). In
the case of SN 2003B and SN 2005cs, this line is present, but it gets blended with the
[Ca II] λλ7291, 7323 doublet. SN 2012ec is a special case as it is the only SN that shows
a higher peak in [Ni II] λ7378 than in the [Ca II] λλ7291, 7323 doublet.
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FIGURE 7.7: SN 2016aqf spectrum around +50 d (right) compared with the LL SNe II
sample at similar epochs. Spectra corrected for MW and host galaxy extinction (except

for those with values reported as upper limits, see Table A.3 in Appendix A).

7.3.7 Expansion velocity evolution

The ejecta expansion velocities were measured from the position of the absorption
minima for Hβ, Fe II λ4924, Fe II λ5018, Fe II λ5169, Na I D (middle of the doublet),
Ba II λ6142, Sc II λ6247 and Hα. For Hα, I also estimated the expansion velocity from the
full-width at half-maximum (FWHM; width of a spectral line measured at half the max-
imum amplitude) of the emission by using v = c× FWHM/λrest, where c is the speed
of light, λrest is the rest-frame wavelength of the line, and FWHM is corrected for the
instrumental resolution. I include uncertainties in the measurement of the absorption
minima, from the host galaxy recession velocity (3 km s−1, as reported in HyperLEDA7;
Makarov et al. 2014), the maximum rotation velocity of the galaxy (44.2 km s−1, as re-
ported in HyperLEDA) and from the instrumental resolution, all added in quadrature.
The major contribution to the uncertainty comes from the instrumental resolution.

The expansion velocity curves are shown in Figure 7.10. The velocities of Hα and Hβ

are relatively high (& 8000 km s−1) at very early epochs (t . 10 days) and drop to

7http://leda.univ-lyon1.fr

http://leda.univ-lyon1.fr
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FIGURE 7.8: SN 2016aqf nebular phase spectroscopy. H α, H β, Na I D, [O I]
λλ6300, 6364, [Ni II] λ6667, He I λ7065, [Fe II] λ7155, [Ca II] λλ7291, 7323, [Ni II] λ7378
and Ca II NIR lines are shown for guidance. The rest of the description is the same as

in Figure 7.5.

∼ 5000 and 4000 km s−1 at ∼50 days, respectively, decreasing at a slower rate after-
wards. The Hα velocity estimated from the FWHM is close to that estimated from the
absorption minima as shown by Gutiérrez et al. (2017). The velocities of other lines de-
crease less drastically, from ∼ 5000 km s−1 at early epochs (t ∼ 10 d), for the Fe II lines,
dropping down to ∼ 3000 km s−1 at ∼ 50 d and relatively constant thereafter.

In general, the expansion velocity curves of SN 2016aqf fall within the bulk of my sam-
ple and follow the general trend, although some of the velocities seem to decrease faster
during the first 50 days after explosion.

7.4 Physical Parameters

7.4.1 Nickel Mass

The MNi is one of the main physical parameters that characterises CCSNe in general
as it is formed very close to the core (within a few thousand kilometers; e.g., Kasen &
Woosley 2009). I estimated the nickel mass of SN 2016aqf by using different methods:
(i) Arnett (1996), (ii) Hamuy (2003), (iii) Maguire et al. (2012) and (iv) Jerkstrand et al.
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FIGURE 7.9: SN 2016aqf spectrum around +330 d compared with the LL SN II sample
at similar epochs. The spectra were normalised by their peak Hα flux. Embedded figure:
zoom-in around ∼ 7250 Å. The rest-frame position of the He I λ7065, [Fe II] λ7155,
[Ca II] λλ7291, 7323 and [Ni II] λ7378 lines are shown. Spectra corrected for MW host
galaxy extinction (except for those with values reported as upper limits, see Table A.3

in Appendix A).

(2012). For more information regarding the different relations used for the estimation
of MNi, see Appendix B.

For (i), (ii) and (iv), I used the bolometric luminosity of the exponential-decay tail at
+200 days, calculated in Section 7.3.4 by interpolating with GPs and including the
distance of the SN for (ii). In the case of (iii), I measured the FWHM of Hα at +351
days, correcting it for the FWHM of the instrument. The MNi values obtained with
the different methods were MNi = 0.008+0.002

−0.002, 0.011+0.003
−0.003, 0.014+0.009

−0.007 and 0.007+0.001
−0.001

M�, respectively, with a weighted mean and a weighted standard error of the mean
of MNi = 0.008± 0.002 M�.

7.4.2 Explosion Energy, Ejected Mass and Progenitor Radius

Popov (1993) derived analytical relations for the estimation of the explosion energy
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FIGURE 7.10: SN 2016aqf expansion velocities for H β, Fe II λ4924, Fe II λ5018,
Fe II λ5169, Na I D (middle of the doublet), Ba II λ6142, Sc II λ6247 and H α. For H α I

also estimated the expansion velocity from the FWHM; see text for details.

(Eexp), ejected envelope mass (Menv) and the progenitor radius prior to outburst (Rprog)
for SNe II-P (following a similar analysis by Litvinova & Nadezhin 1985). These param-
eters are related to different light-curve properties and MNi. Thus, they are essential for
the characterisation of SNe II and CCSNe in general. The relations found by Popov
(1993) are:

log10(Eexp) = 4.0 log10 tp + 0.4 MV + 5.0 log10(vph)− 4.311, (7.1)

log10(Menv) = 4.0 log10 tp + 0.4 MV + 3.0 log10(vph)− 2.089, (7.2)

log10(Rprog) = −2.0 log10 tp − 0.8 MV − 4.0 log10(vph)− 4.278, (7.3)

where MV is the V-band absolute magnitude at the middle of the plateau, tp is the
duration of the plateau in days (as in Hamuy 2003), vph is the expansion velocity of the
photosphere at tp/2 (usually measured from the Fe II λ5169 line, as a good tracer of the
photosphere) in 103 km s−1. Eexp is expressed in 1051 erg, and Menv and Rprog in solar
units. I measured MV = −14.63± 0.27 mag for which I used GPs to interpolate the light
curve. By using the relativistic Doppler shift, I obtained vph = 2068± 167 km s−1 from
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the Fe II λ5169 absorption line minima. Finally, I use tp = 97.9± 7.2 days, for which I
assumed the same value of SN 2003fb (see Anderson et al., 2014), adding its uncertainty
in quadrature, as these SNe have relatively similar evolution around the transition (t &
+50 days) in the V band (see Appendix C.1 for a detailed comparison). With these
values for SN 2016aqf, I obtained Eexp = (0.24± 0.13)× 1051 erg, Menv = 9.31 ± 4.26
M� and Rprog = 152 ± 94 R�. The large uncertainties mainly come from the velocity,
specifically, from the instrumental resolution, and from the distance uncertainty used
in calculating the absolute magnitude. I compared these results with similar relations
found in the literature (e.g., Kasen & Woosley, 2009; Shussman et al., 2016; Sukhbold
et al., 2016; Kozyreva et al., 2019; Goldberg et al., 2019; Kozyreva et al., 2020), obtaining
similar results.

SN 2016aqf follows the Eexp–MNi (e.g., Pejcha & Prieto, 2015; Müller et al., 2017) and
Menv–Eexp relations (e.g., Pejcha & Prieto, 2015) found in SNe II. If I assume a neutron
star (∼ 1.4 M�) as the compact remnant left behind after the explosion, the progenitor
of SN 2016aqf should be a red supergiant star with ∼ 10.7 M�. This is a lower limit,
as some mass loss is expected due to various processes, e.g., winds (e.g. Dessart et al.,
2013a). Finally, Rprog is well within the normal estimated values of RSG radii, although
on the lower end (e.g., Pejcha & Prieto, 2015; Müller et al., 2017), but consistent with
other estimations for this sub-class of SNe (e.g., Chugai & Utrobin, 2000; Zampieri et al.,
2003; Pastorello et al., 2009; Roy et al., 2011).

7.5 Discussion

7.5.1 Progenitor Mass

The progenitors of SNe II have been extensively studied through pre-SN images (e.g.
Smartt, 2009, 2015) and hydrodynamical models (e.g. Bersten et al., 2011; Dessart et al.,
2013a; Martinez & Bersten, 2019). Although there remain some disagreements in the es-
timated physical properties, such progenitor mass and radius (e.g., Utrobin & Chugai,
2009; Dessart et al., 2013a, for discussions of this discrepancy), there have been recent
major improvements due to better cadence observations.

The [O I] λλ6300, 6364 nebular-phase lines have also been shown to be good tracers
of the core mass of CCSN progenitors (e.g., Elmhamdi et al., 2003; Sahu et al., 2006;
Maguire et al., 2010), as at these later epochs one is observing deeper into the progenitor
structure. Spectral modelling of the nebular phase has shown good agreement with
this and can be used to estimate the progenitor mass (e.g., J12; J14; J18). In order to
estimate the progenitor mass of SN 2016aqf, I used the spectral synthesis models from
J14 and J18 for progenitors with three different ZAMS masses: 9, 12 and 15 M�. The 9
M� model has an initial 56Ni mass of 0.0062 M� while the other two models have an
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FIGURE 7.11: First three panels (from left to right): Spectral synthesis models of SNe II
from J14 and J18. Three spectral synthesis models at ∼ +300 d from different pro-
genitor masses: 9 (left), 12 (centre) and 15 M� (right). X is the scaling factor (see
Section 7.5.1). The 12 and 15 M� models fit the spectrum better than the 9 M� model,
including the [O I] λλ6300, 6364 lines. Last panel: YN2 model of 12 M� from Lisakov
et al. (2017). There is a relatively good agreement with some of the Ca and the [O I]

λ6300, 6364 lines, however, most other lines are over-predicted.

initial 56Ni mass of 0.062 M�. I compare the nebular spectra of SN 2016aqf with the
models at two different epochs each (see Figure 7.11 for models at +300 days). The
models are scaled by exp((tmod - tSN)/111.4), where tmod is the epoch of the spectrum
of the models, tSN is the epoch of the spectrum of the SN and 111.4 is the e-folding time
(in days) of the 56Co. The models are also scaled by the SN MNi, MSN

Ni /Mmod
Ni , and by

the inverse square of the SN distance, (dmod/dSN)2. The luminosity of some lines, like
[O I] λ6300, 6364, scale relatively linearly with the MNi (e.g., J14), thus, it is reasonably
accurate to compare the models re-scaled to match the MNi of my observed SN. χ2

values were calculated to quantify these comparisons as well.

From Figure 7.11, I see that the 12 and 15 M� models present similar results, reproduc-
ing several lines. They can partially reproduce the [O I] λ6300 line, but the latter does
not reproduce the [O I] λ6364 line very well. However, these models under-predict
the [Fe II] λ7155 line and do not reproduce the [Ni II] λ7378 line and Ca II NIR triplet.
The 9 M� mostly over-predicts the flux of lines, but does a good job reproducing the
He I λ7065 and [Fe II] λ7155 lines. In terms of χ2 values, the 12 M� model is slightly
better than the 15 M� one, while the 9 M� model has a poorer fit. In addition, the 12
M� model is relatively consistent with the mass estimate from Section 7.4.2, within the
uncertainty. I also measured [O I]/[Ca II] flux ratios (e.g., Maguire et al., 2010) between
∼ 0.5–0.7, which are consistent with the 12 M� model and roughly consistent with the
15 M� model. Finally, I found that the models reproduce lines better at later epochs
(& 300 d) than at early epochs (< 300 d). J18 found the same pattern.

There seems to be a very weak detection of [Ni II] λ6667 (see Figure 7.8), partially
blended with H α, and the 9 M� model predicts similar fluxes for this line and [Ni II]
λ7378, due to the high optical depths (Figure 20 of J18). Note that this model has only
primordial (i.e., pre-explosion) nickel in the hydrogen-zone, no synthesised 58Ni, and a
different setup compared to the other two (e.g., no mixing applied, J18). As the model
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prediction for [Ni II] λ7378 is too weak, one can argue the detection of synthesised
nickel. The 9 M� model over-predicts the [O I] λ6300, 6364 lines, including most other
lines. As mentioned above, J18 had similar results at these early epochs, however, this
model showed better agreement at later epochs (e.g., > 350 d for SN 2005cs). I did not
find better agreement at later epochs.

In order to expand my analysis, I also compared SN 2016aqf with the progenitor models
from Lisakov et al. (2017), specifically, the YN models of 12 M� (a set of piston-driven
explosion with 56Ni mixing) as their MNi (0.01 M�) agree perfectly with my estimation,
apart from agreeing with other physical parameters (e.g., Eexp = 2.5× 1050 erg, Menv =
9.45 M�) as well. This comparison, which was done in the same way as with the other
models above, is shown in Figure 7.11 for the YN2 model as well. As can be seen, the
model predicts some of the Ca and the [O I] λ6300, 6364 lines relatively well. Nonethe-
less, most of the other lines are over-predicted. Other models from Lisakov et al. (2017)
did not show better agreement. However, the fact that both 12 M� models (from J14
and Lisakov et al. 2017) partially agree with the [O I] λ6300, 6364 lines (the main tracers
of the ZAMS mass) strengthen the conclusion that the progenitor is probably a∼ 12 M�
RSG star.

Neither the 9 M� model from J18 nor the YN 12 M� models from Lisakov et al. (2017)
have macroscopic mixing. The consistent overproduction of narrow core lines in both
models (see Figure 7.11) suggests that mixing is necessary, which the models from J14
have.

In conclusion, this shows that the current models have problems predicting the ob-
served diversity of LL SNe II, probably due to the incomplete physics behind these
explosions (e.g., assumptions of mixing, 56Ni mass, rotation). In other words, there
is a need of more models with different parameters that can help to understand the
observed behaviour of these SNe. As such, I can not exclude a 9 M� nor a 15 M� pro-
genitor. Thus, I conclude that the progenitor of SN 2016aqf had a ZAMS mass of 12
± 3 M�. A more detailed modelling of the progenitor is needed to improve these con-
straints, although this is beyond the scope of this work.

7.5.2 He I λ7065

The He I λ7065 nebular line has been studied with theoretical modelling (e.g., Dessart
et al. 2013b; J18), giving a diagnostic of the He shell. These models predict the appear-
ance of this line in SNe II with low mass progenitors as more massive stars have more
extended oxygen shell, shielding the He shell from gamma-ray deposition. However,
some LL SNe II do not show this line in their spectra (e.g., SN 2005cs; see Figure 7.9).
SN 2016aqf shows the clear presence of He I λ7065 throughout the entire nebular cov-
erage. I also see the presence of [C I] λ8727, although it gets partially blended with the
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Ca II NIR triplet. I expect to see this carbon line as a result of the He shell burning, so
the presence of both lines (He I λ7065 and [C I] λ8727) is consistent with the theoretical
prediction. Thus, I believe that SN 2016aqf is a good case study to provide further un-
derstanding of the He shell zone through theoretical models. Furthermore, following
the discussion from J18, I conclude that this is a Fe core SN and not an electron-capture
SN (ECSN; Moriya et al., 2014; Doherty et al., 2017; Hiramatsu et al., 2021), as the latter
lacks lines produced in the He layer.

7.5.3 Ni/Fe abundance ratio

As discussed above, the nebular spectra of SNe II contain a lot of information regarding
the progenitors as one is looking deeper into its structure. J15a discussed the impor-
tance of the ratio between the [Ni II] λ7378 and [Fe II] λ7155 lines as indicator of the
Ni/Fe abundance ratio. These elements are synthesised very close to the progenitor
core and, for this reason, their abundances are affected by the inner structure of the
progenitor and the explosion dynamics. More specifically, iron-group yields are di-
rectly affected mainly by three properties: temperature, density and neutron excess of
the fuel (for a more detailed account, see J15b). For this reason, studying iron-group
abundances is key to understanding SNe II.

SN 2016aqf is the only SN II to date with a relatively extensive coverage of the evolution
of [Ni II] λ7378 (most other SNe with the presence of this line only have at most ∼ 2
epochs showing it). In Figure 7.12, I show the evolution in time of the flux of [Ni II]
λ7378 and [Fe II] λ7155, and their luminosity ratio. I estimated the fluxes by fitting
Gaussians to the profiles. Uncertainties were estimated by repeating the measurements
and assuming different continuum levels.

I note that the evolution of the luminosity ratio reaches a quasi-constant value after
∼ 170 days since the explosion. This suggests that at relatively late nebular phase the
Ni/Fe abundance ratio is constant as the temperature should not vary much (see J15a),
although clumps in the ejecta might cause deviations from the measured values. After
removing the value at ∼+155 days (as the SN might still be in the transition to the
optically thin phase) I report a Ni/Fe luminosity ratio weighted mean of 0.906 and
a standard deviation of 0.062. The standard deviation gives us a more conservative
estimation of the uncertainty in the Ni/Fe luminosity ratio than the uncertainty in the
weighted mean.

I follow J15a to estimate the Ni II/Fe II ratio and in turn the Ni/Fe abundance ratio.
From the ratio between the luminosity of the [Fe II] λ7155 line and MNi, I then obtained
a temperature constraint of T = 3919+215

−257 K. With these values I estimated the Ni/Fe
abundance ratio to be 0.081+0.009

−0.010, or ∼ 1.4 times the solar ratio (0.056, Lodders 2003).
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removed for these calculations.

However, there are several things I need to take into consideration. Contribution to the
[Fe II] λ7155 and [Ni II] λ7378 lines does not come only from synthesised material, but
also from primordial Fe and Ni in the H-zone (J15a). The contribution can be signifi-
cant (∼ 40 per cent) and depends on the model and epoch. Unfortunately, the effect of
primordial contamination is not easy to remove without detailed theoretical modelling.
Nonetheless, it is plausible that the [Fe II] λ7155 and [Ni II] λ7378 lines are greatly dom-
inated by synthesised Fe and Ni at relatively early epochs (. 300 d), although I am un-
certain at which epochs the effect from primordial Fe and Ni starts becoming important
(J18). The line ratio can also be affected at very early epochs (. 200 d), as the SN can
still be during the optically-thick phase when opacity plays an important role.

Few other SNe have been reported to show [Ni II] λ7378. It is possible that this line is
mainly visible in LL SNe II, where the expansion velocities are lower, producing nar-
rower, de-blended line profiles. However, it is also seen in non-LL SNe II, other CCSNe
(e.g., SN 2006aj; Maeda et al., 2007; Mazzali et al., 2007) and type Ia SNe (SNe Ia; e.g.
Maeda et al., 2010). I searched for objects in my LL SN II comparison sample with spec-
tra in which I could detect [Fe II] λ7155 and [Ni II] λ7378 to measure the Ni/Fe abun-
dance ratio as for SN 2016aqf. I also expanded this sample to include other LL SNe II:
1997D, 2003B, 2005cs, 2008bk, 2009N and 2013am.

SN 1997D and SN 2008bk were not included in my initial sample as they lack good pub-
licly available data. I also include SN 2012ec as it is a well-studied case. In the case of
SN 1997D, I measured the ratio at two different epochs, but I used one (at∼+384 days)
of those, given that the other value (at ∼+250 days) had relatively large uncertainties.
For SN 2009N, I took an average between the two values I was able to measure (at
∼+372 and +412 days) as they were relatively similar. SN 2016bkv was not included
as the MNi values obtained in Nakaoka et al. (2018) and Hosseinzadeh et al. (2018) for
this SN are not consistent with each other (∼ 0.01 M� and 0.0216 M�, respectively), this
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TABLE 7.1: Ni/Fe abundance ratio values used in this work.

SN Ni/Fe σ− σ+

1997D 0.079 0.025 0.014
2003B 0.057 0.021 0.018
2005cs 0.084 0.012 0.012
2007aa 0.074 0.006 0.006
2008bk 0.046 0.042 0.017
2009N 0.101 0.018 0.017
2012A 0.028 0.022 0.016
2012aw 0.084 0.022 0.016
2012ec 0.2 0.07 0.07
2013am 0.108 0.017 0.018
2016aqf 0.081 0.010 0.009

being necessary for an accurate estimation of the Ni/Fe abundance ratio. For the rest
of the SNe, only one value was obtained. Several other LL SNe II show the presence
of [Ni II] λ7378, but it is either blended with other lines or the SNe lack some of the
parameters needed to estimate the Ni/Fe abundance ratio.

To expand my analysis, I looked into other physical parameters related to the Ni/Fe
abundance ratio. For example, J15b further analyse and compare this ratio against
theoretical models. Some of these models show that at lower progenitor mass, the
Ni/Fe abundance ratio should be higher. Unfortunately, not many LL SNe II have mea-
sured progenitor masses from pre-SN images, so I increase my sample by adding non-
LL SNe II as several of these do (e.g., Smartt, 2015), while they also show the presence
of [Fe II] λ7155 and [Ni II] λ7378 in their spectra. I do not include SNe with estimates
of the progenitor mass from other methods as they depend on more assumptions than
the pre-SN images method, making these estimates less reliable. The SNe included are:
SN 2007aa (Anderson et al., 2014; Gutiérrez et al., 2017), SN 2012A (Tomasella et al.,
2013) and SN 2012aw (Fraser et al., 2012). All these SNe are included in Table A.3 in
Appendix A. For SN 2007aa, I calculated the ejected nickel mass to be MNi = 0.032 ±
0.009 M� (I estimated this value using the relation from Hamuy 2003 and other values
from Anderson et al. 2014) and estimated the Ni/Fe abundance ratio also as part of
this work. For the other two SNe II, I took the values from J15a, assuming upper and
lower uncertainties equal to the average of the uncertainties of the rest of the sample
(not taking into account the uncertainties of SN 2012ec as they are too high). The Ni/Fe
abundance ratio values for this sample are shown in Table 7.1.

In addition, I compared the Ni/Fe against other physical, light-curve and spectral pa-
rameters to investigate possible correlations. The motivation is two-fold. Firstly, I am
searching for correlations that might allow indirect methods of measuring this ratio for
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FIGURE 7.13: Ni/Fe abundance ratio versus MNi, MV
max and Mprog. For Mprog I

show two different progenitor models, KEPLER (K) and STARS and Geneva (SG). SN
2016aqf is shown as a yellow square in the subplot with Mprog, for which I assume a

value of 12± 3 M�.

SNe with blended lines. Secondly, these correlations could shed light on the effect of
different parameters in the observed value of Ni/Fe, as is expected for the progenitor
mass, important for the theoretical modelling of SNe II.

I examined various SN parameters I thought could be somehow connected to the Ni/Fe
abundance ratio. The most relevant parameters are: nickel mass (MNi); V-band maxi-
mum absolute magnitude (MV

max); optically-thick phase duration (OPTd); Fe II λ5169
expansion velocity (vel(Fe II 5169)); the progenitor mass from KEPLER (K) models
(MK

prog; see Smartt 2015), progenitor mass from STARS and Geneva (SG) rotating mod-
els (MSG

prog; see Smartt 2015); explosion energy (Eexp); [O I] λ6300 and [O I] λ6364 lumi-
nosities at the epoch of measured Ni/Fe abundance ratio (L6300 and L6364); and host-
galaxy gas-phase metallicity ((12 + log(O/H))N2). The sources of the parameters values
are summarised in Appendix C.2. The Ni/Fe abundance ratio versus MNi, MV

max and
Mprog are shown in Figure 7.13.

Pearson and Spearman’s rank correlations were used to investigate if there is any mean-
ingful correlation between these parameters and the Ni/Fe abundance ratio. To ac-
count for the measurement uncertainties, I use a Monte Carlo method, assuming Gaus-
sian distributions for symmetric uncertainties, skewed Gaussian distributions for asym-
metric uncertainties, and a uniform distribution (with a lower limit of 8 M�) for upper
limits in the progenitor masses.

I found no significant correlation between the parameters tested above. However, I note
that the uncertainties in some parameters are significant. If I do not take into account
the uncertainties I obtain a weak correlation between Ni/Fe and MV

max and progenitor
mass. However, these are mainly driven by one object (SN 2012ec).

This null result raises some interesting questions. I did not find a correlation between
MNi and Ni/Fe abundance ratio, which is expected as one would assume the produc-
tion of 56Ni to track the production of 58Ni and 54Fe (e.g., J15b). I expected to see an
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anti-correlation between progenitor mass and Ni/Fe abundance ratio, as theory pre-
dicts that lower-mass stars (.13 M�) have relatively thick Si shells that more easily
encompass the mass cut that separates the ejecta from the compact remnant, ejecting
part of their Si layers, which produces higher Ni/Fe abundance ratios (J15b). This is
supported by the models from Woosley & Weaver (1995) and Thielemann et al. (1996),
but not by those of Limongi & Chieffi (2003), which uses a different explosion approach
than the former two (see J15b). Having this in mind, my results either indicate that this
anti-correlation can be driven by the exact choice of explosion mechanism (e.g., piston-
driven explosions, neutrino mechanism, thermal bomb) and physical parameters (e.g.,
composition, density profile), or that low-mass stars typically do not burn and eject Si
shells, but either O shells or possibly merged O-Si shells (e.g., Collins et al., 2018). This
is an important constraint both for pre-SN modelling (shell mergers and convection
physics that determines whether these Si shells are thin or thick) and explosion theory
(which matter falls into NS and which is ejected). Finally, I also need to consider the
possibility of having primordial Ni and Fe contaminating the measured Ni/Fe abun-
dance ratio, which could affect my results (as discussed above).

As mentioned in J15b, 1D models tend to burn and eject either Si shell or O shell mate-
rial that gives Ni/Fe abundance ratios of ∼ 3 and ∼ 1 times solar, respectively. There-
fore, there is a clear-cut prediction that I should see a bimodal distribution of this ratio,
with relatively few cases where the burning covers both shells. However, the observed
distribution of my sample seems to cover the whole ∼ 1–3 range. This may suggest
that the 1D picture of progenitors is too simplistic. Recent work on multi-D progenitor
simulations suggest vigorous convection and shell mixing inside the progenitor (e.g.,
Müller et al. 2016; Collins et al. 2018; Yadav et al. 2020, and references therein). If this
happens, Si and O shells could smear together and burning such a mixture would give
rise to Ni/Fe abundance ratios covering the observed range depending on the relative
masses of the two components.

7.6 Conclusions for the analysis on SN 2016aqf

Theoretical modelling has shown that the Ni/Fe abundance ratio, which can be es-
timated from the [Ni II] λ7378/[Fe II] λ7155 lines ratio, gives an insight of the inner
structure of progenitors and explosion mechanism dynamics. To date, very few SNe II
have shown these lines in their spectra, most of them been LL SNe II. This could be due
to their lower explosion energies (hence lower expansion velocities) which facilitates
the de-blending of lines, although these have also been found in one SN Ic and SNe Ia.

SN 2016aqf has a similar spectral evolution to other SNe of this faint sub-class and
has a bolometric luminosity and expansion velocities that follow the bulk behaviour
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of LL SNe II. When comparing its nebular spectra to spectral synthesis models to con-
straint the progenitor mass through the [O I] λλ6300, 6364 lines, I find a relatively good
agreement with progenitors of 12 (using two model grids) and 15 M�. However, due to
uncertainties (e.g., mixing) in the other models, I cannot exclude lower mass (∼ 9 M�)
progenitors. In addition, I noted that the lack of macroscopic mixing seen in some mod-
els produce too much fine structure in the early nebular spectra, which would need to
be considered in future modelling. Hence, I conclude that the progenitor of SN 2016aqf
had a ZAMS mass of 12 ± 3 M�. To further constraint the progenitor mass, a more
detailed modelling would be required, although this is outside the scope of this work.

As observed from the theoretical modelling of SNe II progenitors, the presence of
He I λ7065 and [C I] λ8727 in the spectra is linked to the (at least partial) burning of
the He shell, which would suggest that SN 2016aqf is a Fe-core SN instead of an ECSN.

SN 2016aqf is a unique case as it has an extended spectral coverage showing the evo-
lution of [Ni II] λ7378 and [Fe II] λ7155 lines for over 150 days. The ratio between
these lines appears to be relatively constant (at t & +170 days), which would suggest
that one spectrum at a relatively late epoch would be enough to measure this quantity.
An optimal epoch range to measure this ratio is ∼ 200–300 days, given that at earlier
epochs the SN can still be in the optically-thick phase, when the high opacity blocks
the contribution from the lines, and at later epochs the contribution from primordial
Fe and Ni is more important. This could vary from SN to SN, so a larger sample with
extensive coverage of the [Ni II] λ7378 and [Fe II] λ7155 lines is required to properly
constrain this. When comparing to a sample of SNe II (LL and non-LL included) with
measured Ni/Fe abundance ratio, the SN 2016aqf value falls within the middle of the
distribution.

I did not find any anti-correlation between ZAMS mass and Ni/Fe abundance ratio as
predicted by theory. I believe this could mean one of two things. On the one hand, as
some models predict this anti-correlation, but others do not, this trend could be driven
by the choice of explosion mechanism (e.g., piston-driven explosions, neutrino mecha-
nism, thermal bomb) and physical parameters (e.g., composition, density profile). On
the other hand, this could mean that low-mass stars (.13 M�) typically do not burn and
eject Si shells, but instead O shells or possibly merged O-Si shells which would alter the
produced Ni/Fe abundance ratio. However, one must keep in mind that there is the
possibility of having contamination of primordial Ni and Fe, which can be significant
(up to ∼ 40 per cent) and epoch dependent.

The current picture of 1D progenitors may be too simplistic, as higher dimensional
effects, like mixing and convection, can play an important role, which could help re-
produce the observed distribution of Ni/Fe abundance ratio.

I note that nebular-phase spectral coverage of SNe II is essential for the study of these
objects. While there exist a number of SN II nebular spectra in the literature, additional
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higher cadence and higher S/N observations are required to help improve theoretical
models.

In this chapter, I have shown the importance of studying the astrophysics of SNe as
one can learn much about the progenitor scenarios and explosions mechanisms and
how these affect the observables one measures. From this kind of analysis, one can
understand the link between the different types of SNe and the bigger picture of the
SN ‘landscape’. In the next and final chapter, I summarise my thesis.
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Chapter 8

Summary

In this thesis, I have presented PISCOLA, a new SN Ia light-curve fitter developed
by me, with the goal of offering a different alternative to current fitters, together with
a new approach for the analysis of SN Ia light curves in the search of an improved
standardisation of these objects as cosmological probes. Additionally, I studied the
astrophysics of SNe Ia and SNe II in the context of the SN ‘landscape’. In this final
chapter, I summarise this work.

8.1 PISCOLA

PISCOLA is a data-driven interpolation method, for fitting light-curves of SNe Ia (but
generic enough to fit other types of SNe) which relies on GPs. This code can be ap-
plied to any observer-frame SN light-curves, and produces rest-frame light-curves as
its principal output. PISCOLA can additionally estimate rest-frame light-curve param-
eters, such as peak magnitudes, colours, and light-curve shapes.

I tested PISCOLA by applying it to SN Ia data from the Pantheon sample, both sim-
ulated and real. With simulations of SNe Ia for different cadences and observational
uncertainties, I found that PISCOLA is reliable for observational cadences of . 7 days
for typical current SN Ia samples, provided relatively loose constraints on data cover-
age around peak luminosity and S/N are used. When comparing PISCOLA outputs on
real data and comparing to light-curve fits with the SALT2 light-curve fitter, I see small
but significant (>3σ) differences in light-curve parameters, including peak rest-frame
B-band magnitude. However, with no ground-truth for these tests, I argue that such
differences may be expected due to calibration and/or different assumptions used in
the two techniques.
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8.2 Light-Curve Analysis

I then demonstrated a scientific use of PISCOLA by analysing the rest-frame B-band
light curves of the Pantheon SN Ia sample using NMF, a machine-learning decomposi-
tion algorithm, to search for alternative standardisations of these objects. The extracted
components can be physically interpreted and even be used to study the astrophysics
of these objects. I compared the NMF coefficients with different SN Ia parameters, and
used them to build a Hubble diagram. I tested different combinations of light-curve
phase ranges and numbers of components for the decomposition, and found the best
results were based on B-band light curves with a phase range of [−10, +15] d and three
components. This parametrization produces an r.m.s. in the Hubble residual similar
to that of SALT2 (0.118 and 0.111 mag, respectively), showing the promise of this new
framework. I stress that, although PISCOLA does not outperform SALT2 in this partic-
ular case, this is but a limited demonstration of what this general-purpose light-curve
fitter can do.

8.3 Colour Law of SNe Ia

PISCOLA uses a smooth GP interpolation to adjust its base SED template to an ob-
served SN colour (a mangling function). This mangling function encodes information
on the CL of SNe Ia. I estimated a functional form for this CL by fitting a third-order
polynomial and compared it with the SALT2 CL and Fitzpatrick (1999) extinction laws
with different RV values. I found that the PISCOLA CL agrees with an extinction law
with RV . 3.1, but also with the SALT2 CL. Although there could be some slight (but
not significant) disagreement towards the UV, a possible cause is the extrapolation of
the PISCOLA CL bluer than ∼3500 Å.

I also calculated the CL as a function of phase to test the assumption of SALT2, a time-
independent CL, finding good agreement with this hypothesis. To further study this,
I used a separate sample of SNe Ia from DES. These SNe were fitted and analysed in
a similar fashion to those of the Pantheon SNe Ia sample, finding a similar shape and
behaviour in the CL. Furthermore, the DES SNe Ia sample provided another way of
validating PISCOLA.

8.4 SN 2016aqf: a Low-Luminosity SNe II

I studied SN 2016aqf, a LL SN II with a good photometric and spectral coverage, pre-
senting a unique opportunity for future theoretical modelling. The late-time nebular
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spectra are of special interest as they provide information that can help unveil the as-
trophysics of these objects. Theoretical modelling has shown that [O I] λλ6300, 6364
nebular lines are a good tracer of the ZAMS mass of CCSNe. Additionally, The ratio
between the [Ni II] λ7378 and [Fe II] λ7155 nebular lines gives an insight of the inner
structure of progenitors and explosion mechanism dynamics. By studying SN 2016aqf,
I found that this ratio seems constant at late phases (∼ 200− 300 days after explosion).
Using a sample of SNe II (LL and non-LL SNe), I studied the correlation of this line ratio
with different physical parameters. However, I did not find any correlations predicted
by theoretical modelling. Furthermore, the observed distribution of Ni/Fe ratios does
not agree with that predicted by the models, hence implying that the current status of
progenitors and explosion modelling may be too simplistic.

8.5 Looking into the Future

8.5.1 Analysis of SNe Ia and PISCOLA

Future plans will involve upgrades of PISCOLA. This includes the use of a ‘stretch’-
dependent time-series SED, a mangling function in two-dimensions (wavelength and
time) and exploring alternative GP models, for example, using different kernels and
different bounds for the hyper-parameters. This may produce more accurate light-
curve fits and mangling functions.

PISCOLA can be used on other current and future samples of SNe Ia as it gives the
opportunity to study the astrophysics of these objects in a different way other fitter do.
For instance, the study of the CL using SNe from LSST may result of great importance
for future cosmological analyses. Even more, PISCOLA can be used on SNe Ia samples
with NIR (e.g., CSP, CfA) as it does not have the wavelength limitations other fitter
have and has proven to be better at fitting relatively well-sampled SNe Ia, compared to
SALT2.

Finally, I emphasise that although my tests have been based around applications to SNe
Ia, PISCOLA is generic so that, with an appropriate time-series SED for K-corrections, it
can fit any type of optical transient to estimate rest-frame light-curves and luminosities.
For instance, SED templates for type Ib, Ic and II SNe already exist (e.g., Vincenzi et al.,
2019). Thus future applications will involve the fitting of other types of SNe as well.

8.5.2 Astrophysics of CCSNe

In the previous chapter, I showed that the nebular-phase coverage of CCSNe is cru-
cial for understanding their astrophysics. However, the current samples are relatively
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limited, mainly due to the faint luminosities at this late epochs. Fortunately, several
facilities (e.g., NTT) have been increasing the samples of well-observed CCSNe. Ad-
ditionally, very early data can further help constrain the progenitors and explosion
mechanism of these objects. Therefore, combining observations of larger samples and
improved theoretical modelling are key for the better understanding of the astrophysics
of CCSNe. Thus, I will gather a larger sample of well-sampled objects with this end.
PISCOLA also presents an alternative option to studying these phenomena and will be
used in future work.
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Appendix A

Tables

In this appendix chapter I provide tables summarising the photometry, spectra and
spectral properties of SN 2016aqf and the SN II sample used in Chapter 7.
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TABLE A.1: SN 2016aqf BVgri-band photometry between +5 and +311 days. BV bands
are in Vega magnitude system, while gri bands are in AB magnitude system.

MJD Phase B σB V σV g σg r σr i σi

57448 8 15.851 0.006 15.851 0.006 15.851 0.006 15.851 0.006 15.851 0.006
57452 12 15.985 0.005 15.985 0.005 15.985 0.005 15.985 0.005 15.985 0.005
57455 15 16.057 0.010 16.057 0.010 16.057 0.010 16.057 0.010 16.057 0.010
57456 16 16.045 0.034 16.045 0.034 16.045 0.034 16.045 0.034 16.045 0.034
57457 17 16.033 0.103 16.033 0.103 - - - - - -
57458 18 16.095 0.039 16.095 0.039 16.095 0.039 16.095 0.039 - -
57459 19 16.131 0.008 16.131 0.008 16.131 0.008 16.131 0.008 16.131 0.008
57460 20 16.190 0.005 16.190 0.005 16.190 0.005 16.190 0.005 16.190 0.005
57462 22 16.268 0.031 16.268 0.031 16.268 0.031 16.268 0.031 16.268 0.031
57468 28 16.459 0.009 16.459 0.009 16.459 0.009 16.459 0.009 16.459 0.009
57474 34 16.534 0.010 16.534 0.010 16.534 0.010 16.534 0.010 16.534 0.010
57480 40 16.576 0.008 16.576 0.008 16.576 0.008 16.576 0.008 16.576 0.008
57487 47 16.650 0.009 16.650 0.009 16.650 0.009 16.650 0.009 16.650 0.009
57493 53 16.754 0.015 16.754 0.015 16.754 0.015 16.754 0.015 16.754 0.015
57499 59 16.812 0.014 16.812 0.014 16.812 0.014 16.812 0.014 16.812 0.014
57505 65 16.824 0.015 16.824 0.015 16.824 0.015 16.824 0.015 16.824 0.015
57512 72 16.890 0.017 16.890 0.017 - - 16.890 0.017 16.890 0.017
57514 74 16.912 0.012 16.912 0.012 16.912 0.012 16.912 0.012 16.912 0.012
57523 83 - - - - 16.258 0.007 16.258 0.007 - -
57524 84 - - - - 16.289 0.008 16.289 0.008 - -
57526 86 17.182 0.030 17.182 0.030 17.182 0.030 17.182 0.030 17.182 0.030
57598 158 19.108 0.034 19.108 0.034 19.108 0.034 19.108 0.034 19.108 0.034
57617 177 19.216 0.095 19.216 0.095 19.216 0.095 19.216 0.095 19.216 0.095
57684 244 20.311 0.041 20.311 0.041 20.311 0.041 20.311 0.041 20.311 0.041
57704 264 20.430 0.074 20.430 0.074 20.430 0.074 20.430 0.074 20.430 0.074
57726 286 - - 19.546 0.077 19.546 0.077 - - - -
57727 287 - - - - 19.795 0.049 19.795 0.049 19.795 0.049
57728 288 20.709 0.063 20.709 0.063 20.709 0.063 20.709 0.063 20.709 0.063
57749 309 20.925 0.120 20.925 0.120 20.925 0.120 20.925 0.120 20.925 0.120
57750 310 20.717 0.073 20.717 0.073 20.717 0.073 20.717 0.073 20.717 0.073
57751 311 20.932 0.076 20.932 0.076 20.932 0.076 20.932 0.076 20.932 0.076
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TABLE A.2: Spectra description. The UTC dates mark the beginning of the exposures.
Phase with respect to the explosion epoch (MJD 57440.19).

UTC Date MJD Phase Range [Å] Resolution [Å] Telescope/Instrument
2016-02-27T09:54:44.475 57445.4 5 3250 - 9300 18.0 FTS/FLOYDS-S
2016-02-27T21:00:25.837 57445.9 6 3600 - 9200 7.0 SALT/RSS
2016-03-01T11:24:32.205 57448.5 8 3250 - 10000 18.0 FTS/FLOYDS-S
2016-03-06T10:09:18.022 57453.4 13 3300 - 10001 18.0 FTS/FLOYDS-S
2016-03-09T04:39:49.731 57456.2 16 3640 - 9235 21.2 NTT/EFOSC2
2016-03-10T12:46:20.372 57457.5 17 3299 - 10000 18.0 FTS/FLOYDS-S
2016-03-15T10:13:25.851 57462.4 22 3250 - 10000 18.0 FTS/FLOYDS-S
2016-03-22T11:10:18.554 57469.5 29 3900 - 9999 18.0 FTS/FLOYDS-S
2016-03-30T09:29:37.393 57477.4 37 3401 - 10000 18.0 FTS/FLOYDS-S
2016-04-06T08:58:10.460 57484.4 44 3299 - 9999 18.0 FTS/FLOYDS-S
2016-04-13T10:06:55.453 57491.4 51 3599 - 10000 18.0 FTS/FLOYDS-S
2016-04-15T08:39:52.609 57493.4 53 3600 - 10000 18.0 FTS/FLOYDS-S
2016-04-16T00:26:16.687 57494.1 54 3645 - 9239 21.2 NTT/EFOSC2
2016-04-22T08:55:30.146 57500.4 60 3950 - 10000 18.0 FTS/FLOYDS-S
2016-05-04T09:27:45.944 57512.4 72 3650 - 10000 18.0 FTS/FLOYDS-S
2016-07-26T09:49:26.448 57595.4 155 3645 - 9239 21.2 NTT/EFOSC2
2016-08-08T09:39:55.699 57608.4 168 3639 - 9233 21.2 NTT/EFOSC2
2016-09-11T08:20:03.866 57642.3 202 3640 - 9233 21.2 NTT/EFOSC2
2016-09-29T07:23:09.743 57660.3 220 3636 - 9232 21.2 NTT/EFOSC2
2016-11-07T07:57:09.799 57699.3 259 3639 - 9232 21.2 NTT/EFOSC2
2016-11-19T04:31:19.658 57711.2 271 3636 - 9231 21.2 NTT/EFOSC2
2016-12-03T06:56:26.427 57725.3 285 3639 - 9232 21.2 NTT/EFOSC2
2016-12-21T05:55:04.628 57743.2 303 3640 - 9233 21.2 NTT/EFOSC2
2017-01-17T02:55:39.708 57770.1 330 3639 - 9233 21.2 NTT/EFOSC2
2017-02-07T02:46:40.051 57791.1 351 3640 - 9233 21.2 NTT/EFOSC2

TABLE A.3: SN II sample used throughout this work. The data for this sample were
taken from the references cited in column References.

SN z MNi σ−Ni σ+
Ni µ σµ AV (MW) AV (Host) Host References

[M�] [M�] [M�] [mag] [mag] [mag] [mag]

1997D 0.004059 0.005 0.004 0.004 30.74 0.92 0.057 .0.060 NGC 1536 Turatto et al. (1998), Zampieri et al. (2003)
Spiro et al. (2014)

1999br 0.00323 0.002 0.001 0.001 30.97 0.83 0.063 0.000 NGC 4900 Hamuy (2003), Pastorello et al. (2004),
Gutiérrez et al. (2017)

2002gd 0.00892 ¡0.003 - - 32.87 0.35 0.178 0.000 NGC 7537 Spiro et al. (2014), Gutiérrez et al. (2017)
2002gw 0.01028 0.012 0.004 0.003 32.98 0.23 0.051 0.000 NGC 922 Anderson et al. (2014), Galbany et al. (2016),

Gutiérrez et al. (2017)
2003B 0.00424 0.017 0.009 0.006 31.11 0.28 0.072 0.180 NGC 1097 Blondin et al. (2006), Anderson et al. (2014),

Galbany et al. (2016), Gutiérrez et al. (2017)
2003fb 0.01754 ¿0.017 - - 34.43 0.12 0.482 - UGC 11522 Papenkova et al. (2003), Anderson et al. (2014),

Gutiérrez et al. (2017)
2003Z 0.0043 0.005 0.003 0.003 31.70 0.60 0.104 0.000 NGC 2742 Utrobin et al. (2007), Spiro et al. (2014)
2004fx 0.00892 0.014 0.006 0.004 32.82 0.24 0.274 0.000 MCG -02-14-003 Park & Li (2004), Anderson et al. (2014),

Gutiérrez et al. (2017)
2005cs 0.002 0.006 0.003 0.003 29.46 0.60 0.095 0.171 M 51 Pastorello et al. (2006), Pastorello et al. (2009),

Spiro et al. (2014)
2007aa 0.004887 0.032 0.009 0.009 31.95 0.27 0.070 0.000 NGC 4030 Anderson et al. (2014), Gutiérrez et al. (2017),

This Work
2008bk 0.000767 0.007 0.001 0.001 27.68 0.13 0.052 0.000 NGC 7793 Van Dyk et al. (2012), Anderson et al. (2014),

Spiro et al. (2014) , Gutiérrez et al. (2017)
2008in 0.005224 0.012 0.005 0.005 30.60 0.20 0.060 0.080 NGC 4303 Roy et al. (2011), Anderson et al. (2014),

Gutiérrez et al. (2017)
2009N 0.003456 0.020 0.004 0.004 31.67 0.11 0.056 0.100 NGC 4487 Takáts et al. (2014), Anderson et al. (2014),

Spiro et al. (2014), Gutiérrez et al. (2017)
2010id 0.01648 - - - 32.86 0.50 0.162 0.167 NGC 7483 Gal-Yam et al. (2011), Spiro et al. (2014)
2012A 0.0025 0.011 0.004 0.004 29.96 0.15 0.085 ∼0.010 NGC 3239 Tomasella et al. (2013), J15a
2012aw 0.0026 0.060 0.010 0.010 29.97 0.03 0.074 0.143 NGC 3351 Fraser et al. (2012), Bose et al. (2013), J14, J15a
2012ec 0.00469 0.040 0.015 0.015 31.19 0.13 0.071 0.372 NGC 1084 Barbarino et al. (2015), J15a
2013am 0.002692 0.015 0.006 0.011 30.54 0.40 0.066 1.705 NGC 3623 Zhang et al. (2014); Tomasella et al. (2018)
2016aqf 0.004016 0.008 0.002 0.002 30.16 0.27 0.146 .0.096 NGC 2101 This Work
2016bkv 0.002 0.0216 0.0014 0.0014 30.79 0.05 0.045 .0.016 NGC 3184 Nakaoka et al. (2018), Hosseinzadeh et al. (2018)
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TABLE A.4: pEW for several lines during the optically thick phase and Hα FWHM.
These values are not corrected for instrument resolution. Phase with respect to the

explosion epoch.

Phase pEW(Hβ) pEW(Fe II 4924) pEW(Fe II 5018) pEW(Fe II 5169) pEW(Na I D) pEW(Ba II 6142) pEW(Sc II 6247) pEW(Hα) FWHM(Hα)
[Å] [Å] [Å] [Å] [Å] [Å] [Å] [Å] [Å]

13 31.7 ± 3.1 - - - - - - 19.0 ± 0.9 189.7 ± 2.5
16 34.0 ± 2.0 - 1.3 ± 0.1 12.7 ± 0.4 - - - 29.2 ± 3.2 170.0 ± 2.6
17 33.9 ± 0.8 - - 13.7 ± 0.4 - - - 31.3 ± 3.1 181.3 ± 3.5
22 51.0 ± 2.6 - 16.3 ± 0.6 19.3 ± 1.5 - - - 46.0 ± 2.0 156.0 ± 1.7
29 32.3 ± 1.5 - - - - - - 62.0 ± 7.0 140.0 ± 5.2
37 37.7 ± 1.2 6.3 ± 0.8 16.2 ± 0.8 23.7 ± 7.6 6.9 ± 1.3 3.2 ± 0.5 4.1 ± 1.0 62.3 ± 4.5 113.0 ± 6.0
44 43.3 ± 1.5 8.2 ± 0.4 19.3 ± 1.5 31.3 ± 2.3 9.4 ± 0.9 5.1 ± 0.4 3.9 ± 0.7 65.7 ± 3.2 100.3 ± 6.1
51 42.0 ± 1.0 11.7 ± 1.1 20.7 ± 1.2 31.0 ± 2.0 16.8 ± 0.3 6.0 ± 0.6 5.0 ± 0.5 65.3 ± 3.5 101.3 ± 3.8
53 47.3 ± 2.3 12.8 ± 0.7 22.0 ± 1.0 34.0 ± 1.7 19.7 ± 2.3 9.6 ± 1.0 7.8 ± 1.5 64.0 ± 2.6 93.7 ± 3.2
54 55.0 ± 3.6 11.7 ± 0.5 20.3 ± 0.6 33.7 ± 2.1 24.0 ± 1.7 8.9 ± 1.6 5.0 ± 0.4 68.7 ± 1.5 94.0 ± 3.0
60 45.3 ± 2.9 14.3 ± 0.5 23.0 ± 1.0 37.0 ± 3.0 24.0 ± 2.6 11.0 ± 1.1 7.1 ± 0.3 66.0 ± 2.6 88.3 ± 2.5
71 37.0 ± 1.7 17.7 ± 0.6 25.0 ± 1.0 40.3 ± 1.5 30.7 ± 2.1 15.3 ± 1.2 7.2 ± 0.5 62.0 ± 2.6 82.7 ± 5.0

TABLE A.5: FWHM for lines during the optically-thin phase. Values are corrected for
the instrument resolution.

Phase FWHM([O I] 6300) FWHM([O I] 6364) FWHM(Hα) FWHM(He I 7065) FWHM([Fe II] 7155)
[days] [Å] [Å] [Å] [Å] [Å]

155 - - 43.8 ± 0.6 47.8 ± 3.1 41.2 ± 2.1
168 29.5 ± 2.1 18.7 ± 2.1 40.0 ± 0.6 36.3 ± 2.6 36.3 ± 2.0
202 33.6 ± 1.5 20.8 ± 2.1 40.5 ± 0.6 30.3 ± 1.0 34.3 ± 1.2
220 38.2 ± 6.7 23.6 ± 1.2 38.2 ± 0.6 32.7 ± 1.0 34.7 ± 1.5
259 24.9 ± 2.5 17.8 ± 1.2 37.8 ± 0.6 24.4 ± 1.5 34.3 ± 1.5
271 24.4 ± 2.5 20.8 ± 2.1 39.4 ± 0.6 23.0 ± 1.5 34.7 ± 1.5
285 27.5 ± 2.1 20.8 ± 3.8 35.9 ± 0.6 28.7 ± 1.5 32.4 ± 1.2
303 28.2 ± 2.5 22.2 ± 4.0 35.4 ± 0.6 27.0 ± 0.6 29.5 ± 1.5
330 28.2 ± 1.5 24.9 ± 2.1 35.9 ± 0.6 28.2 ± 2.1 34.7 ± 1.2
351 39.7 ± 3.6 19.8 ± 4.4 37.8 ± 0.6 70.9 ± 9.0 43.4 ± 4.0
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Appendix B

Nickel Mass estimation for SNe II

In the literature there are various methods to estimate the 56Ni mass for SNe II. In this
chapter, I present the ones I used in Chapter 7.

B.1 Arnett’s Rule

Arnett (1996) found a relation between MNi of SNe II and their luminosity during the
exponential-decay tail, known as Arnett’s rule. For instance, one can use SN 1987A, an
extremely well-observed and well-studied SN, as comparison to obtain the following
relation:

MNi = 0.075× LSN

L87A
M�. (B.1)

By using the bolometric light curve calculated in Section 7.3.4, interpolating with GPs
to obtain the luminosity at 200 days after the explosion, I obtain MNi = 0.008± 0.001
M�.

B.2 Modified Arnett’s Rule

Hamuy (2003) formed a relation between the bolometric luminosity of the exponential-
decay tail and MNi, in a similar fashion to Arnett (1996). The bolometric luminosity is
then given by:

log10 Ltail =

−[mV,tail − AMW(V)− AHost(V) + BC] + 5 log10(D)− 8.14
2.5

(B.2)
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where Ltail is the tail luminosity in erg s−1 at 200 days after the explosion, D is the dis-
tance in cm, BC is a bolometric correction that permits one to transform V magnitudes
into bolometric magnitudes, and the additive constant, 8.14, provides the conversion
from Vega magnitudes into cgs units. AMW(V) and AHost(V) are the V-band extinction
values for our galaxy and the host galaxy of the SN. From SN 1987A and SN 1999em,
Hamuy (2001b) found that BC = 0.26± 0.06.

Using the relation above, MNi is obtained as follows:

MNi = (7.866× 10−44) Ltail exp
[ (ttail − t0)/(1 + z)− 6.1

111.26

]
M�, (B.3)

where t0 is the time of explosion, ttail is the time at which the luminosity is measure
during the exponential-decay tail (i.e., +200 days) and z is the SN redshift. 6.1 is the
half-life (in days) of 56Ni and 111.26 is the e-folding time (in days) of the 56Co decay.
From this, I obtain MNi = 0.011± 0.003 M�.

B.3 56Ni Mass – Hα FWHM relation

Maguire et al. (2012) found a relation between MNi and the Hα FWHM given by:

MNi = A× 10B×FWHMcorrM�, (B.4)

where the coefficients have values of B = 0.0233± 0.0041 and A = 1.81+1.05
−0.68 × 10−3.

FWHMcorr is the FWHM of Hα, corrected by the spectral resolution of the instrument,
during the nebular phase (∼ 350 − 550 days). From this relation, using the FWHM
of Hα from the spectrum at +348 days, I obtain MNi = 0.014+0.009

−0.007 M�, where I used
FWHMinst = 21.2 Å, taken from grism #13 in EFOSC2 (as given in the ESO website1).

B.4 Theoretical Approach

J12 also gives a relation to estimate MNi from the early exponential-decay tail, assuming
full trapping, that the deposited energy is instantaneously re-emitted and that no other
energy source has any influence, i.e.:

L56Co(t) = 9.92× 1041 MNi

0.07M�

(
e−t/111.4 d − e−t/8.8 d

)
erg s−1, (B.5)

1https://www.eso.org/sci/facilities/lasilla/instruments/efosc/inst/Efosc2Grisms.html

https://www.eso.org/sci/facilities/lasilla/instruments/efosc/inst/Efosc2Grisms.html
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where 0.07 is the 56Ni mass of SN 1987A (in M�), and 111.4 and 8.8 are the e-folding
time (in days) of the 56Co and 56Ni decays, respectively. With this, I obtain MNi =

0.007± 0.001 M�.

The exact values of some of the parameters, such as MNi of SN 1987A, may slightly
vary between the different implementations in this chapters due to differences in the
approaches.
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Appendix C

Further details for Chapter 7

In this chapter, I describe further details used in Chapter 7.

C.1 V-band comparison for SN 2016aqf

Given that SN 2016aqf was not visible for a period of time, I do not have observations
of the transition from the plateau phase to the nebular phase. To estimate the duration
of the plateau, I therefore compared the V-band light curve of SN 2016aqf with other
LL SNe II in my sample. I found that the V band of SN 2003fb has a similar shape
(see Figure C.1), if normalised by the luminosity at 50 days after the explosion. For this
reason, I decided to use the plateau duration of SN 2003fb (adding its uncertainty in
quadrature) for SN 2016aqf.

C.2 SN II sample: Parameters and Correlations

Below I describe the sources of the parameters used for the analysis in Section 7.5.3.
Not every SN has every parameter measured. All the values for SN 2016aqf come from
this work unless otherwise mentioned:

1. Ni/Fe abundance ratio: these come from this work except for SN 2012A, SN
2012aw and SN 2012ec, the three of them coming from J15a (table 4 in J15a for
the former two).

2. MNi: these were obtained from the references in Table A.3. Note that I estimate
MNi for SN 2007aa in this work.

3. MB
host: these were obtained from Gutiérrez et al. (2018).
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FIGURE C.1: V-band comparison between the light curves of SN 2016aqf and SN
2013fb. The y-axis is V-band absolute magnitude minus V-band absolute magnitude

at +50 days. The evolution of both light curves is very similar.

4. MV
max: these were obtained from Gutiérrez et al. (2018), except for SN 2012ec

which comes from Barbarino et al. (2015) and SN 2013am which comes from
Zhang et al. (2014).

5. s2: these were obtained from Gutiérrez et al. (2018).

6. OPTd: these were obtained from Gutiérrez et al. (2018), including SN 2016aqf,
except for SN 2012A, SN 2012aw and SN 2012ec, which came from table 10 in
Barbarino et al. (2015) with an assumed uncertainty of ±10 d.

7. vel(Fe II 5169): taken from Spiro et al. (2014), except for SN 2012A, SN 2012aw
and SN 2012ec which come from table 10 in Barbarino et al. (2015) with an as-
sumed uncertainty of ± 300 km s−1 and SN 2013am which comes from Zhang
et al. (2014).

8. pEW(Fe II 5169): obtained from Gutiérrez et al. (2018).

9. vel(Na I D): obtained from Gutiérrez et al. (2018).

10. MK
prog and MSG

prog: these values come from Smartt (2015).

11. Eexp: these values come from Barbarino et al. (2015), except for SN 2005cs which
comes from Pastorello et al. (2009).

12. L6300 and L6364: these values come from this work.

13. (12 + log(O/H))N2: these values come from Anderson et al. (2016).
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Takáts, K., Pumo, M. L., Elias-Rosa, N., et al. 2014, , 438, 368

Tammann, G. A., & Leibundgut, B. 1990, , 236, 9

Terry, J. N., Paturel, G., & Ekholm, T. 2002, , 393, 57

Theureau, G., Rauzy, S., Bottinelli, L., & Gouguenheim, L. 1998, , 340, 21

Thielemann, F.-K., Nomoto, K., & Hashimoto, M.-A. 1996, , 460, 408

Thorp, S., Mandel, K. S., Jones, D. O., Ward, S. M., & Narayan, G. 2021, arXiv e-prints,
arXiv:2102.05678

Tomasella, L., Cappellaro, E., Fraser, M., et al. 2013, , 434, 1636



154 REFERENCES

Tomasella, L., Cappellaro, E., Pumo, M. L., et al. 2018, , 475, 1937

Tonry, J. L., Schmidt, B. P., Barris, B., et al. 2003, , 594, 1

Tripp, R. 1998, , 331, 815
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