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The soluble lead flow battery: Numerical modelling for enhanced design of cell

architecture

by Ewan Joseph Fraser

This thesis describes a two-dimensional numerical model, based on the conservation

of mass, charge, momentum and energy, and the main electrode reactions and a single

simplified side reaction and their kinetics for the soluble lead flow battery (SLFB). The

model is developed to include a change in morphology as solid deposits form at the

electrode, on both flat planar electrodes and porous carbon foam electrodes, and to

include a framework for modelling the anion-, cation-exchange membrane and separator

divided SLFB along with a semi-empirical method to predict electrolyte conductivity at

different electrolyte concentrations. All models are validated against experimental work

presented in this thesis or from the literature.

The change in morphology on flat electrodes leads to a significant decrease in distance

between the electrode surfaces causing a reduction in cell resistance and a decrease in

volumetric electrolyte flow. This approach could be easily adapted for any battery with

a metal/metal ion electrode reaction.

Anion exchange membranes were found to have a reduced potential drop at low states

of charge but an increased potential drop at high states of charge when compared

to cation exchange membranes. Porous separators were found to have an order of

magnitude lower potential drops for separators of the same thickness. However, they

do not provide any selectivity for electrolyte additives.
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A method of manipulating computed tomography images of reticulated vitreous carbon

electrodes (RVC), using a voxel dilation technique to simulate the deposition of Pb and

PbO2 at various states of charge are converted to homogeneous electrode domains for

use in the numerical model of the SLFB. It is shown that the current distribution in

the domain varies at different states of charge both perpendicular and parallel to the

electrodes. However, adding a porous separator in place of a free electrolyte domain to

divide the electrode domains mitigates this variation, especially along the length of the

electrodes. An improved voltage efficiency of over 80 % is seen when RVC electrodes

are used.
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c Concentration mol m-3

D Diffusion Coefficient m2 s-1

d Deposit Thickness m

E Potential V

F Faraday’s Constant C mol-1

Gie Inter-electrode Gap m

I Ionic Strength mol m-3

i Current Density A m-2

IR Ohmic Voltage Drop V

K Hydraulic Permeability m-2

k Rate Constant m s-1

L Length m

M Molar Mass kg mol-1

NA Avogadro’s Number

p Pressure Pa

Q Reaction Quotient

q Charge C

R Gas Constant J K-1mol-1

r Radius m

Re Reynold’s Number

S Surface Area m2
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T Temperature K

t time s

u x-component of Velocity m s-1

um Mobility s mol kg-1

V Volume m3

v y-component of Velocity m s-1

W Work Done J

x Distance in the x-direction m

xA Ion Atmosphere Thickness m

y Distance in the y-direction m

z Valence

N Molar Flux mol m-2 s-1

n Normal Vector

u Fluid Velocity m s-1

Subscripts

+ Positive Value

0 Initial Value

b Backward Reaction

c During Charge

cell Relating to a Full Cell

d During Discharge

e f f Effective value, corrected for use in a porous domain

eq At Equilibrium
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f Forward Reaction

f ix Relating to a Fixed Charge in a Membrane

H+ Relating to a proton

i Species in Electrolyte. Pb2+, H+ and CH3SO3
-

l Relating to the Liquid or Electrolyte Domain

mob Relating to a Mobile Charge

neg Relating to the Negative Reaction

o Oxidation

p Particle

Pb Relating to the Negative Reaction or Electrode

Pb2+ Relating to the ion Pb2+

PbO Relating to PbO or the Side Reaction

PbO2 Relating to the Positive Reaction or Electrode

pos Relating to the Positive Reaction

r Relating to Reduction

re f Reference Value

s Relating to the Solid or Electrode Domain

- Negative Value
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Introduction

1.1 Claims for Novelty

Novel Contributions Associated
Chapter

Associated Publication

The use of a moving mesh
technique to model the de-
posit formation in the soluble
lead flow battery.

Chapter 5
E. J. Fraser, K. R. Dinesh, and R. Wills, “De-
velopment of a two-dimensional, moving
mesh treatment for modelling the reaction
chamber of the soluble lead flow battery
as a function of state of charge for Pb and
PbO2 deposition and dissolution,” Journal
of Energy Storage, vol. 31, p. 101484, 2020

Development of a model to
compare the requirements of
separators in the soluble lead
flow battery.

Chapter 7 E. Fraser, K. Ranga Dinesh, and R. Wills,
“A two dimensional numerical model of
the membrane-divided soluble lead flow
battery,” Energy Reports, vol. 7, pp. 49–55,
2021, sI: 5th AC-CDTESAImprovement of existing

SLFB models with the in-
clusion of semi-empirical
conductivity equations.

Chapter 6

Development of a numeri-
cal model for simulating the
SLFB with porous electrodes.

Chapter 8 E. J. Fraser, J. P. Le Houx, K. R. Dinesh,
and R. Wills, “Image-based modelling of
porous electrodes and simulating their
performance in the soluble lead flow
battery,” submitted to the Journal of
Energy Storage

Using a voxel dilation tech-
nique to estimate properties
of porous electrodes in the
SLFB at various states of
charge.

Chapter 8
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1.2 Publications

In publication 1, I provided wrote section 11. Modelling and simulation and contributed

a considerable portion of the concluding remarks and provided general comments

throughout. In publication 2, 3 and 4, I completed all experimental and modelling work.

In publication 5, I completed all experimental and modelling work other than the use of

the software OpenImpala.

1. M. Krishna, E. J. Fraser, R. G. A. Wills, and F. C. Walsh, “Developments in soluble

lead flow batteries and remaining challenges: An illustrated review,” Journal of

Energy Storage, vol. 15, pp. 69–90, 2018

2. E. J. Fraser, K. R. Dinesh, and R. Wills, “Development of a two-dimensional,

moving mesh treatment for modelling the reaction chamber of the soluble lead

flow battery as a function of state of charge for Pb and PbO2 deposition and

dissolution,” Journal of Energy Storage, vol. 31, p. 101484, 2020

3. E. J. Fraser, R. G. Wills, and A. J. Cruden, “The use of gold impregnated carbon-

polymer electrodes with the soluble lead flow battery,” Energy Reports, vol. 6, pp.

19–24, 2020

4. E. Fraser, K. Ranga Dinesh, and R. Wills, “A two dimensional numerical model of

the membrane-divided soluble lead flow battery,” Energy Reports, vol. 7, pp. 49–55,

2021, sI: 5th AC-CDTESA

5. E. J. Fraser, J. P. Le Houx, K. R. Dinesh, and R. Wills, “Image-based modelling

of porous electrodes and simulating their performance in the soluble lead flow

battery,” submitted to the Journal of Energy Storage

1.3 Background

The United Nations estimate for the global population in 2019 is 7.7 billion. By 2050, they

estimate the population will rise to almost 10 billion [6]. This increase in population,

coupled with growing economies, is projected to cause the global demand for electricity

to continue to rise [7]. In 2016, globally, 63 % of electricity was generated using fossil
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fuels [8]. The continued use of fossil fuels as a source of energy since the industrial

revolution has led to a significant increase in greenhouse gas emissions [9]. This increase

in human-made greenhouse gas emissions is widely accepted as the cause of an increase

in average global temperature. This higher temperature has led to significant variations

in local weather patterns and other potentially detrimental effects, the consequences

of which can be severe and widespread [10]. Burning fossil fuels also produces other

undesirable emissions, including ultrafine particulate matter, nitrogen oxides (NOx),

volatile organic compounds and low level ozone (O3) which can reduce local air quality.

The Royal College of Physicians has associated 40,000 deaths per year with poor air

quality in the UK. These deaths are primarily attributed to the burning of fossil fuels

[11].

In recent years, there has been an increasing demand for the development and de-

ployment of low-carbon energy technologies. Nuclear fission, wind turbines, solar

photovoltaics and hydroelectric generators have been the most widespread low-carbon

energy generation technologies [12]. By 2050, IEA projections show a 70 % to 100 %

low carbon electricity generation in three scenarios: Net Zero Emissions by 2050, where

100 % of generation is zero emissions, Announced Pledges Scenario where pledges

currently announced by countries to reach net zero emissions are met and Stated Policies

Scenario where only measures already in place are considered. Figure 1.1 shows the

contribution by technology in each of these scenarios. More information on the scenarios

is given in the World Energy Outlook 2021 [13].

While hydropower can be varied to follow demand, nuclear generation is often deemed

to be inflexible and, although modern reactors are technically capable of load following

to some extent, the high capital costs compared to fuel costs mean it often only has an

economic case if it is operated at a very high capacity factor [14]. Wind and solar are at

the mercy of the weather and only have the option of being curtailed to aid with demand

matching. Of these technologies, only hydro and nuclear can provide grid inertia if they

are connected with synchronous generators. However, both have substantial capital

costs and require large volumes of CO2 emitting concrete [15, 16]. Hydropower is

limited in the locations it can be installed and poses other environmental issues due to

the destruction of the landscape, interference with aquatic life and it can emit substantial

volumes of greenhouse gases during construction and by causing flooding.
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FIGURE 1.1: Global electricity demand and generation mix by IEA scenario. Scenarios
are: Stated Policies Scenarios (STEPS), Announced Pledges Scenario (APS) and Net
Zero Emissions by 2050 (NZE). Reproduced from IEA (2018) World Energy Outlook [13].

All rights reserved.

Homan et al., [17], show that between 2014 and 2018, there was a steady increase in the

number of frequency events in the GB grid, defined as a deviation of frequency outside

the range of 49.8 – 50.2 Hz and a corresponding increase in gird frequency standard

deviation. The authors also show that there is a strong correlation between frequency

standard deviation and the combined wind and solar penetration over the same period.

In a simulated scenario with the complete absence of synchronous generation and a

25 % reduction in demand side inertia, there is an order of magnitude increase in the

number of frequency events predicted. However, with suitably fast frequency response

combined with introducing synthetic inertia, this effect can be largely mitigated. There

is, then, a clear need for clean generation to be coupled with other technologies to aid in

their widespread use while keeping a high quality, reliable supply of electricity that can

react quickly and closely follow demand.

1.3.1 Energy Storage

Energy storage is one such set of technologies that has been identified by the US De-

partment of Energy (DoE), the European Commission (EC) and the UK National Grid

as being a vital part of a future low-carbon electricity grid [18–20]. Demand for these

technologies is already growing [21]. Energy storage can provide several services on
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top of renewables capacity firming. The National Renewable Energy Laboratory, a

laboratory of the US DoE, has defined the following as major grid applications of energy

storage [22]:

• Load levelling/arbitrage The storage of energy during periods of low-cost or over-

generation and selling the energy back to the grid during periods of high price or

under generation. This creates a more consistent generation profile reducing the

need for peaking plants that may have a low efficiency.

• Capacity firming The assurance of sufficient generation capacity at peak demand.

This is essentially the current role of peaking generators.

• Operating reserve Frequency response or spinning reserve responds to short time

scale, unpredictable fluctuations in demand, or a sudden change in generating

capacity or demand such as generator failure.

• Ramping/load following The following of longer-term, generally predictable,

changes in demand over hours.

• Transmission and distribution replacement or deferral A lessening of the peak

loading on transmission and distribution systems. Because these networks are

designed for peak demand, any increase in peak demand will require an upgraded

system. Storage can reduce the impact of the increased demand allowing for a

delay in upgrading the system.

• Black-start A limited use of storage technology, used for restarting conventional

generators after a widespread failure.

Figure 1.2 gives an example of a fictitious demand profile and generation mix required

to meet it. When storage is included, Figure 1.2 (B) gives an example of energy storage

used in a load levelling application.

The peak demand is reduced and, notably, the demand on the load following combined

cycle gas turbine (CCGT) is flattened, see Figure 1.3. Were the CCGT to have a limited

capacity, the energy storage in this scenario would also be providing capacity firming

for the peak demand.

Currently, the vast majority (∼88 GW, ∼1.2 TW h, ∼90 % by power) of grid-connected

energy storage, globally, is in the form of pumped hydro energy storage (PHS) [23]. PHS
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FIGURE 1.2: A simple example of a fictional demand profile and generation mix
including baseload (orange), solar (green), wind (purple) and gas (yellow) without
(A) and with (B) energy storage. The shaded area represents the difference between

generation and demand facilitated by charging/discharging energy storage.
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FIGURE 1.3: Comparison of required CCGT generation with (shown in red) and without
(shown in black) storage for the same example demand profile used in previous figure.

stores energy by pumping water from one reservoir to another reservoir at a higher

altitude, which can then be released through a turbine to generate electricity. Battery

storage is the second most prominent form of energy storage in terms of installed

capacity [18]. While its capacity is still small compared to PHS, battery storage can

be used in a more diverse array of applications. There are numerous small projects

using battery storage. Lead-acid batteries are the oldest secondary battery. While they

remain the most popular in terms of global sales, research and development of batteries

is dominated by lithium ion due to its high specific energy and power and versatility.

The cost of lithium-ion has dropped dramatically in recent years largely due to its

prominence in portable electronics and, more recently, in electric vehicles [24]. Both have

grid connected applications (Lead-acid ∼180 MW, ∼165 MW h; lithium-ion ∼500 MW,

∼870 MW h) [23]. However, several other electrical energy storage technologies exist,

each with different advantages for different applications. Molten salt storage (∼4.8 GW,

∼32 GW h, [23]), for example, allows for harnessing solar energy with dispatchable

electricity generation. Sunlight is concentrated and is used to heat molten salt. Sensible

heat is released from the slat on demand to power a steam turbine when electricity
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generation is required. Supercapacitors and flywheels (∼500 MW, ∼11.5 MW h, [23])

can provide high power for a short duration, making them ideal for frequency response.

Superconducting magnetic energy storage (SMES) can provide very high power for a

short period and has a long cycle life. However, its high cost and requirement for very

low temperatures means commercial applications may be a long way off. Other applica-

tions require specific terrain, such as compressed air energy storage (CAES) (∼430 MW,

∼33 GW h, [23]), which uses caverns to store compressed air, and gravimetric energy

storage which raises and lowers large masses in abandoned mineshafts to store energy.

Other technologies, such as pumped heat energy storage, also exist. Several of these

technologies only have niche applications or even no commercial application to date.

Each form of electrical energy storage can be described in terms of rated power (the

maximum power at which the system is designed to operate) and capacity, the amount

of energy that it stores. Using these metrics as logarithmic axes, a Ragone plot allows

for a comparison of technologies over a range of scales. An example of this is seen in

Figure 1.4.

FIGURE 1.4: Modified Ragone Plot comparing some of the key forms of electricity
storage technologies. CAES is Compressed Air Energy Storage, PHS is Pumped Hydro
Energy Storage, SMES is Superconducting Magnetic Energy Storage, Li-ion is Lithium-

ion Batteries, and Na-S is Sodium Sulphur Batteries. Data from [25].

Using this plot, suitable energy storage technology candidates for a given application

can easily be found. For applications requiring the ability to supply high power (>MW)

for several hours, along with CAES and PHS, redox flow batteries (RFBs) are a promising

option.
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1.4 Batteries

Batteries are electrochemical devices containing multiple electrochemical cells electrically

connected in series and/or parallel. Each cell consists of a positive and a negative

electrode divided by one or more electrolytes and often a separator. Energy is stored in

active species, which is released via redox reactions at the electrodes. The amount of

energy a cell can store is determined by the capacity, the amount of charge which can be

released by the battery and the cell potential. The cell capacity can be determined by

Faraday’s law:

q =
Fzm
M

(1.1)

Where q is charge held in a certain mass m, with valence z, and molar mass M, and F

is Faraday’s constant. The power available from each cell is determined by the current

and potential.

The cell potential is determined from the sum of the equilibrium potential, the overpo-

tential of each electrode and the cell resistance.

Ecell = Eeq + η+ − η− + IRcell (1.2)

Where Ecell is the cell potential, Eeq is the equilibrium potential, η+ is the overpotential

at the positive electrode, η− is the overpotential at the negative electrode and IRcell is

the ohmic drop across the cell. Any electrode and electrolyte combination will have a

specific potential when zero current flows. This is known as the equilibrium potential.

During operation of a cell, as the composition of the electrolyte changes, the equilibrium

potential will change. This change in potential can be calculated using the Nernst

equation.

Eeq = E0 −
RT
zF

ln Q (1.3)

Where E0 is the standard potential and Q is the reaction quotient, a value which de-

scribed the relative activities of the reactants and products. For the example reaction
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in Equation 1.4, with α moles of A, β moles of B, γ moles of C and δ moles of D, the

reaction coefficient can be approximated using the concentrations, as in Equation 1.5.

αA + βB 
 γC + δD (1.4)

Q =
cγ

Ccδ
D

cα
Acβ

B

(1.5)

The overpotential at each electrode is determined by the temperature and the current.

η =
RT
nF

ln
j
j0

(1.6)

Where η is the overpotential, R is the universal gas constant, T is temperature, n is the

number of electrons involved in the reaction, F is Faraday’s constant, j is current density

and j0 is the exchange current density. Batteries can be broadly divided into primary

(single use) and secondary (rechargeable) chemistries.

1.4.1 Primary Batteries

Primary or single-use batteries have chemistries that are not reversible. Often primary

batteries have a higher specific energy than secondary batteries but are commonly used

in applications with a low current requirement. Zinc-Carbon and alkaline batteries are

common chemistries for primary batteries and are often used in portable electronics

[26].

Silver oxide batteries typically use monovalent silver oxide at the cathode and a zinc

anode. Divalent silver was used in the past. However, environmental considerations

mean their use has been rescinded. Silver oxide batteries have a high energy density,

good shelf life and flat discharge curve. However, their high cost limits their use to low

power applications such as watches [26].

Zinc-air batteries use oxygen as one active species, so they have a high energy density

but require exposure to air to operate. Typical applications are hearing aids [27].
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Primary lithium batteries have been available commercially for over 50 years and have

found use in low power electronics [28]. Cathode chemistries include lithium sulphur

dioxide, lithium-polycarbon monofluoride, lithium manganese oxide and polyvinyl-

pyridine (PVP).

1.4.2 Secondary batteries

Secondary or rechargeable batteries contain reversible redox reactions at both electrodes.

Generally, secondary batteries have a lower energy density than primary batteries. How-

ever, the advantages of being reusable are obvious. The efficiency of a secondary battery

is an important metric. There are three primary methods of determining efficiency of a

secondary battery:

Coulombic efficiency: Coulombic efficiency is the ratio of charge transferred during

charge and discharge. The charge transferred is calculated by integrating current with

respect to time.
qd

qc
=

∫
Iddt∫
Icdt

(1.7)

Where qd is the charge transferred during discharge, qc is the charge transferred during

charge, Id is the current during discharge, Ic is the current during charge and t is time.

Voltage efficiency: Voltage efficiency is the ratio of average cell potential during charge

and discharge.
Ed

Ec
(1.8)

Where Ed is the cell potential during discharge and Ec is the cell potential during charge.

Energy efficiency: Energy efficiency combines coulombic and voltage efficiencies to give

an overall ratio of the energy transferred during charge and discharge. This is calculated

by integrating power with respect to time.

Wd

Wc
=

∫
IdEddt∫
IcEcdt

(1.9)

Where Wd is energy transferred during discharge, Wc is energy transferred during

charge.
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A number of different secondary battery chemistries have been developed to varying

levels of maturity.

Nickel-cadmium is a mature battery chemistry with high energy density and low main-

tenance. However, the cycle life is only circa 2000 cycles, the chemistry has a high

cost, cadmium is toxic and the batteries must be regularly fully discharged due to their

memory effect. Applications include portable electric and electronic devices and unin-

terruptable power supply (UPS). However, in many of these applications, this chemistry

has now been replaced by other chemistries [26].

The term lithium ion encompasses several chemistries where the cathode is a lithium

metal oxide. Often the anode is graphite and the electrolyte is organic. Lithium ion

batteries have become highly popular since their commercial introduction in 1990. They

have high energy density and power density, can have cycle lives of 10,000, have high

efficiency and the cost has reduced dramatically in recent years. The main concerns of

lithium ion are the availability of the chemicals required to manufacture them. Cobalt,

used cathodes of the prevalent LiCoO2 chemistry, has significant political and potential

ethical considerations. Thermal runaway – the spontaneous combustion of the battery –

releases toxic gases. Lithium-ion batteries have a large range of uses, commonly used in

portable electronics, electric vehicles, and increasingly grid applications [26, 29].

Sodium-ion batteries have a similar working principle to lithium-ion. However, they are

based on sodium which is abundant and low cost. The battery also has high efficiency

and does not risk thermal runaway. Energy density is slightly lower than that of lithium-

ion and the operating voltage is lower [30, 31].

Lead acid batteries (LABs) are the oldest secondary battery chemistry. This technology

is very mature and is the most popular chemistry in terms of sales. Solid lead is used as

the negative electrode and solid lead dioxide as the positive electrode. The electrolyte is

sulphuric acid and lead sulphate is formed during discharge. LABs can discharge at high

power, but due to the high elemental mass of lead and the relatively large volume of

water-based electrolyte required, the specific energy of LABs is low. LABs are generally

safe; however, the sulphuric acid used is corrosive, lead and its compounds are toxic and

an electrolysis reaction may occur during charge creating hydrogen and oxygen, causing

a risk of explosion. LABs are commonly found in automotive applications as power
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for starter motor and vehicle electrics. Other applications include UPS and traction

batteries.

Sodium sulphur batteries consist of molten sodium as the positive electrode and molten

sulphur as the negative electrode, separated by a solid alumina electrolyte. Na-S batteries

have relatively low cycle lives (∼2500) and moderate energy and power densities.

Sodium sulphur batteries are able to supply high power for short periods during normal

operation. This allows a single battery to be used for both peak shaving and as operating

reserve. These batteries have high capital costs and although there has been research on

room temperature opeartion [32], they normally require a high temperature to ensure

the electrodes remain molten [26, 33].

1.5 Redox flow batteries

A redox flow battery (RFB) is an electrochemical energy storage device that stores energy

within an electrolyte stored externally to the cell in separate reservoirs. RFBs have the

potential to be a low-cost [34], durable, and environmentally friendly [35], method of

energy storage for large applications [36]. An RFB is a stack of redox flow cells connected

electrically in series. Each of these cells typically consists of two electrodes, a positive

and a negative, separated by a flow channel and usually an ion exchange membrane or

separator. Externally to the stack, there are two electrolyte reservoirs, one for each of the

positive and negative electrolytes. The electrolyte in these reservoirs then flows through

each of the cells where redox reactions occur, either capturing or liberating electrons,

allowing a current to flow. This is shown schematically in Figure 1.5 as a single cell (A)

and three cell stack (B).

During charging, an RFB reduces the negative active species at the negative electrode

and oxidises the positive active species at the positive electrode. Both the positive

electrolyte and the negative electrolyte are circulated continuously during this process.

During discharge, the electrolyte continues to circulate through the battery, but the

current reverses direction and the negative and positive active species are spontaneously

oxidised and reduced, respectively.

Modern research on RFBs began in the 1970s with the formation of the Lewis Research

Center, a centre created by the National Aeronautics and Space Administration (NASA)
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specifically for researching RFBs [37]. Initially, NASA worked on the iron/chromium

system. Since this initial work by NASA, there have been many proposed chemistries for

RFBs [38]. Table 1.1 shows a summary, but not an exhaustive list, of proposed systems,

and their level of maturity.

RFBs can be divided into four categories:

• Type 1. A Redox Flow Battery. This is the conventional RFB with positive and

negative redox couples that remain in solution regardless of their oxidation state.

An example of this is the all-vanadium flow battery [39]. Schematically shown in

Figure 1.5 (A).

• Type 2. Hybrid flow battery. Phase change occurs at one electrode to plate either

a metal or metal oxide onto one of the electrodes. The other electrode uses a

conventional redox couple that remains in solution at all used oxidation states (i.e.

at all states of charge). An example of this is the zinc-bromine flow battery [40].

Schematically shown in Figure 1.6.

• Type 3. Metal Flow Battery. Phase change occurs at both electrodes, with metal

plating at one electrode and a metal oxide at the other. An example of this is the

soluble lead flow battery [5]. Schematically shown in Figure 1.8.

• Type 4. Air Breathing Flow Battery. One electrode is a conventional redox couple

in this system; the other is an air-breathing electrode similar to those used in

proton exchange membrane (PEM) hydrogen fuel cells. An example of this is the

zinc-air flow battery [41]. Schematically shown in Figure 1.7.



1.5. Redox flow batteries 15

(A) Single cell

(B) Three cell stack

FIGURE 1.5: Schematic of a typical two-electrolyte redox flow cell/battery. Positive
(shown in red) and negative (shown in blue) electrolytes are contained in separate reser-
voirs and are circulated through cells which are divided by ion exchange membranes.
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FIGURE 1.6: Representation of a single cell, two-electrolyte hybrid (type 2) flow battery.
Positive (shown in red) and negative (shown in blue) electrolytes are contained in
separate reservoirs and are circulated through cells which are divided by ion exchange

membranes. A metal/metal oxide is deposited at one electrode.
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FIGURE 1.7: Representation of a single cell, air-breathing (type 4) flow battery. A single
electrolyte flows through one half of the cell. An air breathing electrode is used as the
other half cell. The two half cells are separated by a divider. Metal my be deposited at

the negative electrode.
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TABLE 1.1: Summary of proposed RFB chemistries

System
Chemistry

(Forward is charge)
Cell Potential

(V)
Level of Maturity Reference

Iron-Chromium Cr3+ + Fe2+ 
 Cr2+ + Fe3+ 1.18 Pilot-scale [42]
Zinc

Bromine
Zn2+ + 2Br− 
 Zn0 + Br2 1.85 Commercial [43]

All-
Vanadium

VO2+ + H2O + V3+ 
 VO2 + +2H+ + V2+ 1.26 Commercial [43]

Zinc
Cerium

Zn2+ + 2Ce3+ 
 Zn0 + 2Ce4+ 2.20 Lab-based research [43]

Soluble
Lead

2Pb2+ 
 Pb4+ + Pb0 1.59 Lab based research / Pilot scale [44]

Vanadium
Air

4V2+ + O2 + 4H+ 
 4V3+ + 2H2O 1.49 Early research [45]

Organic Typically Quinone Based 1.0 Early research [46]
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RFBs are easily scalable in terms of both energy and power. In a conventional, type 1,

RFB where the active species remain in solution throughout, the system’s power and

capacity are decoupled. To increase the capacity of an RFB system, more electrolyte or a

higher concentration of the electrolyte is required. To increase the power of a system, a

larger electrode area or stack size is needed. However, in type 2 or 3 systems, such as

the soluble lead flow battery, the electrodes are involved in the reaction, so the extent to

which energy and power are decoupled is limited.

1.6 Soluble lead flow battery

The soluble lead flow battery (SLFB) is a type 3 flow battery, or metal flow battery,

consisting of solid lead and lead dioxide deposits on the negative and positive electrodes.

This is shown schematically in Figure 1.8. In its most common arrangement, the system

consists of just a single electrolyte which, in its most basic form, is Pb2+ ions dissolved

in methanesulfonic acid (MSA). At the positive electrode, during charging, the Pb2+

ions are oxidised to form PbO2 (lead dioxide), which deposits as a solid material on the

electrode surface. During charging, the Pb2+ ions are reduced to form solid lead metal at

the negative electrode, which also deposits onto the electrode surface. For each mole of

lead dioxide that is deposited, two moles of electrons are stripped from the Pb2+ ions in

solution, where they flow around an external circuit to the negative electrode to reduce a

further mole of Pb2+ ions forming one mole of solid lead. During discharge, the current

reverses direction and the lead and lead dioxide are oxidised and reduced respectively

back to Pb2+ ions in solution [44]. This is represented by the following equations, where

left to right indicates charging the cell:

Positive Pb2+ + 2H2O 
 PbO2 + 4H+ + 2e− E0 = +1.46VvsSHE (1.10)

Negative Pb2+ + 2e− 
 Pb E0 = −0.13VvsSHE (1.11)

Cell 2Pb2+ + 2H2O 
 Pb + PbO2 + 4H+ E0
cell = +1.59V (1.12)

Compared to more conventional RFBs, such as the all-vanadium redox flow battery

(VRB), the SLFB has several advantages and disadvantages. The main disadvantages

are related to the formation of solid deposits at the electrodes. Because deposits form at

the electrodes, the extent to which energy and power can be decoupled is limited. There
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FIGURE 1.8: Representation of a single cell soluble lead flow battery. A single electrolyte
is circulated through an undivided cell. Solid deposits form at both electrodes during

charge.

is a maximum thickness of electrode deposit which will limit the energy for a given

electrode area. A further disadvantage is the toxicity of lead. However, compared to

competing systems such as the all vanadium or lithium-ion batteries, this is relatively

trivial. There are two main advantages because of the common electrolyte of both the

positive and the negative redox couples. The first is that the SLFB can operate without

a membrane or separator. The second is that because the system uses just a single

electrolyte, the number of storage tanks, pumps, and pipework required can be reduced.

There is, therefore, the potential for a significant reduction in the cost of the system.

Lead is also an abundant material that can be easily recovered from spent lead-acid

batteries, for which there is an existing supply chain.

The SLFB has shown a specific energy of up to 40 Wh kg-1 of electrolyte at a concentration

of 1.5 mol dm-3 Pb2+, [47], a value higher than that of the VRB at 25-35 Wh kg-1 [43].
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However, it is still less than that of the zinc-bromine flow battery (ZBFB) at 70 Wh kg-1

[48]. Theoretically, as the solubility limit of lead methanesulfonate is 2.6 mol dm-3 [49],

the SLFB could have a specific energy of 59 Wh kg-1. However, at high concentrations,

the cycle life of the cell declines dramatically [49].
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Literature Review

2.1 History of Lead-based Batteries

The lead-acid battery was the first secondary battery to be conceived [50]. In 1859,

Gaston Planté designed a lead-acid battery that could be recharged [51]. Since then, the

lead-acid battery has become the world’s most popular battery with a wide variety of

uses. The battery has been used in electric vehicles. Fritchle’s lead-acid battery-electric

vehicle could travel over 100 miles on a single charge [44]. The battery currently has

electric vehicle use in applications such as forklift traction batteries [52]. It has also been

used in uninterruptible power supply (UPS) systems. However, the most common use

in the modern era is in the automotive industry as an auxiliary power supply and to

power starter motors for internal combustion engines.

The earliest and simplest lead-acid battery design is the flooded battery. In this system,

the positive and negative electrodes are submerged in sulfuric acid and are divided with

a separator. During discharge, at the negative and positive electrodes, lead and lead

dioxide, respectively, are converted to insoluble lead sulphate [26].

Towards the end of the 20th century, the valve-regulated lead-acid battery (VRLAB) was

developed [52]. There are two types of VRLAB, the absorbed glass mat (AGM) and

the gel battery. The AGM uses a porous glass matt structure as a cell divider and the

electrolyte is held within the pores of the matt. The gel battery is undivided, but silica is

used as part of the electrolyte to form a gel-like substance.
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With the dramatic increase in demand for lead acid batteries in automotive vehicles,

recovery of lead from LABs became common. Today, more than 85 % of secondary lead

comes from lead acid batteries, with secondary lead accounting for a higher proportion

of production than primary lead [53]. Traditional methods using a pyrometallurgical

process (the extraction or purification of metals via the application of heat) for secondary

lead production remain in use and have remained largely unchanged for a considerable

amount of time [54, 55]; however, since the 1990s, methods using leaching and elec-

trowinning as a cleaner method of lead recovery have grown in popularity as an area of

research [56, 57].

Soluble lead species were first used in primary batteries, where acid was added to the

battery shortly before use. Subsequently, patents for soluble lead box cells and button

cells were filed before the arrival of flow cells [58–60].

All these early cells used acids that were used in the lead plating industry as electrolytes.

These included hexafluorosilicic (H2(SiF6)) and amidosulfonic (H3NO3) acids as well

as perchloric (HClO4) and fluoroboric (HBF4) acids. The current acid used in the

electrolyte is methanesulfonic acid (MSA) (CH3SO3H), which was used in conjunction

with hexafluorosilicic acid by Henk et al. [60] but was first used as the sole acid in the

electrolyte by Hazza et al. [44].

Zhang et al. [61] define several critical differences between the SLFB and the LAB. In

the SLFB, lead in a +2 oxidation state is soluble in the electrolyte, whereas, in the LAB,

the Pb2+ is in the form of solid lead sulphate. The methanesulfonic acid used in the

SLFB is more environmentally friendly than the sulfuric acid used in the LAB (discussed

further in Section 2.2.1) [62]. While, in its current state, the SLFB lags behind the LAB

in efficiency with higher overpotentials and significantly shorter cycle life, further

development of the cell and stack design is likely to mitigate these issues. Significantly,

a preliminary study on maintenance cycles has shown great promise on extending the

cycle life with over 7000 full cycles achieved before failure [63].
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2.2 Electrolyte

2.2.1 Composition

The SLFB uses an acidic electrolyte, where the acid used is methanesulfonic acid (MSA).

Pure MSA has a molar mass of 96.11 g mol-1 and a density of 1.481 g cm-3. MSA can be

broken down by microbial degradation into sulphate and carbon dioxide [64]. Hence,

it is more environmentally friendly than other electrolytes, including fluorosilic and

fluoroboric acids which are used in the lead plating industry and sulfuric acid which

is used in electrochemical applications. In an electrochemical environment, storing,

transporting and using MSA in a cell is more straightforward and safer than sulfuric

acid [65]. Dı́az-Urrutia and Ott have described a mechanism which can produce MSA

using abundantly available methane as a feedstock [66].

The acid in an electrolyte is used to provide H+ ions to balance the cell and to allow

conduction across the electrolyte. A high electrolyte conductivity offers a reduced

cell resistance and hence lower overpotentials and a higher voltage efficiency. A high

conductivity will also increase the leakage currents (in a multi-cell stack, currents which

flow though the electrolyte manifold bypassing one or more electrodes), as the resistance

of the electrolyte bypassing the cell will also reduce, however. MSA has a conductivity

of 285 mS cm-1 at a concentration of 1 mol dm-3 and a temperature of 298 K [49]. This is

comparable to 332 mS cm-1 for HCl, [67], but slightly lower than 390 mS cm-1 for sulfuric

acid [68].

The solubility of Pb2+ ions in the electrolyte is also important, as this determines the

maximum energy density of the electrolyte. The lead salt used in the SLFB is typically

lead methanesulfonate, which has a solubility limit of 2.6 mol dm-3 in water [62]. As

the concentration of MSA increases, the solubility of lead methanesulfonate decreases.

In 8 mol dm-3 MSA, lead methanesulfonate is virtually insoluble [44]. It is unclear why

there is a steep decline in solubility with acid concentration.

The conductivity, the viscosity and the diffusion coefficients of the electrolyte can have

a significant impact on the performance of the system. Higher conductivity allows for

larger inter-electrode gaps and lower ohmic losses and more even current distribution.
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Faster diffusion coefficients allow for faster kinetics and lower viscosity decreases the

pressure drop across the cell [69].

2.2.2 Recycled electrolyte

Orapeleng et al. [70] have investigated methods to recover Pb2+ from spent LABs for use

in the SLFB. A spent LAB is defined as one with a state of health (SoH) of 80 % or lower.

Six electrolytes are prepared, each by dissolving the LAB electrodes in 2.5 mol dm-3

MSA. H2O2 was added to four of the electrolytes to oxidise the Pb electrode and reduce

the PbO2 electrode to Pb2+. H2O2 was added to two electrolytes to a concentration of

0.09 mol dm-3 and to a further two to a concentration of 0.9 mol dm-3, creating three pairs

of electrolytes, 2.5 mol dm-3 MSA only, 2.5 mol dm-3 MSA and 0.09 mol dm-3 H2O2, and

2.5 mol dm-3 MSA and 0.9 mol dm-3 H2O2. H2O2 is unusual because it can act as both a

reducing agent and an oxidising agent. Here it aids in reducing PbO2 and oxidising Pb

to soluble Pb2+ [71].

One of each pair of electrodes was then heated to 303 K and the remaining electrolytes

were heated to 313 K. Both solutions with 0.9 mol dm-3 H2O2 were able to recover

0.9 – 1.5 mol dm-3 Pb2+ over 6 hours successfully. A comparison of standard and

recovered electrolyte in a flow battery yielded identical voltage efficiencies of 64 % and

comparable charge efficiencies of 85 % using fresh electrolyte and 81 % with recovered

electrolyte. In a further study by the same authors [72], extended testing is completed

comparing electrolyte recovered from spent LABs with reagent grade or fresh electrolyte.

Comparisons were conducted on both flow cells and static electrolyte cells. In these

experiments, static cells using recovered electrolyte had significantly higher charge,

voltage and energy efficiencies and failed after a greater number of cycles.

When used in flow cells, figures for efficiencies and cycles before failure were generally

comparable. However, at a current density of 10 mA cm-2 and a Pb2+ concentration

of 0.7 mol dm-3, 187 cycles were achieved before the charge efficiency dropped below

60 % for the cell using recovered electrolyte compared with 101 cycles for the reagent

grade electrolyte. Dissolved trace elements in the recovered electrolyte may aid in the

performance of the SLFB, or a decreased concentration of other elements, such as nickel,

in the recycled electrolyte may explain its improved performance compared to reagent

grade electrolyte. However, further work is needed in this area.
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Several processes have been proposed to electrochemically recover lead from waste lead

acid batteries as a cleaner alternative to secondary smelting, particularly if low-carbon

electricity is used in the process. Each of these processes uses a slurry of leady material,

or a solvated lead electrolyte. Hence, it may be possible to incorporate the SLFB directly

into the lead recycling process if electrochemically recovered lead becomes a commercial

success.

The proportion of lead sulphate in a spent lead acid battery varies. However, it is

typically the component with the largest proportion of the battery mass [73]. When

dissolving lead sulphate using Orapeleng et al.’s method, it is likely to become sulphuric

acid, creating a mixed acid electrolyte. The effect of this is unknown in the SLFB. To

deal with the large volumes of lead sulfate, Spijkerman and Groenen [74] patented a

process which takes a slurry of lead sulphate and, using fine lead particles as a fluidised

electrode, reduce the lead sulphate to lead metal. The cell consists of an anodic (positive)

chamber and a cathodic (negative) chamber which are separated by an ion-exchange

membrane. The cathodic side consists of the fluidised electrode. At the anode, water

is electrolysed into O2 and H+ ions. The H+ ions are combined with the sulphate ions

from the cathode to produce clean H2SO4. As dilute sulphuric acid is recovered from

the anodic side, water is added to complete the mass balance.

Developed by Engitec, the FAST® process is a method for recovering lead from waste

lead-acid battery paste electrochemically. The patented system first removes the sulphur

from the paste by reaction with ammonium carbonate. The desulphurised paste is then

leached first with ammonium chloride then the residue is reductively leached with a

solution of ammonium chloride and hydrogen peroxide. This solution is then passed

through an electrolytic cell to recover lead metal [75].

Cambridge Enterprise Limited developed a process to convert lead paste into an aqueous

lead citrate solution. Lead is then recovered electrochemically from this solution. The

process requires the addition of a reducing agent to convert all the paste to lead citrate.

The lead citrate can then be converted to Pb or PbO, either by electrowinning or by

calcination. The preferred method is by calcination. If electrowinning is used, some

further processing may be required to increase the solubility of the lead [76].

Aqua Metals have produced a process which recovers lead from paste. First, the paste is

treated with a base, for example, NaOH, to remove the sulphur and convert PbSO4 to
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Pb(OH)2. The resulting Na2SO4 is regenerated to NaOH by the use of an electrolytic

cell. The desulphurised paste is then leached in a solution of methanesulphonic acid,

hydrogen peroxide and a chelating agent, ethylenediaminetetraacetic acid (EDTA). This

solution is then passed through the electrochemical cell to recover metallic lead. The

cathode onto which the lead is plated is rotating. A portion of the electrode is submerged

in the electrolyte. As the electrode rotates, it moves past a scraper which removes the

lead from the electrode surface continuously. This allows for near-continuous operation.

However, the high frequency of lead removal will lead to a large volume of electrolyte

drag out. Hence, the electrolyte will need to be regularly topped up to replace the lost

volume.

In Appendix A, a process for recovering lead from spent LABs electrochemically is

proposed. This process would produce SLFB electrolyte as a mid stage in the process, al-

lowing for efficient integration of the SLFB with LAB recycling. The process is described

with the case study of the Ecobat’s Darley Dale smelter [77].

2.3 Deposits

2.3.1 Lead

Lead is a heavy metal with a face centred cubic crystalline form, a molar mass of

207.2 g mol-1, a density of 11.34 g cm-3 at 20 °C, a melting point of 327.4 °C and an

electrical resistivity of 20 µΩ cm-1 [26].

In a study to understand the negative electrode, cyclic voltammetry of lead deposition in

the SLFB was conducted by Wallis & Wills [78]. This was conducted in a three-electrode

glass cell containing 25 cm3 of electrolyte. A 0.07 cm2, glassy carbon working electrode

was rotated at 900 rpm. The counter electrode was Pt wire and the reference electrode

was a saturated calomel electrode. All voltammetry was conducted at 295 K.

The results show a typical metal deposition-dissolution reaction with a sharp oxidation

peak and only a small difference between the first and 200th scan, as shown in Figure 2.1.

It can, therefore, be concluded that the Pb/Pb2+ redox reaction is highly efficient with

low overpotentials and fast kinetics and is highly repeatable.
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FIGURE 2.1: Cyclic voltammograms for the first and two hundredth cycle of the
Pb2+/Pb redox couple in 1.5 mol dm−3 MSA on a glassy carbon electrode. A temper-
ature of 295 K was maintained and the initial Pb2+ concentration was 10 mol dm−3.

Reproduced with permission [78].

Pletcher et al. [79] conducted experiments on the effect of certain conditions on the

quality of the lead deposit. A range of additives was used and their impact on deposit

quality and coulombic efficiency were compared. Hexadecyltrimethylammonium hy-

droxide (HDTMA) was shown to be the most beneficial additive. However, in a larger

system in a project funded by the Department of Trade and Industry, it is suggested that

the effects of HDTMA do not continue to work at a larger scale. However, this is only

mentioned briefly in the report and the authors do not suggest any reasons as to why

this may occur [80]. This is discussed further in Section 2.4.

It is also suggested that the lead deposits are of the highest quality when the concentra-

tion of Pb2+ ions and MSA are low and the acid concentration is not above 2 mol dm-3.

Figure 2.2 shows SEM images of lead deposited from 0.5 mol dm−3 Pb2+, 1.0 mol dm−3

MSA and 5 mmol dm−3 HDTMA ((a) and (b)) and 1.5 mol dm−3 Pb2+, 1.0 mol dm−3

MSA and 5 mmol dm−3 HDTMA ((c) and (d)) at 25 mA cm-2 ((a) and (c)) and 50 mA cm-2

((b) and (d)). Smoother deposit are seen at the lower current density and the lower Pb2+

concentration. Figure 2.3 shows SEM images of lead deposited from 0.3 mol dm−3 Pb2+,

1.0 mol dm−3 MSA and 5 mmol dm−3 HDTMA ((a) and (b)) and 0.3 mol dm−3 Pb2+,

2.4 mol dm−3 MSA and 5 mmol dm−3 HDTMA ((c) and (d)) at 25 mA cm-2 ((a) and (c))
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and 50 mA cm-2 ((b) and (d)). Smoother deposit are seen at the lower current density and

the lower H+ concentration. However, a low concentration of Pb2+ ions would adversely

affect the capacity of the system. There must, therefore, be a compromise. The current

density at the negative electrode can reach 100 mA cm-2 without significant adverse

effects. Edge effects, i.e. failure occurring at the edge of the electrode more frequently

than any other location, should be avoided by ensuring the cell design provides uniform

mass transport and current density across the entire electrode surface [79].

FIGURE 2.2: The effect of Pb2+ concentration on the morphology of Pb deposited
at the negative electrode in an unstirred Hull cell. (a) and (b) show deposits from
0.5 mol dm−3 Pb2+, 1.0 mol dm−3 MSA and 5 mmol dm−3 HDTMA. (c) and (d) show
deposits from 1.5 mol dm−3 Pb2+, 1.0 mol dm−3 MSA and 5 mmol dm−3 HDTMA.

Reproduced with permission [79]

2.3.2 Lead Dioxide

Lead dioxide, lead (IV) oxide, has a molar mass of 239.19 g mol-1. There are two forms

of lead dioxide, α-PbO2 and β-PbO2. α-PbO2 has a rhombic (columbite) crystalline form,

a density of 9.80 g cm-3 at 20 °C and an electrical resistivity of 105 µΩ cm-1. β-PbO2 has

a tetragonal (rutile) crystalline form, a density of 9.80 g cm-3 at 20 °C. PbO2 is actually
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FIGURE 2.3: The effect of H+ concentration on the morphology of Pb deposited at the
negative electrode in an unstirred Hull cell for 2 hours. (a) and (b) show deposits from
0.3 mol dm−3 Pb2+, 1.0 mol dm−3 MSA and 5 mmol dm−3 HDTMA. (c) and (d) show
deposits from 0.3 mol dm−3 Pb2+, 2.4 mol dm−3 MSA and 5 mmol dm−3 HDTMA.

Reproduced with permission [79]

composed of PbOx, where x = 1.94–2.03 for α-PbO2 and x = 1.87–2.03 for β-PbO2 [26].

In the lead acid battery, it is well known that the conditions and electrolyte composition

affect the ratio of α-PbO2 to β-PbO2, with lower current favouring α-PbO2 [81].

Wallis and Wills [78] also conducted cyclic voltammetry on the Pb2+/PbO2 redox couple,

shown in Figure 2.4. The same experimental setup was used (described in Section 2.3.1).

Significant differences in peak current density were seen and, by the 100th cycle, a

decrease in peak current density was observed and the peak occurred over a broad

range of potentials. It is shown that the positive redox reaction in the SLFB is far

less reversible, the kinetics are far slower, overpotentials are high compared with the

negative redox reaction and the reversibility of the reaction degrades significantly with

cycling.

Pletcher et al. [82] show that high-quality deposits > 1 mm in thickness are possible over

a wide range of Pb2+ and MSA concentrations up to a current density of 100 mA cm-2.
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FIGURE 2.4: Cyclic voltammograms for the first (A), fifth (B), twenty fifth (C), fiftieth (D),
seventy fifth (E) and hundredth (F) cycle of the Pb2+/Pb)2 redox couple in 1.5 mol dm−3

MSA and 0.5 mol dm−3 Pb2+ on a glassy carbon electrode. Reproduced with permission
[78].

Figure 2.5 shows the morphology of PbO2 deposited at current densities of 20 mA cm-2

((a) and (c)) and 50 mA cm-2 ((b) and (d)) from an electrolyte of 1.5 mol dm−3 Pb2+,

5 mmol dm−3 HDTMA and 0.15 mol dm−3 MSA ((a) and (b)), 1.5 mol dm−3 MSA ((c)

and (d)). However, these deposits were formed by either a single charge or just 6

cycles. It is unclear if these conditions would be sustainable over a number of cycles.

In practice, the current density is limited by oxygen evolution occurring at higher

overpotentials. Oxygen evolution would decrease coulombic efficiency and Li et al. [83]

show that coulombic efficiency of the positive electrode is further decreased when thick

deposits are formed. In Pletcher et al.’s work [82], the main aspect that harmed deposit

quality was stress within the deposited material. This stress was increased at high acid

concentrations and high current densities. It is possible that with cycling these stresses
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occur more readily. However, further work on this aspect is required.

FIGURE 2.5: The effect of H+ concentration on the morphology of PbO2 deposited at the
positive electrode in an unstirred Hull cell for 2 hours at current densities of 20 mA cm-2

((a) and (c)) and 50 mA cm-2 ((b) and (d)). (a) and (b) show deposits from 1.5 mol dm−3

Pb2+, 0.15 mol dm−3 MSA and 5 mmol dm−3 HDTMA. (c) and (d) show deposits from
1.5 mol dm−3 Pb2+, 1.5 mol dm−3 MSA and 5 mmol dm−3 HDTMA. Reproduced with

permission [82]

Work by Li et al. [83] and Sirés et al. [84] discuss the conditions required to form different

ratios of α-PbO2 and β-PbO2. It is possible to form pure α-PbO2 and pure β-PbO2 or a

mixture of the two. Conditions not only change the ratio of the different forms, but also

the quality of the deposit. Both α-PbO2 and β-PbO2 can form high-quality deposits free

from cracks and holes with a smooth compact morphology under optimal conditions.

The reduction of PbO2 is reported to be far less straightforward than its deposition and,

frequently, there is a layer of PbO2 remaining after discharge. This imbalance leads to

material coming away from the positive electrode after cycling for long periods.

Wills et al. have discussed the formation of PbO2 sludge that results from PbO2 that is

lost from the positive electrode [47]. This sludge can form as a film over the surface of

the positive electrode, or it can settle in areas where the electrolyte flow rate is low and

can cause a short circuit between the positive and negative electrodes. Edge effects, the
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growth of PbO2 along non-conductive surfaces within the cell, were also discussed. Inlet

manifolds, cell spacers and cell walls are areas that can allow growth of these deposits

across the cell. The PbO2 on these non-conducting surfaces is not easily removed during

discharge, so material continues to grow across them.

2.4 Additives

Often, the right operating conditions in a battery will reduce the impact of problems

that can arise within the system. However, this is not true in all cases. Sometimes,

additives must be used to ensure good operation. In the SLFB, additives can be used for

both negative and positive electrode reactions [78, 79, 85]. Any additive used must be

soluble and stable within the electrolyte at any state of charge (SoC). Moreover, as the

SLFB is designed to operate in an undivided manner, any additive must not adversely

interfere with the reaction at either electrode. However, Krishna et al. [86] have shown

that it is beneficial to operate the SLFB in a membrane-divided configuration to allow

for electrode specific additives. Failure by shorting is also reduced.

2.4.1 Negative Electrode

The main concern with the deposition of lead at the negative electrode is that lead can

deposit unevenly. Due to the high conductivity of lead and the electrolyte’s decreased

resistance as the inter-electrode gap decreases, any irregularities in the lead surface are

intensified as charging continues. This leads to the formation of lead dendrites and

subsequent shorting of the cell.

A levelling agent is, therefore, beneficial to lead deposition. Pletcher et al. [79] tested

many additives with this aim; either a parallel plate flow cell (Figure 2.6(A)) or a parallel

plate beaker cell with stirred electrolyte (Figure 2.6(B)) were used. Check tests were

completed between the two different types of cell to ensure the results were comparable.

The resulting deposit quality was observed using scanning electron microscopy (SEM)

and was then categorised by performance into one of four categories.

Three additives from the highest quality deposit category achieved a coulombic ef-

ficiency of over 90 %, hexadecyltrimethylammonium hydroxide (HDTMA), sodium
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(A) Cross section of a laboratory parallel plate flow cell with
4 cm × 2 cm geometric area electrodes.

(B) Cross section of a parallel plate beaker cell with stirred
electrolyte

FIGURE 2.6: Schematics of cells used by Pletcher et al. [79]. (A) is reproduced with
permission.

ligninsulfonate, and Triton™ X100. Sodium ligninsulfonate and Triton™ X100 were

both oxidised at the positive electrode. HDTMA was, therefore, the only candidate to

maintain effectiveness over time. However, it has been reported that HDTMA is less

effective when the system is scaled up [80].

Sodium ligninsulfonate was investigated in detail by Hazza et al. [85]. It was confirmed

that the additive acted as a levelling agent for the deposition of lead at the negative

electrode. Although it was found that the addition of the additive caused a decrease in
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charge efficiency and an increase in overpotential at the positive electrode, the quality

of the PbO2 deposit was found to be unaffected by the additive at low ligninsulfonate

concentrations. At a concentration of 5 g dm-3, crevices due to oxygen evolution were

seen.

2.4.2 Positive Electrode

Slow kinetics are a significant issue for the reduction of PbO2 in the SLFB. This issue

leads to large overpotentials that negatively impact the efficiency of the battery. A

catalyst would, therefore, be beneficial to the positive electrode reaction. Bismuth

has been shown to be an effective additive at the positive electrode for the lead acid

battery [87]. In the SLFB, Feng and Johnson show that Bi3+ ions improve the ability of a

PbO2 deposit to oxidise inorganic ions [88]. Wallis and Wills show that Bi3+ used in the

SLFB improves the kinetics of the positive electrode reaction but report that bismuth

preferentially deposits at the negative electrode over lead [78].

A similar surfactant to HDTMA may be beneficial at the positive electrode as well as the

negative electrode. With hexadecyltrimethylammonium chloride and bromide, Low et

al. [89] formed compact smooth PbO2 deposits from methanesulfonic acid. However,

the deposits were not assessed in the context of operation in the SLFB.

Fluoride has also been reported to improve the deposition of PbO2. Cao et al. [90] show

that F- enhances the adhesion of PbO2 to the electrode, while Amadelli et al. report

that it also inhibits oxygen evolution at the positive electrode [91]. Lin et al. [92] show

that the addition of 0.05 mol dm-3 sodium ethanoate significantly increases the cycle life

of the SLFB due to the stabilisation of the PbO2 deposit and the pH fluctuations at the

interphase of the electrolyte and the PbO2 deposit.

2.5 Performance

Research has been completed on the soluble lead system over a range of scales, from

beaker cells [93], to 100 cm2 flow cells [94], to a kW scale flow battery [80]. A range of

electrolytes, operating conditions and electrode design and materials have been used.

Pletcher and Wills have investigated the effect of conditions on battery performance [95].
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Pletcher and Wills have produced an undivided single, parallel-plate flow cell with

1 cm × 2 cm electrodes using an electrolyte of 1.5 mol dm-3 lead methanesulfonate

and 0.9 mol dm-3 MSA [95]. The cell was successfully cycled at current densities of

10-60 mA cm-2 achieving coulombic efficiencies typically between 80 % and 95 %. Indi-

vidual energy efficiencies are not quoted. However, it is stated that the typical energy

efficiency of the cells was approximately 65 %. This work was only completed over four

cycles.

Oury et al. have produced a novel system that aims to reduce the issues caused by using

a high current density at the positive electrode by using a honeycomb-shaped positive

electrode [96]. This design uses two planer negative electrodes (6.5 cm × 6.5 cm) and

a honeycomb, flow-through positive electrode. The electrolyte flowed in through the

top of one cell, over the negative electrode, through the positive electrode into the next

cell and out of the cell by flowing over a second negative electrode. Fluoride ions were

used as an additive and approximately a hundred cycles with a 75 % energy efficiency

were obtained. These cycles, however, were only to a lead-utilisation of 10 %. The

flow-through nature of the positive electrode requires the entire plate to be positive.

Hence the electrodes cannot be bipolar and the cells cannot be arranged in a bipolar

stack. The benefits of which are well known [97].

A system using corrugated graphite sheet and reticulated vitreous carbon (RVC) as the

positive and negative electrodes, respectively, had been produced by Banerjee et al. [98].

Various grades of RVC are compared for the negative electrode. The planar electrode

area is 3.5 cm × 3.5 cm. Using a current density of 20 mA cm-2, a coulombic efficiency of

95 % is achieved. The authors claim that 200 full charge-discharge cycles are completed

with little effect on the cell’s efficiency. However, this is achieved using short 10 minute

cycles, utilising just 40 mAh of a theoretical 6800 mAh maximum capacity (calculated

from the cell description in the article), giving a depth of discharge (DoD) of just 0.6 %.

Suman et al. [99] have determined that the decrease in coulombic efficiency of the SLFB

is mainly due to oxygen evolution at the positive electrode. However, as highlighted

by Collins et al. [94], as there is a build up of deposits at the electrodes and particles or

sludge which comes away from the electrodes with cycling, there must be a decrease in

Pb2+ concentration in the electrolyte with time and hence this must also be a source of

decreased energy efficiency. Other studies have also highlighted that oxygen evolution
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is generally only observed at high current densities, when MSA concentration is high or

when Pb2+ concentration is low [82, 100]. Luo et al. [101], however, suggest that at high

overpotentials, and hence high current densities, deposition at the positive electrode is

more likely to produce a deposit PbOx with x close to 2.

Cycle life was consistently an issue in early SLFB studies. Using a flow cell with

100 cm × 100 cm electrodes, Collins et al. achieved just 164 cycles with a current density

of 10 mA cm-2 before uneven deposit growth caused shorting across the electrodes. With

increasing current density, the cycle life was further reduced to 40 cycles at 20 mA cm-2

and 19 cycles at 30 mA cm-2 [94]. However, additives (discussed in Section 2.4), control

of potential [101] and maintenance cycles [63] have been shown to significantly increase

the cycle life. In the latter case 7000 cycles were achieved [63].

The largest system produced to date is a 1000 cm2 cell produced under a collaboration

among the University of Southampton, C-Tech Innovation Ltd. and E.On. Funding

was provided by the Department of Trade and Industry (DTI) [80]. A scale-up factor

of 10 from previous work, [47], was chosen for the electrode area. This factor allowed

for readily available carbon composite electrodes to be used whilst achieving near

commercial scale. Details about cycling tests performed on this system are not well

described. The system is described as a four-cell stack cycled at 50 mA cm-2 with

a charging time of ‘longer than 60 minutes’. Poor cycle life of just 10 cycles before

shorting occurs is observed, which was attributed to a decrease in the effectiveness of

HDTMA at this larger scale. The cycle life was able to be extended to 40 cycles with the

addition of sodium lignosulfonate together with HDTMA. Further information about

the construction and performance of the stack is limited. The University of Southampton

has recently begun another project which aims to produce a battery of a similar scale

[102].

2.6 Electrodes

Flow battery electrode research aims to find low-cost electrodes that are highly electri-

cally conductive and highly stable in electrolytes. Carbon-based materials appear to

meet these criteria and have found common use in the all-vanadium flow battery [39],

the zinc-bromine flow battery [103] and the soluble lead flow battery.
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Electrodes for the SLFB can be categorised into two-dimensional (2D) and three-dimensional

(3D). 2D electrodes are flat planar electrodes that the electrolyte flows over. 3D electrodes

are those which have features that extend away from this plane, such as those shown in

Figure 2.7.

FIGURE 2.7: Example of 3D electrodes used by Banerjee et al. in the SLFB. The negative
electrode shown is a 30 ppi reticulated vitreous carbon electrode and the positive

electrode is a corrugated graphite plate. Reproduced with permission [98].

The first electrodes used in the SLFB were manufactured by pressing a mixture of carbon

powder and high-density polyethene at 344 K with a pressure of 3-60 kg cm-2 [95]. This

was used as a base for their electrodes:

1. Ni foam was pressed into the carbon polymer.

2. Reticulated vitreous carbon (RVC) pressed into the carbon polymer.

3. Type 2. electrode with scraped RVC.

The smooth plates were found to produce smooth, even deposits. However, solid

material was found in the electrolyte after cycling. The type 3 electrodes produced much

rougher deposits, but the deposits were found to cluster around the RVC fragments.
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Gold has been identified as a possible electrode material for use in the SLFB [44]. How-

ever, at over £50,000 kg-1, clearly the cost of gold as a solid electrode is prohibitive [104].

Preliminary work using a thin layer of gold on carbon-polymer electrodes in static

electrolyte SLFBs is discussed in Appendix D.

RVC has been shown to have a number of useful properties for use as an electrode

material. It has a high porosity, high permeability, large surface area, high thermal

resistance and a rigid structure [105, 106]. Furthermore, it has been studied extensively

as an electrode material for the recovery of heavy metals, including lead, from effluent

streams [107].

2.7 Electrochemical Theory

Below, a summary of the fundamentals of electrochemical theory is presented. The

model described in Chapter 4 builds on the theory presented here to develop the

mathematical model used for simulations in later chapters.

2.7.1 Definition of terms

In its most basic form, an electrochemical system consists of at least an electrolyte, two

electrodes and an external conductor. Newman and Balsara define an electrode as a

material that contains electrons as the mobile species, which, as such, can be used to

sense the electrons’ potential. The electrolyte is defined as a material that conducts

charge using ions as the mobile species, and electronic conduction is prevented [108].

At the interface between the electrodes and the electrolyte reduction and oxidation, or

redox reactions occur.

An electrochemical reaction can be distinguished from a chemical redox reaction by the

separation of reduction and oxidation. In an electrochemical reaction, reduction occurs

at one electrode, the cathode, and oxidation takes place at the other electrode, the anode.

In a chemical reaction, both reduction and oxidation take place at the same location.

An electrochemical reaction is, therefore, divided into two half-reactions contained in

their respective half-cells. Each half-reaction involves ions from the electrolyte and the

transfer of electrons at the electrode.
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Conservation of charge couples the rate of both half reactions. The rates of reaction of

each half-cell are related to the current density by Faraday’s law:

ṁ =
IM
Fz

(2.1)

For example, consider an electrolyte containing an ionic species M+. At the anode, the

species is oxidised liberating an electron:

M+ 
 M2+ + e− (2.2)

At the cathode, the same species is reduced to the metallic form:

M+ + e− 
 M0 (2.3)

The half-cells do not have to contain the same electrolyte. In fact, in many electrochemical

systems, each half-cell has its own electrolyte. In this case, take the following, more

general example:

An+1 + e− 
 A(n−1)+ (2.4)

Bm+1 
 Bm+ + e− (2.5)

FIGURE 2.8: A typical electrochemical device. At the cathode, the active species A is
reduced from a higher to a lower valence (n+ to (n-1)+) by the addition of an electron
from the cathode. The active species B is oxidised to a higher valence (m+ to (m+1)+)

liberating an electron which is collected by the anode.
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Generally, to prevent a spontaneous reaction of the different active species, the electrolyte

for each half-reaction must be separated in a way that allows some form of charge

transfer but prevents mixing of the active species. This role is often fulfilled by an

ion-exchange membrane.

2.7.2 Thermodynamics

Taking the example of an electrochemical device with the half-cells containing the

reactions described in Equation 2.4 and Equation 2.5, it is the thermodynamic properties

of the species which determines which reaction will tend to be a reduction reaction and

which will tend to be an oxidation reaction. Specifically, the electrochemical potentials,

which relate to the Gibbs free energy, G:

∆G = (∑
i

siµi)1 − (∑
i

siµi)2 (2.6)

Where 1 arbitrarily represents one half-reaction and 2 represents the other, µi is its

electrochemical potential, si is the stoichiometric coefficient of species i defined by

Equation 2.7.2:

∑
i

siX
zi
i 
 ne− (2.7)

Xi is the chemical symbol for species i which has valence zi and n electrons are trans-

ferred.

If the Gibbs free energy is negative, then the reactions will occur spontaneously. In

the case where no current flows, the Gibbs free energy can be related to the potential

difference of the electrodes by:

∆G = −nFEeq (2.8)

Where n is the number of electrons involved in the reaction and F is Faraday’s constant.

In this case, the potential is known as the equilibrium potential, Eeq, or open circuit

potential.
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2.7.3 Kinetics

For current to flow in an electrochemical system, there must be a deviation in electrode

potential from the equilibrium potential. This deviation is known as the overpotential.

The local current density can be related to the overpotential using the Butler-Volmer

equation:

i = i0
[
e

αa F
RT η − e−

αc F
RT η
]

(2.9)

Where I is the current density, i0 is the exchange current density, which is equivalent to

a rate constant in a chemical reaction [108], αa and αc are activity coefficients.

2.7.4 Mass transport

Mass transport in electrolytes is governed by three different mechanisms: diffusion,

migration and convection.

Diffusion occurs when there is a difference in concentration within a solution. The rate

of mass transport due to diffusion can be predicted by Fick’s first law:

Ji = −Di

(
∂ci

∂x

)
(2.10)

Where Ji is the mass transfer rate of species i, ci is its concentration, x is distance in

a given dimension, t is time, and Di is the diffusion coefficient of the species in a

certain solvent. Leading on from this, Fick’s second law gives the rate of change of

concentration:
∂ci

∂t
= Di

(
∂2ci

∂x2

)
(2.11)

Migration is the movement of charged ions due to a potential difference. In weak

solutions, where charged particles are diffused enough that it can be assumed that there

are no ion to ion interactions, migration can be defined by the simple linear relationship:

∂ci

∂t
= −umci

(
∂φl

∂x

)
(2.12)

Where φl is electrolyte potential and um is ionic mobility. In many modelling papers,

mobility is defined as:

um,i =
Di

RT
(2.13)
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Convection is the movement of the bulk fluid and can be driven by an applied pressure,

or a buoyancy force due to differences in density. Fluid flow can be defined by a range of

equations which are valid under different assumptions. For example, the Navier-Stokes

equations describe viscous fluid flow:

ρ(u · ∇)u = ∇ · [−p + µ∇u] (2.14)

2.8 Modelling and Simulation

Modelling can be defined as the deliberate representation of a physical system or

phenomenon. Models are used when they are lower-cost or easier to work with than

the real system and are often useful tools in improving our understanding of it [109].

Models can be physical, conceptual or numerical. Indeed, many physical experiments

may be defined as models [110].

However, the definition of modelling in this thesis will refer to numerical modelling,

specifically computational modelling.

2.8.1 Battery modelling

Battery modelling can occur over a range of length scales. Figure 2.9 describes a variety

of modelling techniques categorised by length scale. Generally, at smaller length scales,

the model will provide results that are closer to the physical reality. However, modelling

at smaller length scales is more computationally intensive. At larger length scales,

models contain less physical detail but can include much larger systems for a given

amount of computational resource. Battery modelling can broadly be categorised into

the following sections [111, 112]:

• Large scale modelling For large scale models, the system is generally treated as

a “black box” whereby empirical performance data over a range of operating

conditions is used to predict how the overall system will perform with complex or

realistic duty cycles. This can be to size a system for a required performance or

to predict and optimise the economic use of a battery. Stochastic models such as
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FIGURE 2.9: Classification of battery modelling over a range of length scales.

Monte Carlo simulations, which simulate numerous possible conditions to predict

the likelihood of various outcomes, are included in this category. For example,

Zhang et al. used Monte Carlo simulations to predict the remaining useful life of

lithium-ion batteries [113].

• System modelling System modelling includes slightly more detail than large scale

modelling. Often empirical data from single cells is used to build a simplified

representation for a single cell, either by simplifying physics-based equations, by

fitting cell performance to differential or algebraic equations or by using the data

to build an equivalent circuit model. Systems modelled using equivalent electrical

circuit models (EECs) are used to simulate the electrical performance of the battery

by using common electrical components (resistors, capacitors and inductors) to

describe the response of a battery system. Different configurations or sizes of cells

and components can be quickly optimised using this form of modelling. Nejad et

al. discuss a range of EECs for determining the condition of lithium-ion batteries

[114].

• Cell modelling Multiphysics modelling is used to simulate physical processes

within a battery. These models are generally based on conservation of mass, mo-

mentum, charge and energy. Equations such as Nernst-Planck and Butler-Volmer

are used to simulate the mass transport and kinetics of the battery. Where there is

movement of a fluid, for example flow of electrolyte in a flow battery, equations

such as Navier-Stokes or, more generally, computational fluid dynamics (CFD)

may be used. Simplifying assumptions are still made, including homogenisation
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of domains, such as porous electrodes, a reduction of spatial dimensions, e.g.

creating a two dimensional model, excess electrolyte and electroneutrality. These

equations can be solved using techniques such as finite element methods (FEM)

or finite volume methods (FVM). For example, Al-Fetlawi et al. have produced a

non-isothermal model using FEM for the all-vanadium redox flow battery [115].

• Materials Techniques such as the Lattice-Boltzmann method (LBM) are used to

simulate the movement of particles at smaller length scales. With cell modelling

local pressure, velocity and concentration distributions are modelled. The LBM

uses fictitious microscopic particles to represent velocity, pressure and movement

of ions within a domain. However, these particles are still assumed to have general

material properties, such as mass, charge and volume. Qiu et al. use the LBM to

model flow of electrolyte through pores in electrodes for the all-vanadium flow

battery [116].

• Molecular and atomic At this length scale, individual molecules, atoms or ions

are simulated using techniques such as molecular dynamics or density functional

theory (DFT). Molecular dynamics simulates individual molecules as interacting

particles using Newtonian equations of motion for each particle. This method is

used to predict properties such as diffusion and thermodynamic properties. DFT

uses quantum theory to investigate the arrangement of individual electrons and

atomic nuclei within a molecule or ion to predict its properties, such as activation

energy and chemical stability. Craig et al. have used DFT to explain the interaction

between the active species and a poly(3,4-ethylenedioxythiophene) cathode for

aluminium batteries [117].

2.8.2 Lead battery modelling

Given that lead-acid batteries are the oldest secondary battery, surprisingly little work

has been completed to model lead-based batteries. This may, in part, be due to the

complexity of modelling such batteries. In lead-acid batteries, as with redox flow

batteries, the electrolyte contains active ions. Hence, as the SoC varies, the composition

of the electrolyte changes. This has implications on the conductivity and voltage of the

battery.
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Numerical modelling has been used to understand aspects of the lead-acid battery since

the late 1800s [118]. However, the complexity and nonlinearity of many aspects of this

battery mean only recently, with the increasing availability of high-powered computa-

tional facilities, have attempts to model the whole system in detail been productive.

Unlike in a lithium ion battery capacitive or other intercalation reactions, lead acid

battery electrode reaction kinetics cannot be modelled as a linear relationship and

nonlinear Butler-Volmer kinetics are required. The overpotentials are also not equal in

magnitude for charge and discharge, i.e. in the Butler-Volmer equation (Equation 2.9),

αc 6= αd.

There are also significant changes in the physical properties of lead-based batteries

during operation. For example, in a LAB, PbSO4, an electrical insulator, is formed

during discharge. At low fractions of PbSO4, this causes only a slight change in electrical

conductivity of the electrodes. However, as described by Euler et al. [119], for a two

phase material consisting of a conductive phase and a non conductive phase, there is

a critical limit for the volume fraction of nonconductive material, after which, the two

phase material becomes nonconductive. The voltage drop which can occur in the LAB

due to this critical limit being surpassed is known as Spannungsknie [118].

Simonsson and Ekdunge determine the electrode kinetics for porous lead dioxide [120],

and porous lead [121], electrodes for the lead acid battery. They build a model to explain

the current distribution in the positive electrode, showing that at high rates the current

density both electrodes is greater at the surface. In the lead electrode, they go on to

explain that this leads to a layer of lead sulphate covering the electrode surface which is

the limiting factor during discharge at high currents.

Later Gu et al. developed a more complete model of the lead acid battery [122]. Their

model incorporated transient charge/discharge behaviour, electrode kinetics, mass

transport and convection of electrolyte due to density changes caused by acid stratifi-

cation. Sauer et al. [123] develop a similar model for acid stratification and combine

it with an equivalent circuit model; an efficient technique for estimating the battery

current distribution, electrolyte concentration and state of charge of the electrodes, both

spatially and temporally is developed.
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2.8.3 Flow battery modelling

As with the lead-acid battery, numerical modelling has been used as a tool to understand

flow batteries for almost as long as they have existed. Flow battery modelling has been

an active area of research since the 1950s [112].

Ashraf Gandomi et al. [124] define a number of different design parameters for RFBs

and link them to various loss mechanisms and thus how they affect commonly used

performance metrics. The parameters are split into electrolyte, operating conditions

(electrochemical and physical) and the electrochemical reactor (or stack). Within the

electrolyte they define the following parameters:

• Concentration

• State of Charge

• Viscosity

• Conductivity

• Supporting electrolyte

The electrochemical operating conditions are current and voltage, and the physical

operating conditions are flow rate and temerature.

The parameters in the stack are further broken down into the following categories:

• Electrolyte flow field

– Channel geometry

– Conductivity and porosity

• Electrode

– Porosity

– Surface area

– Surface chemistry

– conductivity
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• Membrane

– Thickness

– Conductivity

– Permeability

– Ionic selectivity

• Manifold

The following sections provide an overview of efforts to model each of the relevant

areas and how they affect the performance of RFBs via various losses. Ashraf Gandomi

et al. describe these losses as polarisation losses (kinetic, ohmic and mass transport),

coulombic losses (ion crossover, side reactions and shunt currents), and parasitic and

pumping losses [124].

Zheng et al. categorise VFB modelling by the length scales, macro, micro and molec-

ular/atomic methods with modelling applications of market, stack/system, cell and

materials [111]. Chakrabarti et al. extrapolate these categories to include all RFB mod-

els [112]. In this section the frameworks defined by Gandomi et al. [124], Zheng et

al. [111] and Chakrabarti et al. [112] will be used to provide an overview of the literature

surrounding flow battery modelling.

2.8.3.1 Electrolyte flow

The flow of electrolyte in RFBs is an important area of research. The flow within the stack

must balance achieving an optimum distribution of active species with a sufficient flow

rate at the electrodes and maintaining acceptable parasitic pumping losses. Miyabashi

et al. claim that a uniform distribution of electrolyte flow results in an increased energy

efficiency [125].

Electrolyte flow is governed by convection, which is driven by a difference in pressure

across the domain. The term convection covers both natural convection and forced

convection. Natural convection occurs when there are differences in density within a

solution, often due to a thermal gradient. However, in a reacting solution, this may also

be due to differences in composition.
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Forced convection occurs when there is a deliberate application of a force to the solution.

This may be pumping, stirring or application of a pressure difference across the solution.

While there has been work to visualise the flow within RFB flow fields experimentally

[126–130], precise data on flow distribution and the opportunity to optimise designs to

achieve uniform flow mean numerical modelling is a powerful tool for understanding

electrolyte flow in RFBs.

Escudero-González and López-Jiménez [131, 132] provide several parameters for quan-

titatively determining the uniformity of flow in different regions of the flow cell.

Flow fields in RFBs are generally either flow by fields which have planar or textured

electrodes which the electrolyte flows over, or flow through electrodes which are porous

electrodes through which the electrolyte flows.

Kok et al. have completed a series of studies investigating mass transport, including

flow, in flow through porous flow battery electrodes using experimental techniques

to measure permeability, and multiphysics simulations, including through domains

generated from computed tomography scans [133–135].

2.8.3.2 Laminar flow between plates

For the flow by configuration, the flow field may be modelled as flow between two flat

plates. The assumption here is that the plates are wide enough that the edges of the flow

field do not have a significant influence on the flow of electrolyte. If the flow is assumed

to be uniform in the streamwise direction, this case is known as Hele-Shaw flow [136].

u =
Giex− x2

2µ
∇p (2.15)

Where u is the electrolyte velocity. Gie is the separation of the plates (interelectrode gap),

x is the dimension normal to the surface of the plate, µ is dynamic viscosity and p is

pressure.

This equations gives a parabolic velocity distribution.
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2.8.3.3 Flow in porous media

Flow through electrodes are normally a porous conductive material. While calculating

the flow explicitly through such domains is extremely computationally intensive, there

are a number of simplifications which can be made. While on a micro-scale, the proper-

ties of the electrolyte flow in porous media are irregular, averaged over a macro-scale,

these properties become much more regular spatially and temporally [137]. In this

context, Darcy’s Law is analogous to Stokes flow in a porous medium [138].

q = −K
µ
∇p (2.16)

Where q is the flow rate through a porous medium and K is the porous medium’s

permeability. Permeability of a porous media may change with time if it is eroded or if

there is contamination or a build-up of another substance.

Brinkman equations produce a relationship between permeability and porosity for a

porous medium when assumed to consist of an array of spheres. This is valid for high

porosities (>0.6) [139, 140].

∇p = − µ

K
u + µ∇2u (2.17)

Forchheimer introduces a term for nonlinearities in fluid flow in porous media. This can

occur even at low Reynold’s numbers (∼10) because of the high form drag due to the

high surface area in porous media [137]. Equation 2.18 shows Darcy’s Law modified

with the Forchheimer term.

∇p = − µ

K
− cFK−

1
2 ρ|u|u (2.18)

Where cF is a form-drag coefficient and ρ is the fluid density.

Numerous studies have used these equations to simulate flow through porous elec-

trodes in RFBs. It is also possible to model multiphase flow through porous media by

slightly adapting these equations. Al-Fetlawi et al. used this technique as part of their

simulations investigating gas evolution reactions in the VFB [115, 141].
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2.8.3.4 Conductivity

In a flow battery, the electrolyte consists of dissociated anions and cations dissolved in a

solvent. As the dissolved ions are charged, a current can flow, and the solution becomes

conductive. Kohlrausch’s law of independent movement of ions is useful for finding

the conductivity of a solutions made up of multiple ions. This will apply to any real

solution, consisting of at least a positive ion and a negative ion. It states that a solution’s

conductivity is equal to the sum of the conductivities of its constituent ions. This law

assumes the electrolyte is wholly dissociated and that there is no interaction between

the ions and so is only valid for infinitely dilute solutions [142].

Λ0 = ∑
i

νiλi (2.19)

Λ0 is the limiting molar conductivity of the electrolyte, νi is the relative number of ions

of species i (e.g. in H2SO4, νH = 2, νSO4 = 1) and λi is its molar ionic conductivity.

The molar conductivity, Λ is related to the electrolyte conductivity, σ in Equation 2.20.

σ = Λc = F2 ∑
i

z2
i um,ici (2.20)

Where c = ci
νi

, F is Faraday’s constant, zi is the charge of ion i, um,i is its mobility and ci

is its concentration.

The mobility, um,i, is given by the Nernst-Einstein equation.

um,i =
Di

RT
(2.21)

The Nernst-Einstein equation, however, is only valid at infinite dilution. Electrostatic

interactions occur over a long range. Hence, even in dilute solutions these effects are

important. The Nernst-Einstein equation can be modified to include the activity of the

ions, Equation 2.22.

um,i =
Di

RT
γcorr (2.22)
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γcorr can be related to the activity coefficient, γi:

γcorr = γα
i , α ≈

√
I
|zi|

(2.23)

Peter Debye and Erich Hückel proposed a theory to explain why the activity of electrolyte

deviates from that of an ideal solution in which the ions do not interact [143]. The Debye-

Hückel law can be written as Equation 2.24.

log(γi) =
−Az2

i

√
I

1 + Ba0
√

I
(2.24)

Where A and B are constants and a0 is an empirically fitted function. I is the ionic

strength which can be related to concentration, c, of species i, by:

I =
1
2 ∑

i
z2

i ci (2.25)

Their limiting law (approaching infinite dilution) can be written as in Equation 2.26 [144],

as I approaches zero, 1 + Ba0
√

I tends to 1:

log(γi) = −Az2
i

√
I (2.26)

The theory only accounts for interactions between distant ions and is hence only appli-

cable to dilute solutions. Some physical properties are still assumed to be those of the

solvent. The following assumptions are still made:

• The solution is completely dissociated

• The ions are not polarised by the electric field and remain spherical

• The solvent simply provides a medium of constant permittivity.

Kohlrausch had previously described how conductivity varies from the limiting case in

Equation 2.19. Onsager later built on Debye and Hückel’s work to explain this law [145].

Λ = Λ0 − K
√

c (2.27)
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Where Λ is molar conductivity, Λ0 is molar conductivity at infinite dilution and K is a

coefficient specific to the electrolyte.

2.8.3.5 Porous electrodes

The use of a porous material as an electrode has well known advantages. Firstly, a

porous electrode provides a much greater surface area than a planar electrode which, as

with other modelled approaches, can compensate for slow kinetics. The active species

held in the electrolyte within the porous structure are inherently close to the electrode

surface. Thus, electrolyte resistance and mass transport become less troublesome. In the

case of deposition electrodes, such as the SLFB, the higher surface area also means, for

the same amount of deposited material, the mechanical stress at the interface will be

lower.

Tiedemann and Newman developed a one dimensional model for a porous separator and

a macrohomogeneous porous electrode in contact with each other. They assume ohmic

losses are dominant when compared to kinetic or concentration overpotentials [146].

2.8.3.6 Membranes

The membrane is a crucial component of most redox flow batteries. It ensures separations

of the active species of each half-reaction. However, it is one of the most complex parts

of a battery. Ion-exchange membranes consist of a porous matrix, which holds charged

ions in place [147, 148].

There are several methods for modelling ion-exchange membranes. Each can include

multiple ions crossing the membrane.
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2.8.3.7 Nernst-Planck-Poisson

The Nernst-Planck-Poisson (NPP) method models the membrane as a porous medium

with negative (positive) ions immobilised in a solid matrix for cationic (anionic) mem-

branes. The pores are filled with electrolyte consisting of water and mobile ions. Pois-

son’s equation relates the potential to the charge density:

∇ · (−ε∇φl) = ρc (2.28)

Where ε is the permittivity in F m-1, φl is the potential of the electrolyte in V and ρc is

the charge density in C mol-3. We can split ρc into the charge from the fixed ions and the

charge from the mobile ions:

ρc = F
N

∑
i

zici + zρc, f ix (2.29)

Where F is Faraday’s constant in C mol-1, zi is the valence of species i and c is its

concentration in mol m-3, which are summed over all N species. ρc, f ix is the charge

density of the fixed ions in C mol-3. Nernst-Planck equations describe the transport

of species. As the membrane is a porous medium, effective diffusion coefficient and

mobilities are used. Bruggeman assumptions, where a porous material is assumed to

consist of two randomly distributed homogeneous, isotropic phases which are arranges

as particles which are small compared to the sample size [149], are used to calculate the

effective parameters.

Ji = −di,e f f∇ci − zium,i,e f f Fci∇φl + uci (2.30)

um,i,e f f =
Di,e f f

RT
(2.31)

Di,e f f = ε1.5Di (2.32)

Where Ji is the flux of species i in mol m-2 s-1, Di is its diffusion coefficient in m2 s-1, um,i

is its mobility in s mol kg-1, u is the electrolyte velocity in m s-1, R is the gas constant

in J K -1 mol-1, T is the temperature of the electrolyte in K and ε is the membrane porosity.

The subscript e f f denotes an effective parameter in the porous media.
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In the membrane, we can assume electrolyte velocity, u = 0. As there is no production

or consumption of ions and the electrolyte is stationary, we can state ∇ · Ji = 0.

2.8.3.8 Including Donnan potentials and electrolneutrality

The problem with the NPP method is when solving across the membrane-electrolyte

boundary, the potential and concentration gradients are extremely steep. Hence, a

large number of very fine elements is needed close to the boundary. We can rewrite

the Nernst-Planck equation to include the electrochemical potential. Electrochemical

potential, µi (in J mol-1) is expressed as:

µi = RT ln
(

ci

ci,re f

)
+ Fziφl (2.33)

Rewritten Nernst-Planck:

Ji = −um,i,e f f ci∇µi (2.34)

As we have stated ∇ · Ji = 0 and um,i,e f f is constant, we can say that for a sharp change

in ci, there will be a corresponding change in∇µi. However, as ci will be neither close to

0 or ∞, we can say ∇µi will not be near vertical and therefore µi will only have a small

change on either side of the boundary. Therefore, we can assume [150]:

µi,1 = µi,2 (2.35)

Where 1 denotes the electrolyte side of the boundary and 2 denotes the membrane

side of the boundary. We can then apply this as a boundary condition at the internal

boundary, known as the Donnan boundary condition:

φl,1 − φl,2 =
RT
ziF

ln
(

ci,1

ci,2

)
(2.36)

Assuming electroneutrality replaces the Poisson equation with:

ρc = 0 (2.37)
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Therefore:

∇ ·
N

∑
i

ziFJi = 0 (2.38)

2.8.3.9 Fully selective membrane

This method only works if it can be assumed that the membrane allows only a single

ion across it. This may be possible if modelling a perfect proton exchange membrane,

but realistically this can only be assumed for an anionic exchange membrane where

the only mobile ion is CH3SO3
-. If it is assumed there is only a single mobile ion and

electroneutrality remains valid, the sum of the charge due to the fixed ion and the charge

due to the mobile ion must be zero:

ρc, f ix + ρc,mob = 0 (2.39)

cmob = −
z f ixc f ix

zmob
(2.40)

If the fixed charge (the charge of the membrane structure) is evenly distributed, we can

assume:

∇cmob = 0 (2.41)

Therefore, the Nernst-Planck equation becomes:

Ji = zmobum,mob,e f f Fcmob∇φl (2.42)

Or

Ji = − σl

zmobF
∇φl (2.43)

Therefore

ii = −σl∇φl (2.44)

Where i is the current density in A m-2, σl is the electrolyte conductivity and the subscript

mob denotes the mobile ion. Assuming a fully selective membrane is advantageous

because the only empirical inputs required are the conductivity of the membrane and

the fixed charge distribution. As mentioned previously, however, it only works with a

single charge carrier, which is a simplification even for the anionic membrane case.
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NPP is impractical because of the need for permittivity and a very fine mesh (sub

nm scale, increased solve times, and possible memory issues unless solved in 1D).

Therefore for multiple mobile ions, using the method with Donnan potentials and

electroneutrality is sensible. This method requires the diffusion coefficient for each

ion in the membrane, which can be approximated using the Bruggeman correlation

and the electrolyte diffusion coefficients, the method discussed in Section 2.8.3.7 using

Equation 2.32. However, this requires knowing the porosity of the membrane and even

then this is an approximation for tortuosity and does not account for the pore size being

of a similar order to the molecule size. Krishna et al. [86], provide the conductivities of

various separators at different concentrations, which may allow the effective diffusion

coefficients for each ion to be calculated.

2.8.3.10 Deposition and dissolution

Electrochemical deposition and dissolution require a redox reaction whereby the oxi-

dation state of a solvated species changes to form a solid during deposition. During

dissolution, the oxidation state reverts to the original state and the solid species once

again becomes solvated. In the case of metals, metal ions, Mz+, are reduced to a solid

metal, M during deposition and during dissolution the metal is oxidised back to the

soluble positive ions. In a metal deposition reaction the reaction in Equation 2.45 occurs

at the interface between the electrode surface and the electrolyte in the left to right

direction. Metal dissolution is described by the same equation but in the right to left

direction. This reaction can occur via two types of process: electrodeposition and electro-

less deposition [151]. The difference is simply the source of electrons. Electrodeposition

requires an external supply connected to the electrodes, whereas electroless deposition

sources electrons from a reducing agent.

Mz+ + ze− 
 M (2.45)

As is the case in the soluble lead flow battery, solvated metal ions may also be further

oxidised to form a metal oxide. In this case, another element, such as oxygen is required

to bind to the metal with a higher oxidation state. As an example of deposition from an
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aqueous solution, a metal ion, Mz+, is oxidised to form a solid metal oxide.

xMz+ + yH2O 
 MxOy + ne− + 2yH+ (2.46)

Where x, y and z satisfy conservation of charge.

2.8.3.11 Soluble lead flow battery modelling

It has been highlighted that the flow has a significant effect on the performance of the

cell [152]. For the soluble lead chemistry to develop into a commercial system, the flow

over the electrodes must be even and at an optimal speed.

There is also a need to design a flow field such that the electric path through the elec-

trolyte is long enough to reduce the bypass, or shunt currents (currents that pass around

the cell via the common electrolyte rather than through the bipolar electrodes) whilst

still providing an adequately low-pressure loss [69]. This may require an electrolyte

manifold that is external to the cell.

In recent years, the increase in computing power has made computational modelling

and simulation easier, faster and more accessible. Multiphysics software, for example

by COMSOL [153] or Asys [154], has led to the entire system for a flow battery to be

modelled. This, combined with a growing amount of experimental data on the SLFB for

model validation, has led to several models for the SLFB to be developed.

Shah et al. [155], Bates et al. [156], Oury et al. [157], and Nandanwar and Kumar [152, 158–

160], have performed two dimensional, numerical simulations that consider the flow

conditions as well as the kinetics of electrode reactions and the mass transport of Pb2+,

H+ and a negative counter ion in an aqueous electrolyte. With the exception of Oury et

al. [157], who simulated the steady-state of the system, all previous SLFB models have

simulated the transient behaviour of the battery. Nandanwar and Kumar [152, 158–160],

and Oury et al., [157], used the methanesulfonate ion, CH3SO3
- as a counter ion. Shah et

al., [155] also employed the methanesulfonate ion; however, in their methodology, the

sulphuric acid anion, HSO4
- is used. Bates et al., [156], also used HSO4

- as the counterion.

Pb2+ is insoluble in sulphuric acid and sulphuric acid is likely to dissociate further to

SO4
2- so it is unclear why this is used rather than CH3SO3

-.
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Shah et al. produced the first SLFB model [155]. Their work focused on the effect of

different current densities on the performance of the SLFB and shows that, as seen in

experimental results, the coulombic efficiency (defined as the total charge drawn from

the cell during discharge divided by the total charge applied to the cell during charge)

of the system decreases as current density increases. They successfully simulated the

two-step charging mechanism of the SLFB by including oxidation of the solid oxide

deposit at the positive electrode.

Bates et al. [156] have produced a model of the SLFB and have run simulations to show

the effect of different operating conditions on the performance of the SLFB. An increase

in temperature is shown to increase the overpotential. However, the authors use several

unrealistic conditions in the study, including simulations of the SLFB at 600 K. This

temperature is significantly higher than the boiling point of the electrolyte and close

to the melting point of lead. No phase change is included in the model. Furthermore,

experimental data by Ji et al. [161] show that the overpotentials actually decrease with

increasing temperature.

Oury et al. [157] proposed a novel honeycomb positive electrode design. Their proposed

design provides an increase in the positive electrode’s surface area compared with the

negative electrode in an attempt to reduce the overpotentials associated with the positive

reaction. This design consists of a positive-flow through electrode sandwiched between

two planar negative electrodes and hence a stack of cells manufactured in such a way

could not be arranged to form a bipolar stack. Significant further work would also be

required to provide even flow of electrolyte over the electrodes.

Nandanwar and Kumar first investigated non-uniform current densities [152]. Then they

studied the voltage spike/trough at the start of charges/discharges, which they termed

the coup de fouet effect [158]. Most recently, they have incorporated free convection

into their model. Free convection is the movement of the electrolyte due to its change in

density. The authors compared two cases, forced convection, i.e. the flow is only due to

pumping, and mixed convection, where both free and forced convection are considered.

They concluded that at higher current densities (> 30 mA cm-2) free convection becomes

dominant and the system is able to run with a negligible applied flow rate [159].

Shah et al. [155], Nandanwar and Kumar [152, 158–160], and Bates et al. [156] have all

considered a side reaction involving PbO, which leads to the characteristic two-step



2.8. Modelling and Simulation 61

voltage profile during the second and all subsequent charges. Oury et al. [157] did

not include side reactions and only simulated a cell at steady state, assuming constant

concentration at the inlet.

All previous numerical models included a degree of experimental validation. For ex-

ample, Shah et al. [155] validated numerical data over three different current densities,

10, 20 and 30 mA cm-2, see Figure 2.10. Their model provides a close match in all cases.

Nandanwar and Kumar [152] validated their model over two full charge-discharge

cycles and obtained good agreement with the experimental data, see Figure 2.11. Bates

et al. validated their numerical results over the first two charges and the first discharge

at 15 mA cm-2 and found reasonable agreement with the experimental data [156], Fig-

ure 2.12. However, the two-step charging mechanism is more pronounced in simulated

results than in their experimental validation.

FIGURE 2.10: Validation of the numerical model by Shah et al. Experimental and
simulated charge-discharge curves at varying current densities (10, 20 and 30 mA cm-2.

Reproduced with permission [155].

Oury et al. have validated numerical results with the experimental data over the first

six cycles [157], Figure 2.13. However, they did not consider any side reactions in

their calculation, so the voltage response does not apply to a large proportion of the



62 Chapter 2. Literature Review

FIGURE 2.11: Validation of the numerical model by Nandanwar and Kumar. Experi-
mental and simulated charge-discharge curves with and without a constraint on the
availability of deposits at the electrodes. An average current density of 20 mA cm-2 was

used. Reproduced with permission [152].

second and subsequent charges. Nevertheless, good agreement was found during

discharge and for the later part of second and subsequent discharge cycles. A change in

concentration due to incomplete discharges causes the voltage to increase with cycle

number progressively. The model captures this.

In all previous SLFB models, Navier-Stokes equations were employed to simulate the

flow of electrolyte. There are two approaches used in the literature to model the flow of

electrolyte through the battery: the fluid equations can be solved at steady state before

solving the rest of the model, or they can be solved transiently concurrently with the

rest of the model. For example, Nandanwar and Kumar [152] and Bates et al. [156]

performed steady-state simulations as constant fluid properties were assumed. Shah et

al. carried out unsteady variable density simulations as the electrolyte density was not

kept constant [155]. All studies assumed an incompressible fluid and, as such, kept the
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FIGURE 2.12: Validation of the numerical model by Bates et al. Experimental and
simulated charge-discharge curves at a current density of 15 mA cm-2. Simulated
results at 10, 20 and 25 mA cm-2 are also included. Reproduced with permission [156].

FIGURE 2.13: Validation of the numerical model by Oury et al. Experimental charge-
discharge curves are compared with the simulation results over 6 cycles. An average

current density of 10 mA cm-2 was used. Reproduced with permission [96].

viscosity constant.

Typically flow batteries operate at current densities ranging between 20 and 100 mA cm-2

[36, 162, 163] and a report on the SLFB has suggested a target of 50 mA cm-2 or higher for
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commercial operation [80]. As additional capacity is generally lower cost than additional

power in RFBs, a higher ratio of energy to power will make them more competitive.

In the SLFB, at these current densities, a large capacity to power ratio would lead to

thicker deposits than the maximum thickness of 1 mm suggested by Pletcher et al., [79],

for efficient operation with a long cycle life. The effect of these thick deposits must

be understood for optimal cell performance. A comprehensive review of the SLFB by

Krishna et al. also highlighted the lack of understanding of the effect of the change in

geometry of the deposits during operation [5]. This is the basis for the work presented

in Chapter 5 and [2].

Krishna et al. [86] show that by dividing the SLFB, the cycle life and coulombic efficiency

(with electrode specific additives) can be increased. All previous modelling of the SLFB

was completed with an undivided configuration. However, numerical modelling can

form a useful tool in determining the properties required for a successful membrane in

the SLFB. This is developed into Chapter 7.

The majority of the work discussed in this section modelled the SLFB with flat planar

electrodes. However, the benefit of reducing the local current density by increasing

the electrode surface area, especially of the positive electrode have been made clear

computationally by Nandanwar and Kumar [152] and Oury et al. [157], and experimen-

tally using RVC electrodes in the SLFB by Banerjee et al. [98] and Pletcher et al.@[95].

These works are discussed in Section 2.5, Section 2.6 and Section 2.8.3.5 and form the

motivation for Chapter 8 and [4].

2.9 Engineering and Scale-up

Even after decades of research on redox flow batteries, engineering aspects across the

whole sector remain largely neglected, even for commercially successful systems. The

large amount of work acknowledges engineering issues exist but fails to draw upon

existing electrochemical engineering knowledge. Most significantly is the need to reduce

capital and running costs of such systems. There is established literature on filter-press

cells, electrolysers and alkaline fuel cells, for example, which addresses many of the

shared issues also faced with RFBs.
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It could be argued that, as many proposed RFBs are some way off becoming commer-

cialised, these engineering aspects are less important than the work that is being carried

out. However, the author believes more progress in the field could be made by empha-

sising the engineering aspects of RFBs, as many of these aspects can be applied to the

whole field.

Arenas et al. [164] define six fundamental engineering aspects of an RFB:

• Cell and stack design requires input from several different disciplines, includ-

ing knowledge from chemical, materials and mechanical engineering, as well as

knowledge from chemical and electrochemical disciplines.

• The reaction environment has requirements for the electrolyte flow through the cell,

including flow rate and direction as well as the current and potential distribution

over the electrodes.

• Monitoring and diagnostics of the system. Many battery systems require a battery

management system (BMS) to ensure safe and efficient operation of the system and

to identify any faults in the system. RFBs are no exception. A system to monitor

potential, temperature and flow conditions in each cell in the stack can be coupled

with a management and diagnostics system to ensure the battery remains balanced

and identify any problems that need to be addressed.

• Figures of merit are quantities relating to the performance of a battery allowing for

comparison between different systems and chemistries, such as capacity, energy

density and energy efficiency.

• Dimensionless correlations are represented by dimensionless numbers, such as

the Sherwood number (Sh = convectivemasstrans f errate
Di f f usionrate = hLc

D h is the mass transfer

coefficient, Lc is the characteristic length and D is the diffusion coefficient) or the

Reynolds number(Re = Inertial f orces
Viscous f orces = ρuLc

µ ρ is fluid density, u is velocity and µ is

dynamic viscosity). These quantities define certain qualities of a cell or a stack to

allow for that specific parameter to be compared between different systems.

• Scale-up and construction of RFBs form the process of developing a system from

fundamental electrochemistry via laboratory work to an electrochemical cell before

further work on pilot-scale, then prototype devices, to form a commercial device.
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A periodic maintenance cycle will be required for the SLFB to dissolve the built-up layer

on the positive electrode and any sludge material back into the electrolyte. The current

method discussed in the literature is to add hydrogen peroxide to the solution. Collins

et al. [71] show that periodic addition of 0.86 mol dm-3 H2O2 quickly dissolves any PbO2

and, at a lower rate, Pb, back into solution. This process successfully extends the cycle

life of the flow cell. However, the efficiency of the system decreases with the addition of

H2O2 and the conclusion was drawn that the process is unlikely to be an economical

method of maintenance at a commercial level. Further work in this area is required.

Lanfranconi et al. [63] also include a periodic maintenance cycle. They periodically

discharge the battery to 0 V, which appears to significantly improve the cycle life of the

SLFB. However, as there is no direct comparison between cycling the battery with and

without the maintenance cycle, further work is required to determine its exact effect.

The electrodes within a flow battery must perform well electrochemically and be sta-

ble both chemically and mechanically within the electrolyte. Nikiforidis et al. have

compared a range of novel and commercial materials for use in the negative half-cell

of the zinc-cerium flow battery [165]. However, many of the commercial materials

are no longer available. Chemical resistance, electrical conductivity, compactness and

mechanical strength are defined as key properties by the authors.

A cost model for the VFB has been developed by Viswanathan et al. [166]. This study

uses three models to describe the system: an electrochemical model, a flow model and a

model of shunt currents to estimate parasitic losses from pumping and bypass currents.

Installation costs were neglected due to the high variability between projects. Material

and component costs were found in the literature and by contacting vendors. The

resulting simulation gives costs for the system in present, near-term and optimistic cases

and provides a breakdown of the cost of each component of the system.

ARPA-e (Advanced Research Projects Agency-energy) has set a target for capital cost

of $100 kWh-1 for grid-scale energy storage [167], an ambitious target, especially when

compared to the target of $250 kWh-1 for electric vehicle (EV) batteries [168]. How-

ever, Mellentine et al. concluded that, based on simulations of a 2 MW 10-year flow

battery system, flow batteries with installation costs of less than $500 kWh-1 could be

profitable [169].
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While an attractive benefit of RFBs is relatively simple control and management systems

compared to conventional batteries, because the cells do not require balancing in the

same manner, there is still a need for a BMS [69]. This BMS is required to prevent over-

charge and discharge, which can lead to hydrogen and oxygen evolution, unbalanced

cells or, in the case of the SLFB, locally reversing the polarity of the electrodes, causing

Pb and PbO2 to be deposited on the positive and negative electrodes respectively. The

BMS is also responsible for ensuring the battery is operating within the allowed thermal

limits. Further work is required to determine these exact limits, but in studies which

vary the operating temperature of the SLFB, peak energy efficiency is seen between

298 K [170] and 313 K [161].

To be successful, RFBs should combine low installation costs with low maintenance

costs, a long cycle life, low downtime, the ability to source all the required components

and chemicals sustainably and a low risk of contamination or environmental damage

from operating, maintaining and decommissioning the system. These operations should

also be able to be performed safely. It should also have a high energy efficiency with

low parasitic losses from pumps, power electronics and other associated systems.

2.10 Summary

The soluble lead flow battery is able to operate in an undivided manner due to Pb2+

being common to both redox couples. Thus, it may lead to significant reductions in the

amount of apparatus required for storing and pumping the electrolyte and cost savings

due to the lack of requirement of a separator. Many of the battery materials, including

lead, are presently commercially available and an electrolyte formed of the relatively

non-aggressive methanesulfonic acid means a wide range of materials are available for

use in the battery.

An important area that is lacking in SLFB development is a cost-effective maintenance

cycle to allow for extended operation of the system. Addition of hydrogen peroxide has

been explored as an option. However, this method is expensive and alternatives have

not been extensively explored. An up-to-date cost analysis of the SLFB is also lacking.

There has been substantial work on the understanding of the mechanisms of lead and

lead dioxide formation and stripping at the electrodes. Conditions that allow for smooth,



68 Chapter 2. Literature Review

even deposition have been discussed, including the use of additives to achieve the

desired deposit quality.

There is, however, a significant amount of work to be completed for the SLFB to move

towards becoming a commercial technology. Little work on the effect of real operat-

ing conditions has been explored. This includes the effect of leaving the system in a

charged, or partially charged, state over extended periods of time. There has been a

limited amount of work on the engineering aspects of flow cells in general. For the

SLFB, there have been only a few studies on modelling the system. A full 3D model

should be developed and validated. It should includes the change in geometry and

electrolyte composition during operation and that can be easily adapted for different

systems including different electrode material, cell geometry and whether the cell is

undivided, semi-divided or fully divided. There is also significant space for testing and

development of electrode materials and form factors. Some specific electrode materials

and morphologies have been explored, but there is not a comprehensive comparison of

electrodes and how they perform in lab-based cells or how they are expected to perform

over extended operation in a commercial system. These areas form the basis of the work

presented in the following chapters.
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Chapter 3

Experimental setup

Two flow cells were used in the validation of the modelling presented in this thesis, a

100 cm2 cell and a 10 cm2 cell. Both flow cells were connected to a flow circuit consisting

of a Cole-Parmer Masterflex L/S digital drive peristaltic pump, Masterflex Norprene

flexible tubing and barb connectors with jubilee clips to ensure a firm connection where

appropriate. The peristaltic pumps were calibrated for a volumetric flow rate by mea-

suring the time to fill a 500 cm3 measuring cylinder.

The electrolyte consisted of an aqueous solution of 0.5 mol dm-3 methanesulfonic acid

(CH3SO3H) and 0.7 mol dm-3 lead methanesulfonate (Pb(CH3SO3)2). The commercially

available solutions used to produce this electrolyte are listed in Table 3.1.

TABLE 3.1: Summary of chemicals used to produce electrolyte for experimental work.

Chemical Formula Concentration Supplier

Lead Methanesulfonate Pb(CH3SO3)2 50 wt. % in H2O Sigma Aldrich
Methanesulfonic Acid CH3SO3H 70 wt. % in H2O Sigma Aldrich

The electrode material used in each cell differed and is explained in the relevant subse-

quent sections. Before each experiment, the electrodes were prepared by rubbing with

fine silicon carbide paper to remove any excess polymer binder, deposits from previous

experiments or other residue. A wash with distilled water then acetone followed to

remove any loose material from the abrasion process.

An MTI 8-channel battery analyser was used to control and measure the cell potential

and supply and draw constant currents during charge and discharge. The battery
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analyser was connected to a computer and testing plans were implemented in TC

5.3 software which also logged the cycling data and provided voltage limits for safe

operation of the cell.

3.1 100 cm2 cell

Experimental validation was carried out using a cell that was previously designed and

made by Southampton and CTech Innovation ltd as part of the Department of Energy

and Climate Change (DECC) Energy Storage Component Research & Feasibility Study

Scheme – A soluble lead redox flow battery demonstrator (PBatt) [80]. The cell consisted

of two polyether ether ketone (PEEK) flow frames (34 cm × 22 cm), used to distribute the

flow over the electrodes and hold the electrodes in place with an inter-electrode gap of

1.2 cm (Figure 3.1). This configuration allowed for the use of a separator if desired. Two

further PEEK blocks housed the current collectors. Copper foam was placed between

the brass current collectors and the electrodes to ensure a good electrical contact. The

cell was compressed by two stainless steel end plates (34 cm × 22 cm) fixed with 12 bolts.

To ensure good sealing and an even compression, the bolts were tightened with an equal

torque of 15 N m, providing even pressure over the gaskets.

Both electrodes were Entegris carbon polymer (polyvinyl ester) plates. The electrode

housing limited the exposed area of each electrode to 10 cm × 10 cm. The cell was

sealed using Viton gaskets. 1000 cm3 of electrolyte was circulated through the cell. The

pump was set to a constant speed so that the volumetric flow rate was 27.6 cm3 s-1,

corresponding to a mean linear velocity over the electrodes of 2.3 cm s-1 when no deposit

was present.
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FIGURE 3.1: Flow field of 100 cm2 flow cell. Electrolyte flows in via the inlet at the
bottom of the frame, then from bottom to top of the electrode area and out via the outlet
at the top of the frame. Manifolds allow electrolyte to pass through to the opposite flow

field.
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FIGURE 3.2: Schematic showing a cross-section of the 100 cm2 flow cell. components
from outside to centre: Steel endplates, PEEK outer frames, current collectors, electrodes,

PEEK inner frames, gasket.

3.2 10 cm2 cell

A smaller 10 cm2 cell was also used for some cycling experiments. This cell consisted of

acrylic flow frames, 1.5 mm (uncompressed) silicone foam gaskets, SGL carbon sigracell

bipolar plates [171], copper foil current collectors, an insulating layer of hard norprene

and 10 mm thick stainless steel endplates. The cell was held together with four M8

bolts, one in each corner. 400 cm3 of electrolyte was circulated at a volumetric flow

rate of 7 cm3 s-1, which corresponds to an average electrolyte velocity of approximately

2.3 cm s-1 over plain bipolar pates.

The active area of the bipolar plates was 2.5 cm × 4 cm.
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FIGURE 3.3: Schematic showing a cross-section of the 10 cm2 flow cell. Components
from outside to centre: Steel endplates, hard norprene insulating gaskets, current

collectors, electrodes, silicone gaskets, acrylic flow field.

Where reticulated vitreous carbon (RVC) was used, cell compression was used to main-

tain a good contact between the bipolar plate and the RVC. In this setup, an AmerSil

FF60 microporous separator was used to divide the negative and positive half cells, as

shown in Figure 3.4.
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FIGURE 3.4: Exploded view of 10 cm2 flow cell.
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Chapter 4

Model setup

This chapter describes the methodology for producing a basic model of the soluble lead

flow battery. Subsequent chapters develop this model into more sophisticated versions

from which results are generated and presented.

A two-dimensional, transient model simulating the operation of a single-cell soluble

lead flow battery has been produced using COMSOL Multipyhsics® which uses the

finite element method (FEM). FEM is the default method for COMSOL Multipyhsics®

and is frequently used when modelling the SLFB, including the following models the

presented model is adapted from [152, 155, 157–160]. However, methods such as the

finite volume method (FVM) have been used for flow battery modelling, but typically at

a smaller length scale when a high degree of detail is required or when the flow is the

major focus of the simulation [116].

The model incorporates a simulation of the electrolyte including conservation of mass

and momentum based on the Navier-Stokes equations. The model also includes a

simulation of the concentration of the following soluble species: H+, Pb2+, CH3SO3
-

based on the Nernst-Planck equation as well as equations for kinetics of the electrode

reactions.

In this thesis, the work presented builds on this general model to provide the first

modelling approach to the following SLFB aspects:

• Using a moving mesh technique to include the effects of the increase in deposit

thickness and hence decrease in interelectrode gap with SoC.
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• A non-linear approach to modelling the mobility of ions in the electrolyte vs SoC.

This gives a significantly closer match with experimental conductivity measure-

ments of the electrolyte than previous models.

• Using a semi-divided (porous separator – single electrolyte) and fully divided (ion-

exchange membrane – separate positive and negative electrolytes) configuration

of the SLFB.

• A SLFB with porous foam electrodes (reticulated vitreous carbon)

– Using open source software OpenImpala to provide homogenised electrode

parameters from CT scans of different RVC grades.

– Dilating binary images from CT scans to estimate the 3D structure of RVC

electrodes with different volumes of deposited Pb and PbO2.

• A representation of the positive and negative deposits on planar electrodes.

When the SLFB is charged to a high capacity, the deposits at each electrode become

significant in size which affect the resistance of the cell and the flow conditions within the

battery. The conductivity of Pb should be consistent assuming compact even deposits.

Lead has a conductivity of 5× 104 S cm-1 [172]. However, PbO2 has a conductivity

ranging from 103 - 104 S cm-1 for α-PbO2 and β-PbO2, respectively [173]. Any other

leady oxides present further complicate the issue [158]. As the electrolyte conductivity

is normally less than 1 S cm-1 [49], the difference to the overall cell resistance is likely to

be dominated by this.

All previous SLFB models have used a Nernst-Einstein equation for ionic mobility which

gives a simple, linear relationship between ion concentration and electrolyte conductivity.

As Krishna et al. [49] have shown experimentally, this is a poor representation of the

SLFB electrolyte conductivity, a significantly improved, semi-empirical representation

of electrolyte conductivity is developed.

Experimental work on laboratory flow cells by Krishna et al. [86] showed that including

a separator in the SLFB allows for electrode specific additives and improved cycle

lifetime of the battery. This model is developed to allow for inclusion of simple porous

separators and both anionic and cationic exchange membranes in the SLFB.
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FIGURE 4.1: Schematic showing the general geometry, including domains and bound-
aries used in simulations. Where electrode domains are included, these are described

in the relevant chapter.
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To address the imbalance between fast kinetics at the negative electrode and slower

kinetics at the positive electrode, various geometries have been proposed to increase the

effective surface area of the positive electrode. Concentric cylindrical electrodes [152]

and a flow through honeycomb electrode between planar negative electrodes [96, 157]

have both shown an improvement in performance for a single unit cell. However, neither

can be arranged in a bipolar stack, somewhat mitigating the increase in applied current

by increasing the complexity, volume and mass of a multi-cell system. Cylindrical

electrodes are impractical to arrange in a bipolar stack as with each cell arranged further

from the centre of the cylinder, the surface area would increase and hence the current

density would decrease. The total current would be limited by the current density of the

innermost cell, so the stack would require more electrode area than an equivalent stack

with parallel electrodes. For the honeycomb arrangement, the current changes direction

in each cell, flowing from the outer negative electrodes to the central positive electrode

during discharge or vice versa during charge and so current must be collected via an

external connection at each cell.

In this thesis, reticulated vitreous carbon (RVC) electrodes on a bipolar carbon plate are

modelled to produce design recommendations for a cell with electrodes with unequal

surface area while maintaining the ability to be arranged in a bipolar stack. The model

developed in this thesis consists of, as a minimum, two solid domains, one for each of

the positive and negative electrodes respectively, divided by a fluid domain through

which the electrolyte flows. The model does not include the external flow circuitry or

the electrolyte reservoir. The exact mechanism of the positive electrode reaction is not

well understood, and it is known that gas evolution can occur at both electrodes in the

SLFB. The literature describes that the main side reaction at the positive electrode forms

non-stoichiometric PbOx compounds from PbO2, where x is between 1 and 2. Lead

hydroxides may also be present [155, 174]. However, this model includes just one side

reaction at the positive electrode where it is assumed that some PbO2 is reduced to solid

PbO rather than soluble Pb2+. Hence the following reactions are used to describe the

SLFB:
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Positive Pb2+ + 2H2O 
 PbO2 + 4H+ + 2e− E0 = +1.46 V vs SHE

(4.1)

Negative Pb2+ + 2e− 
 Pb E0 = −0.13 V vs SHE

(4.2)

Cell 2Pb2+ + 2H2O 
 Pb + PbO2 + 4H+ E0
cell = +1.59 V (4.3)

Positive side reaction PbO + H2O 
 PbO2 + 2H+ + 2e− E0 = +0.28 V vs SHE

(4.4)

The side reaction is only present during the second and any subsequent charges. This

is illustrated in the voltage profile of the SLFB where a two-step charging mechanism

is observed in these steps with a lower voltage initially before returning to a higher

voltage at the end of the charging step.

4.1 Assumptions

To define the scope of the problem to be solved, the model is simplified using several

assumptions to allow the model to be run efficiently at the scale of a 100 cm2 cell.

• The dilute solution assumption is used [175], and the electrolyte is assumed to

consist only of Pb2+, H+, CH3SO3
- and water. All species other than water are

assumed to be completely dissociated.

• Electrolyte flow is considered to be laminar and incompressible. However, the elec-

trolyte density does change with concentration of ionic species. A low Reynold’s

number of approximately 500 suggests laminar flow is a reasonable assumption.

The velocity is assumed to be fully developed at the inlet, manifold effects are not

considered.

– As Re = ρuLc
µ , the maximum values for ρ, u and Lc and the minimum value for

µ will give the maximum feasible Re. ρmax = 1.25 g cm−3, umax = 2.3 cm s−1,

Lc,max = 2 cm and µmin = 0.96 mPa s. Hence Remax ≈ 500.
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– Constant inlet velocity is assumed so Re does not increase beyond this and

the flow regime remains laminar.

• Deposits are assumed to be fully dense and form with smooth surfaces. For de-

posits in porous electrodes, the surface area and porosity are calculated assuming

deposits form evenly normal to the electrode surface.

– This allows reasonable simulation of deposits without the need to mesh down

to µm scales to incorporate surface features on the deposits.

• Only the chemical reactions defined in the previous section are present.

• Movement of water across the membrane is neglected in the ion-exchange mem-

brane divided configuration. The volume of each electrolyte is therefore considered

to remain constant.

• Perfect, instantaneous mixing in the electrolyte reservoir is assumed to occur.

– This removes the need to model fluid mixing in an external reservoir and the

associated pumping circuit.

• The electrolyte is defined by the electroneutrality condition:

– ∑i zici = 0

• Temperature remains constant

– This removes the need to model heat fluxes in and out of the cell and asso-

ciated pumping circuit. As a flow battery has electrolyte flowing through

it, if the electrolyte is able to cool sufficiently in the external reservoir, the

electrolyte will keep the stack at a relatively constant temperature.

Where zi is the valence of species i and ci is its concentration.

4.2 Governing Equations

Each model defines the domains which are included at the start of the chapter. For

clarity, here each set of governing equations is defined for each domain type used in

this thesis: solid electrode/deposit, electrolyte, porous electrode, and membrane. In
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general, for all domains, this model is governed by conservation of mass, momentum

and charge.

4.2.1 Free Electrolyte

The flow of electrolyte is described by the Navier-Stokes and continuity equations.

Using a maximum electrolyte density of 1.25 g cm-3 at 0.7 mol dm-3 Pb2+ and 1 mol dm-3

MSA, a minimum viscosity of 1.0 mPa at 0.5 mol dm-3 MSA and 0 moldm-3 Pb2+, a

characteristic length of 2.0 cm for a 1 cm inter-electrode gap and a fluid velocity of

2.3 cm s-1, the maximum Reynolds number for the system is calculated to be ∼550. As

Re� 2000 the laminar form of the Navier-Stokes and Continuity equations are used.

ρ(u · ∇)u = ∇ · [−p + µ∇u] (4.5)

ρ∇ · u = 0 (4.6)

Where u is the liquid velocity in m s-1, p is the pressure in Pa and µ is the dynamic

viscosity in Pa s.

The concentrations and transport of species in the electrolyte are described using the

Nernst-Planck equations.

Ni = −Di∇ci − zium,iFci∇φl,i + uci (4.7)

um,i =
Di

RT
(4.8)

j = F ∑
i

ziNi (4.9)

Where Ni is the flux of the species i (H+, Pb2+, CH3SO3
-) in mol m-2 s-1, Di is its diffusion

coefficient in m2 s-1, ci is its concentration in mol m-3, zi is its valence, um,i is its mobility

in s mol kg-1, φl,i is the potential of the electrolyte in V, F is Faraday’s constant in C mol-1,

R is the gas constant in J K-1 mol-1, T is the temperature of the electrolyte in K and j is

current density in A m-2.



82 Chapter 4. Model setup

4.2.1.1 Density

The electrolyte density has a linear relationship with both [Pb2+] and [H+]. As the

electrolyte is water based, the relationship is offset by the density of water:

ρl = ρH2O + aρ1cPb2+ + aρ2cH+ (4.10)

Where aρ1 and aρ2 are constants empirically validated using experimental data collected

by Krishna et al. [49].

4.2.1.2 Viscosity

Viscosity has a more complex relationship with electrolyte concentration than density.

Viscous forces are determined by intermolecular forces and hydrodynamic forces [176].

However, data collected by Krishna et al. suggests a linear increase with [H+] and a

quadratic relationship with [Pb2+] [49].

µ = aµ1 + aµ2cPb2+ + aµ3c2
Pb2+ + aµ4cH+ (4.11)

Where aµ1, aµ2, aµ3 and aµ4 are constants empirically validated using experimental data

collected by Krishna et al. [49].

4.2.2 Solid Electrode

The solid electrode is assumed to consist of only a carbon polymer electrode material

initially. Once deposition occurs, Faraday’s law and deposit material density is used

to calculate the volume of deposit material. This is discussed further in Chapter 5. The

only physics modelled in the solid electrode domains is electrical conductance. This is

governed by Ohm’s law:

σs∇2φs = ∇ · j (4.12)

Where σs is conductivity of electrode, s, φ is the potential across the electrode and j is

current density.
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4.2.3 Porous Electrode

A porous electrode domain is modelled by homogenising the solid phases and electrolyte

phase. This significantly reduces the complexity of the problem by reducing a complex

three-dimensional problem with two phases to a single domain for which electrolyte

and electrode equations can be solved by approximating the tortuosity, permeability,

volume fraction and surface area of each phase. The volume fractions of the solid phase

and liquid phase must satisfy a conservation of volume:

ε l + εs = 1 (4.13)

Maintaining conservation of charge, the total current entering the solid phase at the

boundary, which is equal to the total current within the solid phase and the ionic current

in the electrolyte.

∇ · js +∇ · jl = 0 (4.14)

The current transferred from the electrode to the electrolyte is linked to the rate of

reaction by multiplying the reaction rate by the change of valence of the reactant and

Faraday’s constant.

4.2.3.1 Electrolyte

In the electrolyte phase, the fluid flow is described using the Brinkman equations. These

are an extension of Darcy’s law which include dissipation of energy due to viscous

shear forces, in a similar manner to Navier-Stokes but in porous media. The Brinkman

equations become relevant at higher flow rates. It is valid at high porosity [137].

1
ε

ρ
du
dt

+
1
ε

ρ(u · ∇)u
1
ε

= ∇ · [−p + µ
1
ε
∇u− 2

3
µ

1
ε
∇ · u]− µ

κ
u (4.15)

Where ε is the porosity of the porous domain and κ is the permeability of the domain

in m4. Porosity is the ratio of electrolyte volume, Vl to electrode volume, Vs.

ε =
Vl

Vs
(4.16)
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Backegberg et al., [114], define permeability as a function of tortuosity using:

κ =
ε3

Kτ2S2 (4.17)

Where K is the Kozeny constant, which is dependent on the pore shape, ε l is the volume

fraction of the electrolyte and τl is its tortuosity and S is the specific surface area of the

porous structure. The surface area is approximated by:

S =
2(1− ε)

rp
(4.18)

Where the domain is approximated to consist of an array of cylinders and rp is the mean

radius of the cylinders.

As in the electrolyte domain, Nernst-Planck govern the transport of species in the

electrolyte. However, effective parameters for diffusion and mobility are required to

account for the tortuosity and non-unity volume fraction of electrolyte in a porous

medium.

Ni = −Di,e f f∇ci − zium,i,e f f Fci∇φ + uci (4.19)

Where subscript e f f denotes an effective parameter calculated from tortuosity and

volume fraction. Tortuosity here refers to effecitve tortuosity rather than geodesic

tortuosity and is related to the effective diffusion coefficient by a steady-state Fickian

diffusion equation, Equation 4.20:

Di,e f f =
ε l

τl
Di (4.20)

um,i,e f f =
ε l

τl
um,i (4.21)

4.2.3.2 Electrode

The solid phase is again governed by Ohm’s law. However, again to correct for the

porosity and tortuosity of the domain, an effective value is required for conductivity.

σs,e f f∇2φs = ∇ · j (4.22)
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σs,e f f =
εs

τs
σs (4.23)

Here σs is the conductivity of a two-phase solid, the carbon of the RVC and the deposit

material. To calculate the total conductivity of the solid, effective medium theory is used

[177].

ε1
σ1 − σs

σ1 + 2σs
+ ε2

σ2 − σs

σ2 + 2σs
= 0 (4.24)

Where subscripts 1 and 2 denote the different phases.

4.2.4 Membrane

As the SLFB can be operated undivided, divided by a microporous separator, or divided

by an ion exchange membrane, the model must be able to include all three configura-

tions. Microporous separators, as the name would suggest, have very small pore sizes

and hence a high surface area. The hydraulic permeability through the separators is

therefore high. Compared to the free electrolyte or the relatively highly permeable RVC

electrodes, the flow within a microporous separator can be assumed to be negligible.

The separator can either be modelled with the Nernst-Planck equation for porous media

neglecting the convection term, or by simplifying the domain so the concentration of

ions is not explicitly modelled. In the latter case, the domain is simply defined by an

ionic conductivity. The ion-exchange membrane is more complex. However, there are

a number of simplifying assumptions which can make modelling the domain more

reasonable. The membrane domain is a porous medium, so the effective diffusion

coefficient is lower than in the free electrolyte. Using the Bruggeman correlation the

effective diffusion coefficients can be calculated from the porosity, ε:

Di,e f f = ε1.5Di (4.25)

Again, the Nernst-Planck equation for porous media from equation 4.19 is used.
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4.3 Boundary Conditions

4.3.1 Inlet and Outlet

The velocity of the electrolyte at the inlet is set to be constant with a Gaussian distribution.

At the outlet, diffusive fluxes and current are equal to zero normal to the outlet boundary.

The pressure at the outlet is also set to zero (gauge):

− Di∇ci · n = 0, i · n = 0, p = 0 (4.26)

The concentrations of the species at the inlet were calculated using an equation as-

suming perfect mixing in the reservoir. The concentration at the outlet was taken and

volumetrically averaged with the concentration of the reservoir at the previous time

step.
d
dt

cin,i =
L
V

(∫
outlet

Ni · ndS−
∫

inlet
Ni · ndS

)
(4.27)

Where V is the electrolyte reservoir volume and L is the depth of the domain normal to

the 2D plane.

4.3.2 Kinetics

The electrode reaction kinetics are described using the Butler-Volmer equation. To

account for the availability of solid species in the reaction kinetics, the equation was

modified so that when the solid surface concentration approached 0 during discharge,

the exchange current density (equal to Fk0, PbcPb2+ and Fk0, PbO2cPb2+
cH+

cH+
0

for the nega-

tive and positive electrodes respectively) also tended to 0.

Negative electrode:

iloc,Pb = Fk0,PbcPb2+

(
e
(

αo,neg Fηneg
RT

)
− e

(
− αr,neg Fηneg

RT

))
(4.28)

Positive electrode:

iloc,PbO2 = Fk0,PbO2 cPb2+
cH+

cH+,re f

(
e
(

αo,pos Fηpos
RT

)
− e

(
− αr,pos Fηpos

RT

))
(4.29)
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If the cell is discharging and ci = 0, where i = Pb for the negative electrode and PbO2

for the positive electrode:

iloc,Pb = iloc,PbO2 = 0 (4.30)

For all other cases, equations 4.28 & 4.29 are valid. Where iloc is the local current density

in A m-2, k0,Pb and k0,PbO2 are the rate constants for the negative and positive reactions

respectively in m s-1, α is the transfer coefficient with subscripts o and r for the anodic and

cathodic reactions and pos and neg for the positive and negative reactions respectively

and the subscript 0 represents an initial condition. η is the overpotential in V and is

given by:

η = Eext − φ− Eeq (4.31)

Where Eext is the external potential, φ is the local ionic potential and Eeq is the equilibrium

potential at each electrode in V. The values for Eeq are calculated using the Nernst

equation:

Negative

Eeq = E0 +
RT
zF

ln cPb (4.32)

Positive

Eeq = E0 −
RT
zF

ln
cPb

cH+
(4.33)

Where E0 is the standard reduction potential in V, R is the universal gas constant

in J K-1 mol-1, T is the temperature in K, z is the valence of the reaction and c is the

concentration of the species in subscript. The kinetics of the side reaction were described

using:

iloc = F
(

k f ,PbOc2
PbOe

(
Fηpos

RT

)
− cH+ cPbO2 kb,PbOe

(
− Fηpos

RT

))
(4.34)

Where k f ,PbO is the forward rate constant for the side reaction, and kb,PbO is the backward

rate constant for the side reaction.
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4.3.3 Electrodes

No slip wall conditions were employed with velocity set to zero m s−1 at each electrode

surface. The x and y components of velocity, u and v are therefore set to zero:

u = 0, v = 0 (4.35)

An average current density was applied at the positive electrode surface, eq( 5.2 ). The

negative electrode potential was set to zero, eq( 5.1 ).

φ = 0 (4.36)

∫ Y

0
jdy = yjapp (4.37)

Where j is the current density, japp is the average applied current density at the positive

electrode and y is the height of the electrode in the y-direction.

4.3.4 Membrane

As there are significant changes of concentration and potential on either side of the

membrane, Donnan potentials may be used. This gives two values for concentration

and electrolyte potential at the membrane-electrolyte interface – one approaching from

the electrolyte domain and another approaching from within the membrane, denoted

by subscripts 1 and 2 respectively. To do this, the electrochemical potentials for both

conditions are set to be equal, Equation 4.38. Then the equation relating concentrations

and electrolyte potential to electrochemical potential, Equation 4.39, can be substituted

into Equation 4.38 to calculate the Donnan potential, Equation 4.40.

µi,1 = µi,2 (4.38)

µi = RT ln
(

ci

ci,re f

)
+ Fziφl (4.39)
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φl,1 − φl,2 = −RT
ziF

ln
(

ci,1

ci,2

)
(4.40)

Where µi is the electrochemical potential and ci,re f is an arbitrary reference concentration.

4.4 Mesh Sensitivity

As with any finite element analysis (FEA) study, a mesh sensitivity study, is required

to ensure the results are valid. A finer mesh usually leads to a more accurate solution

but requires more processing power and memory to solve. A mesh sensitivity study

aims to find the point where any further increase in the number of elements does not

significantly improve the quality of the solution. This can be done for the global mesh

size, but can also be done locally, at areas of interest or regions with particularly high

rates of change of dependent variables.

Further to this, the tolerance of the solver used to decide when the solution is converged

and the order of the elements in the mesh must also be checked.

For each variation of the model described in this thesis, a mesh sensitivity study was

completed. In the interest of brevity, the mesh sensitivity analysis for a single model is

presented here. However, the same method was repeated for each of the other models.

Further information on these models is shown in Appendix C.

The mesh is described by several parameters: the number of elements vertically, the

number of elements horizontally, the number of boundary layer elements and the growth

factor for the elements in each direction. The growth factor is the amount a boundary

layer element increases in size with each element with distance from the boundary.

Applying this allows for finer elements near the boundaries and larger elements in the

bulk domain. For models with electrode and/or membrane regions, the horizontal

elements can be divided into separate parameters for each domain.

Maximum current density over the entire simulated period was chosen as the parameter

for determining if the mesh was sufficiently fine. Current density is linked to all other

variables of interest (species concentration, overpotential and hence cell potential), so

was an appropriate choice.
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Figure 4.2 shows the variation of maximum current density magnitude during the first

charge and the computation time for each simulation verses number of elements in each

direction for the divided SLFB with RVC electrodes model. In this case, the number of

elements beyond which give diminishing returns for model accuracy were: 150, 30, 5

and 7 elements in the vertical direction, horizontal direction in electrodes, horizontal di-

rection in the membrane and boundary layer elements respectively. Note that with fewer

than 150 elements in the vertical direction the solution did not consistently converge.
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(B) Number of elements in the x-direction (horizon-
tal) in the electrode domains
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FIGURE 4.2: Maximum local current density magnitude (solid lines) and computational
time (dashed lines) recorded with when number of elements are varied for the divided

SLFB with RVC electrodes model.
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Chapter 5

Moving Mesh

The effects of deposit growth on the SLFB are investigated using the modelling frame-

work described in Chapter 4. The model is set up with only solid and electrolyte

domains. A novel approach to simulate deposit growth and dissolution by reforming

the geometry at each time step is used to investigate the effect of this change in geometry

due to the formation and dissolution of deposits at high capacity and applied current

density on the cell resistance, voltage response and electrolyte concentration distribu-

tion. In order to observe significant changes in electrode deposit thickness, long charge

times are required. A charge time of 24 hours at 20 mA cm-2 leads to a lead deposit of

approximately 2 mm thick. This is calculated using Faraday’s Law Equation 1.1.

The geometry for the model initially consists of a fluid domain representing the elec-

trolyte and two solid domains at either side of it. One for the negative electrode and one

for the positive electrode. Initially, the solid domains are both 1 mm thick, a nominal

value chosen to represent the thickness of clean carbon electrodes, and the fluid domain

and hence the inter-electrode gap is 12 mm thick. This gap is typical in the literature [94]

and is also the inter-electrode gap in the experimental cell used for validating the study,

see Section 3.1. As the cell is charged the sizes of the solid domains grow and the fluid

domain decreases in size correspondingly. The opposite occurs during discharge.

Two techniques are available to mesh the system as the geometry changes: a moving

mesh and an adaptive mesh. In the moving mesh technique, the number of elements

remains constant. Whereas, in an adaptive mesh technique, the geometry is re-meshed

at certain intervals to reduce the computational cost. In this study, a moving mesh
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is applied to capture the change in deposit geometry with state of charge. This is

because the areas of interest are close to the electrode boundaries, which require multiple

boundary layer elements. In this study, the number and size of the boundary elements

remain constant. Therefore, only a marginal benefit could be gained by using an adaptive

mesh. This small advantage may be lost due to the additional computational effort

of re-meshing. This was confirmed with a significant increase in computational time

with an initial comparison of the two methods which is discussed in more detail in

Appendix B. The simpler moving mesh technique is therefore chosen.

The size of the electrodes is calculated simply using Faraday’s law, Equation 1.1, and

typical values of density for Pb, PbO2 and PbO, as described in Chapter 1. Equation 5.1

shows the equation used to calculate the electrode thickness.

de = de,0 + ∑
i

∫
Iidt

FziρA− e
(5.1)

Where de is the thickness of the electrode, e, Ae is the electrode area and Ii is the local

reaction current density for each respective species, i, averaged over the respective

electrode surface, e.

Because the geometry is changing as the model moves, the mesh needs to adapt ac-

cordingly. Figure 5.1 shows the change in the model geometry as the cell is charged

and discharged. Initially, de p and den represent only the positive and negative carbon

polymer electrode material respectively. After charging the values for d increase and

therefore Gie decreases. When the cell discharges, den returns to very close to den,0.

However, due to the formation of some PbO, dep,d is larger than dep,0.

The mesh used in this study is shown in Figure 5.2. A rectangular mesh is used with 30

elements distributed across the width of the liquid domain and 60 along the length of

the cell. A further 15 boundary layer elements are added at each electrode surface on

the liquid side of the electrode. In total, there are 3600 elements. The mesh sensitivity

was assessed using the method discussed in Section 4.4.
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FIGURE 5.1: Geometry as it changes from clean electrodes (left) to electrodes with
deposits combined into a single solid domain at each electrode (right). Gie is the
inter-electrode gap, dep and den are the positive and negative solid domain thicknesses
respectively. Subscript 0 represents before cycling, c represents after charging and d

after discharging.

FIGURE 5.2: A snapshot of the mesh used for all simulations. The full mesh is shown
on the left and a zoomed section is shown on the right. The mesh shown is at t = 0
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5.1 Density, Conductivity and Viscosity

Because the electrolyte significantly changes composition with varying SoC, the density,

conductivity and viscosity of the electrolyte also change accordingly. Similarly, as the

deposits grow at each electrode, the conductivity of the solid domains also changes.

Using data from Krishna et al., [49], the density, conductivity and viscosity of the

electrolyte can be calculated from the concentrations of Pb2+ and H+. This data was

measured using solutions with a range of Pb2+ and H+ concentrations. An equation was

drawn that described the line of best fit through the data points. The line was then used

as a reference for the values of density and viscosity in the model. The conductivity,

however, was calculated in the model using the diffusion coefficients. These values were

taken from previous models in the literature but, as described in the Chapter 6, these

proved to be inaccurate and so adjustments were made for subsequent simulations.

Both solid domains consist of 1 mm of carbon polymer electrode, with the remaining

thickness, where applicable, consisting of lead at the negative electrode and lead dioxide

and lead oxide at the positive electrode.

5.2 Parameters and Variables

5.2.1 Initial values

Initial values for variables used in the numerical model are highlighted in Table 5.1.

The velocity, concentrations and interelectrode gap u, CH+ , Gie from Collins et al. [94]

were taken to be reasonable conditions. However, the Pb2+ concentration, CPbI I , was

increased to 1000 mol dm-3 to accommodate the high capacity required for this work.

Temperature was room temperature and electrodes were nominally 1 mm thick. To

ensure local concentrations remained positive and so mass transport limitations did not

occur, the electrolyte volume was chosen to be double that required for a 24 hour charge

at 20 mA cm-2.
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TABLE 5.1: Initial values of parameters used in the model.

Symbol Parameter Value

u Average inlet velocity 2.3 m s-1

CPbI I Pb2+ concentration 1000 mol dm-3

CH+ H+ concentration 500 mol dm-3

T Temperature 298 K
V Volume of electrolyte reservoir 3.6 dm3

Gie Interelectrode gap 12 mm
de Electrode thickness 1 mm

5.2.2 Parameters

The values for parameters that were kept constant for each simulation are summarised

in Table 5.2. The symbol used and a description of each parameter is included.

TABLE 5.2: Summary of parameters used in all simulations.

Symbol Parameter Value Reference

DPbI I Pb2+ diffusion coefficient 7.0× 10−10 m2 s-1 [156]
DH H+ diffusion coefficient 9.3× 10−9 m2 s-1 [156, 157]

DCH3SO−3
CH3SO3

- diffusion coefficient 1.33× 10−9 m2 s-1 [156, 157]
k0,Pb Pb/Pb2+ reaction rate constant 2.1× 10−7 m s-1 [155]

k0,PbO2 PbO2/Pb2+ reaction rate constant 2.5× 10−7 m s-1 [155]
k0,b,PbO Backward side reaction rate constant 4.5× 10−7 mol m-2 s-1 [155]

L Vertical cell length 0.1 m
MPb Molar mass of lead 207.21 g mol-1 [26]
MPb Molar mass of lead dioxide 239.2 g mol-1 [26]
MPb Molar mass of lead oxide 223.2 g mol-1 [26]
ρPb Density of lead 11.337 g cm-3 [26]
ρPb Density of lead dioxide 9.65 g cm-3 [26]
ρPb Density of lead oxide 9.53 g cm-3 [26]

t Rest period 120 s

5.3 Solver

Each simulation used the same solver setup. The time-stepping the solver used was a

backward differentiation formula (BDF) method for time-stepping as it is known for its

stability. The BDF method uses solutions from previous time steps to approximate the

derivative of an equation. A non-linear controller is used for further stability.
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The solver used is a multifrontal massively parallel sparse direct solver (MUMPS) and

the default COMSOL values are used. Figure 5.3 depicts a simplified version of the

process the solver undergoes. The MUMPS solver solves the equations using using

an initial guess Ui0, a Newton-Raphson method is used to refine Ui0 to Ui+1, if the

difference between the two values is less than a prescribed relative error the solver has

converged on a solution. If the difference is larger than the relative error, Ui+1 becomes

the new guess and the process is repeated. When the solver has converged for a time, t,

a value ∆t is added and the process is repeated for the next time step. The BDF method

used aims to keep the difference between Ui and Ui+1 close to the relative error by

increasing or decreasing ∆t within certain bounds.

Initial conditions Ui0

MUMPS solves ƒ(Ui)

Convergence?
|Ui+1-Ui|< Relative error


Newton method
Ui+1 = Ui -ƒ(Ui)/ƒ'(Ui)

i = i+1

No

Solved for t

BDF
Ui = Ui0 

t = t + Δt

Yes

FIGURE 5.3: A simple flowchart describing the process taken by the solver, where Ui is
the dependent variable for each equation f (Ui) for iteration i at time t.
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5.4 Rate constant

The kinetics of the main reactions were relatively consistent in the literature. Therefore,

values from literature were used for these parameters. However, for the side reaction,

values were inconsistent for the forward rate constant. Therefore, a parametric sweep

varying K0 f ,PbO was completed. The voltage vs time curve for the second 24 hour charge

of the cell is shown in Figure 5.5. Cycling a physical cell is required to validate the value

chosen and to ensure the other rate constants are valid for cycling with 24 hour charges.

However, a value of 0.002 for k0 f ,PbO gave a reasonable response and was within the

range used in the literature and was therefore chosen, see Figure 5.4.

FIGURE 5.4: Simulated cell potential vs time of the second charged cycle at
20 mA cm-2 with a varied forward rate constant, k0 f ,PbO, for the side reaction from

2 to 2× 10−6 mol m2 s-1.

Using this value for the rate constant, the modelled cell was cycled for two charge-

discharge cycles at constant currents of 20 mA cm-2 and 30 mA cm-2.
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5.5 Simulated cycling regime

With each current density, the simulated cell was charged to a constant Pb utilisation,

so the cell charged at a higher rate was charged for a correspondingly shorter time.

The simulated cell was charged at a constant current until an average capacity of

480 mAh cm-2 was reached. At a current density of 20 mA cm-2 this corresponded to a

24 hour charge. The model was set to open-circuit (no applied current) for 120 s, before

discharging until the cell voltage reached 1.2 V with a current density of 20 mA cm-2.

After another 120 s period at open-circuit, the charge-discharge cycle was repeated.

It can be seen in Figure 5.6 that the model charged at a higher rate also had greater

overpotentials, as expected. It can also be seen that the overpotential of the cells with

the moving mesh are marginally smaller than those with no change in geometry, due to

the net change in resistance over all domains. As the deposits grow, there is increasing

ohmic resistance, particularly from the PbO2, while the inter-electrode gap diminishes

and the electrolyte conductivity varies as a function of SoC speciation.

During the first charge period in the simulation, the voltage starts at circa 2.0 V and

steadily rises to 2.1 V due to consumption of Pb2+ from the electrolyte and increasing

electrode deposits. On simulating discharge, the voltage decreases from 1.7 V to circa

1.55 V before a rapid decrease in voltage to 1.2 V due to a decreasing mass of electrode

deposits available for the discharge reaction. On the second charge in the simulation,

there is initially a lower charge voltage as PbO is converted to PbO2 at the positive

electrode. Once the PbO is consumed by the reaction, the main reaction becomes

dominant again and the voltage rises to a voltage comparable to that seen in the first

charge. This is consistent with experimental results previously reported [170].

When a moving mesh is applied to the model over the first cycle, it is seen that the

overpotential is lower than when a static mesh is used, Figure 5.6. At both 20 mA cm-2

and 30 mA cm-2, when charge is simulated, the cell potential is lower and during

discharge, it is higher when a moving mesh is implemented which shows the effect of

electrolyte resistance on cell potential, i.e. there is a smaller difference in cell potential

between charge and discharge due to the deposits, or active electrode surfaces, getting

closer to each other, therefore reducing the interelectrode gap. In both cases, in the

charging step of the simulation, this difference in cell voltage increases with time. By
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FIGURE 5.5: A simulated cell voltage vs time at 20 mA cm-2 using a moving mesh. Two
charge-discharge cycles are simulated each with a 24 hour charge, a 2 minute rest at
open circuit and a discharge to 1.2 V. The two-step charging mechanism is included in

the second charge.

the end of charging, at 20 mA cm-2, the static mesh voltage is 2.11 V compared to 2.08 V

for the moving mesh. At 30 mA cm-2, the difference increases, with cell potentials of

2.25 V and 2.17 V for the static and moving mesh results respectively. During discharge,

the difference in both cases is minor. The difference is greatest when the higher current

density is applied. An overpotential which increases with time and with current density

suggests this could be primarily due to a change in resistance of the cell. If only a static

mesh is used, a higher potential will be predicted, which would lead to an overestimate

of SoC in a real system.

As the deposits form on the electrodes in the model, the resistance of the electrodes

changes due to the change in geometry. Furthermore, as the electrolyte domain reduces

in size with the formation of deposits, the concentrations of species in the electrolyte

also change with SoC. Hence, the resistance of the electrolyte domain changes further.

The method used to calculate the resistance of the deposits assumes uniform conductivity.

In this study, it is assumed that the deposits are uniform and compact. As such, the
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(A) 20 mA cm-2

(B) 30 mA cm-2

FIGURE 5.6: Simulated cell voltage vs time for one cycle a for static (red dashed line)
and moving (black solid line) meshes at 20 (A) and 30 (B) mA cm-2. Inset is zoomed

into the region at the end of charge.
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conductivity values for bulk Pb and PbO2 species are used. While flat two-dimensional

electrode deposits are difficult to achieve in reality, this is the target for SLFB design

and it is still possible to extract meaningful trends in cell resistance and flow rate using

this technique. The value used for the conductivity of the lead deposit at the negative

electrode is 50000 S cm-1 [172]. At the positive electrode, as the morphology as well

as the mass of any PbO in the deposit would affect the conductivity, and the extent

to which this would occur is beyond the scope of this model, the deposit conductivity

was assumed to be entirely that of PbO2. The conductivity of PbO2 ranges from 103

- 104 S cm-1 for α-PbO2 and β-PbO2, respectively [173]. A mixture of the two forms

was assumed and a value of 5000 S cm-1 was used for the conductivity of the positive

electrode.

The value used for the resistivity of the carbon polymer electrodes was 0.0006 Ω cm and

was taken from the datasheet for SGL Sigracell PV15, which has been previously used

in SLFB development [171].

Figure 5.7 describes the change in simulated cell resistance, measured across the inlet

of the electrolyte domain over two full cycles, each consisting of a 24 hour charge and

a discharge to 1.2 V. The cell resistance is seen to change by a factor of three between

solid domains simulating clean electrodes and fully formed deposits. The majority of

the cell resistance is due to the electrolyte domain, with just 1.6× 10−6 Ω due to the

solid domains at the maximum deposit thickness, a negligible amount compared to

the 10−2 Ω of the electrolyte domain. Due to the change in the inter-electrode gap

when a moving mesh is used, there is a significant change in the resistance of the

electrolyte when compared to the static mesh. The cell resistance after the charge step

of the simulation is 33 % lower in the moving mesh when compared to the static mesh

simulation with resistances of 0.0116 Ω and 0.0172 Ω, respectively. This difference is

reduced to 9 % after discharge when the moving mesh gives 0.0230 Ω and the static

mesh gives 0.0250 Ω.

This fluctuation in resistance is likely to be an underestimate due to neglecting the

presence of an insoluble discharge product, PbO, a compound which has a much

higher resistance than PbO2, and the calculated resistance of the electrolyte which is

significantly lower than the conductivity measurements by Krishna et al. would suggest

[49]. This discrepancy is addressed in Chapter 6. The diffusion coefficient will change as
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FIGURE 5.7: Cell and electrolyte resistance vs time for static and moving mesh simu-
lations. The cell resistance includes the resistance of the electrolyte deposits and the
carbon electrode. Both resistances are measured across the electrolyte inlet. The cell
was run at 20 mA cm-2. Charging is shown with a red dotted background and discharge

with a blue striped background.

a function of electrolyte composition, which would be consistent with the conductivity

measurements by Krishna et al. In this simulation, the electrodes have a minimal effect

on the resistance of the cell. The variation in resistance due to the deposits is 0.5 µΩ.

Figure 5.8 shows the Pb2+ concentration profiles of a section of the cell comparing

the simulation run with a moving mesh and without the moving mesh at 20 mA cm-2.

Generally, a similar concentration profile is seen when comparing the two methods

and the bulk concentration is almost identical in both cases. However, the change in

geometry leads to a shallower gradient close to the positive electrode. With a more

sophisticated understanding of mechanisms, this difference in concentration close to the

electrode may be significant.

When charging to 480 mA h cm-2, the deposit size can vary significantly. To account for

this in the model, the moving mesh adapts to the change in geometry. This is shown in

Figure 5.9. The cell initially has clean electrodes. As a charge is simulated, Pb and PbO2
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(A) With a simulated change in geometry

(B) Without a simulated change in geometry

FIGURE 5.8: Concentration profiles of the SLFB with and without a simulated change
in geometry. A current density of 20 mA cm-2 is used.
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form on the negative and positive electrodes respectively. When discharge is simulated,

these deposits are stripped from the electrode surface. However, PbO forms at the

positive electrode. During subsequent charges, PbO is converted to PbO2 alongside the

PbO2 that forms from Pb2+ in solution. In Figure 5.9, the electrodes are initially just

the carbon polymer bipolar plates (a). When the charge is simulated, both electrodes

grow in size (b) before reducing again as discharged is simulated (c). (c) shows the

negative electrode domain is virtually clean again after discharge. However, at the

positive electrode, PbO is still deposited. The process is repeated for the subsequent

charge (d) and discharge (e).

FIGURE 5.9: Progression of the moving mesh from clean electrodes (a) to 1 charge (b)
then 1 discharge (c), 2 charges (d) and 2 discharges (e). The negative electrode is on the

left side of each cell and the positive electrode is on the right.

As discussed at the beginning of the chapter, the mesh is not adaptive. Therefore, the

number of elements remains constant. Only the dimensions of the elements change as
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the geometry changes.

Figure 5.10 shows the volumetric flow rate of the electrolyte as the cell is cycled during

the moving mesh and static mesh simulations. In this model, to ensure the laminar

flow regime remains valid, the applied electrolyte velocity was fixed as a boundary

condition. As expected, the static mesh shows a constant flow rate as both the geometry

and the velocity were both constant. The moving mesh simulation, however, shows a

significant difference in flow rate ranging from 27.8 cm3 s-1 to 18.6 cm3 s-1. In order to

cycle a physical cell effectively, a battery management system for the flow cell would

need to take this variation into account for control of the pump.

FIGURE 5.10: Simulated volumetric flow rate vs time of the cell cycled at 20 mA cm-3

for both the static mesh (dashed line) and the moving mesh (solid line).

Figure 5.11 shows the simulated electrolyte velocity profile over the liquid domain, (a),

and the distribution of the y-component of velocity over a line drawn across the centre of

the electrolyte domain, (b). The y-component (vertical) of the velocity dominates while

flow in the x-direction (horizontal) is negligible. As explained in Chapter 4, the average

velocity is constant. Therefore, as shown in Figure 5.11, the volumetric flow rate varies
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(A) Velocity distribution over the entire 2D domain, from left to
right, at time = 0, after the charging and after discharging.

(B) Velocity distribution at the mid-height of the electrodes at time = 0 (solid line), after charging (dotted
line) and after discharging (dashed line).

FIGURE 5.11: Simulated velocity profile of the electrolyte before the first charge, after
the first charge and after the first discharge.
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as the liquid domain changes size with SoC. The flow remains parabolic throughout the

simulation, with a maximum velocity of 3.46 cm s-1 at the centre of the inter-electrode

gap. The velocity is zero at the boundaries, in line with the no-slip boundary condition

at the electrode surfaces. A parabolic velocity profile is applied at the inlet and so the

velocity profile is consistent along the length of the electrolyte domain.

5.6 Current distribution

Although the assumption made here is that the deposit grows evenly across the surface

of the electrode, the current density suggests there would be a greater deposit growth

near the inlet. The simulated local current density sharply increases as the inlet is

approached. Figure 5.12 shows the current distribution along the boundary of each

electrode domain. When comparing this with the simulated overpotential Figure 5.14,

concentration Figure 5.15, electrolyte potential and equilibrium potential Figure 5.13

calculated using the Nernst equation, the reasons become clear.

As the electrolyte flows along the electrode boundaries, it follows that the Pb2+ concen-

tration will decrease with distance from the inlet during charge and increase during

discharge, sharply, initially as the electrode reactions form a concentration gradient,

Figure 5.15. Both the electrolyte potential and the equilibrium potential depend on

concentration. Figure 5.13 shows that the simulate equilibrium potential decreases

gradually as the inlet in approached but the equilibrium potential decreases dramat-

ically close to the inlet. As overpotential is defined by the external potential minus

the electrolyte potential and the equilibrium potential, it is expected that the simulated

overpotential will increase dramatically near the inlet. Figure 5.14 shows that this is

indeed the case, and hence, the current density follows the same trend.
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(B) Negative electrode during discharge
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(D) Positive electrode during discharge

FIGURE 5.12: Simulated current density along the y-direction of the electrodes. Y=0 is
at the inlet.
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FIGURE 5.13: Simulated equilibrium potential during charge (solid black line) and
discharge (dashed red line) along the y-direction of the electrodes. Y=0 is at the inlet.
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FIGURE 5.14: Simulated overpotential along the y-direction of the electrodes. Y=0 is at
the inlet.
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FIGURE 5.15: Simulated concentration in the y-direction of the electrodes during charge
(solid black line) and discharge (red dashed line). Y=0 is at the inlet.
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5.7 Comparison with experimental results

As the majority of experimental charge-discharge cycling of the SLFB has been with

charges of between 1 and 2 hours, in order to validate the simulations against these

results, the model was run again over using a simulated 1 hour charge cycle. Reducing

the charge time to 1-hour also made a direct experimental comparison more straight-

forward and reduced the cost of materials for the electrolyte. Results from literature,

[94, 95, 152, 155], have been used to validate the model when run over a 1 hour charge

alongside experimental data measured by the author. The cell potentials seen during

the second charge and subsequent discharge in studies where a current density of

20 mA cm-2 was used have been compiled and the average values are plotted against the

simulated and experimental cell potential in Figure 5.16. The simulated voltage profile

is 1.85 V at the beginning of the charge. It then steadily rises to circa 2.00 V by 3000 s

with a maximum gradient at circa 2000 s. The static mesh and moving mesh simulations

give virtually identical results over a 1 hour charge as only≈ 80 µm deposits are formed.

Hence, only the moving mesh simulation results are shown in Figure 5.16.

In the physical cell, the resistance between the electrode surface and the tab on the

current collector, measured using a Fluke BT510 portable battery analyser, was found

to be approximately 30 mΩ at each electrode. This resistance is not included in the

simulations and hence the experimental voltage profile has been adjusted to compensate

accordingly. The simulated voltage profile broadly matches the experimental curve.

However, the change between the voltages of the characteristic two-step charging

mechanism is less sudden in the simulated result and the cell potential during the first

step occurs at circa 70 mV lower in the experimental result. The literature cell potentials

are taken at the beginning and end of the charge with the point of maximum gradient

used as the point of transition. The average initial and final literature potentials are

1.86 V and 2.02 V, respectively. The turning point occurs at 1620 s, a reasonable match

with the simulated and experimental results from this work. However, there is also

significant variability between the potentials of these two steps in the literature results.

In the literature, while the potential during the second step is consistent, the potential of

the first step varies significantly between studies. The difference between cell potentials

during these two steps ranges from 100 mV to 200 mV. These factors support the

evidence that the mechanism of the two-step charging is more complex than the simple
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PbO side reaction included here and elsewhere. A better understanding of this area

is therefore required. Furthermore, Verde et al. suggest that the PbO2 nucleation,

particle size and phase (α- and β-) have a significant effect on the first step potential and

timing [93]. These aspects are not included in the model.

There is a moderate discrepancy between the simulated and experimental cell voltage

during discharge; the simulated cell voltage is approximately 1.6 V compared with the

experimental value of 1.55 V and the literature value of 1.48 V. The literature values are

from a range of systems with different inter-electrode gaps, starting Pb2+ and free acid

concentrations and different total volumes of electrolyte. The PbO2 properties discussed

by Verde et al. [93] also affect the discharge potential.

The cell potential at the end of the charge, where it is assumed only the main electrode

reactions take place match closely between simulated, experimental and data from the

literature. Other variables that may contribute to a change in resistance, such as the

contact resistances in the cell are also not included in the model. The change in resistance

due to these factors is likely to contribute to the difference in cell potential seen during

discharge.

However, with a full experimental parameterisation study including producing Tafel

plots for the kinetics to accurately determine the rate constants, it is expected a closer

match with experimental results would be observed. This should be an area of future

work for modelling the SLFB.

It should be noted that the work in this chapter aims to implement a moving mesh

to take account of Pb and PbO2 deposit formation/dissolution to simulate the SLFB

system better. During both charge and discharge, the voltages derived using a moving

mesh are closer to the observed experimental values than for the static mesh. On

the timescale of one-hour charge/discharge periods, the difference is small (<10 mV);

however, as shown in Figure 5.6, over more typical operational periods for the SLFB (>1

hr), the difference can be over 100 mV. This demonstrates a significant improvement in

simulation for the moving mesh approach. Over sequential charge/discharge cycling,

the voltage and SoC are more accurately simulated.
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FIGURE 5.16: A comparison of simulated cell potential (solid black line) using a moving
mesh during the second charge with average values seen in the literature (dashed red
line) and experimentally measured cell potential (dotted green line) for the second

charge-discharge cycle at a constant current density of 20 mA cm-2.

5.8 Micro-Computed Tomography

Preliminary micro-computed tomography (µ-CT) scans were completed on a static

electrolyte divided cell of 2 cm2. As an aid to visualise the deposition of Pb/PbO2

during in-situ cycling.

The cell was cycled to failure inside a custom 150 kVp / 225 kVp Hutch micro-CT

scanner. The cell was cycled at a constant current of 100 mA during the first charge and

discharge cycle followed by 200 mA for each remaining charge and discharge cycle. Cut

off voltages of 2.5 V and 0.1 V were used for charge and discharge respectively.

The cell was scanned continuously using the micro-CT scanner, throughout cycling.

Each scan took approximately 17 minutes. Due to the time take for each scan, the rest

periods between charge and discharge and vice-versa were 30 minutes. This way, a full
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scan could be completed before each charge and each discharge without the deposits at

each electrode changing over the time taken to scan the cell.

Figure 5.17 shows the progression of Pb and PbO2 deposits as the cell is cycled. Each

image is separated by either a charge or a discharge step. Figure 5.18 displays the

voltage-time curve. After cycle 3, the cell potential begins to reach the charge cut-off

voltage leading to a reduction in charge time. Comparing Figure 5.17 (A) with Figure 5.17

(C), the reason for this can clearly be seen. The Pb deposit is largely detached from the

negative electrode in Figure 5.19 by the following step (Figure 5.17 (D)), the majority

of the deposit has collapsed and has collected at the base of the negative half of the

cell. This led to a large capacity loss and hence the large overpotential after a reduced

period of time during charging. There is, therefore, a need for a better electrode-deposit

interface. One way of improving this would be to use improved electrode materials.

(A) Charge 1 (B) Discharge 1 (C) Charge 2

(D) Discharge 2 (E) Charge 3 (F) Discharge 3

FIGURE 5.17: Reconstructions of CT scans of deposits over the first three cycles in a
static electrolyte cell with 2 cm × 4 cm electrodes.

While the performance of the static electrolyte cell was poor, µ-CT is shown to work

well for visualising Pb and PbO2 deposits in the SLFB. Hence a good opportunity has

arisen for further work incorporating µ-CT scans into the development and validation

of models such as the moving mesh model discussed in this chapter.
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FIGURE 5.18: Voltage time curve of the divided static electrolyte cell.
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FIGURE 5.19: Reconstruction of the CT scan after the second charge. The left deposit
(negative electrode) has largely separated from the electrode surface.
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5.9 Conclusions

A two-dimensional time-dependent numerical model has been produced to simulate

the operation of the SLFB. A moving mesh technique has been deployed to simulate

the deposition of solid Pb and PbO2 at the negative and positive electrodes respectively

and accounts for the change in geometry that results from these deposits. The change

in geometry results in a greater resistance of the solid domains due to an increase

in thickness but, more significantly, accounts for the overall decrease in electrolyte

resistance as the cell increases in SoC. The change in geometry also allows for a higher

value for the concentration of acid species locally to the electrodes after charging. The

significance of implementing this moving mesh model is the ability to model flow

battery systems involving a solid/liquid phase change and hence the varying reaction

chamber geometry as a function of state of charge. This has direct implications for other

systems such as the Zn-Br, Zn-air, Zn-Ce, etc. With proof of concept of this modelling

approach demonstrated in this chapter, future work can be carried out to refine the

electrochemical and thermodynamic problems.

This chapter shows the importance of the electrolyte conductivity on the performance of

the SLFB. Hence, a more detailed model which closely represents the experimentally

measured electrolyte conductivity over a range of concentrations is required. This work

is developed in Chapter 6.

Furthermore, while planar electrodes represent the bulk of work completed on the SLFB,

it has been shown that the SLFB operates more favourably at lower current densities,

particularly at the positive electrode [82, 152]. Therefore, in order to maximise power

density and keep current density low, three-dimensional electrodes must be considered.

Chapter 8 expands on the work completed in this chapter to include a novel approach

to modelling the use of three-dimensional electrodes in the soluble lead flow battery.
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Chapter 6

Electrolyte Conductivity

The simple Nernst-Einstein relation, Equation 6.1, is commonly used to calculate the

mobility, um,i of mobile ions, i, in electrolytes. However, this gives a linear relationship

for conductivity vs concentration for each of the constituent cations, H+ and Pb2+.

um,i =
Di

RT
(6.1)

Krishna et al. have shown that this relationship is non-linear [49]. For the SLFB, this

is true to such an extent that there is a positive correlation between conductivity and

concentration at low H+ and Pb2+ concentrations, but a negative correlation at higher

concentrations. By using Equation 6.2 in place of the mobility in the Nernst-Einstein

equation, a much closer fit is achieved.

Using a correction factor for the mobility, γcorr, derived from Kohlrausch’s square-root

law, mobility is defined as:

um,i =
Di

RT
γcorr (6.2)

γcorr can be related to the activity coefficient, γi with a correction exponent, α:

γcorr = γα
i , α ≈

√
I
|zi|

(6.3)
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γi is calculated using a variation on the Debye-Hückel equations, [108]:

log10 γi = −
Az2

i

√
I

1 + Ba0
√

I
(6.4)

Where A and B are constants, a0 is an empirically fitted function with constants δi, and I

is the ionic strength:

a0 = (δici)
− 1

3 (6.5)

I =
1
2 ∑

i
z2

i ci (6.6)

The Nernst-Einstein equation is only strictly valid at infinite dilution, which is appropri-

ate given the greater deviation between experimental values and those predicted by the

Nernst-Einstein equation at higher concentrations. At non-zero concentrations, neither

the diffusion coefficient, nor the mobility can be easily defined by a single value. Due to

the empirical nature of the coefficients in Equation 6.2, and so as not to over complicate

the model, the diffusion coefficient is assumed to be constant at all concentrations and

the difference in mass transport is defined as being only due to the varying mobility.

A simple, one-dimensional model was developed, consisting only of an electrolyte

domain. A potential difference of 0.1 V was applied across the domain. The current

density was measured and used to calculate the electrolyte conductivity.

6.1 Parameters

Values for fixed parameters for the conductivity simulations are defined in Table 6.1.

These parameters are empirically fitted to agree with the data presented by Krishna

et al. [49]. Conductivity data has also been presented by Hazza et al. [44] at a lower

temperature of 292 K. This data is not presented. However, this does highlight a need

for further work to develop the method presented in this chapter.
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TABLE 6.1: Parameters for conductivity simulations

Symbol Parameter Value

DPb2+ Pb2+ diffusion coefficient 4× 10−9 m2 s−1

DH+ H+ diffusion coefficient 1.05× 10−8 m2 s−1

DCH3SO−3
CH3SO3

- diffusion coefficient 1.5× 10−9 m2 s−1

zPb2+ Pb2+ valance +2
zH+ H+ valance +1

zCH3SO−3
CH3SO3

- valance -1
δPb2+ Pb2+ constant 3.52243
δH+ H+ constant 0.94331

δCH3SO−3
CH3SO3

- constant 0.18444
A Constant 0.51 dm1.5 mol−0.5

B Constant 3.29 dm1.5 mol−0.5

T Temperature 298 K

6.2 Conductivity Results

The Nernst-Einstein equation assumes there is no interaction between ions and hence is

only valid for infinitely dilute solutions. There are numerous methods for compensating

for interactions between particles ion a solution. While even these calculations are only

accurate for solutions up to mmol dm−3 concentrations, semi-empirical models can

predict conductivity as a function of concentration at higher values.

The simulated conductivity calculated using the Nernst-Einstein equation (Equation 6.1)

as the mobility int he model is shown in Figure 6.1(A). The relationship between sim-

ulated conductivity and both [H+] and [Pb2+] has a positive linear correlation. The

simulated conductivity vs concentration of H+, Pb2+ and CH3SO3
- is shown against the

experimental data gathered by Krishna et al. [49] in Figure 6.1 (B). Here, while there is

a positive correlation between [H+] and experimental conductivity at all Pb2+ concen-

trations, interactions between ions cause a deviation from the linear Nernst-Einstein

prediction and at high [Pb2+], [H+] has a smaller effect on conductivity. With an increas-

ing Pb2+ concentration, the conductivity increases at low [H+], while at high [H+], the

conductivity decreases. The model successfully predicts this complex, non-linear rela-

tionship between Pb2+ ion concentration and conductivity of the electrolyte as a function

of free acid concentration. The model closely matches the experimental data, with a

maximum deviation of 22 mS cm−1. Over the range of concentrations shown in Fig-

ure 6.1 (0 to 1.5 mol dm−3 [H+] and 0 to 1.5 mol dm−3 [Pb2+]), a value of R2 is calculated

to be 0.985 for the novel approach and just 0.189 for the simple Nernst-Einstein equation.
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This is a significant difference. At a [Pb2+] of 1.5 mol dm−3 and a [H+] of 1.5 mol dm−3,

there is a difference between the experimental conductivity and the previously used

Nernst-Einstein numerical method of a factor of 4.

While this complex relationship between concentration and electrolyte conductivity is

required to accurately model the local conductivity and mobility of ions within the elec-

trolyte, by taking an average value of expected concentration there is an approximately

linear relationship between SoC and electrolyte conductivity, see Figure 6.2. The linear

relationship in not appropriate for use in the Multiphysics models used in this thesis,

due to local concentration gradients near planar electrodes or within porous electrodes.

While these effects cause a deviation from the linear conductivity relationship, it is still

important to consider these local differences in concentrations in Multiphysics models

due to their effect on electrode kinetics. However, the linear simplification would be

an appropriate tool to improve the conductivity model of higher-level models, such as

those using equivalent electrical circuits or in models including only the bulk electrolyte

concentration.
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(A) Conductivity using the simple Nernst-Einstein equation

(B) Experimental conductivity (solid black line) and simulated conductivity calculated using the
modified equation for mobility (red dashed line)

FIGURE 6.1: Simulated (red dashed line) and experimental (solid black line) electrolyte
conductivity vs concentration of Pb2+ and H+ ions. Experimental data from [49].
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FIGURE 6.2: Bulk conductivity calculated using the modified method vs electrolyte
state of charge. The starting concentrations are 0.7 mol dm-3 Pb2+ and 1.0 mol dm-3 H+.

6.3 Summary

An improved method for calculating conductivity from electrolyte concentration, which

is novel in its application to the SLFB, is presented. This method calculates the conduc-

tivity of the SLFB electrolyte with a significantly closer fit to experimental measurements

than any previously used methods, with an increase in R2 from 0.189 to 0.985. It shows

that while there is a complex relationship between electrolyte species concentration

and conductivity, over the operating range of the SLFB, the average conductivity of the

electrolyte varies approximately linearly with electrolyte state of charge. The improved

method of calculating conductivity allows for the development of novel modelling

approaches which require accurate electrolyte conductivity values. This is essential in

the development of the divided SLFB model, described in Chapter 7 and gives a greater

degree of confidence in the design suggestions provided for three dimensional RVC

electrodes described in Chapter 8.
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Chapter 7

Modelling the divided soluble lead

flow battery

The soluble lead flow battery is able to operate in an undivided manner with only

a single electrolyte. This negates the need for electrolyte balancing and means only

a single pump and flow circuit are required, reducing the complexity of the battery.

Despite the advantages of a single electrolyte and simplified reaction chamber, dividing

the cell can be advantageous and can mitigate some of the issues with SLFBs. First

Wallis and Wills [78] increased the cycle life of the SLFB in a static electrolyte cell by

including a membrane, then Krishna et al. [86] showed dividing the cell with either a

simple porous separator or with an ion-exchange membrane also improved the cycle life

in a flow battery. In this configuration, the separator acts as a physical barrier to prevent

failure by electrical shorting of uneven deposit growths and, when an ion exchange

membrane is used, electrode specific additives may be included in the electrolytes.

Several studies have modelled the SLFB [152, 155–160]. However, all these studies

model the SLFB in an undivided configuration. There is, however, extensive modelling

of ion-exchange membranes in other flow batteries, such as the vanadium redox flow

battery [111, 115, 178]. In this chapter, a model for a divided SLFB is developed and

validated using experimental results from the literature [86].

Two variants of the model are used. The first is a simple one-dimensional, steady-state

model used to validate the potential drop measured across the membrane and to quickly

screen a wide range of parameters for porous separators, anion and cation exchange



126 Chapter 7. Modelling the divided soluble lead flow battery

membranes. This model consistes of three domains: a membrane/separator domain

dividing two electrolyte domains.

The second variant implements a membrane domain within a two-dimensional transient

model. This model also consists of two electrolyte domains and a membrane/separator

domain.

7.1 Membrane

The membrane domain is a porous medium, so the effective diffusion coefficient is lower

than in the free electrolyte. Using the Bruggeman correlation the effective diffusion

coefficients can be calculated from the porosity, ε:

Di,e f f = ε1.5Di (7.1)

um,i,e f f = ε1.5um,i (7.2)

Where Di,e f f is the effective diffusion coefficient. Where Di,e f f is used to calculate

mobility, um,i becomes um,i,e f f . In the ion exchange membrane, it is assumed there is a

negligible flow. The Nernst-Planck equation therefore becomes:

Ni = −Di,e f f∇ci − zium,i,e f f Fci∇φ (7.3)

7.2 Two-dimensional model

The two-dimensional, transient model also includes Navier-Stokes and Continuity

equations to describe the flow of electrolyte and a transient term to describe the flux of

ions in all domains.

ρ
∂u
∂t

+ ρ(u · ∇)u = ∇ · [−p + µ∇u] (7.4)

∇ · u = 0 (7.5)
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Where ρ is the electrolyte density, u is its velocity, t is time, p is the pressure and µ is the

electrolyte viscosity.
∂ci

∂t
= −∇ ·Ni (7.6)

By using this method for calculating mobility in both the electrolyte and the membrane,

it is possible to calculate the potential drop across the membrane.

During simulations in the two-dimensional model, the cell was cycled by charging for 1

hour and fully discharging for two cycles with each step separated by a rest of 120 s.

7.3 Parameters

Default values for parameters used in the simulations in this chapter are highlighted in

Table 7.1. The majority of these values are used to match experimental work by Krishna

et al. [49].

TABLE 7.1: Default values for parameters used in the simulations of the divided soluble
lead flow battery

Symbol Parameter Value

iapp Applied current density 171 mA cm-2

εNa f ion Nafion 115 porosity 0.12
εFAP450 FAP-450 porosity 0.2
εFF60 FF60 porosity 0.5

c f ix,Na f ion Nafion 115 fixed charge distribution 115 C cm-3

c f ix,FAP450 FAP-450 fixed charge distribution 165 C cm-3

dNa f ion Nafion 115 membrane thickness 100 µm
dFAP450 FAP-450 membrane thickness 50 µm
dFF60 FF60 separator thickness 650 µm
DPbI I 7× 10−10 m2 s-1

DH 9.3× 10−9 m2 s-1

DCH3SO3 1.33× 10−9 m2 s-1

d Separator/Membrane thickness 100 µm

7.4 Microporous separator

In the SLFB, microporous separators are simple physical barriers to prevent shorting

across the cell via deposit growth. Intuitively, the potential drop across these separators
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will decrease with decreased thickness and increased porosity. Hence an optimisation

based on potential drop alone will suggest a fully porous separator with zero thickness.

However, the simulated increased potential drop with the addition of separators with

varying thickness and porosity is presented at a range of simulated current densities to

aid with making informed design decisions.

The simulated potential drop across the separator is determined by three main factors:

the conductivity of the electrolyte, which is linked to the concentration of species in the

electrolyte as described in Chapter 6, the porosity of the membrane, and its thickness.

The methods for simulating anion-exchange membranes is validated against data from

[86]. Figure 7.1 shows this experimental data with two simulation techniques: first

measuring the potential drop across the membrane boundaries directly and secondly by

simulating the experimental technique used, by measuring the difference across 2 mm

either side of the membrane and subtracting the potential difference across the same

region with no membrane present.

There is a significant difference between the two simulated techniques, with the direct

measurement showing an increased potential drop of approximately 50 %. This is

mainly due to the thickness of the separator (0.65 mm). The experimental technique

subtracts the potential drop caused by the electrolyte that would occupy the thickness

of the separator. However, the experimental values are entirely within the bounds of the

two simulated methods.

In this section, the one-dimensional model is used to simulate the porous separator

performance. In the remainder of the chapter, in the figures, the SoC is denoted by the

[Pb2+] at that SoC. The starting conditions are 700 mol m-3 Pb2+ and 1000 mol m-3 H+.

The concentrations at each simulated SoC are described in Table 7.2.

TABLE 7.2: Concentrations at simulated states of charge.

[Pb2+]/ mol m3 [H+]/ mol m3 [CH3SO3
-]/ mol m3

1 2398 2400
230 1940 2400
460 1480 2400
700 1000 2400

In this model, the porosity is linked to the transport parameters (diffusion coefficient and

mobility) in the separator by the Bruggeman equation, Equation 7.1. As expected this
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FIGURE 7.1: Experimental (red dashed line) and simulated potential drop mimicking
the experimental technique (black solid line) an simulated potential drop measured
directly (black dotted line) across an FF60 microporous separator. A current density of

171 mA cm-2 is used. Experimental data from [86].

gives an exponential relationship between potential drop and porosity, see Figure 7.2.

With varying porosity, the potential drop ranges from ∞ at zero porosity to close to

no potential drop at a porosity of 1 (a non-zero value would be presented because

the electrolyte that occupies the thickness of the separator still has a resistance). The

difference in simulated potential drop across the membrane due to SoC (i.e. at fixed

porosity) is approximately linear, as expected extrapolating from Figure 6.2. However,

the gradient of this linear relationship is larger at lower porosities due to the increased

tortuosity. The transport parameters in the separator may be determined by other factors,

such as pore size or tortuosity. However, these factors are not considered in this simple

model.

Varying the thickness of the separator gives a linear relationship with simulated potential

drop which follows Ohm’s Law, see Figure 7.3. In a completely charged state ([Pb2+] =

1 mol m-3), the simulated potential drop varies from 30 mV with a thickness of 0.25 mm to

over 150 mV at a thickness of 1.25 mm. In a fully discharged state ([Pb2+] = 700 mol m-3),

the potential drop ranges from 56 mV to over 280 mV. This is a significant potential drop.
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FIGURE 7.2: Simulated potential drop across a porous separator with varied porosity at
different simulated electrolyte states of charge: [Pb2+]=1 mol m-3 & [H+] = 2398 mol m-3

(black solid line), [Pb2+] = 230 mol m-3 & [H+] = 1940 mol m-3 (red dashed line), [Pb2+]
= 460 mol m-3 & [H+] = 1480 mol m-3 (blue dotted line) and [Pb2+] = 700 mol m-3 & [H+]

= 1000 mol m-3 (green dot-dashed line).

Even assuming infinitely fast kinetics and no other resistive losses, only accounting

for losses due to the separator for a battery with an open circuit potential of 1.7 V, the

voltage efficiency would be 72 %.

Given the potential drop across the separator follows these two simple laws, a porous

separator can be modelled as a resistive domain, with the conductivity calculated

from the porosity and the electrolyte concentrations at the boundaries. Flux across the

membrane can be implemented as boundary conditions for the electrolyte domains on

either side of the separator. These boundary conditions require one ion to have a fixed

concentration within the separator. However, the CH3SO3
- ion concentration is constant

across the domain and at all simulated states of charge. Therefore, a constant counter ion

concentration is a reasonable assumption. Using this method requires fewer elements in

the separator, so will reduce the computational effort required to solve.
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FIGURE 7.3: Simulated potential drop across a porous separator with varied thickness at
different simulated electrolyte states of charge: [Pb2+] = 1 mol m-3 & [H+] = 2398 mol m-3

(black solid line), [Pb2+] = 230 mol m-3 & [H+] = 1940 mol m-3 (red dashed line), [Pb2+]
= 460 mol m-3 & [H+] = 1480 mol m-3 (blue dotted line) and [Pb2+] = 700 mol m-3 & [H+]

= 1000 mol m-3 (green dot-dashed line).

7.5 Anion-exchange membrane

An anion exchange membrane (AEM) is one which allows negatively charged anions to

pass through, while inhibiting the movement of positive cations. Physically, AEMs are

formed of polymer chains with covalently bound positively charged chemical groups

[147]. An AEM is modelled as a porous domain with a fixed positive charge distributed

throughout the domain. In this section, the effects of applied current density, membrane

porosity and distribution of the fixed positive charge are simulated using a 1D model.

Again, the model is validated against data from [86]. Figure 7.4 shows the experimental

data with the same two simulation techniques described in Section 7.4. In this case the

simulated values are far closer together than for the porous separator. This is in part due

to the thickness of the membrane (here, just 0.05 mm) and partly due to the difference in

concentration in the non-membrane domains, with increases in both [H+] and [Pb2+] on

the positive side of the membrane decreases in both on the negative side.
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FIGURE 7.4: Experimental (red dashed line) and simulated potential drop mimicking
the experimental technique (black solid line) an simulated potential drop measured
directly (black dotted line) across an FAP-450 anion-exchange membrane. A current

density of 171 mA cm-2 is used. Experimental data from [86].

The following sections describe the effect of varying the current density, membrane

porosity and fixed charge distribution on the performance of an anion-exchange mem-

brane simulated using the one-dimensional model. The default values for these parame-

ters are included in Table 7.3.

TABLE 7.3: Default values of parameters used in for simulating an anion exchange
membrane.

Parameter Value Units

Current density, i 171 mA cm-2

Membrane porosity, ε 0.12 -
Fixed charge distribution, C f ix 115 C cm-3

The potential drop across ion-exchange membranes is primarily determined by two

factors: the ohmic resistance or conductivity of the material and the Donnan potentials,

the potential difference due to a sharp change in ion concentrations at the membrane

boundaries, see Section 4.2.4. The methods of calculating the conductivity of the mem-

branes are similar to that of the simple porous separator. However, because of the fixed
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charge in the membrane, calculating the mobile ion concentrations is more complex than

using those at the electrolyte boundaries.

7.5.1 Effect of current density

Applied current density was varied from 10 mA cm-2 to 210 mA cm-2 at four different

simulated states of charge of the electrolyte as described in Table 7.2.

As is shown in Figure 7.5, the simulated potential drop across the membrane increases

linearly with current density at all concentrations. Therefore, with a constant concentra-

tion, the simulated anion exchange membranes have a constant resistance over a range

of current densities. This suggests either Donnan potentials are very small compared to

the ohmic drop across the membrane or they are equal on either side of the membrane.
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FIGURE 7.5: Simulated potential drop across an anion-exchange membrane with varied
current density at different simulated electrolyte states of charge: [Pb2+] = 1 mol m-3 &
[H+] = 2398 mol m-3 (black solid line), [Pb2+] = 230 mol m-3 & [H+] = 1940 mol m-3 (red
dashed line), [Pb2+] = 460 mol m-3 & [H+] = 1480 mol m-3 (blue dotted line) and [Pb2+]

= 700 mol m-3 & [H+] = 1000 mol m-3 (green dot-dashed line).

To put these values into context, at 100 mA cm-2, the potential drop across the electrolyte

with an interelectrode gap of 1 cm is 375 mV at 0.7 mol dm-3 Pb2+ and 1.0 mol dm-3

H+. At 20 mA cm-2, but otherwise the same conditions, a 72 mV drop is expected.
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The membrane in the model here adds an extra 93 mV at 100 mA cm-2 and 18 mV at

20 mA cm-2, approximately a 25 % increase. At 20 mA cm-2, a typical charging potential

might be 2.0 V and a discharge potential of 1.6 V, providing an 80 % voltage efficiency.

With the extra 18 mV potential drop (charging at 2.018 V and discharging at 1.582 V) the

simulated voltage efficiency drops to 78 %.

7.5.2 Effect of porosity

The effect of porosity on potential drop across the membrane is determined by the effec-

tive diffusion parameters within the membrane. Here, the relationship is determined by

the Bruggeman equation, see Equation 7.1.

As expected, the simulated potential drop decays exponentially with increasing porosity.

At 5 % porosity, the potential drop is large, between 300 and 600 mV. However, this

drops to below 100 mV by 20 % porosity, and by 60 % porosity, the potential drop is

below 20 mV. At this point there is only a small impact on the total potential drop across

the cell. Again, there is no obvious deviation from the exponential fit defined by the

Bruggeman equation, so simulated Donnan potentials must remain small.
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FIGURE 7.6: Simulated potential drop across an anion-exchange membrane with varied
membrane porosity at different simulated electrolyte states of charge: [Pb2+] = 1 mol m-3

& [H+] = 2398 mol m-3 (black solid line), [Pb2+] = 230 mol m-3 & [H+] = 1940 mol m-3

(red dashed line), [Pb2+] = 460 mol m-3 & [H+] = 1480 mol m-3 (blue dotted line) and
[Pb2+] = 700 mol m-3 & [H+] = 1000 mol m-3 (green dot-dashed line).
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7.5.3 Effect of charge distribution

The fixed charge distributed in the anion exchange membrane is positive. With an in-

creasing charge concentration, there is an increase in potential drop across the modelled

anion exchange membrane, see Figure 7.7. However, this increase is modest. For a ten

fold increase in fixed charge concentration, there is less than 10 mV (∼10 %) increase in

potential drop at high SoC and 3 mV (∼2 %) at high SoC. This appears small. However,

it can be explained by the high concentrations of ions in the electrolyte compared to the

charge concentration combined with the roughly equal electrolyte concentrations on

either side of the membrane. There are, therefore, no significant Donnan potentials and

so a negligible difference in simulated potential drop with varying charge concentration.
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FIGURE 7.7: Simulated potential drop across an anion-exchange membrane with varied
fixed charge concentration at different simulated electrolyte states of charge: [Pb2+]
= 1 mol m-3 & [H+] = 2398 mol m-3 (black solid line), [Pb2+] = 230 mol m-3 & [H+] =
1940 mol m-3 (red dashed line), [Pb2+] = 460 mol m-3 & [H+] = 1480 mol m-3 (blue dotted

line) and [Pb2+] = 700 mol m-3 & [H+] = 1000 mol m-3 (green dot-dashed line).
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7.6 Cation-exchange membrane

For validating the cation-exchange membrane, a Nafion 115 ion exchange membrane,

was chosen. Figure 7.8 shows the experimental results gathered by Krishna et al. [86],

and the results from the same two simulation techniques described in Section 7.4 for this

membrane. The potential drop of this membrane is much higher than that of the AEM

ranging between 50-200 mV. However, the membrane is much thicker (0.1 mm) and it is

less porous. The fit with experimental data is reasonable. Differences are likely to arise

because Nafion 115 is also selective based on ion size. This is not included in this model.

FIGURE 7.8: Experimental (red dashed line) and simulated potential drop mimick-
ing the experimental technique (black solid line) an simulated potential drop mea-
sured directly (black dotted line) across a Nafion 115 membrane. A current density of

171 mA cm-2 is used. Experimental data from [86].

The simulated potential distribution across a membrane domain and an electrolyte

domain which extends 2 mm to either side of the membrane, displayed in Figure 7.9,

show the majority of the potential drop across the membrane is due to the resistance

of the membrane. While there are clearly Donnan potentials present in the simulation

(vertical changes in potential at the boundaries X = 0.002 m & X = 0.0021 m), they are

much smaller than the overall drop across the membrane. Because these potentials are

related to the logarithm of the ratio of concentrations across the membrane boundary,
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see Equation 4.40, and the fixed concentration within the membrane is of the same order

as the electrolyte concentrations, the Donnan potentials at each boundary are small.

Furthermore, because the added potential drop is the difference between the Donnan

potentials, if there is little difference in concentration on either side of the membrane,

the added potential drop will be further reduced.

FIGURE 7.9: Simulated electrolyte potential using a reference of 0 V at the maximum
value for X. Values for electrolyte simulating 100 % (solid black line), 66 % (red short
dashed line), 33 % (green dashed line) and 0 % (blue long dashed line) Pb2+ utilisation

are included.

7.6.1 Effect of current density

A very similar relationship is seen for simulated potential drop against current density

with the cation-exchange membrane and the anion exchange membrane, see Figure 7.10.

Again a linear relationship suggests the membrane closely aligns with Ohm’s Law.

However, the electrolyte concentration has a greater effect on the cation exchange

membrane, with an increased potential drop at low states of charge ([Pb2+] = 700 mol m-3)

and a decreased drop at high states of charge ([Pb2+] = 1 mol m-3) in the simulation when

compared to the anion exchange membrane. This is logical. As the cation exchange

membrane allows cations to pass across more readily, in this case more H+ and Pb2+
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than the counter ion, as the proportion of cations shifts to more H+ and fewer Pb2+ ions

and the H+ is more conductive the resistance of the membrane should decrease, as it

does. Conversely, as there is only a single counter ion, and the flow of cations is resisted

in an anion exchange membrane, the higher abundance of the more conductive H+ has

a smaller effect.
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FIGURE 7.10: Simulated potential drop across an cation-exchange membrane with
varied current density at different simulated electrolyte states of charge: [Pb2+] =
1 mol m-3 & [H+] = 2398 mol m-3 (black solid line), [Pb2+] = 230 mol m-3 & [H+] =
1940 mol m-3 (red dashed line), [Pb2+] = 460 mol m-3 & [H+] = 1480 mol m-3 (blue
dotted line) and [Pb2+] = 700 mol m-3 & [H+] = 1000 mol m-3 (green dot-dashed line).

7.6.2 Effect of porosity

The effect of porosity on the simulated potential drop across the membrane is again

very similar between the cation and anion exchange membrane, see Figure 7.11. The

spread of potential drop across the different simulated electrolyte concentrations is again

smaller in the cation exchange membrane. This is more noticeable at the high potential

drops of a low porosity membrane.
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FIGURE 7.11: Simulated potential drop across an anion-exchange membrane with
varied membrane porosity at different simulated electrolyte states of charge: [Pb2+]
= 1 mol m-3 & [H+] = 2398 mol m-3 (black solid line), [Pb2+] = 230 mol m-3 & [H+] =
1940 mol m-3 (red dashed line), [Pb2+] = 460 mol m-3 & [H+] = 1480 mol m-3 (blue dotted

line) and [Pb2+] = 700 mol m-3 & [H+] = 1000 mol m-3 (green dot-dashed line).

7.6.3 Effect of charge distribution

As the simulated concentration of the negative charge in the cation exchange membrane

increases, the potential drop increases at low SoC, but decreases at a high SoC. This

suggests the cation exchange membrane has an inhibiting effect on Pb2+ ions, while H+

ions are able to pass through the membrane in the model more easily at a higher charge

concentration. As the fixed negative charge concentration in the model increases, the

concentration of the free cations will increase to maintain electroneutrality. By looking at

Figure 6.1 in the previous chapter, it can be seen that with increasing Pb2+ concentration,

the conductivity decreases if the H+ is high enough. Yet, the conductivity increases with

increasing H+ concentration. Hence, if the cations increasing in concentration within

the membrane are mostly Pb2+, it follows that the conductivity of the membrane will

decrease leading to a higher potential drop. However if the cations are mostly H+, the

conductivity of the membrane will increase causing a lower potential drop.
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FIGURE 7.12: Simulated potential drop across an anion-exchange membrane with
varied fixed charge concentration at different simulated electrolyte states of charge:
[Pb2+] = 1 mol m-3 & [H+] = 2398 mol m-3 (black solid line), [Pb2+] = 230 mol m-3 & [H+]
= 1940 mol m-3 (red dashed line), [Pb2+] = 460 mol m-3 & [H+] = 1480 mol m-3 (blue
dotted line) and [Pb2+] = 700 mol m-3 & [H+] = 1000 mol m-3 (green dot-dashed line).

7.7 Additive crossover

One of the main advantages of using an ion exchange membrane in the SLFB is it

facilitates the use of electrode specific additives [5]. A perfect membrane would allow an

additive which is beneficial at one electrode but detrimental at the other by preventing

crossover of the additive. As membranes are not perfectly selective, here additives with

different charges, diffusion coefficients and concentrations are modelled to determine

the selectivity of membranes with different properties on these simulated additives.

There are a range of additives which have been tested in the SLFB [5, 85], the most

common of which are discussed in Section 2.4. At the negative electrode, levelling agents,

such as hexadecyltrimethyl ammonium hydroxide (HDTMA, CH3((CH2)15N(CH3)3)+)

and ligninsulfonate (long organic chain, single negative charge ion) are beneficial to

deposition of Pb. However, ligninsulfonate, in particular, is oxidised at the positive

electrode which reduced coulombic efficiency of the battery and removes the beneficial

additive from the electrolyte. Pletcher at al. have conducted preliminary tests on 35
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additives for the negative electrode [79]. The mechanisms for the benefit of each is

not discussed. However, additives such as benzethonium hydroxide, glycolic acid

ethoxylate 4-nonylphenyl ether and Tyloxapol™ were shown to produce excellent Pb

deposits but the effects on the positive electrode were not discussed and the additives

have not been further discussed in the literature. This highlights the possibility of many

potentially beneficial additives for use in the SLFB.

At the positive electrode, slow kinetics can be improved with a catalyst additive. Bismuth

(Bi3+) has been shown to improve kinetics at the positive electrode [78, 88]. However, it

is preferentially deposited before Pb at the negative electrode.

The work in this section is intended to aid in choosing a suitable membrane for testing

potential additives while while limiting crossover.

Table 7.4 shows the default values of parameters used in these simulations unless

otherwise stated. The default additive valence was nominally chosen to be +1, while the

diffusion coefficient was chosen as a value similar to that of Bi3+ [179–181] (a common

SLFB additive), Pb2+ and CH3SO3
-. A typical additive concentration was chosen [79, 85]

and the fixed charge concentration fitted against validation data for Nafion 115 was

used as the default, see Section 7.5.

To provide some context of the fluxes described in this section, at a continuous flux

of 1× 10−5 mol m-2 s-1 an additive with a concentration of 5 mmol dm-3 in 1 dm3 of

electrolyte would take just 7 hours for the concentration to be equal on both sides of the

membrane. Accordingly a flux of 1× 10−9 would take 70000 hours.

TABLE 7.4: Default values of parameters used in for simulating additive crossover in a
membrane divided SLFB.

Parameter Value Units

Additive Valence, zadd +1 -
Additive diffusion coefficient, Dadd 1× 10−9 m2 s-1

Additive concentration, cadd 5 mmol dm-3

Membrane charge distribution, C f ix +115 C cm-3

Current density, i 171 mA cm-2
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7.7.1 Effect of additive valence

In the model, the valence of the additive was varied between -3 and +3 and the flux of

the additive was measured at the membrane boundary. The additive crossover flux was

simulated for cases with the additive present on either side of the cell.

The case with the additive on the positive side of the cell is shown in Figure 7.13 (A).

In this case the membrane was significantly more effective when the additive had a

negative charge.

When the additive is applied to the negative side of the cell, a similar profile is seen,

but with the modelled membrane being most effective when the additive has a positive

charge. However, as shown in Figure 7.13 (B), while the shape is similar the flux is

almost doubled.

It should be noted that when referring to the positive or negative side of the cell, this is

with respect to the simulated electrolyte potential. So, during charge, the more positive

electrolyte potential is next to the positive electrode, while during discharge, the positive

electrolyte potential is next to the negative electrode. Hence, for any charged additive, it

will undergo a higher rate of flux during either charge or discharge depending on its

valence.

The large difference in simulated flux between a cation additive and an anion additive is

likely due to the effect of migration, with cations moving with a higher flux away from

the positive side of the cell and anions moving with a higher flux from the negative side

of the cell.

An anion exchange membrane was used in these simulations, hence the reduced flux

of the cation positive electrode additive compared to the flux of the anion negative

electrode additive.
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FIGURE 7.13: Simulated flux of additive through the membrane vs valence of the
additive ion at different simulated stated of charge: [Pb2+] = 1 mol m-3 & [H+] =
2398 mol m-3 (black solid line), [Pb2+] = 230 mol m-3 & [H+] = 1940 mol m-3 (red dashed
line), [Pb2+] = 460 mol m-3 & [H+] = 1480 mol m-3 (blue dotted line) and [Pb2+] =

700 mol m-3 & [H+] = 1000 mol m-3 (green dot-dashed line).
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7.7.2 Effect of additive diffusion coefficient

As there are many additives which have been or may be considered for use in the SLFB,

the effect of a wide range of diffusion coefficients is considered. For cases where the

diffusion coefficient is not varied, a value of 1× 10−9 m2s-1 was chosen. This is similar to

the value used for Pb2+ and CH3SO3
- in the simulations and is also roughly equivalent

to the diffusion coefficient of Bi3+ [179–181], an additive used at the positive electrode of

the SLFB [78, 85].

Figure 7.14 shows the effect of varying the diffusion coefficient of the modelled addi-

tive. Additives with a higher diffusion coefficient clearly have a higher flux across the

membrane, with a linear relationship in all cases presented.

When an anion additive is added to the electrolyte with a more negative potential, the

simulated flux also increases with lead concentration, Figure 7.14 (A). For a cation addi-

tive added to the more negative side of the modelled cell, the simulated flux decreases

with increased lead concentration , Figure 7.14 (B). When added to the electrolyte with a

more positive potential, the flux of an anion additive decreases with lead concentration,

Figure 7.14 (C), and the flux of a cation additive increases with lead concentration,

Figure 7.14 (D).
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FIGURE 7.14: Simulated flux of additive through the membrane vs diffusion coefficient
of the additive ion at different simulated stated of charge: [Pb2+] = 1 mol m-3 & [H+]
= 2398 mol m-3 (black solid line), [Pb2+] = 230 mol m-3 & [H+] = 1940 mol m-3 (red
dashed line), [Pb2+] = 460 mol m-3 & [H+] = 1480 mol m-3 (blue dotted line) and [Pb2+]

= 700 mol m-3 & [H+] = 1000 mol m-3 (green dot-dashed line).

7.7.3 Effect of additive concentration

Additive concentrations are generally in the region of mmol dm-3 [79, 85]. Higher

additive concentrations may have a beneficial effect on the deposit quality and cycle

life, but may decrease efficiency. Figure 7.15 shows that the flux across the membrane

increases linearly with a concentration of the additive for both anion and cation additives

and for additives on both sides of the cell.

The simulated additive concentration was varied from 5 to 50 mmol dm-3, the flux

of the additive across the membrane is shown in Figure 7.15. When added to the

electrolyte with a more positive potential, the flux of an anion additive decreases with

lead concentration, Figure 7.15 (A), and the flux of a cation additive increases with lead

concentration, Figure 7.15 (B) and when added to the electrolyte with a more positive
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potential, the flux of an anion additive decreases with lead concentration, Figure 7.15 (C),

and the flux of a cation additive increases with lead concentration, Figure 7.15 (D). This

corresponds to the scenarios shown in Figure 7.13.

While membranes are generally more selective for species at low concentrations [182],

the high overall concentration and low difference in concentration of the electrolyte

across the membrane and hence the low Donnan potentials result in a linearly increasing

relationship in the model with additive concentration.
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FIGURE 7.15: Simulated flux of additive through the membrane vs concentration of
the additive ion at different simulated states of charge: [Pb2+] = 1 mol m-3 & [H+]
= 2398 mol m-3 (black solid line), [Pb2+] = 230 mol m-3 & [H+] = 1940 mol m-3 (red
dashed line), [Pb2+] = 460 mol m-3 & [H+] = 1480 mol m-3 (blue dotted line) and [Pb2+]

= 700 mol m-3 & [H+] = 1000 mol m-3 (green dot-dashed line).

7.7.4 Effect of membrane charge distribution

The fixed charge in the modelled membrane has a significant impact on selectivity of

certain ions. When modelling a cation exchange membrane there is a negative fixed
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charge and in an anion exchange membrane there is a positive fixed charge. Figure 7.16

shows that while there is a significant difference in simulated flux depending on the

fixed charge concentration, the trend between flux and concentration is determined by

the position and charge of the ion with respect to the electrolyte potential.

When modelling a cation additive at the more negative electrolyte potential, Fig-

ure 7.16 (B) and an anion additive at the more positive electrolyte potential Figure 7.16 (C),

the additive flux is significantly lower when an anion exchange membrane is used. In

both, the simulated flux decreased with an increased lead concentration. The trend is

reversed when the ions are moved to the opposite electrolyte potential. However, the

difference in flux is less pronounced.

This suggests the motion of ions may be more closely linked to the movement of the

other ions across the membrane.
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FIGURE 7.16: Simulated flux of additive through the membrane vs fixed charge con-
centration in the membrane at different simulate states of charge: [Pb2+] = 1 mol m-3

& [H+] = 2398 mol m-3 (black solid line), [Pb2+] = 230 mol m-3 & [H+] = 1940 mol m-3

(red dashed line), [Pb2+] = 460 mol m-3 & [H+] = 1480 mol m-3 (blue dotted line) and
[Pb2+] = 700 mol m-3 & [H+] = 1000 mol m-3 (green dot-dashed line). A negative fixed
charge represents a cation exchange membrane and a positive fixed charge represents

an anion exchange membrane.

7.8 Divided cell two-dimensional model

Here the same membrane properties as those described for validating the cation-

exchange membrane as described in Section 7.6 are used. Data presented for charge and

discharge are taken during charge are at t = 3200 s and during discharge at t = 7200 s.

The two-dimensional model incorporates flow of electrolyte and uneven distribution

of current in the y-direction of the electrodes. Both these factors affect the concentra-

tion distribution. The mesh is fixed. Figure 7.17 shows the simulated concentration

across the width of the cell along a line between the midpoint of the height of the

electrodes. Duringa simulated charge, the Pb2+ concentration is even across the bulk
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of the electrolyte. However, in the closest 1.5 mm to both electrodes, as Pb2+ is con-

sumed in the electrode reactions, the concentration drops from ∼390 mol m-3 in the

bulk to ∼230 mol m-3 at the negative electrode surface and ∼180 mol m-3 at the positive

electrode surface. The simulated H+ concentration is also consistent in the bulk at

∼1620 mol m-3 and, increases in the nearest 1.5 mm to both electrodes. As H+ is a prod-

uct of the positive electrode reaction during charge, the increase in concentration to over

2000 mol m-3 is expected. At the negative electrode, there is an increase in concentration

to 1800 mol m-3, which maintains electroneutrality.

The simulated concentration of each species also varies on either side of the membrane,

leading to an increase in Donnan potential drop. This is exacerbated with an increase in

current density. The mesh selection and sensitivity study are described in Appendix C.

However, Figure 7.18, which shows the simulated potential distribution over a 2D

simulated flow cell when the cell is run at currents of 10, 20, 30 and 50 mA cm-2 shows

the simulated potential drop within the membrane, also increases. In the electrolyte

domain, the potential increases almost linearly with distance through the electrolyte.

At the boundary between the membrane and the electrolyte domains, however, there

are significant changes in the modelled electrolyte – as expected from the concentra-

tion profile. Table 7.5 displays the total potential difference across the membrane, the

potential difference due to Donnan potentials and the potential difference within the

membrane due to its conductivity in the simulation. This shows that the membrane

conductivity dominates the potential drop across the membrane both during charge

and discharge. However, as current density is increased in the simulation, the ratio of

membrane conductivity to Donnan drop decreases.
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Negative electrode Positive electrodeMembrane
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FIGURE 7.17: Simulated concentration profiles for each species, CH3SO3
- (black solid

line), H+ (red dotted line) and Pb2+ (blue dashed line), over the width of the cell with an
applied current density of 50 mA cm-2. A spike/trough in each of the species is seen in
the membrane. The negative electrode region is shaded in blue, the positive electrode

region is shaded in red and the membrane is shaded in grey.
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(B) Discharge

FIGURE 7.18: Simulated electrolyte potential distribution across the midpoint of the
cell at 10 mA cm-2 (solid black line), 20 mA cm-2 (dotted red line), 30 mA cm-2 (dashed
blue line), and 50 mA cm-2 (dot-dashed green line). The negative electrode region is
shaded in blue, the positive electrode region is shaded in red and the membrane is

shaded in grey.
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TABLE 7.5: Breakdown of potential drop across the membrane during charge and discharge. Current densities of 10, 20, 30 and 50 mA cm-2 are used.

Potential during charge (mV) Potential during discharge (mV)

Current Density
(mA cm-2)

Donnan (φD) Conductivity (φC) Ratio
(

φC
φD

)
Donnan (φD) Conductivity (φC) Ratio

(
φC
φD

)
10 0.0149 1.48 84 0.0230 2.04 89
20 0.0487 3.99 82 0.0473 4.02 85
30 0.0753 5.89 78 0.0728 5.94 82
50 0.131 9.34 71 0.134 9.79 73
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7.9 Summary

A one-dimensional model was used to screen a wide array of variables to simulate

porous separators and ion exchange membranes in a single cell SLFB. The potential drop

across each membrane was investigated and the selectivity of ion exchange membranes

for a range of hypothetical additives was simulated.

The simulated potential drop across ion exchange membranes was almost entirely at-

tributed to ohmic losses. Donnan potentials were present in the simulations, increasingly

so at higher current densities. However, these were two orders of magnitude smaller

than the ohmic drop across the membrane.

In the SLFB model, both anion and cation exchange membranes are more selective

against cation additives when they are added at the negative electrode and anion

additives when they are added at the positive electrode. Additive concentration had

very little effect on the time it takes for a given proportion of the additive to cross the

membrane in the simulations and ions with a low diffusion coefficient (and hence low

mobility) cross the membrane less easily.

The high overall concentrations of the electrolyte and hence low Donnan potentials at

the boundaries were found to reduce the selectivity of the ion exchange membranes to a

range of simulated additives.

Porous separators were found to be easily modelled using just porosity and the concen-

tration of the electrolyte species at the boundary. This technique was employed in the

model for the divided cells described in Chapter 8.
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Chapter 8

Image based modelling of porous

RVC electrodes

As the kinetics of the positive electrode reactions are far slower than the Pb2+/Pb

reaction at the negative electrode [82, 94], to achieve the best performance of the SLFB,

having a lower current density at the positive electrode than at the negative electrode is

advantageous. The obvious approach to this is to have a positive electrode with a larger

surface area than the negative electrode.

Several approaches to this problem have been discussed previously. Oury et al. suggest

using a 3D honeycomb flow through positive electrode arranged between two flat planar

negative electrodes [96, 157]. While Nandanwar and Kumar [152], suggest a concentric

arrangement of cylindrical electrodes with the annular electrolyte flow. The positive

electrode in this arrangement is the outer electrode and the negative the inner.

Both these approaches achieve a higher surface area at the positive electrode. However,

while both achieve improved performance when compared to standard planar electrodes,

when considering their arrangement into a stack neither approach is able to make use

of bipolar electrodes and hence do not make efficient use of materials or, in the case

of the concentric arrangement, space. Furthermore, increasing the surface area of both

electrodes is likely to be advantageous as the Pb morphology is also improved at lower

current densities [79].
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In the series of papers that introduced the SLFB, Pletcher et al. [95] introduced the use

of foam materials as three-dimensional electrodes. Using such materials adhered to

the surface of planar bipolar plates allows for customisation of electrode properties

(thickness, porosity, pore density, material) for each electrode while maintaining the use

of a bipolar stack.

Reticulated vitreous carbon (RVC) was one material highlighted for use in the SLFB.

Pletcher et al. described a battery using RVC at the positive electrode and nickel foam at

the positive electrode [95]. Both porous materials were adhered to a bipolar plate. While

nickel electrodes have been shown to dissolve into the electrolyte, causing negative

effects on the performance of the battery, RVC has received further use as an electrode

with lead compounds, particularly in the wastewater treatment industry. RVC has also

seen extensive use as an electrode material with other flow battery chemistries.

Chapter 5 assesses the effect of deposits at different states of charge on the SLFB with

flat planar electrodes. In this chapter, a similar approach is taken for the SLFB when 3D,

porous RVC electrodes are used. However, in this study, we employed a fixed geometry

because RVC electrodes can be modelled as a single porous domain with changing

porosity, tortuosity and permeability with state of charge. Previously published micro-

CT scans of RVC [183] are reanalysed using an open-source software, OpenImpala [184].

8.1 Initial conditions

Initial values for parameters used in the simulations are displayed in Table 8.1. Concen-

trations similar to those in the literature, [5], were chosen with corresponding values for

density and viscosity. The remaining initial values were selected to ensure consistency

with the boundary conditions. To ensure non-conflicting boundary and initial conditions,

several initial values were set to 0. The boundary conditions were then applied with a

smoothed Heaviside smoothing function, which uses a piecewise 5th degree polynomial

equation, applied over the first 1.5 s of the simulation.
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TABLE 8.1: Initial conditions used for modelling three dimensional electrodes

Variable Initial Value Unit

u 0 m s-1

v 0 m s-1

p 0 Pa
cPbI I0 700 mol m-3

cH0 1000 mol m-3

φl 0 V
φs 0 V

φs,+ 0 V
av,10 620 m-1

av,30 1400 m-1

av,45 1450 m-1

av,80 1700 m-1

av,100 1450 m-1

ε 0.97 -
µe0 1.6762 mPa s
ρe0 1.727 kg dm-3

8.2 Parameters

Values for parameters used in the simulations in this chapter are displayed in Table 8.2.
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TABLE 8.2: Parameters used for modelling three dimensional electrodes

Parameter Value Unit Reference

A 0.51 dm3 mol-1 Chapter 6
B 3.29 dm3 mol-1 Chapter 6
b1 3.52243 dm3 mol-1 Chapter 6
b2 0.94331 dm3 mol-1 Chapter 6
b3 0.18444 dm3 mol-1 Chapter 6

DPbI I 7× 10−10 m2 s-1 Chapter 5
DH 9.3× 10−9 m2 s-1 Chapter 5

DCH3SO3 1.33× 10−9 m2 s-1 Chapter 6
k0Pb 2.1× 10−7 m s-1 Chapter 5

k0PbO2 2.5× 10−7 m s-1 Chapter 5
k0b 4.5× 10−7 mol m-2 s-1 Chapter 5
k0 f 0.002 mol m-2 s-1 Chapter 5
K 11.25 -

ρPb 11.337 kg dm-3 [185]
ρPbO2 9.65 kg dm-3 [185]
ρPbO 9.53 kg dm-3 [185]
σPb 4.69× 106 S m-1 [186]

σPbO2 8000* S m-1 [187]
σRVC 330 S m-1 [183]

T 300 K
zPbI I 2 -
zH+ 1 -

zCH3SO−3
-1 -

*Approximated constant value based on a mixture of α- and β- phases.

8.3 Input data (computed tomography)

The raw CT data was obtained from work by Arenas et al. [183] which used a Nikon/X-

Tek XTH 225 instrument, with an isotropic resolution of 9.6 µm per voxel and a detector

size of 2000 x 2000 pixels. The data for scans of 20, 30, 45, 80 and 100 ppi(pores per inch)

was binarised and cropped into a cuboid domain.

For each grade of RVC, the morphology of the porous electrodes was virtually modi-

fied [188] by voxel dilation of the solid domain of the RVC CT dataset in the open-source

software ImageJ [189]. Each dataset was dilated by a single voxel and then further

dilated until the following specified total solid volume fractions were reached: 0.1, 0.2,

0.3, 0.5 and 0.8. Both the original and new dilated datasets were multiplied by 0.5. As

the data was 8-bit, this resulted in an pore (electrolyte) phase with a value of 0 and a

solid phase with a value of 127. The original dataset was then added to each of the
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(A) RVC only (B) 1 voxel dilation

(C) Dilated to εs ≈ 10 % (D) Dilated to εs ≈ 20 %

(E) Dilated to εs ≈ 30 % (F) Dilated to εs ≈ 50 %

(G) Dilated to εs ≈ 80 %

FIGURE 8.1: Images from CT data of 30 ppi RVC, thresholded into RVC and electrolyte,
with further voxel dilation to form artificial deposit phases. The original RVC dataset is
dilated by 1 voxel, then to a total solid volume fraction of 10 %, 20 %, 30 %, 50 % and

80 %. Pore space (electrolyte) is shown in black, RVC in grey and deposit in white.
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dilated datasets to achieve a three-phase segmented dataset with RVC holding a value

of 255, the artificial electrode deposit 127 and the electrolyte 0. A slice of each resulting

dataset for the 30 ppi grade of RVC is shown in Figure 8.1 with pore space shown in

black, RVC in grey and simulated deposit in white. For each dataset, a value for porosity

and tortuosity was obtained using the open-source software OpenImpala, [184]. Here,

tortuosity refers to effective tortuosity, not geodesic tortuosity [190]. A similar approach

has been used to design the microstructure of lithium ion electrodes [191].

The surface area for each dataset was calculated using the Surface area analysis in the

ImageJ plugin BoneJ [192]. This approximates the surface area of the dataset by creating

a surface mesh from the raster dataset and then calculates the surface area of the mesh.

There are a number of different techniques for approximating the surface area for

a porous domain with varying porosity. As with other aspects of porous domain

approximations, it is common to assume the domain consists of either solid spheres

or cylinders in an electrolyte matrix or vice versa. The best choice of approximate

geometry depends on the morphology of the porous domain being modelled. As

displayed graphically in Figure 8.2, while these approximations hold for certain ranges

of porosities, they fail to capture the surface area over the full range of 0 to 1.

Taking the simple example of a cylinder of electrolyte in a solid matrix, which is easily

visualised in 2D, the domain can be represented as an array of equally spaced cylinders

with radius r and distance between centres d. The specific surface area is then:

av =
2πr
d2 (8.1)

Porosity is:

ε =
πr2

d2 (8.2)

So, in terms of porosity, if d is fixed, specific surface area is:

av =
2
√

πε

d
(8.3)

Conversely if r is fixed instead:

av =
2ε

r
(8.4)
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Other methods include using a solid cylinder in an electrolyte matrix, with fixed d,

Equation 8.5:

av =
2
√

π(1− ε)

d
(8.5)

A solid cylinder in an electrolyte matrix, with fixed r, Equation 8.6:

av =
2(1− ε)

r
(8.6)

An electrolyte sphere in a solid matrix, with fixed d, Equation 8.7:

av =

3√
36πε2

d
(8.7)

An electrolyte sphere in a solid matrix, with fixed r, Equation 8.8:

av =
3ε

r
(8.8)

A solid sphere in an electrolyte matrix, with fixed d, Equation 8.9:

av =
3√36π(1− ε)2

d
(8.9)

A solid sphere in an electrolyte matrix, with fixed r, Equation 8.10:

av =
3(1− ε)

r
(8.10)

This approach gives a reasonable assumption for surface area if 2r < d. However, when

2r > d, this approach assumes av continues to increase with increasing r. In reality,

av decreases. Figure 8.2 shows how specific surface area varies with porosity for all

combinations of the following relationships: fixed distance between particle centres

fixed particle size varied distance between particles, solid particles in a liquid matrix,

liquid particles in a solid matrix, cylindrical particles and spherical particles.

With a fixed r, the surface area varies linearly with porosity with liquid volumes in a

solid matrix increasing with increasing porosity and solid volumes in a liquid matrix
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decreasing with increasing porosity, spheres give a steeper gradient for the same radius

in both cases. This method may be appropriate if modelling a system with only a small

change in porosity close to either 0 (using liquid volumes in a solid matrix) or 1 (using

solid volumes in a liquid matrix). However, over a large range or using a porosity close

to 0.5, this method cannot give a consistently good approximation.

With a fixed d, liquid volumes in a solid matrix still increase with increasing porosity

and vice versa for solid volumes in a liquid matrix. However, clearly from Equation 8.7,

Equation 8.3, Equation 8.9 and Equation 8.5, the relationship is no longer linear. This

approach will yield a better match for a larger range of porosities. However, each case

would only be applicable for at most half the porosity range with 0 to 0.5 using liquid

volumes in a solid matrix and 0.5 to 1 using solid volumes in a liquid matrix. It would

therefore be possible to produce a two case method changing the matrix from liquid to

solid at a porosity of 0.5 to give a reasonable approximation.
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(B) Fixed d = 0.04 cm

FIGURE 8.2: A comparison of different methods for estimating a porous electrode
surface area: A solid sphere in a liquid matrix (blue dot-dot-dashed line), a liquid
sphere in a solid matrix (red dashed line), a solid cylinder in a liquid matrix (green
dotted line), a liquid cylinder in a solid matrix (dark blue dot dashed line) and a CT

estimate based on a scan of 80 ppi RVC (black solid line).
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8.4 Results and Discussion

The COMSOL model described in Chapter 4 is configured for for the domains shown in

Figure 8.3. Figure 1.5 (A) shows the undivided configuration which consists of three

domains, a porous positive electrode, a free electrolyte domain and a porous negative

electrode. The electrolyte flows in the y-direction from bottom to top. Figure 8.3 (B)

shows the divided configuration. This is the same as the undivided configuration but

with the free electrolyte domain replaced by a microporous separator domain.

8.4.1 Undivided cell

Initially, the cell in the model was set up with 3 mm RVC domains at the positive and

negative electrodes, separated by a 6 mm electrolyte domain. The total gap between

current collectors was 12 mm. For each grade of RVC described, an applied current

density of 20, 30 and 50 mA cm-2 was applied to the model at the positive current

collector boundary for a duration of 1 hour. A discharge step was then simulated with

the same applied current density until the cell voltage dropped to 1.3 V.

(A) Undivided with free electrolyte domain. (B) Divided by a microporous separator.

FIGURE 8.3: Schematic showing the geometries used to model the SLFB with porous
electrodes.
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A value of 1.3 V was chosen as the discharge cut-off voltage because, after this point,

the cell potential drops very sharply. While a lower cut-off voltage does not change the

discharge time significantly, it added a significant amount of computational time due to

the very short time-stepping required to calculate the period of rapid potential change.

For brevity, general trends from the simulation results are discussed using the 10 ppi

case as a representative example. Other grades of RVC are included where relevant

comparisons are made.

PositiveFree electrolyte

FIGURE 8.4: Simulated velocity profile across the mid-height of the electrodes of
the undivided cell using 10 ppi RVC and an applied current density of 20 mA cm-2

at time=50 s(solid black line), time=3600 s (red dashed line) and time=7320 s (blue
dotted line). The negative (left, blue) and positive (right, red) electrodes domains are

highlighted.

Figure 8.4 shows the velocity profile across the modelled cell, where the 0-3 mm corre-

sponds to the negative electrode domain, 3-9 mm corresponds to the electrolyte domain

and 8-12 mm corresponds to the positive electrode domain. The three simulated velocity

profiles shown correspond to just after the start of the first charge (t = 50 s), the end of

the first charge period (t = 3600 s) and the end of the first discharge period (t = 7320 s). In

this configuration, as seen in Figure 8.4, the simulated electrolyte velocity is considerably

lower in the porous electrode domains than in the free electrolyte domain, even at initial

conditions and for the RVC grade with the largest pore size (10 ppi). It can be seen
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that by the end of the first simulated charge period, the velocity within both positive

and negative electrode domains decreases, corresponding to the increase in tortuosity

caused by the build-up of deposits. By the end of the first simulated discharge period,

the velocity profile in the negative electrode domain is broadly similar to that of the

starting state, while the velocity in the positive electrode domain remains lower than

the starting state, indicating a build-up of insoluble leady oxides. Figure 8.4 shows

that after the first charge period applied to the model, when the velocity distribution

changes by a similar magnitude, the velocity in the positive electrode domain remains

very low during the remaining cycles, irrespective of SoC. However, in the negative

electrode domain, the velocity alternates between its initial value and a lower rate at the

end of discharge. This is due to the side reaction at the positive electrode meaning solid

PbO remains even after discharge. Therefore, the permeability of the positive electrode

domain remains higher than that of the negative electrode domain, which returns to

close to its initial value after discharge. The peak velocity in the middle of the electrolyte

domain increases as deposits are built up within the electrodes during the simulation.

More electrolyte is forced through the lower resistance, free electrolyte domain.

The simulated current density in the porous electrode domains varied spatially in both

x and y directions. Figure 8.5 shows the simulated current distribution in the x-direction

at regular intervals during each charge and discharge. The first charge is from 0-3600

s, the first discharge from 3720-7320 s, the second charge from 7440-10740 s and the

second discharge from 11160-14760 s. For each grade of RVC and at all simulated current

densities, the current was initially highest near the current collector boundaries. As

the model was charged, the current density became more evenly distributed in the

x-direction.

In this configuration, the current density was highest at the bottom of both electrode

domains, near the inlet throughout both charge and discharge. Figure 8.6 shows the

current distribution in the y-direction at the midpoint of both porous electrode domains.

There was a substantial (between 12 and 55 mA cm−3 increase in simulated current

density in both electrodes in the closest 1 cm to the inlet.

As such, with continued charging in the simulation, the higher rate of deposition reduced

the porosity near the inlet. The electrolyte flow was therefore further diverted around

the electrode domains. As shown in Figure 8.7, which shows the simulated electrolyte
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PositiveNegative

(A) Charge 1

Negative Positive

(B) Discharge 1

PositiveNegative

(C) Charge 2

PositiveNegative

(D) Discharge 2

FIGURE 8.5: Simulated current distribution in the x-direction at the mid height of the
electrodes for the undivided configuration of the 10 ppi electrodes with an applied cur-
rent density of 20 mA cm-2. The negative (left, blue) and positive (right, red) electrodes

domains are highlighted.

velocity distribution in the y-direction with the midpoints of both electrode domains, the

electrolyte velocity distribution is uneven in the y-direction as the charge cycle continues.

Throughout cycling, the simulated electrolyte velocity decreases sharply in the first

few cm of the electrodes. By the end of the first charge, the flow in the top 6 cm of both

electrode domains drops to below 2 mm s-1, less than 10 % of the bulk velocity. Figure 8.8

shows the simulated concentration distribution after 3550 s, shortly before the end of the

first charge of the simulation. Here it is seen that with the reduced electrolyte flow, the

Pb2+ concentration within the electrode domains was not readily replenished. Near the

outlet, the Pb2+ concentration in both electrode domainss drops to below 0.1 mol dm-3.

Figure 8.9 shows the concentration distribution across the model at the midpoint of

the electrode domains at varying times and current densities for each RVC grade. At

higher rates of charge and grades of RVC with a larger number of pores, the simulated

concentration gradients are larger and for all models at 50 mA cm-2 near end of charge,
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(A) Negative electrode

(B) Positive electrode

FIGURE 8.6: Simulated current distribution in the y-direction taken as a slice at the
midpoint of the electrode domains for the 10 ppi electrodes. y=0 is at the inlet at the
bottom of the cell. In both electrodes there is a significantly increased current density in
the first 1 cm of the domain. Current density varies with time as the current is not even

in the x-direction.
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(A) Negative electrode

(B) Positive electrode

FIGURE 8.7: Simulated velocity distribution in the y-direction at the midpoint of the 10
ppi electrodes. The velocity begins at over 1 cm s-1 near the inlet in both electrodes, but
rapidly reduces with increased distance from the inlet. The change in velocity levels off
after approximately 4 cm and remains relatively constant between 1.5 and 3 mm s-1 in

both electrodes.



170 Chapter 8. Image based modelling of porous RVC electrodes

the Pb2+ concentration drops to below 0.1 mol dm-3 compared to a bulk concentration of

0.22 mol dm-3, see Figure 8.5. This indicates that the flow of electrolyte and diffusion

of Pb2+ is inadequate to maintain a high current within the electrodes near the current

collector boundary when lead utilisation in the bulk electrolyte is high. The reduced

Pb2+ concentration leads to a higher overpotential required to maintain a current density

and hence in areas with a lower Pb2+ concentration, the simulated current density is

decreased. A higher current density is therefore seen close to the boundary with the bulk

electrolyte domain. In physical cells, this may lead to Pb being deposited at the interface

between the porous electrode domain and the electrolyte domain, as is described by

Iacovangelo and Will during zinc deposition on porous carbon electrodes [193], negating

the advantage of a lower local current density from a porous electrode.
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(A) Charge 1 (B) Discharge 1

(C) Charge 2 (D) Discharge 2

FIGURE 8.8: Simulated Pb2+ concentration distribution near the end of the first charge
for the 50 mA cm-2 cell using 10 ppi electrodes. The entire simulated domain (x-y plane)

is shown. Red shows a higher concentration and blue shows a low concentration.
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Positive

(A) Charge 1 (B) Discharge 1

(C) Charge 2

Negative Positive

(D) Discharge 2

FIGURE 8.9: Simulated distribution of Pb2+ concentration in the x-direction at the mid
height of the electrodes for the undivided configuration of the 10 ppi electrodes with
an applied current density of 20 mA cm-2. The negative (left, blue) and positive (right,

red) electrodes domains are highlighted.

8.4.2 Divided cell

To encourage a higher flow within the electrode domains and to overcome this reduction

in Pb2+ concentration, the free electrolyte domain was removed from the model. Clearly,

the electrodes cannot be touching, and in a real cell, dendrites are common and can

grow between the electrodes [5]. Hence, a non-conducting porous separator domain

was placed between the electrode domains to prevent short circuiting, but to allow the

transfer of ions. Polyethylene microporous separators are commonly used in Zn-Br

RFBs [194].

The same 1 hour charge cycle was applied to this divided model, with 20, 30 and

50 mA cm-2 applied to each grade of RVC. Figure 8.11 shows the current distribution in

the x-direction for the divided model. The distribution of current within the electrode

domains is very similar to that in the undivided model. The simulated current density
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starts off highest closest to the current collector at the start of charge. By the end of the

1 hour charge step in the simulation, while there is a slight increase in current at the

outer edge of both electrode domains, the current distribution is far more even. The

current density near the inlet is also substantially less pronounced. The current density

averaged across the inlet is approximately 71 mA cm-3 at the positive electrode and

69 mA cm-3 in the negative electrode, compared to the average in the electrode domains

of 67 mA cm-3. Figure 8.10 shows that while there is some variation in simulated current

density vs y, which is to be expected due to the increased concentration overpotential

with increased distance from the inlet, there is not the sharp increase near the inlet as

seen with the undivided model.

As the electrolyte is forced through the electrode domains, the concentration of soluble

species remains far more constant. There is also a virtually flat concentration profile in

the x-direction other than close to the separator boundary. These effects are in agreement

with work by Masliy et al. who describe the expected current density distribution for a

generalised redox reaction in porous electrodes [195]. In the negative electrode domain,

there is a decrease in both Pb2+ and H+ concentration as the separator boundary is

approached during charge, while in the positive electrode domain the concentration of

both species increases. The opposite is true during discharge.

Comparing different grades of RVC in Figure 8.13, there is little difference in the current

distribution of the divided models. However, in general, the grades of RVC with a larger

pore size gave a more even simulated current distribution in the x-direction. During

the charge step of the simulations, the current distribution initially changes rapidly.

However, with further charging, the simulated current distribution stabilises. When the

model is run at 20 mA cm-2, this occurs after approximately 2700 s, at 30 mA cm-2 by

2100 s, and at 50 mA cm-2 by 1500 s. At 50 mA cm-2, this stable current distribution varies

from circa 0.16 A cm-3 at the current collector to 0.13 A cm-3 at its lowest near the centre

and 0.34 A cm-3 near the membrane in the negative electrode domain at 100 ppi. In the

negative electrode domain at 10 ppi, simulated current density varies from 0.14 A cm-3

to 0.15 A cm-3 to 0.30 A cm-3. A similar trend is seen in the positive electrode domains.

The most striking difference between simulations using different grades of RVC is

the overpotential. This is to be expected, as while the starting porosity is roughly

equivalent across the different grades, the surface area varies significantly. A higher
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FIGURE 8.10: Simulated current density distribution in the y-direction at the midpoint
of the electrodes of the divided cell during the first charge.



8.4. Results and Discussion 175

PositiveNegative

(A) Charge 1

PositiveNegative

(B) Discharge 1

PositiveNegative

(C) Charge 2

FIGURE 8.11: Simulated current distribution in the x-direction at the mid height of the
electrodes for the divided configuration of the 10 ppi electrodes with an applied current
density of 20 mA cm-2. The negative (left, blue) and positive (right, red) electrodes

domains are highlighted.

surface area leads to a lower local current density and by inspecting the Butler-Volmer

equations, Equation 2.9, it can be determined that this leads to a lower overpotential.

Accordingly, the 100 ppi electrode domains, which have smaller pores and hence a larger

surface area, have a greatly reduced overpotential during both charge and discharge

steps in the simulations than the lower ppi electrodes. When compared to the 10 ppi

electrodes, the simulated overpotential is reduced by approximately 100 mV.

Current density appears to have a much greater impact on variation in current distribu-

tion in the simulations. While the general trend of decreasing current near the current

collectors and increasing near the membrane boundary is true for all the simulated

applied current densities, at 20 mA cm-2 in the 10 ppi electrode domains, the current

remains approximately even throughout the electrode once it has settled. However,

as the current density is increased, the current near the separator boundary increases
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Negative Positive

(A) Charge 1

PositiveNegative

(B) Discharge 1

PositiveNegative

(C) Charge 2

FIGURE 8.12: Simulated Pb2+ concentration distribution in the x-direction at the mid
height of the electrodes for the divided configuration of the 10 ppi electrodes with an
applied current density of 20 mA cm-2. The negative (left, blue) and positive (right, red)

electrodes domains are highlighted.

more than in the remainder of the electrodes. This is true for both the positive and the

negative electrode domains.

One method to decrease the variability in current density within the electrodes would

be to combine grades of RVC to form a graduated electrode. A similar method is used

with lithium ion batteries [196]. While it appears that there would be little benefit

in this method at lower current densities, at higher currents, the region close to the

separator boundary would benefit from a relative reduction in current density. This

could be achieved by using a larger pore size close to the centre of the cell than for the

bulk electrode. Only a small region would require this increased pore size, allowing

the remainder of the electrode to take advantage of the lower overpotential and hence

increased efficiency gained from using RVC with smaller pores.
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PositiveNegative

(A) 10 ppi

PositiveNegative

(B) 100 ppi

FIGURE 8.13: Simulated current distribution in the x-direction at the mid height of the
electrodes for the divided configuration with an applied current density of 20 mA cm-2.
The negative (left, blue) and positive (right, red) electrodes domains are highlighted.
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FIGURE 8.14: Simulated cell potential vs time for different grades of RVC with an
applied current density of 20 mA cm-2.

8.5 Validation

A comparison between experimental and simulated cell potential of a cell cycled at

20 mA cm-2using 80 ppi RVC electrodes is shown in Figure 8.15. The experimental

cell described in Section 3.2 was used. A 400 cm-3 volume of electrolyte containing

700 mol m-3 Pb2+ and 1000 mol m-3 H+ was circulated through the cell. The model setup

was modified to match the dimensions of the experimental cell. The first cycle is omitted.

The simulated potential closely matches the experimental at the start of both the charge

and discharge steps. At the end of the charge, the experimental cell potential rises to

approximately 2.05 V. However, the simulated voltage remains at approximately 1.85

V. This suggests that the kinetics of the reactions at the positive electrode could be

improved and the side reaction in this model is simplified. Further work is required to

fully understand this reaction. During discharge, while the coulombic efficiency of the

experimental cell is lower, the cell potential of the simulated cell is closely matched to

that of the experimental cell. Verde at al. [93] show that the particle morphology, size

and phase (α or β) of the deposited PbO2 affect when the potential rises during charging

and substantially affect the coulombic efficiency. These PbO2 properties are not included
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in this model and could partially or entirely account for the differences seen between

the simulated and experimental curves.
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FIGURE 8.15: Cell potential from the experimental and simulated 10 cm-2 cells. The
cells were divided and used 80 ppi RVC electrodes.

Future work to provide further validation could include µ-CT imaging deposits from a

physical cell on RVC electrodes at various states of charge. The flow of electrolyte could

also be validated by injecting dye into the electrolyte of a transparent cell at various

states of charge.

8.6 Conclusions

Computed tomography images of plain RVC were manipulated using a voxel dilation

technique to simulate the properties of RVC electrodes with deposited Pb and PbO2

for use in the SLFB. Open source software OpenImpala was used to convert these

manipulated datasets into homogeneous domains with standardised parameters for

porosity, tortuosity and hydraulic permeability. These parameters were then used

as properties for homogeneous RVC electrode domains in a novel two-dimensional
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transient, numerical model for investigating three-dimensional electrodes in the soluble

lead flow battery.

The model highlights the benefits of using reticulated vitreous carbon as an electrode

material at both electrodes. The model highlights the issues with using thin layers of

RVC divided by a region of free electrolyte as has been used in previous experimental

studies of RVC in the SLFB. Even with the high permeability of RVC, there is a significant

reduction in simulated electrolyte velocity within the electrodes. A high current density

is predicted near the inlet which causes a build-up of deposit in this area, further

diverting the electrolyte out of the electrode domains. Forcing the electrolyte through

the RVC electrode domains by replacing the free electrolyte domain with a microporous

separator domain significantly improved the simulated current distribution in the y-

direction. The concentration distribution is also substantially smoother in both x and y

directions.

The higher surface area of RVC with smaller pores leads to a reduction in simulated

overpotential. Comparing the 100 ppi model with the 10 ppi RVC model, there is a

reduction in overpotential of over 100 mV when cycled with a simulated current density

of 50 mA cm-2. While using a single grade of RVC for each electrode still gives an uneven

current distribution, in future, by taking advantage of their different overpotentials,

it may be possible to combine different grades of RVC to provide an optimal current

distribution for a specific application.

The work in the chapter is validated by comparison to experimental results. A good

agreement is seen between simulated and experimental results.
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Conclusions

Numerical modelling allows for the investigation of qualities which are difficult to mea-

sure, are time consuming or are expensive to investigate using physical experimentation.

While no model of any nature is completely accurate, the trends and approximate values

obtained from models are often useful. Validation against experimental work gives

further confidence in the validity of the results.

A two-dimensional, transient model for the soluble lead flow battery has been devel-

oped based on conservation of mass, momentum, charge and energy, combined with

expressions for kinetics of electrode reactions. This model has been further developed

to investigate specific aspects and configurations of the SLFB.

A moving mesh technique which allowed the simulation of the change in geometry due

to the formation of the electrode deposits, Pb and PbO2, at the electrode surfaces. The

model captured the resulting increase in thickness of the solid domains and decrease

of in thickness of the liquid electrolyte domain. While an increase in resistance of the

solid domain was observed, the reduction in resistance of the less conductive electrolyte

domain was more significant leading to a reduction in overall resistance of approximately

one third when compared to static mesh simulations. Furthermore, at high states of

charge, there is a substantial change in the flow rate of the electrolyte, which shows

advanced pumping control may be necessary if an even velocity over the electrode

surfaces is desired. The moving mesh technique is also directly applicable to any other

flow battery technologies in which one or both electrode reactions contain a change of
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phase between liquid and solid. A notable example is the zinc electrode in the Zn-Br

battery.

The electrolyte conductivity was shown to have a significant impact on predicting the

potential drop across the cell and hence on the predicted voltage efficiencies. However,

the Nernst-Einstein method typically used to predict the conductivity of the electrolyte

was shown to be highly inaccurate, especially at low states of charge.

An adapted Debye-Huckel method of calculating the electrolyte conductivity was em-

ployed. While strictly only applicable to low concentrations, a good match was found

with experimental data from the literature was found at all concentrations.

The updated conductivity model also allowed for more accurate modelling of the ion-

exchange membranes and porous separators in the SLFB. A wide range of parameters,

including applied current density, separator geometry and porosity, and the fixed

charge distribution within ion exchange membranes were varied and used as inputs for

simulations in a simplified steady state, one-dimensional model of the SLFB.

Computed tomography images of reticulated vitreous carbon electrodes were manipu-

lated using a voxel dilation technique to simulate different states of charge of porous

electrode in the SLFB. Open-source software OpenImpala was used to sproduce macro-

homogeneous parameters from these datasets. These parameters were used as inputs in

porous electrode domainsin a two-dimensional transient model.

The model highlights several issues with using RVC electrodes separated by a free

electrolyte domain, as has been previously used experimentally in the literature. It

predicts uneven current distribution in both x- and y- directions. A high current density

at the inlet caused a buildup of deposit diverting the flow around the outside of the

porous electrodes. Replacing the free electrolyte domain with a porous separator led

to a far more even current distribution in both x- and y- directions within the porous

electrode domains. The higher surface area of RVC electrode with smaller pores led to a

reduction in overpotential. At 50 mA cm−3, 100 ppi electrodes had an overpotential of

100 mV less than 10 ppi electrodes.
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Future work

While there are still numerous challenges to overcome for optimal operation of the

soluble lead flow battery, the work presented in this thesis has shown that the soluble

lead flow battery

To continue the work presented in this thesis, the recommended next steps are in the

following areas:

• Integrating with lead acid battery recycling Work presented in the literature has

shown that the SLFB can operate and may actually benefit from operating using

electrolyte recovered from spent lead acid batteries. Chapter A described how

SFLB electrolyte could be produced as a standard part of electrochemical secondary

lead recovery. Significant further work is required to develop this system. In the

interim, material from the existing process can be used to produce the electrolyte

with and unused parts of the battery recirculated into the recycling stream.

• Improving the moving mesh Further work to develop the model to capture the

effects of uneven current distribution on the deposit geometry. Combining this

with modelling the flow of electrolyte through a three dimensional domain would

allow for an interesting topology optimisation of the flow circuit and electrodes.

• Experimental work validating choice of membrane and additives The results

presented in Chapter 7 provide useful information for making choices regarding

membrane choice for specific additive parameters. However, experimental work

detailing the effectiveness of specific membranes with specific additives is lacking.
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A study detailing the effect of additive crossover during operation of the SLFB

would be a valuable addition to the literature. Preliminary work showing the

effectiveness of in-situ CT-scanning is shown in Section 5.8. This technique is able

to image the deposits to give an indication of failure mechanisms, but it would

also be a useful validation technique for changing geometry on both planar and

porous/structured electrodes.

• Graduated RVC electrodes The overpotential in the RVC electrodes described in

Chapter 8 varied significantly between different grades of RVC. By intentionally

varying the pore size in the electrodes and their dimensions, a bespoke design for

each electrode could be designed for optimal current distribution.

• Gold electrodes Initial work showing gold coated electrodes may improve the

cycle life in static electrolyte cells is presented in Appendix D. Building on this

work, a systematic study to determine the best method of gold plating, optimal

mass loading and the mechanism by which gold extends the cycle life would be

beneficial to the field.

• Scale up Scaling up from a lab scale system to a commercially viable system

requires consideration of many aspects beyond the stack, including power elec-

tronics, pumping requirements, material use, safety systems and a battery manage-

ment system, among other aspects. However, the tools and models developed in

this thesis could be modified to provide information on the operation of individual

cells when combined into a multi-cell stack and when the electrode dimensions

are dramatically increased.

• Economic considerations A particular consideration of the SLFB is that power

and energy are only partially decoupled, so the cost of electrode materials must be

considered for the post per kWh and per kW. Using gold or RVC electrodes may

improve the performance of the SLFB, but it is critical that these improvements

outweigh the added costs of these materials. A parameterised economic model to

allow for cost-benefit analysis of each design choice would be a very useful tool.
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Appendix A

Justification of the soluble lead flow

battery based on an existing lead

supply chain

A.1 Lead Recycling

The majority of secondary lead production is done by smelting. In smelting, a reducing

agent and heat are applied to an ore or impure waste metal stream to remove impurities

through flue gases and the production of slag [197]. This process is a highly mature

technology and, with the addition of desulfurisation processes can be designed to

produce low emissions. Smelting, however, requires high temperatures to operate and is,

therefore, a highly energy-intensive process [53]. Heat is typically supplied using natural

gas. As the price of gas per kWh is low, the cost of recovering lead using a thermal

process is difficult to compete with. However, even with the higher cost of electricity

when compared to gas, highly efficient electrochemical processes are emerging which

may be able to compete.

In this chapter, H. J. Enthoven’s Darley Dale smelter is used as a case study for con-

version to an electrochemical secondary lead recovery method. Such a process would

complement the development of the SLFB as a system with readily available recycled

materials and a route for recycling at end of life.
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supply chain

A.1.1 Existing Process

An overview of the existing process at the Darley Dale smelter is described here. To

recycle waste lead-acid batteries, they must first be broken up and separated into

various streams for treatment. The sulfuric acid is first drained from the batteries. The

remainder of the battery is then put through a battery breaker. From the output of the

battery breaker, the paste containing lead oxides and lead sulfate is screened off. The

polypropylene casing is floated off and the remaining metallics and waste plastic are

recovered, dried and then fed into the required furnace.

A.1.1.1 Paste

This process focuses on the paste from the battery. The wet paste from the battery

breaker is first dried via a two-stage process. The majority of the moisture is removed

using a vacuum belt which reduces the paste to a 15 % wet paste. The remainder of the

paste is recombined with the metallics and waste case and is dried using a rotary drier.

The dried material is fed into a reverberatory furnace which produces lead a high

antimony and tin sinter and a sulfur-rich fume.

A.1.1.2 Sulfuric acid from lead-acid batteries

The sulfuric acid that comes directly from waste lead-acid batteries contains a high level

of impurities and is at approximately 15 % concentration. In the existing process that

is considered here, the waste sulfuric acid is combined with lime (CaO) to produce

gypsum (CaSO4). The gypsum is then washed with clean 50 % sulfuric acid to remove

impurities. The impurity containing acidic liquid is then sent to the effluent treatment

plant.

A.1.1.3 Effluent Treatment

Large quantities of water containing lead and other impurities are produced in the

existing process. These materials must be reduced to far lower levels before the water is

able to leave the site. Any acidic effluent must be neutralised.
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A.2 Proposed Process

A process for electrochemically recovering lead while also providing a source of elec-

trolyte is proposed to fit into the existing plant. Figure A.1 shows a brief overview of the

existing process, the proposed process and how the two would be connected. The links

between the two processes are shown by dashed arrows.

FIGURE A.1: Proposed process for electrochemically recovering lead from spent lead
acid batteries.

A.3 Sulfate plant

The proposed process for dealing with the lead sulfate in the paste is based on the

process described by Spijkerman and Groenen [74] which converts all lead compounds

to lead sulfate before electrochemically recovering lead metal from a fluidised bed of

the lead sulfate. The process is explained in more detail in Section 2.2.2. However, in

the proposed process, there is no need to convert the lead oxides to lead sulfate. The

entire paste is circulated as a slurry through the cell. The lead sulfate is converted to

lead metal and is plated onto the lead particles that are fed into the system.

The sulfuric acid from the waste lead-acid batteries can also be added to the cathode

side of this cell. The sulfuric acid would dissociate to sulfate ions and H+ ions. At the
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cathode, the H+ ions would be converted to H2 and the sulfate ions would again pass

across the membrane to form clean sulfuric acid on the anodic side.

A.4 Electrolytic Leaching

The use of MSA to leach lead from a source containing a mixture of lead in different

oxidation states (such as recycled lead acid batteries) has already been established [198].

Other processes which use Pb2+ ions in methanesulfonic acid require a reducing agent to

reduce the PbO2 to Pb2+. Often the reducing agent is hydrogen peroxide (H2O2). In this

case, an equal molar quantity of H2O2 is required for the amount of Pb to be reduced.

This process is a high-cost method of dealing with PbO2 [71]. This proposed method of

reducing PbO2 to Pb2+ uses electrolytic leaching. By using a slurry electrode of PbO2

in the paste within a methanesulfonic acid (MSA) electrolyte, the following electrode

reaction is proposed as the cathodic reaction in an electrolytic cell.

PbO2 + 4H+ + 2e− 
 Pb2+ + H2O (A.1)

An anodic chamber, separated from the cathodic chamber by a proton exchange mem-

brane, would electrolyse water to produce oxygen gas:

H2O 
 2H+ + 1/2O2 + 2e− (A.2)

As the MSA is not consumed in the reaction, it can be recirculated, so only minimal

top-up is required to replace the electrolyte lost during drag out or if degradation occurs.

A.5 Electroplating Lead

There is an established process for electrodepositing lead from a solution Pb2+ in MSA

[111]. The following electrode reactions are proposed:

Pb2+ + 2e− 
 Pb (A.3)
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H2O 
 2H+ +
1
2

O2 + 2e− (A.4)

These reactions would occur in a cell separated with a proton exchange membrane.

Here, however, the positive reaction could be replaced by the SLFB positive electrode

reaction, either permanently or as an addition which would allow the lead recover plant

to operate as a battery when market conditions allowed. Building on this, the SLFB

could be modified to produce removable Pb and PbO2 electrodes to be sold or, again to

be discharged as en extra revenue stream for the process.

An alternative option is, as a solution of Pb2+ in MSA has been made during the leaching

process, were an electrochemical recovery process to replace traditional pyrometallurgi-

cal plants, this solution could be sold separately as an electrolyte for the SLFB at this

point in the process.

A.6 Summary

A novel process for the recovery of Pb from waste lead-acid battery paste using elec-

trochemical techniques has been proposed. This process builds upon work previously

documented including electrodeposition of Pb from a Pb2+ solution in a methanesulfonic

acid electrolyte and the direct recovery of Pb from a paste containing PbSO4 using a

slurry electrode. Further to this, a cell using another slurry electrode is proposed to

electrochemically leach PbO2 into methanesulfonic acid to form the Pb2+ electrolyte. The

relevant electrochemical theory required to understand this process and the equations

used to calculate its cost have been discussed. Costs of this process have been estimated

using data from H J Enthoven’s Darley Dale smelter. This has been compared to the

costs of the existing processing route for the same materials. Based on these initial

calculations, it is shown that the electrochemical technique may be competitive with the

existing process
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Adaptive mesh vs moving mesh

When the model geometry changes during a simulation, the mesh change to continue to

represent the geometry accordingly. The mesh may maintain the number and general

distribution of elements as it deforms, which is termed a moving mesh. Alternatively, as

the geometry deforms, a new mesh can be generated to fit the new form, known as an

adaptive mesh. It is also possible to set up an adaptive mesh to be refined in areas of

interest as the simulation progresses.

In the case of the model presented in Chapter 5, the electrolyte domain to be meshed

decreases in size as a charge is simulated. The domain then increases in size again when

discharge is simulated. As such, the main benefit of an adaptive mesh compared to a

moving mesh is anticipated to be a reduction in the required number of elements in the

bulk electrolyte as the domain decreases in size. However, this must be offset against

any time taken remeshing.

A preliminary comparison between a moving mesh and an adaptive mesh for this model

were therefore made. The same setup as described in Section 5.5 The resulting meshes

are shown in Figure B.1. It can be seen that while some remeshing has occurred, in

the simulation using an adaptive mesh, the differences are modest. Comparing the

maximum current density during the first charge cycle in each of the two methods,

as was done for the mesh refinement studies, showed virtually no difference, with a

maximum of 36.70 mA cm-2 for the moving mesh and 36.68 mA cm-2 for the adaptive

mesh. Furthermore, the time taken for the adaptive mesh simulation to solve was over
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75 minutes compared to 27 minutes for the moving mesh simulation. Hence the it was

deemed more beneficial to use a moving mesh method.

(A) Moving mesh t=0 (B) Moving mesh after first charge (C) Moving mesh after first dis-
charge

(D) Adaptive mesh t=0 (E) Adaptive mesh after first
charge

(F) Adaptive mesh after first dis-
charge

FIGURE B.1: Comparison of meshes from simulations using a moving mesh and an
adaptive mesh. The times shown are t=0, after a charge step and after a subsequent

discharge step. The simulations ran for 24 hours at 20 mA cm-2.
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Mesh Sensitivity

The mesh sensitivity results using the method described in Chapter 4 are displayed here

showing the maximum current density over the simulation and the computational time

required for the simulation vs number, or scale of elements in each dimension/domain.

An example mesh is shown in Figure C.1. The horizontal and vertical elements are

shown at the full scale. In the zoomed region, the boundary layer elements are clearer.

In the mesh sensitivity the number of boundary layer elements and the growth factor

(scale) of the elements is used. The growth factor is the amount by which the boundary

layer elements increase in thickness with perpendicular distance from the boundary.
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FIGURE C.1: An example mesh showing elements in each dimension. A full mesh
is shown on the left and a zoomed region to highlight the boundary layer elements
is shown on the right. In this example, there are 5 horizontal elements, 20 vertical

elements, 5 boundary layer elements and a growth factor of 1.3.

C.1 Moving mesh

Figure C.2 shows the mesh sensitivity study for the model used in Chapter 5 when

a moving mesh was used. The final mesh used 60 vertical elements, 15 horizontal

elements, 15 boundary layer elements and a growth factor of 1.05.
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(D) Boundary layer growth factor

FIGURE C.2: Maximum local current density magnitude (solid lines) and computational
time (dashed lines) recorded with when number of elements are varied for the moving

mesh model.

C.2 Static mesh

Figure C.3 shows the mesh sensitivity study for the model used in Chapter 5 when

a static mesh was used. The final mesh also used 60 vertical elements, 15 horizontal

elements, 15 boundary layer elements and a growth factor of 1.05.
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FIGURE C.3: Maximum local current density magnitude (solid lines) and computational
time (dashed lines) recorded with when number of elements are varied for the static

mesh model.

C.3 Two-dimensional divided cell

Figure C.4 shows the mesh sensitivity study for the two-dimensional divided model

used in Chapter 7. The final mesh used 60 vertical elements, 15 horizontal elements

(per electrolyte domain), 15 electrode boundary layer elements at the electrode and 5

boundary layer elements at the membrane boundary.
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(C) Number of boundary layer elements at the mem-
brane boundary
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FIGURE C.4: Maximum local current density magnitude (solid lines) and computational
time (dashed lines) recorded with when number of elements are varied for the SLFB

with two-dimensional divided model.
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Gold

As the thickness of solid deposits that form in the SLFB is limited, the amount of energy

it can store for a given electrode area is also capped. Thick deposits are, therefore,

advantageous.

In order to ensure thick deposits are possible, the interface between the electrode and the

deposit must be considered. Typically, two-dimensional, planar, bipolar carbon-polymer

electrodes are used with the SLFB. One method of ensuring thick deposits is to use a

three-dimensional electrode, thus increasing the effective electrode area. Oury et al.

have produced a cell with a honeycomb-shaped positive electrode to such an effect [96].

Reticulated vitreous carbon (RVC) has also been used as a three-dimensional electrode

for the SLFB [47, 95, 98, 199, 200].

Another method is to use improved electrode materials. Nickel electrodes have been

used for the SLFB in several studies, most commonly as the negative electrode [47, 79, 94,

95, 201]. Copper electrodes have also been used as a negative electrode [96]. Rough lead

deposits formed at the copper electrodes despite the addition of a smoothing additive

hexadecyltrimethylammonium hydroxide (HDTMA). However, the electrode material

was not the focus of this study.

In this work, gold is used as the surface layer of the electrode. Gold is prohibitively

expensive to use as the bipolar plate or in high mass loadings in the electrode. Therefore,

small quantities of gold are used at the surface of the electrodes.
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D.1 Cell efficiencies

A single cell with plain carbon-polymer electrodes and a cell with gold-leaf plated

electrodes were cycled at a current density of 10 mA cm-2. The cells were charged for 15

minutes and discharged to a cut-off voltage of 0.3 V. Figure D.1 (A) shows the coulombic,

voltage and energy efficiency of each cycle. All of the efficiencies are low in cycle 1, at

70.1 %, 51.1 % and 35.8 % for the voltage, coulombic and energy efficiencies respectively.

All three efficiencies rise over the subsequent 5 – 7 cycles, peaking at 82.3 % in cycle 6,

97.3 % in cycle 8 and 79.93 % in cycle 7 for the voltage, coulombic and energy efficiency

respectively. The efficiencies steadily decrease until cycle 27, after which point the

coulombic efficiency and hence the energy efficiency decrease more rapidly. The cell

is deemed to have failed when the coulombic efficiency drops below 60 % in the 30th

cycle.

A similar trend is seen in the results from the plain carbon-polymer electrodes, described

in Figure D.1 (B). The coulombic efficiency and hence the energy efficiency in cycle 1 are

higher but voltage efficiency was comparable to that seen in the cell with gold leaf plated

electrodes with coulombic, voltage and energy efficiencies of 70.7 %, 72.4 % and 51.2 %

respectively. However, the efficiency peaks earlier, in cycle 4 and at marginally lower

values of 93.3 %, 79.5 % and 74.2 % for the coulombic, voltage and energy efficiencies

respectively. The lower efficiencies witnessed during the first few cycles are visible when

additives are used [86]. However, this is exacerbated when gold electrodes are used.

This could be due to a greater resistance to stripping of the initial deposits at one or

both of the electrodes. Alternatively, it may be due to a reduced affinity for deposition

due to the additives in the electrolyte and by the gold on the electrodes. The efficiencies

decrease steadily, until the 9th cycle when the efficiencies rapidly decrease. The cell is

deemed to have failed by the 14th cycle.

Figure D.2 shows the charge voltage and energy efficiencies of cells with a single gold-

coated electrode at the positive Figure D.2 (A) and the negative Figure D.2 (B) electrode

respectively. The other electrode is a plain carbon-polymer electrode. Figure D.2 (A)

shows all three efficiencies are low in cycle 1 at 40.3 %, 71.4 % and 56.4 % for the energy,

voltage and coulombic efficiencies respectively. Again, the efficiencies rise, reaching

a peak during cycle 8 at 73.7 %, 78.9 % and 93.4 % respectively. The cell had failed by

cycle 10, however. In Figure D.2 (B), the efficiencies are again low in cycle 1 at 49.5 %,
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(A) Gold leaf plated carbon polymer

(B) Plain carbon polymer

FIGURE D.1: Charge, voltage and energy efficiencies for each cycle of cells charged at
10 mA cm-2 for 15 minutes and discharged to 0.3 V.
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(A) Gold leaf plated positive electrode only

(B) Gold leaf plated negative electrode only

FIGURE D.2: Charge, voltage and energy efficiencies for each cycle of cells using gold
leaf plated carbon-polymer electrodes at single electrode only. Cells were charged at

10 mA cm-2 for 15 minutes and discharged to 0.3 V
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71.7 % and 69.0 % for energy, voltage and coulombic efficiencies respectively. In this cell,

however, the efficiencies rose much quicker, reaching a plateau after cycle 3 at 70.7 %,

78.7 % and 89.9 % respectively. The efficiencies remain relatively constant until cycle 17

when all three decrease rapidly. The cell has failed by cycle 19.

D.2 Cell failure

The mode of failure of each of the cells is also of interest. By comparing the cycle

during which the voltage efficiency begins to decrease with the cycle during which the

coulombic efficiency begins to decrease, it is possible to suggest if the cell failed due

to shorting between the electrodes, such as due to a buildup of sludge from materials

fallen from the electrode, or from another mode of failure, such as capacity fade due to

the complex mechanisms at the positive electrode.

(A) Gold leaf on both electrodes (B) Plain carbon-polymer electrodes

(C) Gold leaf on only the positive electrode (D) Gold leaf on only the negative electrode

FIGURE D.3: Cell potential vs time for the three cycles post failure.
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The cells for which the voltage efficiency decreases at a similar time to the coulombic

efficiency, the cell using plain carbon-polymer electrodes and the cell with gold at the

negative electrode, suggest that the cell failed, at least partly, due to shorting. Cells

for which the voltage efficiency remains high after failure, the cell with gold at both

electrodes and the cell with gold at the positive electrode, suggests the cell failed due

to another mechanism. The voltage curves of the cells shortly after failure, shown in

Figure D.3, support this theory. Figure D.3 (A) and Figure D.3 (C) (the cell with gold

at both electrodes and the cell with gold at the positive electrode) show little noise in

the voltage curve and so suggest that little shorting has occurred. Figure D.3 (B) and

Figure D.3 (D) (the cell with plain carbon-polymer electrodes and the cell with gold at

the negative electrode) show significantly more noise in the cell potential and hence

suggest that there is some shorting of the cells. It is known that sludge can form from

material at the positive electrode [47], which, in a static cell would gather at the bottom

of the cell and cause a short circuit between the electrodes. This data suggests that gold

may prevent, or hinder a buildup of this sludge at the positive electrode. However,

further work is required to confirm this theory.

D.3 Economics

The obvious caveat to the use of gold as an additive to electrodes is the price. Using

the raw material prices for materials commonly used to manufacture bipolar plate

electrodes, gold leaf coating the entire surface of the electrode becomes the significant

cost in manufacturing the electrode. Figure D.4 shows the proportion of the costs of

components in a typical RFB cell. In this instance, the cell does not include the endplates,

the electrolyte or any of the flow circuitry including the pump. The cell is assumed to

be part of a stack, so each cell consists of a single bipolar plate (the stack is assumed

to be large enough to ignore the extra electrode required at the end of the stack), a cell

frame. Four cells are described: an undivided cell with plain electrodes, an undivided

cell with gold plated electrodes, a divided cell with plain electrodes and a divided cell

with gold plated electrodes. It is assumed that the gold is plated uniformly to a thickness

of 0.1 µm on the active area of the electrodes. The separator is assumed to be a Nafion

ion exchange membrane. The cell frame is not included due to the amount of material
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required depending heavily on the design of the flow field and physical form of the

electrodes.
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(A) Current

(B) Future

FIGURE D.4: Proportion of cell cost by material using current and a future prediction
for the cost of Nafion



D.4. Conclusions 207

The costs of graphite and polyvinylidene difluoride (PVDF) are approximately £8 kg-1

and £5.50 kg-1 respectively [202]. A plain carbon polymer consisting of graphite with a

PVDF binder, assumed to have a ratio of 85:15 respectively and to be 1 mm thick, would

cost approximately £20 m-2. The addition of 0.1 µm of gold, the thickness presented in

this work, would add a further cost of approximately £60 m-2, a significant increase [203].

A Nafion membrane, however, would cost approximately £300 m-2, potentially reducing

to £120 m-2 in the future[204]. As the SLFB is able to operate without a membrane, the

addition of gold may, therefore, be feasible. Furthermore, gold may be beneficial in

much lower mass loadings than represented here. Further work is, however, required.

D.4 Conclusions

These preliminary results show that the use of gold in electrodes for the soluble lead flow

battery has promise. When gold is used at both electrodes there is a significant increase

in performance. The cycle life is doubled and there are increases in both coulombic

and voltage efficiencies. These results were gathered from cells with a static electrolyte

at relatively low currents. While this is assumed to be indicative of performance in a

flow cell, testing on flow cells over a greater period at higher currents is necessary. The

mode of failure when gold is not present appears to be a mode other than shorting. It

can be concluded that the addition of gold to the positive electrode may reduce the

likelihood of shorting, probably due to a reduced volume of sludge forming at the

positive electrode when gold is present. However, further work is required to confirm

this theory. Furthermore, the cost of gold in the mass loadings used is significant but

not excessive when compared to other components in a flow cell. Further techniques to

improve the addition of gold to electrodes and varying the mass loading of gold on the

surface of these electrodes is also necessary. Further analysis of the deposits formed on

these gold impregnated electrodes would also be beneficial.
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