Hyperboloidal method for frequency-domain self-force calculations
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Observations of gravitational waves are providing new insights into the population statistics of compact binaries [1] and enabling tests of Einstein’s general relativity (GR) in strong-field, dynamical spacetimes [2]. As present detectors are upgraded and new detectors come online, a wider range of systems will appear.

One particularly interesting class of sources are compact binaries where the mass ratio, $\epsilon$, of the smaller to the larger mass is small. For example, extreme mass-ratio inspirals (EMRIs) with $\epsilon \lesssim 10^{-4}$ are sources for the future space-based LISA detector [3]. Another example are intermediate mass-ratio inspirals (IMRIs) with $10^{-4} \lesssim \epsilon \lesssim 10^{-1}$ which are sources for both ground- and space-based detectors [4]. Searching for and estimating the parameters of these binaries requires precise theoretical waveform templates to compare against the detector data stream.

The small mass ratio of EMRIs lends itself to a perturbative treatment through black hole perturbation theory, and in particular, the gravitational self-force approach [5–7]. In this approach one expands the spacetime metric of the binary as $g_{\mu\nu} = g_{\mu\nu} + \epsilon h_{\mu\nu}^{(1)} + \epsilon^2 h_{\mu\nu}^{(2)} + \mathcal{O}(\epsilon^3)$, where $g_{\mu\nu}$ is the metric of primary, and the $h_{\mu\nu}^{(n)}$ are $n$-th order perturbative corrections. Taking this expansion through second-order in the mass ratio $[\mathcal{O}(\epsilon^2)]$ is important for precision tests of GR with EMRIs [8], and enables efficient modeling of IMRIs [9]. The equations governing the metric perturbations $h_{\mu\nu}^{(n)}$ are obtained by substituting the expansion above into the Einstein field equations and solving order-by-order along with appropriate regularization schemes to handle the behavior of the metric perturbation near the secondary [5, 10, 11]. These equations can then be solved in the time- or frequency domains, typically after decomposing the perturbation onto a spherical or spheroidal harmonic basis.

The majority of self-force calculations have been carried out in the frequency domain [12–18] where computing the perturbation reduces to solving a set of ordinary differential equations (ODEs). The source for each Fourier mode of the perturbation depends on the orbital configuration, calculational approach, and the order of the perturbative expansion.

These sources fall into three broad classes: (i) distributional, (ii) worldtube, and (iii) unbounded support. Distributional sources are encountered at first-order (in the mass ratio) when using a point-particle model for the secondary moving on a fixed orbital radius [12, 15, 19]. Eccentric orbits, which librate between a minimum and maximum radius, lead to worldtube sources [13]. This class of sources also arises when the secondary is modeled using an effective-source approach where the source is confined to a compact worldtube around the worldline [20, 21]. Finally, sources with unbounded support...
appear in second-order calculations where a vital ingredient of the second-order source involves products of the first-order metric perturbation [22].

The long-established approach for obtaining solutions for each Fourier mode, whether at first or second-order, is through the Green’s function method of variation of parameters. To generate the physical solution, one constructs a basis of linearly independent homogeneous solutions that satisfy ingoing boundary conditions at the bifurcation horizon \((r \to 2M)\) and outgoing boundary conditions at spatial infinity \((r \to \infty)\). The homogeneous solutions are typically computed by either constructing appropriate numerical boundary conditions at finite radii and numerically integrating into the spacetime or by using the semi-analytic Mano-Suzuki-Takasugi (MST) method [23]. One then integrates these homogeneous solutions against the source term to construct the inhomogeneous solution.

This approach has been instrumental in previous frequency-domain self-force calculations, but it does have some drawbacks. For the numerical integration method, the boundary conditions are formally straightforward to compute from Frobenius or asymptotic series expansions but deriving them is tedious work. Furthermore, these series expansions of the boundary conditions must be evaluated in the wave zone to converge at large radii. For low-frequency modes, which occur for large radius orbits and some modes of eccentric orbit calculations [14, 24], the wave zone moves into the very weak field, which means the integration of the homogeneous solutions accumulates a lot of error from the many steps the numerical integrator must take to extend the solution into the strong field.

The MST method avoids these issues by writing the perturbation as a rapidly convergent series of hypergeometric functions that satisfy the boundary conditions by construction and can be evaluated at any radius. The challenge with this approach is finding the coefficients in these series expansions. For low-frequency modes, this can be done very efficiently [25] (or even analytically, e.g., [26–28]), but for modes with higher frequencies, numerically finding the coefficients and evaluating the many terms in the series can be computationally expensive and often requires the use of arithmetic beyond machine precision [29]. This makes the MST approach ill-suited to working with sources with unbounded support as the homogeneous solutions then need to be evaluated at all radii to employ the variations of parameters approach. This class of sources is also challenging for the numerical integration method as the homogeneous solutions may not even be regular near the ‘opposite’ boundary to where the boundary conditions are set.

This work develops a new approach to self-force calculations that resolves these challenges and works efficiently for all three classes of sources described above. We first transform the field equation for the perturbation to hyperboloidal slices [22, 30–32]. These slices provide a smooth foliation instead of intersecting at the black hole horizon and spatial infinity. Compactifying the radial coordinate leads to a regular geometry allowing us to place both the future event horizon \(\mathcal{H}^+\) and future null infinity \(\mathcal{I}^+\) on our numerical grid. We do not need to provide data on the grid boundaries because there are no incoming characteristics into the numerical domain. The resulting boundary conditions are behavioral instead of numerical.

This combination of hyperboloidal slicing and compactification has already proven very successful in time-domain black hole perturbation calculations [33–43]. For our frequency-domain implementation, we efficiently solve the perturbation equations using the spectral methods developed in Refs. [44, 45]. These techniques, expanded to include the pseudospectrum of perturbations, have been applied successfully to the study of quasinormal modes [46–49]. We use the same coordinates employed in these papers to tackle the self-force problem.

We demonstrate our approach on a scalar-field toy problem that captures all the key features of self-force calculations while avoiding additional complexity that arises in the gravitational case. We show that our method works efficiently for distributional, worldtube, and unbounded support sources. We also demonstrate that it performs well for very large radius circular orbits and very high spherical harmonic mode indices in combination with analytic mesh refinement. The paper is organized as follows. In Sec. II we give the field equation and mode decomposition on standard \(t\)-slicing, and discuss the three classes of sources. In Sec. III we transform the field equations to hyperboloidal slicing and compactify them. In Sec. IV we give the details of the spectral numerical scheme. We present our results in Sec. V for all three classes of sources and for large radius orbits. In this work we adopt the metric signature \((-+++\)) and use geometrized units such that \(G = c = 1\).

II. FREQUENCY DOMAIN SELF-FORCE PROBLEM: SCHWARZSCHILD BACKGROUND

The line element for the Schwarzschild solution with mass \(M\) in standard coordinates \((t, r, \theta, \phi)\) is

\[
ds^2 = -f(r)dt^2 + f(r)^{-1}dr^2 + r^2(d\theta^2 + \sin^2 \theta d\phi^2),
\]

with \(f(r) = 1 - 2M/r\). The frequency-domain field equations in the self-force problem for a field \(\phi\) have the generic form [12, 15, 19–22, 31]

\[
\Delta \phi = S,
\]

where \(\Delta\) is a second order derivative operator on the Schwarzschild background. We discuss the specific form of the operator \(\Delta\) and the source \(S\) for a scalar field example in the following sections.
A. Scalar-field example

We focus on a scalar self-force (SSF) toy model in this work. This model captures all the essential features of self-force calculations while avoiding subtle technical issues in the gravitational case, such as gauge choices. We follow Ref. [20] and consider a particle of mass $\mu$ with scalar charge $q$, moving on a geodesic with coordinates $x^\mu(\tau)$ where $\tau$ is the particle’s proper time. In this toy model, the particle’s motion gives rise to a scalar field, which acts back on the scalar charge to generate the SSF. The dynamics of the scalar field $\Phi(t, r, \theta, \phi)$ is dictated by the wave equation in curved spacetime,

$$\square \Phi := \nabla^\alpha \nabla_\alpha \Phi = -4\pi \rho, \quad (3)$$

where $\nabla_\alpha$ is the covariant derivative with respect to the background Schwarzschild metric and $\rho$ is the particle’s scalar density supported on the particle’s worldline.

$$\rho(t, r, \theta, \phi) = q \int \delta^3(x^\mu - x^\mu_p(\tau))[-g(x)]^{-1/2}, \quad (4)$$

where $g = -r^4 \sin^2 \theta$ is the metric determinant. This equation is equivalent to the spin-0 Teukolsky equation [50]. We must impose appropriate outgoing boundary conditions to obtain the retarded field, $\Phi^{\text{ret}}$, from Eq. (3). This retarded field, however, is divergent at the particle. The backreaction on the particle is calculated from a residual field $\Phi^R$ [51, 52]

$$\Phi^R(x) = \Phi^{\text{ret}}(x) - \Phi^F(x) \quad (5)$$

where $\Phi^F$ is a puncture field defined in a region around the particle that cancels the divergence in the retarded field. The equations of motion are then given by

$$u^\beta \nabla_\beta (\mu u_\alpha) = F_\alpha(x_p) = \lim_{\delta \to x_p} q \nabla_\alpha \Phi^R(x). \quad (6)$$

For reviews of self-force theory see Refs. [5, 6]. For this work, it is sufficient to know that the residual field can be calculated either by first computing the retarded field and then subtracting the singular contribution using the mode-sum approach [53], or by reformulating Eq. (3) to directly solve for the regular field using the effective-source approach [54, 55]. How these two approaches affect the source of Eq. 3 is discussed in Sec. II C below.

B. The operator $\Delta$

The operator on the left-hand side of Eq. (2) follows from decomposing the scalar field into Fourier and spherical harmonic modes

$$\Phi(t, r, \theta, \phi) = \int \sum_{\ell m} \phi_{\ell m}(r) Y_{\ell m}(\theta, \phi) e^{-i\omega t} \, d\omega, \quad (7)$$

where $Y_{\ell m}(\theta, \phi)$ are the usual spherical harmonics normalized such that $\int Y_{\ell m}^* Y_{\ell' m'} \sin \theta \, d\theta = \delta_{\ell \ell'} \delta_{m m'}$. Substituting this into Eq. (3) leads to separable equations where for each $(\ell, m)$-mode the radial equation is governed by

$$\Delta_{\ell m} = \frac{d^2}{dr^2} + 2 \frac{1 - M/r}{r} \frac{d}{dr} + \frac{1}{f} \left( \frac{\omega^2}{f} - \frac{\ell(\ell + 1)}{r^2} \right). \quad (8)$$

Appendix A discusses the operator $\Delta_{\ell m}$ for the Bardeen-Press-Tenkovsky (BPT) [56] and Regge-Wheeler-Zerilli (RWZ) [57] formulations of black-hole perturbation theory.

C. The source $S$

We now discuss the most common source types in self-force calculations that appear on the right-hand side of the Eq. (2). In our examples, the perturbation is a particle of mass $\mu$ moving on a circular geodesic with radius $r_p$. Circular geodesics can be parameterized by their energy $E$, angular momentum $\Omega_\phi$, or azimuthal frequency $\Omega_\phi$. In terms of the orbital radius, they are given explicitly as

$$E = \frac{f_p}{\sqrt{1 - 3M/r_p}}, \quad \Omega_\phi = \frac{\sqrt{r_p M}}{\sqrt{1 - 3M/r_p}}, \quad \omega = m\Omega_\phi$$

where $f_p = f(r_p)$. The mode frequency becomes $\omega = m\Omega_\phi$ and the integral in Eq. (7) becomes a discrete sum over $m$ modes [12].

1. Distributional source

The first case we consider has a distributional source with support on the particle’s orbit. This case arises when we directly solve for the retarded field with a point-particle source, as is common in black hole perturbation theory. The regular field can then be computed using the mode-sum approach [53].

In our scalar-field example, the source for each mode is given by decomposing Eq. (4) into spherical harmonic and Fourier modes as in Eq. (7). The field equation takes the form

$$\Delta_{\ell m} \phi_{\ell m} = S_{\ell m}^d, \quad (10)$$

where the distributional source is given by [12, 20]

$$S_{\ell m}^d = \kappa_{\ell m} \delta(r - r_p), \quad \kappa_{\ell m} = \frac{4\pi q}{\epsilon_{p}^\phi r_p} \delta_{\ell m} P^m_\ell(0), \quad (11)$$

with $\hat{c}_{\ell m} = \sqrt{\frac{2\ell + 1}{4\pi} \frac{(\ell - m)!}{(\ell + m)!}}$ arising from the definition of the spherical harmonic function: $Y_{\ell m}(\theta, \phi) = \hat{c}_{\ell m} P^m_\ell(\cos \theta) e^{i\ell \phi}$, where $P^m_\ell(\cos \theta)$ is the associated Legendre Polynomial. Note that solutions to Eq. (10) are not unique. We must impose outgoing boundary conditions to obtain the retarded solution as we discuss in Sec. III D.
2. Worldtube sources

The second scenario we consider has extended sources with compact support around the particle, i.e., cases in which the source functions are defined on the compact worldtube \( r \in [r_-, r_+] \), with \( r_- \leq r_p \leq r_+ \). These types of sources occur in eccentric orbit \([13, 58]\) and effective-source \([20, 21]\) calculations. We demonstrate our approach with the effective-source case, where we directly solve for the residual field. For each spherical harmonic mode we write

\[
\Phi_{\ell m}^w = \Phi_{\ell m}^{ret} - \Phi_{\ell m}^P.
\]

Applying the operator (8) to this equation, and using Eq. (10), we obtain the differential equation for the residual field \( \Phi_{\ell m}^{ret} \)

\[
\Delta_{\ell m} \Phi_{\ell m}^{ret} = S_{\ell m}^w,
\]

with \( S_{\ell m}^w \) an effective source defined within a worldtube around the particle

\[
S_{\ell m}^w = \begin{cases} 
0 & \text{if } r < r_-, r > r_+,
S_{\ell m}^{\text{cl}} - \Delta_{\ell m} \phi_{\ell m}^P & \text{if } r_- \leq r \leq r_+.
\end{cases}
\]

In the scalar toy-model, the distributional term \( S_{\ell m}^{\text{cl}} \) is given by Eq. (11) and the corresponding modes of the puncture field are given by \([20]\)

\[
\Phi_{\ell m}^P = \delta(\omega - m\Omega) \left[ \frac{\kappa_{\ell m}}{2} |\Delta r| + \chi_{\ell m} \Delta r + \xi_{\ell m} \right],
\]

with \( \Delta r = r - r_p \) and

\[
\chi_{\ell m} = \frac{4q Y_{\ell m}(\pi/2,0)}{(2\ell + 1)r} \sqrt{1 - \frac{3M}{r_p}(E - 2K)},
\xi_{\ell m} = \frac{8q Y_{\ell m}(\pi/2,0)}{(2\ell + 1)r} \sqrt{1 - \frac{3M}{r_p} K}.
\]

The functions \( K \) and \( E \) are the complete elliptic integrals of first and second kind, respectively, with arguments \( M/(r_p f_p) \). By construction of the puncture field, \( \Phi_{\ell m,rr} = \kappa_{\ell m} \delta(r - r_p) \) and so it follows for \( r \in [r_-, r_+] \)

\[
S_{\ell m}^w = -\left[ \frac{2(1 - M/r)}{rf} \Phi_{\ell m,rr}^P + \frac{1}{f} \left( \frac{\omega^2}{f^2} - \frac{\ell(\ell + 1)}{r^2} \right) \Phi_{\ell m}^P \right].
\]

3. Sources with unbounded support

Sources with unbounded support arise in various recent self-force calculations. They appear in second-order GSF calculations where a contribution to the source for the second-order metric perturbation comes from the second-order Einstein tensor, which is computed from quadratic combinations of the first-order metric perturbation and its derivatives \([22]\). The two-timescale approach to second-order calculations introduces “slow-time derivatives” of the first-order metric perturbation \([22]\) and the calculation of these also introduces unbounded support source terms. Further unbounded support sources appear when modeling hyperbolic orbits in the frequency domain \([59]\).

In this work we will use the slow-time derivative calculation to demonstrate how the hyperboloidal approach applies to sources with unbounded support. For quasi-circular inspirals, the main computational challenge when calculating slow-time derivatives is to compute

\[
\psi_{\ell m}^{ret} = \partial_r \psi_{\ell m}^{ret}.
\]

Hereafter we refer to \( \psi_{\ell m}^{ret} \) as the “parametric derivative” of the perturbation. Taking an \( r_p \)-derivative of Eq. (10) and rearranging we find that \( \psi_{\ell m}^{ret} \) satisfies the equation

\[
\Delta_{\ell m} \psi_{\ell m}^{ret} = S_{\ell m}^u,
\]

with the source

\[
S_{\ell m}^u = \partial_r \kappa_{\ell m} \delta(r - r_p) - \kappa_{\ell m} \delta'(r - r_p) - 2\omega \frac{\partial_r \omega}{f^2} \phi_{\ell m}^{ret}.
\]

Note that \( S_{\ell m}^u \) has both Dirac-delta distributions and a term involving retarded field \( \phi_{\ell m}^{ret} \) which extends all over the spatial domain (unbounded support). The distribution terms in this case are also more complicated as they involve both \( \delta(r - r_p) \), and \( \delta'(r - r_p) \). Thus, both \( \psi_{\ell m}^{ret} \) and \( \partial_r \psi_{\ell m}^{ret} \) exhibit discontinuities at the particle’s orbit fixed by \( \kappa_{\ell m} \) and \( \partial_r \kappa_{\ell m} \).

D. The boundary conditions

The physical boundary conditions are typically specified on \( t = \) constant hypersurfaces that intersect the bifurcation horizon \( \mathcal{B} \) at \( r = 2M \), and at spatial infinity \( \theta^3 \) as \( r \to \infty \) (see thin, dashed lines in Fig. 1). These boundary conditions pick the retarded solution whose energy radiates towards the black hole or to infinity. For compact sources the asymptotic form of the boundary conditions is given by

\[
\phi_{\ell m}^{ret}(r) \sim e^{\pm i\omega r}, \quad r^* \to \pm \infty.
\]

For implementation with a numerical scheme, the oscillations along the \( t \)-slices means that compactification of the radial domain leads to an infinite resolution problem and is therefore avoided within the standard approach \([60-62]\). Instead, the unbounded domain is truncated and the boundary conditions are imposed at a finite radius.

To find the boundary conditions at a finite distance, one performs a series expansion. For example, the outer...
The coefficients $a_{lm,k \geq 1}$ are determined by substituting the expansion into the homogeneous equation $\Delta_{\text{in}} \phi_{lm} = 0$ and solving the resulting recurrence relation. For the scalar field, these recurrence relations can be found in, e.g., Appendix A of Ref. [20]. Computing these relations is tedious work, which becomes substantially more involved for perturbation of Kerr spacetime (e.g., Appendix C of Ref. [19]) or for gravitational perturbations [15, 24].

For the expansion in Eq. (23) to converge, we must have $\omega r_{\text{out}} \gg 1$. This can be problematic when very low-frequency modes occur as the outer boundary must then move out very far. The unbounded support source given in Eq. (21) falls off sufficiently rapidly that the asymptotic boundary condition is given by just the $r_p$-derivative of Eq. 22

$$\psi_{lm}^\text{ret}(r) \sim \pm \frac{i \partial_{r_p} \omega r^* e^{\pm i \omega r^*}}{r}, \quad r^* \to \pm \infty.$$ (24)

Constructing boundary conditions at a finite radius for the unbounded support source is more involved as now the recurrence relation for the coefficients involve coefficients of the expansion of the retarded field, $\phi_{lm}^\text{ret}$, that appears in the source — see Ref. [63] for an example where such boundary conditions are computed.

### III. HYPERBOLOIDAL METHOD FOR SELF-FORCE IN FREQUENCY DOMAIN

Hyperboloidal surfaces are spacelike surfaces that behave like a spacetime hyperboloid near null horizons. The term hyperboloidal in the literature typically refers to null infinity [64, 65]. We expand the usage of the term to encompass also other null surfaces, such as the black hole horizon or the cosmological horizon. Horizon-penetrating coordinates, such as the original Eddington-Finkelstein or the Painlevé-Gullstrand coordinates, are hyperboloidal, which becomes clear when written with respect to the tortoise coordinate that pushes the black hole horizon to negative infinity. Naturally, first numerical implementations of hyperboloidal coordinates in black hole spacetimes also included horizon-penetrating coordinates [33, 34, 66]. Therefore, it makes sense to use the term for both the black hole horizon and null infinity.

The similarity of hyperboloidal coordinates near null infinity and near the black hole horizon is also visible when viewed in a Penrose diagram (see Fig. 1 and [31]). Hyperboloidal coordinates foliate the (future) event horizon $H^+$ instead of intersecting at the bifurcation sphere $B$ at $r = 2M$, and they foliate (future) null infinity $\scri^+$ instead of intersecting at spatial infinity $i^0$ when $r \to \infty$. Consequently, we can include the black hole horizon and null infinity in our computational domain, which removes the need for the complicated boundary conditions described in the previous section. Another important advantage of the method is that the construction only depends on the background spacetime. In contrast, boundary conditions must be computed separately for each problem with different sources or different formulations of the perturbations.

Among the many ways to construct hyperboloidal surfaces, a convenient and common method is to fix the coordinate location of null infinity (scri) on the grid [30]. Scri-fixing has the essential advantage of leaving the timelike Killing field of stationary black holes invariant. Consequently, coefficients of equations describing black hole perturbations are time-independent, and the event horizon and null infinity are fixed at the numerical boundaries. The scri-fixing method of Ref. [30] to construct hyperboloidal coordinates consists of three steps:

1. Introduce a time coordinate that respects the timelike Killing field and satisfies certain asymptotic conditions.
2. Map the unbounded spatial domain to a compact domain.
3. Rescale the fields for regularity at the domain boundary.

Level sets of the hyperboloidal time coordinate $\tau^1$ penetrate the (future) black-hole horizon at $r = 2M$, and future null infinity $\scri^+$ as $r \to \infty$ as depicted on the Carter-Penrose diagram Fig. 1. As both surfaces are incoming null surfaces, no boundary data is prescribed. The boundary conditions after the spatial mapping are behavioral as opposed to numerical in the terminology of Boyd [67]. This implies trivial boundary treatment in spectral methods after a suitable choice of function space.

There are many specific hyperboloidal coordinates using scri-fixing (see [32] for a review in the context of Kerr spacetime). Here, we follow [32, 44–46] and work in the so-called minimal gauge. Specifically, the transformation between the original Schwarzschild coordinates $(t, r, \theta, \varphi)$ and the hyperboloidal coordinates $(\tau, \sigma, \theta, \varphi)$ reads

$$t = \lambda \left( \tau - H(\sigma) \right), \quad r = \frac{2M}{\sigma},$$ (25)

with $\lambda = 4M$ and the height function

$$H(\sigma) = \frac{1}{2} \left( \ln(1 - \sigma) - \frac{1}{\sigma} \ln \sigma \right).$$ (26)

Thus, along $\tau = \text{constant}$, $\scri^+$ is located at $\sigma = 0$ and the black-hole horizon is at $\sigma = 1$.

---

1 Not to be confused with proper time, which shall be denoted by $\tau$ in this work.
The conformal factor $\Omega = \sigma/\lambda$ accounts for the scalar field’s fall-off behavior $\sim 1/r$, whereas the exponential term naturally arises from the Fourier factor $e^{-i\omega t}$ when the time transformation in Eq. (25) is taken into account. In this way, $Z$ automatically incorporates the boundary behavior (22) via the geometrical interpretation of the height function from the spacetime perspective. Hereafter will denote the rescaled quantities with an overline, e.g., $\bar{\phi}$.

Equivalent to Eq. (2), the hyperboloidal field $\bar{\phi}$ satisfies

$$A\bar{\phi} = \bar{\mathcal{S}},$$  

(28)

with the operator $A$ and source $\bar{\mathcal{S}}$ related to the original $\Delta$ and $\mathcal{S}$ via

$$\Delta\phi = FA\bar{\phi} \implies \mathcal{S} = F^{-1}\mathcal{S}.$$  

(29)

We discuss the re-scaling factor $F$ in the upcoming section. First, let us express the operator $A$ as

$$A = \alpha_2 \frac{d^2}{d\sigma^2} + \alpha_1 \frac{d}{d\sigma} + \alpha_0.$$  

(30)

An important property is that the transformed operator $A$ degenerates at the domain boundaries. In other words, the operator’s principal part $\alpha_2$ vanishes at $\sigma = 0$ and $\sigma = 1$. Thus, the original considerations about ingoing/outgoing boundary conditions are re-casted into questions about the underlying solution’s regularity. In practical terms, due to the vanishing of the coefficient $\alpha_2$ at $\sigma = 0$ and $\sigma = 1$, the regularity conditions for a field $\bar{\phi}$ satisfying Eq. (28) reads

$$\left(\alpha_1 \sigma \partial_\sigma \bar{\phi} + \alpha_0 \bar{\phi}\right)_{|\sigma=0, \ \sigma=1} = \bar{\mathcal{S}}|_{\sigma=0, \ \sigma=1}.  

(31)

In this way, the boundary conditions follow directly from the equation, and no external data is allowed if one seeks a regular solution. In the above considerations, we assume $\mathcal{S}$ is finite at $\sigma = 0$ and $\sigma = 1$. As discussed, this is the case for the examples under consideration. A more detailed study on the regularity classes of $\mathcal{S}$ is necessary for the sources on the two-time scale analysis [22].

### A. The hyperboloidal operator $A$ and factor $F$

The operator $A$ acting on the hyperboloidal scalar field $\bar{\phi}_{\text{tm}}$ follows from Eqs. (8) and (29) via a factor [32]

$$F = \frac{Z}{r^2 f}.$$  

(32)

The original radial coordinate $r$ is understood as the function $r(\sigma)$ according to Eq. (25). The coefficients on Eq. (30) are

$$\alpha_2 = \sigma^2(1 - \sigma), \quad \alpha_1 = \sigma(2 - 3\sigma) + s(1 - 2\sigma^2)$$

$$\alpha_0 = -\left[(\ell + 1) + \sigma + 2s\sigma + s^2(1 + \sigma)\right].$$  

(33)
The polynomial structure in \( \sigma \) manifests the hyperboloidal minimal gauge’s simplicity. With the explicit expressions above, it becomes evident that \( A_{\ell m} \) is a degenerate operator, i.e., \( \alpha_2 = 0 \) at \( \sigma = 0 \) and \( \sigma = 1 \). Appendix A discusses the factor \( F \) and operator \( A \) for fields with spin weight \( p \neq 0 \) in both BPT and RWZ formalisms.

B. The hyperboloidal source \( \mathbb{S} \)

We now turn our attention to the transformation of the different types of source terms discussed in Sec. II C.

1. Distributional sources

The transformation of Eq. (11), where the source term has delta-support on the particle’s orbit, gives

\[
\mathbb{S}_{\ell m} = \pi_{\ell m} \delta(\sigma - \sigma_p).
\]

(34)

The constant \( \pi_{\ell m} \) relates to the original \( \kappa_{\ell m} \) via

\[
\pi_{\ell m} = \frac{\sigma_p^2}{2MF} \kappa_{\ell m} = 2M \frac{f_p}{Z_p} \kappa_{\ell m}.
\]

(35)

The first line in Eq. (35) has a generic form, and the transformation incorporates two terms: a rescaling by \( F^{-1} \) from Eq. (29), and a change of coordinates in the delta function accomplished by

\[
\delta(g(\sigma)) = \frac{\delta(\sigma - \sigma_p)}{|g'(\sigma_p)|}, \quad g(\sigma) = r(\sigma) - r_p.
\]

(36)

In the above expression, \( r(\sigma) \) is given by Eq. (25). The second line in Eq. (35) makes explicit use of the function \( F \) in Eq. (32). In this context, the (hyperboloidal) retarded field \( \Phi_{\ell m}^{\text{ret}} \) is the regular solution to the equation

\[
A_{\ell m} \Phi_{\ell m}^{\text{ret}} = \mathbb{S}_{\ell m}^{\text{d}},
\]

(37)

i.e., \( \Phi_{\ell m}^{\text{ret}} \) must satisfy Eq. (31) with the right-hand side \( \mathbb{S} = 0 \) at \( \sigma = 0 \) and \( \sigma = 1 \). Note that, as opposed to the standard case, the transformed equation does not allow for regular advanced solutions. The retarded behavior is not imposed through a separate boundary condition, but through the equation itself.

The delta-function source in the right-hand side of (37) imposes a jump in the field’s first derivative in the form

\[
\left( \partial_\sigma \Phi_{\ell m}^{\text{ret}} \right)_{\sigma = \sigma_p} = J_p.
\]

(38)

with

\[
J_p = \pi_{\ell m} \left| \frac{\partial_2}{\alpha_2} \right|_{\sigma = \sigma_p}.
\]

(39)

In the above expressions we have defined

\[
\left( \partial_\sigma \Phi_{\ell m}^{\text{ret}} \right)_{\sigma = \sigma_p} = \lim_{\epsilon \to 0} \partial_\sigma \Phi_{\ell m}^{\text{ret}}(\sigma_p \pm \epsilon).
\]

(40)

2. Worldtube sources

For sources with compact support around the particle’s orbit, the hyperboloidal residual field \( \Phi_{\ell m}^{\text{R}} \) satisfies

\[
A_{\ell m} \Phi_{\ell m}^{\text{R}} = \mathbb{S}_{\ell m}^{\text{w}},
\]

(41)

with \( \mathbb{S}_{\ell m}^{\text{w}} \) defined within the worldtube \( \sigma \in [\sigma_-, \sigma_+] \). Note that from Eq. (25) one has \( r_+ = r(\sigma_-) \) and \( r_- = r(\sigma_+) \). Considering \( \mathbb{S}_{\ell m}^{\text{w}} \) given by Eq. (14), we obtain the transformed expression

\[
\mathbb{S}_{\ell m}^{\text{w}} = \pi_{\ell m} \delta(\sigma - \sigma_p) - A_{\ell m} \Phi_{\ell m}^{\text{R}}.
\]

(42)

As expected, \( \alpha_2 \partial_\sigma^2 \Phi_{\ell m}^{\text{R}} = \pi_{\ell m} \delta(\sigma - \sigma_p) \), so the delta-source cancels out in the right-hand-side of Eq. (42). We are left with

\[
\mathbb{S}_{\ell m}^{\text{w}} = \alpha_1 \partial_\sigma \Phi_{\ell m}^{\text{R}} + \alpha_0 \Phi_{\ell m}^{\text{R}}.
\]

(43)

Alternatively, the rescaling from Eq. (29) applies directly into the regularised expression (18). As explained, Eq. (31) fixes the regularity conditions for \( \Phi_{\ell m}^{\text{R}} \). Since \( \mathbb{S}_{\ell m} = 0 \) at \( \sigma = 0 \) and \( \sigma = 1 \), the conditions reduce to the same as for the retarded field. In fact, by definition one has

\[
\Phi_{\ell m}^{\text{R}} = \left\{ \begin{array}{ll}
\Phi_{\ell m}^{\text{R}} & , \quad \sigma \in [0, \sigma_-), \quad \sigma \in (\sigma_+, 1] \\
\Phi_{\ell m}^{\text{R}} - \pi_{\ell m} & , \quad \sigma \in [\sigma_-, \sigma_+] 
\end{array} \right.,
\]

(44)

i.e., \( \Phi_{\ell m}^{\text{R}} \) and \( \Phi_{\ell m}^{\text{R}} \) coincide everywhere outside the worldtube. Eq. (44) fixes the transition conditions at the boundaries \( \sigma_{\text{m, out}} \). Specifically, Eq. (44) imposes

\[
\left( \Phi_{\ell m}^{\text{R}} - \Phi_{\ell m}^{\text{R}} \right)_{\sigma = \sigma_{\text{m, out}}} = -\pi_{\ell m}, \quad \sigma \in \sigma_{\text{m, out}}.
\]

(45)

\[
\left( \partial_\sigma \Phi_{\ell m}^{\text{R}} - \partial_\sigma \Phi_{\ell m}^{\text{R}} \right)_{\sigma = \sigma_{\text{m, out}}} = -\partial_\sigma \Phi_{\ell m}^{\text{R}}(\sigma_{\text{m, in}}), \quad \sigma \in \sigma_{\text{m, out}},
\]

(46)

\[
\left( \Phi_{\ell m}^{\text{R}} - \Phi_{\ell m}^{\text{R}} \right)_{\sigma = \sigma_{\text{m, out}}} = \pi_{\ell m}, \quad \sigma \in \sigma_{\text{m, out}}.
\]

(47)

\[
\left( \partial_\sigma \Phi_{\ell m}^{\text{R}} - \partial_\sigma \Phi_{\ell m}^{\text{R}} \right)_{\sigma = \sigma_{\text{m, out}}} = \partial_\sigma \Phi_{\ell m}^{\text{R}}(\sigma_{\text{m, out}}).
\]

(48)

Finally, a unique solution follows by fixing \( \Phi_{\ell m}^{\text{R}} \) at the particle’s location via continuity conditions

\[
\left( \Phi_{\ell m}^{\text{R}} - \Phi_{\ell m}^{\text{R}} \right)_{\sigma = \sigma_p} = 0,
\]

(49)

\[
\left( \partial_\sigma \Phi_{\ell m}^{\text{R}} - \partial_\sigma \Phi_{\ell m}^{\text{R}} \right)_{\sigma = \sigma_p} = 0.
\]

(50)
The transformation of Eq. (20) follows similarly. By taking the derivative of Eq. (37) with respect to \( r_p \), one obtains the hyperboloidal parametric derivative field \( \psi_{lm}^{\text{ret}} = \phi_{lm,r_p}^{\text{ret}} \)
\[
A_{tm} \psi_{lm}^{\text{ret}} = \mathcal{S}_{tm}^{\text{u}}.
\] (51)
Here, the extended hyperboloidal source reads
\[
\mathcal{S}_{tm}^{\text{u}} = \partial_r \kappa_{tm} \delta(\sigma - \sigma_p) + \frac{\sigma_p^2}{2M} \kappa_{tm} \delta'(\sigma - \sigma_p) + C \phi_{lm}^{\text{ret}},
\] (52)
with the operator \( C = \partial_r A \) given by
\[
C = \partial_r s \left( 2\sigma + 2s(1 + \sigma) - (1 - 2s^2) \partial_\sigma \right). \] (53)
The relation between the original field \( \psi_{lm}^{\text{ret}} \) and its hyperboloidal equivalent \( \psi_{lm}^{\text{ret}} \) does not follow from Eq. (27) in contrast to \( \phi_{lm}^{\text{ret}} \) and \( \phi_{lm}^{\text{ret}} \). Because \( Z \) depends on \( r_p \) through the frequency \( s \), Eq. (27) leads to
\[
\psi_{lm}^{\text{ret}} = Z \psi_{lm}^{\text{ret}} + \partial_r Z \phi_{lm}^{\text{ret}}.
\] (54)
The field \( \psi_{lm}^{\text{ret}} \) is then uniquely determined via the regularity conditions at \( \sigma = 0 \) and \( \sigma = 1 \), together with the jump conditions at the particle location. According to Eq. (31) the regularity conditions read
\[
\left( \alpha_1 \partial_\sigma \psi_{lm}^{\text{ret}} + \alpha_0 \psi_{lm}^{\text{ret}} \right)_{\sigma=0} = C \psi_{lm}^{\text{ret}}_{\sigma=1} \] (55)
whereas the jump conditions at the particle location are
\[
\left( \psi_{lm}^{\text{ret}} - \psi_{lm}^{\text{ret}} - \right)_{\sigma=\sigma_p} = \frac{\sigma_p^2 J_p}{2M} \] (56)
\[
\left( \partial_\sigma \psi_{lm}^{\text{ret}} - \partial_\sigma \psi_{lm}^{\text{ret}} - \right)_{\sigma=\sigma_p} = \partial_\sigma J_p - \frac{\sigma_p^2 J_p}{2M} \frac{\alpha_1}{\alpha_2} \] (57)

C. Energy flux and the self-force

As a consistency check of our calculations, it is useful to use a flux-balance law and compare our results to those in the literature. For these we need to compute the energy flux radiated to infinity and the horizon. In the following subsections, we derive the balance law and show how to calculate the energy fluxes from data computed on the hyperboloidal slices.

1. Flux Balance Law

The total energy flux must balance the work \( W \) done on the scalar charge by the SSF such that
\[
\dot{E}_{\text{total}} = -W = -\mu \dot{\xi},
\] (58)
where \( E_{\text{total}} \) is the total radiated (scalar) energy, \( \dot{\xi} \) denotes a derivative with respect to coordinate time \( t \), and we have written the work done in terms of the rate of change of specific energy, \( \mathcal{E} \), per unit time. The specific energy itself is given by \( \mathcal{E} = -\xi^\mu u_\mu = -g_{\mu \nu} \xi_\nu u^\mu \), where \( \xi_\nu \) is the timelike Killing vector field satisfying the Killing equation \( \nabla_\beta \xi_\alpha + \nabla_\alpha \xi_\beta = 0 \). To take advantage of this, we transform the derivative that appears on the right-hand-side to a derivative with respect to proper time,
\[
\dot{\mathcal{E}} = (u')^{-1} u^\alpha \nabla_\alpha \mathcal{E}
\]
\[= -g_{\mu \nu} (u')^{-1} \left( u^\nu u^\alpha \nabla_\alpha \xi_\mu + \xi_\mu u^\alpha \nabla_\alpha u^\nu \right)
\[= -g_{\mu \nu} (u')^{-1} \xi_\nu u^\alpha \nabla_\alpha u^\mu. \] (59)
The term \( u^\nu u^\rho \nabla_\rho \xi_\mu \) vanishes due to \( \xi_\mu \) satisfying Killing’s equation. Since the motion of our particle is determined by the (self-)forced equation of motion, Eq. (6) and our timelike Killing vector is given by the Kronecker Delta, \( \xi_\mu = \delta_\mu \), we find from Eqs. (58) and (59)
\[
F_k = \mu u^\mu \dot{E}_{\text{total}}.
\] (60)
Note that we have neglected the rate of change of the mass per unit proper time, \( dm/dt \), as we are in a stationary, circular orbit configuration. In more general setups, the mass of the scalar charge can vary due to the self-force \( \dot{\xi} \), per unit time. The specific energy itself is given by \( \mathcal{E} = -\xi^\mu u_\mu = -g_{\mu \nu} \xi_\nu u^\mu \), where \( \xi_\nu \) is the timelike Killing vector field satisfying the Killing equation \( \nabla_\beta \xi_\alpha + \nabla_\alpha \xi_\beta = 0 \). To take advantage of this, we transform the derivative that appears on the right-hand-side to a derivative with respect to proper time,
\[
\dot{\mathcal{E}} = (u')^{-1} u^\alpha \nabla_\alpha \mathcal{E}
\]
\[= -g_{\mu \nu} (u')^{-1} \left( u^\nu u^\alpha \nabla_\alpha \xi_\mu + \xi_\mu u^\alpha \nabla_\alpha u^\nu \right)
\[= -g_{\mu \nu} (u')^{-1} \xi_\nu u^\alpha \nabla_\alpha u^\mu. \] (59)
The term \( u^\nu u^\rho \nabla_\rho \xi_\mu \) vanishes due to \( \xi_\mu \) satisfying Killing’s equation. Since the motion of our particle is determined by the (self-)forced equation of motion, Eq. (6) and our timelike Killing vector is given by the Kronecker Delta, \( \xi_\mu = \delta_\mu \), we find from Eqs. (58) and (59)
\[
F_k = \mu u^\mu \dot{E}_{\text{total}}.
\] (60)
Note that we have neglected the rate of change of the mass per unit proper time, \( dm/dt \), as we are in a stationary, circular orbit configuration. In more general setups, the mass of the scalar charge can vary due to the SSF component that is tangent to \( u^\nu \) such that \( dm/dt = -u^\alpha F_\alpha \) [13, 51].

We compute the \( r_p \)-derivative of the self-force from our calculations involving sources with unbounded support. As with our original field equation (20), one can take an \( r_p \)-derivative of both sides of Eq. (60) to find
\[
\mathcal{D}_{r_p} F_k = \mu \left( \partial_{r_p} u^\mu \dot{E}_{\text{total}} + u^\mu \partial_{r_p} \dot{E}_{\text{total}} \right).
\] (61)
Note that one must carefully consider the \( r_p \)-derivative on the left-hand side of Eq. (61), since the operations \( \partial_{r_p} \) and \( \lim_{r \to r_p} \) do not commute with each other. More specifically, the right-hand side involves quantities evaluated at the black-hole horizon, and at future null infinity. Thus, \( \partial_{r_p} \) accounts for the explicit parametric dependence on the particle’s orbit. The left-hand side, however, must account for the parametric \( r_p \)-dependence, as well as the contribution from the field’s value at \( r_p \). Hence, for a given quantity \( \varpi_p = \lim_{r \to r_p} \varpi(r) \), one obtains
\[
\mathcal{D}_{r_p} \varpi_p = \left( \partial_{r_p} \varpi(r) + \varpi'(r) \right)_{r_p}.
\] (62)
2. Hyperboloidal Flux

The total radiated energy can be evaluated from the energy flux vector

\[ \tilde{\epsilon}^\alpha := -g^{\alpha \beta} T^\mu{T_\beta}_{\mu}(t), \]

where \( T^{\mu\nu} \) is the stress-energy tensor of the scalar field \[69\]. We wish to calculate the flux flowing to \( \mathcal{I}^+ \) (future null infinity) and down to the black hole. To do so let us consider a timelike hypersurface with \( r = \rho_0 \) labelled \( \Sigma^0 \). The scalar-field energy flowing through an infinitesimal surface element of the hypersurface, \( d\Sigma^0 \), that spans a small time \( dt \) is given by

\[ dE^0 = \int d\tilde{\epsilon}^\alpha d\Sigma^0 = \int \Sigma T^\alpha_{\mu} \tilde{\epsilon}^\mu d\Sigma^0. \]

Here \( d\Sigma^0 \) is an outward-pointing surface element on the section of the hypersurface \( d\Sigma^0 \). Since our hypersurface is timelike, the outward-pointing surface elements are expressed as \( d\Sigma^0 = \sqrt{\gamma} n_\alpha d\sigma_\alpha d\varphi \), where \( h \) is the determinant of the induced metric on \( \Sigma^0 \) and \( n_\alpha \) is the radial unit normal vector to the hypersurface. Explicitly in terms of the standard Schwarzschild coordinates \( n_\alpha = \delta_\alpha^\gamma / \sqrt{f_0} \) and therefore \( h = -f_0 r_\alpha^2 \sin^2 \theta \), where subscript “0” means the function is evaluated at \( r = \rho_0 \). Bringing this all together and substituting the coordinate form of the Killing tensor, one finds the flux of energy through the hypersurface \( \Sigma^0 \) to be

\[ \dot{E}^0 = \frac{dE^0}{dt} = f_0 r_0^2 \int T_{\tau \tau} d\varphi, \]

where \( d\varphi \) is the standard differential solid angle.\(^2\) Our aim is to write Eq. \((65)\) in terms of our hyperboloidal coordinates \( x^\nu = (\tau, \sigma, \theta, \varphi) \) and the hyperboloidal field \( \tilde{\phi}(\sigma) \) to evaluate the radiative flux at future null infinity (\( \sigma = 0 \)) and the horizon (\( \sigma = 1 \)). By transforming the stress-energy tensor of the scalar field \( T_{\alpha \beta} \) into our coordinates, we find

\[ T_{\tau \tau} = -\frac{\sigma^2}{2M\lambda} (T_{\tau \tau} H_{\tau \sigma} + T_{\tau \sigma}). \]

It follows from Eq. \((26)\)

\[ \partial_\tau H = \frac{1 - 2\sigma^2}{2\sigma^2 (1 - \sigma)}, \]

As discussed in Appendix B, evaluating \( T_{\tau \tau} \) and \( T_{\tau \sigma} \) in terms of the conformal field and noting in our hyperboloidal coordinates, \( f(\sigma) = (1 - \sigma) \), we find remarkably simple expressions for the flux integrands:

\[ f_0 (T_{\tau \tau} H_{\tau \sigma} + T_{\tau \sigma}) |_{\sigma=0} = \frac{1}{8\pi \lambda^2} (\partial_\tau \tilde{\phi})^2, \]

\[ f_0 (T_{\tau \tau} H_{\tau \sigma} + T_{\tau \sigma}) |_{\sigma=1} = \frac{1}{8\pi \lambda^2} (\partial_\tau \tilde{\phi})^2. \]

Therefore our flux expressions become

\[ \dot{E}^{\mathcal{I}^+} := +\dot{E}^0 |_{\sigma=0} = \frac{1}{16\pi \lambda^2} \int (\partial_\tau \tilde{\phi})^2 |_{\sigma=0} d\varphi, \]

\[ \dot{E}^{\mathcal{H}^+} := -\dot{E}^0 |_{\sigma=1} = \frac{1}{16\pi \lambda^2} \int (\partial_\tau \tilde{\phi})^2 |_{\sigma=1} d\varphi, \]

where our sign convention is chosen such that the outflow of energy towards \( \mathcal{I}^+ \) is positive and the inflow of energy towards the horizon is negative. The Fourier and spherical harmonic mode decomposition of the conformal scalar field given by

\[ \tilde{\phi}(\tau, \sigma, \theta, \varphi) = \sum_{\ell, m} \tilde{\phi}_{\ell m}(\sigma) Y_{\ell m}(\theta, \varphi) e^{i \tau} := \sum_{\ell m} \tilde{\Phi}_{\ell m}, \]

allows us to make the replacement \( \partial_\tau \tilde{\Phi}_{\ell m} = s \tilde{\Phi}_{\ell m} \). If we substitute this into Eq. \((71)\), the integral is readily evaluated with the standard spherical harmonic orthogonality relation, leaving us with succinct expressions for the flux at the horizon and infinity,

\[ \dot{E}^{\mathcal{I}^+} = \frac{1}{16\pi \lambda^2} \sum_{\ell m} |s \tilde{\Phi}_{\ell m}|^2 |_{\sigma=0}, \]

\[ \dot{E}^{\mathcal{H}^+} = \frac{1}{16\pi \lambda^2} \sum_{\ell m} |s \tilde{\Phi}_{\ell m}|^2 |_{\sigma=1}. \]

If we are to compare our results with the parametric derivative of the field, \( \psi_{\ell m} \), we need to compute the \( r_{\nu}^{\nu} \) derivative of the flux. As our conformal field is complex, we find

\[ \partial_{\nu} \dot{E}^{\mathcal{I}^+} = \frac{1}{16\pi \lambda^2} \sum_{\ell m} \text{Re} \left[ \left( \partial_{\nu} \tilde{\phi}_{\ell m} (\partial_\tau \tilde{\phi}_{\ell m} + s \tilde{\Phi}_{\ell m}) \right) |_{\sigma=0} \right], \]

\[ \partial_{\nu} \dot{E}^{\mathcal{H}^+} = \frac{1}{16\pi \lambda^2} \sum_{\ell m} \text{Re} \left[ \left( \partial_{\nu} \tilde{\phi}_{\ell m} (\partial_\tau \tilde{\phi}_{\ell m} + s \tilde{\Phi}_{\ell m}) \right) |_{\sigma=1} \right]. \]

D. Self-force

To calculate the self-force within our hyperboloidal approach we start with the expression for the self-force in covariant form given in Eq. \((6)\). We first consider the t-component of the self-force in terms of conformal scalar field. The transformation to conformal coordinates yields

\[ F_{t}^{\text{self}} = \frac{q}{\lambda} \lim_{x^\mu \rightarrow x_{\rho}^\mu} \Omega \partial_\tau \tilde{\Phi}(x^\mu). \]

\(^2\) This is written differently than the normal convention \( \alpha \Omega \), so as to not be confused with the conformal factor \( \Omega \) introduced in Eq. \((27)\).
We shall denote the $\ell$-mode contribution to the self-force field by $F_{\ell r}$. With the help of Eq. (27), substituting the decomposition from Eq. (72) into Eq. (77) and taking the limit to the worldline we find
\[
F_{\ell r} = \frac{q}{\lambda} \sum_{m=-\ell}^{\ell} s \ Z(\sigma_p) \overline{\phi}_{\ell m}(\sigma_p) Y_{\ell m}(\pi/2, 0). \quad (78)
\]
This expression can be used to directly evaluate left-hand side of the balance law, Eq. (61), by taking a $r_p$-derivative of both sides of Eq. (78):
\[
D_{r_p} F_{\ell r} = \frac{q}{\lambda} \sum_{m=-\ell}^{\ell} \left[ \partial_{r_p} s \ Z(\sigma_p) \overline{\phi}_{\ell m}(\sigma_p) Y_{\ell m}(\pi/2, 0) \right]. \quad (79)
\]
Using Eq. (62), one obtains explicitly
\[
D_{r_p} \overline{\psi}_{\ell m} = \overline{\psi}_{\ell m}(\sigma_p) - \frac{2M}{r_p^2} \overline{\phi}_{\ell m, \sigma} \bigg|_{\sigma=\sigma_p}, \quad (80)
\]
\[
D_{r_p} \ln Z = \partial_{r_p} s - \frac{2M}{r_p^2} \left( (\ln \Omega)_{\sigma} + s H_{\sigma} \right) \bigg|_{\sigma=\sigma_p} \quad (81)
\]
Obtaining the $r$-component of the SSF, meanwhile, is a bit more involved. Due to the coordinate transformation given in Eq. (25), one obtains
\[
\partial_r = -\frac{\sigma^2}{2M} (\partial_\sigma + H_{\sigma} \partial_r). \quad (82)
\]
Therefore,
\[
F_{\ell r}^{\text{self}} = -\frac{q}{2M} \lim_{x^p \to \sigma_p^+} \sigma^2 \left[ H_{\sigma} \partial_r \Phi(x^\mu) + \partial_\sigma \Phi(x^\mu) \right], \quad (83)
\]
which yields
\[
F_{\ell r}^{\pm} = \frac{q}{2M} \sum_{m=-\ell}^{\ell} Z(\sigma_p) \left[ H_{\sigma} \overline{\phi}_{\ell m} + \overline{\phi}_{\ell m, \sigma} + \overline{\phi}_{\ell m} + \overline{\phi}_{\ell m, \sigma} \right] Y_{\ell m}(\pi/2, 0). \quad (84)
\]
Here, $F_{\ell r}^{+}$ and $F_{\ell r}^{-}$ correspond to approaching the worldline from the range $r > r_p$ and $r < r_p$ respectively. This distinction is necessary if we set $\overline{\phi}_{\ell m} = \overline{\phi}_{\ell m}$ above as then the derivatives of the scalar field $\partial_\sigma \overline{\phi}$ and $\partial_r \overline{\phi}$ at the particle location have two well-defined, but generally different one-sided limits. In this case the left-hand side of Eq. (84) represents the unregularized $\ell$-modes of the force. To compute the $r$-component of the SSF we use the mode-sum regularization formula [53]
\[
F_{\ell r}^{\text{self}} = F_{\ell r}^{+} + A_r \ell(\ell + 1) - B_r - \sum_{n=1}^{3} F_{\ell r}^{[2n]}, \quad (85)
\]
where $A_r, B_r, F_{\ell r}^{[2n]}$ are known as regularization parameters. The $A_r$ and $B_r$ act to regularize the self-force, and the $F_{\ell r}^{[2n]}$ act to accelerate the convergence of the $\ell$-mode sum [70]. If instead in Eq. (84) we set $\overline{\phi}_{\ell m} = \phi_{\ell m}^R$ as computed from the effective-source approach then the limit is the same from both directions and the left-hand side of Eq. (84) becomes $F_{\ell r}$.

IV. NUMERICAL METHODS

This section details the numerical methods providing highly accurate solutions to the equations transformed into compactified hyperboloidal coordinates. We follow the conceptual framework from Refs. [71–74] employing a multi-domain spectral method [67, 75, 76], enhanced with analytic mesh refinement to improve the computation of solutions with steep gradients.

A. Multi-domain spectral methods

We use a collocation-point spectral method to solve the hyperboloidal equation on the compact domain $\sigma \in [0, 1]$. Specifically, we employ the algorithms detailed in Ref. [73] to find the numerical approximations $f^{(\nu_{\text{Field}})}$, with $n_{\text{Field}} = 0 \cdots N_{\text{Field}}$, assuming $n_{\text{Field}} = N_{\text{Field}} + 1$ real-valued functions. For instance, the scalar self-force field described in the previous section is a complex-valued field [54]. It is convenient to map each sub-domain $\sigma \in [\sigma_{i_{\text{dom}}}, \sigma_{i_{\text{dom}}}]$, labelled by $i_{\text{dom}} = 1 \cdots n_{\text{dom}}$, into a coordinate $x \in [-1, 1]$ via
\[
\sigma = \frac{1}{2} \left[ \sigma_{i_{\text{dom}}} (1 + x) + \sigma_{i_{\text{dom}}} (1 - x) \right], \quad (87)
\]
\[
x = \frac{2\sigma - (\sigma_{i_{\text{dom}}} + \sigma_{i_{\text{dom}}} - 1)}{\sigma_{i_{\text{dom}}} - \sigma_{i_{\text{dom}}} - 1}. \quad (88)
\]
At each domain $i_{\text{dom}}$, the numerical scheme approximates a given function, $f^{(\nu_{\text{Field}})}(x)$, via the finite expansion
\[
f^{(\nu_{\text{Field}})}(x) = \sum_{k=0}^{N_{\text{Field}}} c^{(\nu_{\text{Field}})}_k T_k(x), \quad (89)
\]
with $N_{\text{Field}}$ the truncation order, and $T_k(x) = \cos[k \arccos(x)]$ the Chebyshev polynomials of first kind. The Chebyshev coefficients $c^{(\nu_{\text{Field}})}_k$ are fixed by a collo-
culation method. For this purpose, we discretise the interval \( x \in [-1, 1] \) in terms of the Chebyshev-Lobatto grid
\[
x_i = \cos \left( \pi \frac{i}{N_{\text{ld}}} \right), \quad i = 0 \ldots N_{\text{ld}},
\]
and impose that the expression \((89)\) coincides with the exact function \(f^{(i, \text{ref})}(x)\) at the grid points. In other words, the coefficients \(c_i^{(i, \text{ref})}\) follow from inverting the equation
\[
f_{N_{\text{ld}}}^{(i, \text{ref})}(x_i) = f^{(i, \text{ref})}(x_i).
\]
(91)
The above considerations assume an \textit{a priori} known function \(f^{(i, \text{ref})}(x)\) from which we construct the approximation \(f_{N_{\text{ld}}}^{(i, \text{ref})}(x)\). In practice, though, \(f^{(i, \text{ref})}(x)\) is not given, and we only have access to the underlying differential equation the function must satisfy. To obtain the function’s values at the discrete grid points, we first collect the unknown components from all different domains into the single vector. More specifically, let us define
\[
f_i^{(i, \text{ref})} = f_{N_{\text{ld}}}^{(i, \text{ref})}(x_i)
\]
(92) as the function’s value for a given field \(i\), at the grid point \(x_i\) within the domain \(i\). Then, we collect each of these values into the vector
\[
\vec{X} = \left( f_i^{(i, \text{ref})} \right)_{i=1 \ldots n_{\text{dom}}, \quad x_i = 0 \ldots N_{\text{ld}}, \quad \text{Field} = 1 \ldots n_{\text{Field}}},
\]
(93) which has a total of
\[
n_{\text{total}} = n_{\text{Field}} \sum_{i=1}^{n_{\text{dom}}} (N_{\text{ld}} + 1)
\]
(94) components. Enforcing the differential equations, together with its boundary or transition conditions at all domains and all collocation points leads to an algebraic system of \(n_{\text{total}}\) linear equations \(\vec{F}(\vec{X})\). Recall that imposing the differential equation at the grid points requires calculating approximations for the first and second derivatives, respectively, \(f_i^{(i, \text{ref})}\) and \(f_i^{(i, \text{ref})}\). They result from applying specific spectral differential matrices to the vectors \(\vec{X}\) \([67, 75, 77]\). We solve the linear system \(\vec{F}(\vec{X})\) for the vector \(\vec{X}\) using an LU decomposition. Thus, the algorithm scales as \(n_{\text{total}}^2\) and should be sufficiently fast for low-to-moderate values of \(n_{\text{dom}}\) and \(N_{\text{ld}}\).

B. Convergence

Spectral methods are very efficient when the underlying function \(f^{(i, \text{ref})}(x)\) is analytic because the approximated numerical solution \(f_{N_{\text{ld}}}^{(i, \text{ref})}(x)\) converges exponentially to the exact solution as the numerical resolution \(N_{\text{ld}}\) increases (see \([67, 75–77]\) and references therein). Because we do not have access to an explicit expression for the exact solution \(f^{(i, \text{ref})}(x)\), the numerical error is estimated by fixing a reference solution obtained with a given high accuracy \(N_{\text{ld}} = N_{\text{ld}}^\text{ref}\), and measuring a relative error
\[
\mathcal{E}_{N_{\text{ld}}}^{(i, \text{ref})} = \left| 1 - \frac{f_{N_{\text{ld}}}^{(i, \text{ref})}(x)}{f_{N_{\text{ld}}^\text{ref}}^{(i, \text{ref})}(x)} \right|, \quad N_{\text{ld}} < N_{\text{ld}}^\text{ref}.
\]
(95)
In particular, we are interested in measuring the error at the particle’s location. The Chebyshev coefficients \(c_k^{(i, \text{ref})}\) provide an efficient way to estimate the error of a numerical solution at a fixed \(N_{\text{ld}}\) because their asymptotic behavior for \(k \gg 1\) determines the rate at which the error \(\mathcal{E}_{N_{\text{ld}}}^{(i, \text{ref})}\) decays to zero as \(N_{\text{ld}} \to \infty\). Indeed, the exponential convergence \(\mathcal{E}_{N_{\text{ld}}}^{(i, \text{ref})} \sim C^{-N_{\text{ld}}} \) for analytic functions follows from a behavior \(c_k^{(i, \text{ref})} \sim C^{-k}\) (with constants \(C\) and \(\bar{C}\)).

Particular scenarios may jeopardize the fast convergence rate. Clearly, the exponential decay depends on the regularity of the underlying solution. If the solution is known to be on a regularity class \(C^r([-1, 1])\), then the convergence rate (as well as the behavior of the Chebyshev coefficients) will be merely algebraic. We do not find these issues in the scenarios studied here.

An exponential decay does not always imply a highly accurate solution for a small-to-moderate numerical resolution \(N_{\text{ld}}\). The error and the Chebyshev coefficients of functions with steep gradients may decay with a relatively small exponential rate. As discussed in the following sections, this is the case for large angular modes \(\ell\) or large orbital radii \(r_p\). In the next section, we describe the “analytic mesh-refinement” (AnMR) technique, which introduces yet another coordinate mapping to increase the grid density around the steep region.

C. Analytic mesh-refinement

Within a given domain \(i\), we map the interval \([-1, 1]\) into itself via
\[
\chi = x_B \left(1 - \frac{2 \sinh (\kappa(1 - x_B\chi))}{\sinh (2\kappa)}\right), \quad \chi \in [-1, 1],
\]
(96) with a mesh-refinement parameter \(\kappa \geq 0\). The limit \(\kappa \to 0\) recovers the identity \(x = \chi\). The parameter \(x_B\) indicates whether the steep region is around the left \((x_B = -1)\) or the right boundary \((x_B = 1)\). The AnMR technique discretises the grid \(\chi \in [-1, 1]\) — as opposed to \(x\) in Eq. \((90)\) — via
\[
\chi_i = \cos \left( \pi \frac{i}{N_{\text{ld}}^\text{ref}} \right), \quad i = 0 \ldots N_{\text{ld}}^\text{ref}.
\]
(97) The grid \(x_i\) follows from the AnMR mapping \((96)\), which then fixes the grid in the hyperboloidal radial coordinate.
A Chebyshev-Lobatto grid is considered for the coordinate $\phi \in [-1, 1]$ according to Eq. (97). Middle panel: For $x_B = -1$, the AnMR map (96) populates the grid points around the left boundary. Top panel: For $x_B = 1$, the AnMR map (96) populates the grid points around the right boundary. Examples with AnMR-parameter $\kappa = 3$.

The bottom panel of Fig. 2 displays the Chebyshev-Lobatto grid for the $\chi$ coordinate according to Eq. (97), whereas the middle and top panels reveal the effect of the mapping (96) with a parameter $\kappa = 3$. They demonstrate, respectively, the accumulation of grid points on either the left ($x_B = -1$) or right boundary ($x_B = 1$). As we shall demonstrate, the increase of point density in these regions allows us to accurately represent functions with steep gradients around the particle with a low-to-moderate spectral resolution $N_{\text{lat}}$.

FIG. 2. Analytic mesh-refinement (AnMR) to better resolve functions with strong gradients. Bottom panel: A Chebyshev-Lobatto grid is considered for the coordinate $\chi \in [-1, 1]$ according to Eq. (97).

Middle panel: For $x_B = -1$, the AnMR map (96) populates the grid points around the left boundary. Top panel: For $x_B = 1$, the AnMR map (96) populates the grid points around the right boundary. Examples with AnMR-parameter $\kappa = 3$.

This section presents several numerical results that illustrate the effectiveness of self-force calculations using compactified hyperboloidal coordinates combined with spectral methods. In each subsection, we present results for examples from the three classes of sources commonly found in self-force calculations: distributional, worldtube, and unbounded support. Computing self-force for large radius orbits is a challenging problem for all three classes and is therefore presented in a separate subsection. At all steps of the code development, we compare the solution around the particle with the corresponding solution obtained from the Black Hole Perturbation Toolkit (BHPToolkit) [78]. Such cross-checks attest to our results’ correctness and allow us to perform convergence tests.

A. Distributional sources

We compute the retarded field $\phi_{\ell m}^{\text{ret}}$ using a distributional source solving Eq. (37). We first examine individual modes and then present results for the self-force computed using the mode-sum approach. In our computations we split the grid at the particle’s location, $\sigma_p$, and employ the same spectral resolution in both domains, i.e., $N_1 = N_2 = N$.

The left panel of Fig. 3 displays the real part of hyperboloidal retarded field $\phi_{\ell m}^{\text{ret}}$ for the angular mode $(\ell, m) = (1, 1)$, where the spectral resolution is $N = 60$ and the particle is at $r_p = 6M$. The retarded field $\phi_{\ell m}^{\text{ret}}$ is continuous with a discontinuity at the first radial derivative. Most importantly, the field is accessible in the entire domain, including future null infinity $\sigma = 0$ and the black-hole horizon $\sigma = 1$. The solutions’ accuracy and smoothness are assessed by the behavior of the corresponding Chebyshev coefficients $c_i$.

The insets show the coefficients’ exponential decay up to the round-off saturation of order $10^{-16}$. In contrast, the right panel of Fig. 3 explores more extreme regions in the parameter space. Similar to the left panel of Fig. 3 this shows the real part of $\phi_{\ell m}^{\text{ret}}$ but with $(\ell, m) = (100, 0)$ and $r_p = 6M$. The numerical solution requires a higher resolution $N$, especially in domain 2, due to the steep gradient around the particle.

These computations of the transformed fields $\phi_{\ell m}^{\text{ret}}$ demonstrate the internal consistency of the code in the compact hyperboloidal formulation. The field $\phi_{\ell m}^{\text{ret}}$ and its derivative are used in the calculation of the self-force and can be reconstructed from $\phi_{\ell m}^{\text{ret}}$ via Eq. (27). As discussed in Sec. IV, we take a numerical solution with the high resolution $N_{\text{ref}} = 150$ as reference and evaluate the relative error $\mathcal{E}_N$ according to Eq. (95) for the physical retarded field and its $r_p$-derivative at the particle’s location. We observe spectral convergence, with higher angular modes requiring higher numerical resolution to obtain a given precision. The behavior for high angular modes is a consequence of the steep gradients around the particle observed in right pane of Fig. 3. Nevertheless, the required resolution is not prohibitive, as all $\ell$-modes seem to converge similarly. The main effect of increasing $\ell$ is an upward shift in the curves, and one obtains accurate solutions for $\ell$-modes as high as $\ell = 100$ with moderate resolution $N = 100$.

In Fig. 4, we show convergence for a fixed $(\ell, m) = (1, 1)$ but varying $r_p/M = \{3.01, 10, 100, 1000\}$. Even though we observe exponential convergence regardless of $r_p$, the convergence rate decreases for higher values of $r_p$. For instance, resolution $N = 150$ yields solutions $|\phi_{\ell m}^{\text{ref}}|$ correct only up to $10^{-4}$ for $r_p = 1000M$. The reason behind the poor convergence rate is the steep gradients around the particle, so the spectral method loses accuracy for large $r_p$. One can, however, solve this problem using analytic mesh refinement (AnMR) as presented in Sec. V D below.

3 To simplify the notation, we remove the labels $(\ell_{\text{dom}}, i_{\text{fields}})$ used in section IV, as this information is available within the plots.
FIG. 3. Left panel: Real parts of hyperboloidal retarded field \( \phi_{ret}^{\ell,m} \) for the angular mode \((\ell,m) = (1,1)\) with \( rp = 6M \) and \( N = 60 \). The numerical domain extends from future null infinity, \( \sigma = 0 \), to the future event horizon, \( \sigma = 1 \). The inset demonstrates exponential decay of Chebyshev coefficients indicating spectral convergence. Right panel: Same fields as in the left panel but for angular mode \((\ell,m) = (100,0)\) and resolution \( N = 120 \). We need higher resolution at high mode numbers because of the steep gradient around the particle. Insets demonstrate slower spectral convergence than in left panel.

FIG. 4. Numerical convergence for the retarded field \( |\phi_{ret}^{\ell,m}| \) with \((\ell,m) = (1,1)\) as function of particle’s orbit \( r_p \). Despite the exponential decay of error against a reference solution with \( N_{ref} = 150 \), the decay rate is slower at large orbits \( r_p \) due to steep gradients.

To further validate our code, we calculate both the energy flux and the local self-force. The energy flux at infinity, \( \tilde{E}^{\gamma^+} \), and the horizon, \( \tilde{E}^{H^+} \), is computed from the values of the field at \( \sigma = 0 \) and \( \sigma = 1 \), respectively, using Eqs. (73) and (74). In Table I we present numerical values for these scalar energy fluxes. Table I also presents a direct comparison with values for the flux at the horizon and spatial infinity computed using the Teukolsky package of the Black Hole Perturbation Toolkit [78], with relative differences comparable in magnitude to machine precision.

We also compute the self-force from the values of the derivative of the scalar field at the particle’s location. The \( t \)-component of the self-force, \( F_{\ell t} \), is computed using Eq. (78). The modes of \( F_{\ell t} \) do not require any regularization, and in Fig. 5 we see that the contribution from each \( \ell \)-mode falls off exponentially to machine round-off. The \( r \)-component of the self-force, \( F_{\ell r} \), is computed using Eq. (84). The individual \( \ell \)-modes of the radial self-force do require regularization, which we perform using Eq. (85). In Fig. 6 we show the behavior of both the unregularized and regularized \( \ell \)-modes of the self-force. The delicate cancellation between the modes of the retarded field and the regularization parameters is a good test of the correctness of our code, and we find that our numerical results are excellent for modes as high as \( \ell = 100 \).

FIG. 5. The \( \ell \)-mode contributions to \( F_{\ell} \) for \( rp/M = 10M \).
| $r_p/M$ | $E^{H^+}_r \times \mu(M/q)^2$ | $E^{\mathcal{S}^+}_r \times \mu(M/q)^2$ | $F_1 \times (M/q)^2$ | $1 - |F_1/u|^2 E_{\text{total}}|$ | $1 - \mu E_{\text{total}}/E_{\text{HPP}}^{\text{total}}$ |
|--------|-------------------------------|-------------------------------|-------------|-----------------------------|-----------------------------|
| 6      | $7.850 \times 10^{-6}$        | $2.473 \times 10^{-4}$        | $3.609 \times 10^{-4}$ | $7.60 \times 10^{-12}$     | $-1.04 \times 10^{-10}$    |
| 7      | $2.405 \times 10^{-6}$        | $1.311 \times 10^{-4}$        | $1.767 \times 10^{-4}$ | $-6.95 \times 10^{-12}$    | $-4.12 \times 10^{-12}$    |
| 8      | $8.823 \times 10^{-7}$        | $7.637 \times 10^{-5}$        | $9.772 \times 10^{-5}$ | $6.64 \times 10^{-12}$     | $-6.88 \times 10^{-13}$    |
| 10     | $1.700 \times 10^{-10}$       | $3.120 \times 10^{-6}$        | $3.750 \times 10^{-5}$ | $3.38 \times 10^{-12}$     | $-4.18 \times 10^{-13}$    |
| 14     | $1.485 \times 10^{-8}$        | $8.172 \times 10^{-6}$        | $9.236 \times 10^{-6}$ | $4.85 \times 10^{-12}$     | $7.92 \times 10^{-13}$     |
| 20     | $1.159 \times 10^{-9}$        | $1.982 \times 10^{-6}$        | $2.151 \times 10^{-6}$ | $1.13 \times 10^{-12}$     | $6.42 \times 10^{-13}$     |
| 30     | $6.534 \times 10^{-11}$       | $3.961 \times 10^{-7}$        | $4.176 \times 10^{-7}$ | $-2.18 \times 10^{-12}$    | $1.96 \times 10^{-12}$     |
| 50     | $1.777 \times 10^{-12}$       | $5.196 \times 10^{-8}$        | $5.360 \times 10^{-8}$ | $-7.93 \times 10^{-12}$    | $1.10 \times 10^{-11}$     |
| 70     | $1.666 \times 10^{-6}$        | $1.361 \times 10^{-8}$        | $1.391 \times 10^{-8}$ | $3.39 \times 10^{-12}$     | $3.03 \times 10^{-11}$     |
| 100    | $1.360 \times 10^{-14}$       | $3.284 \times 10^{-9}$        | $3.335 \times 10^{-9}$ | $4.42 \times 10^{-9}$      | $1.35 \times 10^{-10}$     |

TABLE I. Sample numerical results for the scalar-field energy flux for a range of numerical values of $r_p$ at exactly $H^+$ and $\mathcal{S}^+$ in the second and third column respectively. The fourth column displays $t$-component of the SSF calculated locally using Eq. (78). Column five is an internal consistency check comparing the $t$-component of the self-force calculated locally with and using the total energy flux and balance law in Eq. (58). Column six presents a comparison of the with total energy flux with results obtained from the Teukolsky package of the Black Hole Perturbation Toolkit [78].

FIG. 6. The $\ell$-mode contribution to the $r$-component of the SSF, $F_{\ell r}$, for a particle on a circular orbit of radius $r_p = 10M$. For large $\ell$ the unregularized modes (blue squares) grow linearly. After subtracting the leading regularization parameter, the modes (light blue triangles) tend to a constant for large $\ell$. Further subtracting the next regularization parameter, the regular modes (orange circles) fall off as $\ell^{-2}$ for large $\ell$. The convergence of the $\ell$-mode sum is then accelerated using higher-order regularization parameters with each additional parameter changing the large $\ell$ behavior by $\ell^{-2}$. After all the known regularization parameters are subtracted, the modes quickly reach machine round-off. Note that the agreement with the expected large-$\ell$ behavior is excellent out to $\ell = 100$ (when the contributions are above machine precision).

B. Worldtube sources

As an example of a worldtube source, we solve Eq. (41) for the hyperboloidal residual field $\phi_{\ell m}^R$. The effective-source for this equation has compact support within a region around the particle. This naturally suggests a four-domain grid for our spectral solver. We scale the numerical resolution as $N_1 = 2N_2 = 2N_3 = N_4 = N$. In the compact radial coordinate $\sigma$, the puncture field regularizing the source takes values in a window around the particle fixed by

$$\sigma_- = \frac{\sigma_p}{2}, \quad \sigma_+ = \frac{1 + \sigma_p}{2}. \quad (98)$$

The corresponding physical coordinates $r_{\pm}(\sigma_{\pm})$ read

$$r_{\pm} = 2r_p, \quad r_\pm = \frac{2r_p}{1 + r_p/(2M)}. \quad (99)$$

This choice halves the region between future null infinity, $\sigma = 0$, and the particle, $\sigma = \sigma_p$, as well as between the particle and the horizon $\sigma = 1$. Thus, the problem is formulated on the four domains

- Domain 1: $\sigma \in [0, \sigma_-]$
- Domain 2: $\sigma \in [\sigma_-, \sigma_p]$
- Domain 3: $\sigma \in [\sigma_p, \sigma_+]$
- Domain 4: $\sigma \in [\sigma_+, 1]$

We explore the same set of parameters as in the previous section. Figure 7 displays the results for a fixed angular mode $(\ell, m) = (1, 1)$ with the particle located at $r_p = 6M$ and numerical resolution $N = 60$. Figure 8 shows the results for large angular $(\ell, m) = (100, 0)$ and $N = 100$.

The hyperboloidal residual field $\phi_{\ell m}^R$ (blue) is discontinuous across the window boundaries $\sigma_{\pm}$, but continuous at the particle’s location $\sigma_p$. For a consistent comparison, these panels also display (in red) the corresponding retarded field $\phi_{\ell m}^{\text{ret}} = \phi_{\ell m} - \phi_{\ell m}^R$. As the effective-source only has support inside the worldtube we have $\phi_{\ell m}^R = \phi_{\ell m}^{\text{ret}}$ in the domains 1 and 4, and $\phi_{\ell m}^R = \phi_{\ell m}^{\text{ret}} - \phi_{\ell m}$ at domains 2 and 3. The smoothness of the retarded field across the
worldtube boundaries is an important consistency check on the results for \( \sigma_{\text{ret}} \).

The bottom panels on Figs. 7 and 8 display the Chebyshev coefficients within each domain. These plots have an inset, where we reproduce the real part of residual field \( \sigma_{\text{ret}} \) with a separate color for each domain.

Next, we discuss convergence tests for the residual field \( \sigma_{\text{ret}} \). By fixing a reference solution with \( N^{\text{ref}} = 150 \), we calculate the relative error at the particle according to Eq. (95). The top panel of Fig. 9 compares the code’s convergence for the angular modes \( (\ell, m) = (1, 1), (50, 50) \), and \( (100, 0) \) with the particle at \( r_p = 6M \). We encounter the expected exponential convergence, with higher angular modes requiring slightly higher resolution. The bottom panel compares the convergence for various particle locations \( r_p/M = \{3.01, 10, 100, 1000\} \) with a fixed angular mode \( (\ell, m) = (1, 1) \). As in Sec. V A, the error decays exponentially in all cases. As before, the decay rate is lower for larger \( r_p \) values. For instance, when \( r_p = 1000M \), one only achieves an accuracy of \( \sim 10^{-6} \) with \( N = 150 \).

We further check our results by computing components of the self-force. For the \( t \)-component, \( F_{tt} \), our results are almost identical to those presented for the distributional source in Fig. 5. Using the effective-source approach we directly compute the modes of the residual field, \( F_{tt} \), can be computed using Eq. (84). With the effective-source in Eq. (42) we expect \( \ell^{-2} \) convergence of the \( \ell \)-modes of the self-force which we observe for modes up to \( \ell = 100 \) – see Fig. 10. We then use higher-order regularization parameters to accelerate further the convergence of the \( \ell \)-mode sum \([70]\). This faster rate of convergence could also be achieved by using a higher-order puncture which would leave to a smoother effective-source \([20]\).
C. Sources with unbounded support

As an example of a problem with an unbounded support source, we compute, \( \bar{\psi}_{\ell m}^{\text{ret}} = \bar{\psi}_{\ell m}^{\text{ret}, r_P} \), which satisfies the field equation (51). The source for Eq. (51) contains \( \Phi^{\text{ret}} \) and so we solve for both fields simultaneously. These problems are not well suited to the variations of parameter approach as explained in the introduction, but we find our hyperboloidal spectral approach handles them with ease. In Fig. 11 we show the calculation of the \((1,1)\)-mode of the \( \bar{\psi}_{\ell m}^{\text{ret}} \) for a particle orbiting at \( r_P = 6M \). As with the compact sources, the decay of the Chebyshev coefficients in the two domains demonstrate spectral convergence. We see similar convergence properties for other orbital radii – see Fig. 12. Again, the convergence is slower for large radius orbits with compact sources.

To check our results further, we compute the \( r_P \)-derivative of the energy flux radiated through the event horizon and to infinity. For reference values to compare against, we use the Teukolsky package from the BHPToolkit to compute the numerical \( r_P \)-derivative of the fluxes. This is achieved by fitting a Taylor series centred around the \( r_P \) value of interest using a densely populated grid of fluxes around \( r_P \). It suffices for our expansion to be truncated at \( \mathcal{O}(r_P - r)^5 \) for a grid of 50 points equally spaced over the range \([r_P - 0.05, r_P + 0.05]\). This approach is very slow as we must solve the scalar wave equation many times for each \( r_P \) value at which we wish to compute the \( r_P \)-derivative of the fluxes. We compare our hyperboloidal data to the numerically compute the \( r_P \)-derivative in Table V C and find excellent agreement.

D. Large radius orbits

We see in Figs. 4 and 9 that the convergence of the solution slows down for large orbits. This slow convergence is due to the fixed mapping of the unbounded domain to a compact domain. In the compact radial coordinate \( \sigma \), the region between null infinity at \( \sigma = 0 \) and the particle at \( \sigma = \sigma_P \) becomes very small as it scales as \( \sim r_P^{-1} \) while the domain between the particle and the horizon becomes comparatively large. Strong gradients form because the
TABLE II. Sample numerical results for the $r_p$-derivative of the scalar-field energy flux for the $\ell = 1$ mode for a range of numerical values of $r_p$ at exactly $H^+$ and $f^+$ in the second and third column respectively. The fourth column presents the $\ell = 1$ mode of the $r_p$-derivative of the $t$-component of the SSF calculated using Eq. (79). Column five is an internal consistency check comparing the $t$-component of the self-force calculated locally and using the total energy flux and balance law in Eq. (58). Column six presents a comparison of the $r_p$-derivative of the total energy flux with results obtained via numerically differentiating solutions from the Teukolsky package of the Black Hole Perturbation Toolkit (BHPToolkit) [78] as described in the main text.

| $r_p/M$ | $\partial_{r_p}E_{t1}^{\psi}$ | $\partial_{r_p}E_{t1}^{\phi}$ | $\partial_{r_p}F_{tt}$ | $1 - |\partial_{r_p}F_{tt}(u, E_{t1}^{\psi})|$ | $1 - \mu |E_{t1}^{\psi}/E_{t1}^{\psi}$ | $E_{t1}^{\psi}$ | $\sigma_p$ |
|---------|-------------------------------|-------------------------------|------------------------|---------------------------------|--------------------------|----------------|--------|
| 6       | $-9.37367 \times 10^{-6}$     | $-7.51347 \times 10^{-5}$     | $-8.45083 \times 10^{-5}$ | $-2.32 \times 10^{-11}$          | $2.35 \times 10^{-13}$  |
| 7       | $-2.48526 \times 10^{-6}$     | $-3.96139 \times 10^{-5}$     | $-4.20992 \times 10^{-5}$ | $9.04 \times 10^{-11}$           | $-5.17 \times 10^{-13}$ |
| 8       | $-7.97541 \times 10^{-7}$     | $-1.11112 \times 10^{-5}$     | $-2.30219 \times 10^{-5}$ | $5.32 \times 10^{-11}$           | $-5.82 \times 10^{-13}$ |
| 10      | $-1.22413 \times 10^{-7}$     | $-8.20090 \times 10^{-6}$     | $-8.32331 \times 10^{-6}$ | $5.03 \times 10^{-11}$           | $-2.67 \times 10^{-13}$ |
| 14      | $-7.57877 \times 10^{-9}$     | $-1.73916 \times 10^{-6}$     | $-1.74674 \times 10^{-6}$ | $1.22 \times 10^{-10}$           | $8.92 \times 10^{-14}$  |
| 20      | $-4.11511 \times 10^{-10}$    | $-3.22739 \times 10^{-7}$     | $-3.23415 \times 10^{-7}$ | $3.63 \times 10^{-10}$           | $-2.71 \times 10^{-13}$ |
| 30      | $-1.53865 \times 10^{-11}$    | $-4.60066 \times 10^{-8}$     | $-4.60220 \times 10^{-8}$ | $7.24 \times 10^{-10}$           | $-9.41 \times 10^{-14}$ |
| 50      | $-2.50251 \times 10^{-13}$    | $-3.82238 \times 10^{-9}$     | $-3.82263 \times 10^{-9}$ | $2.23 \times 10^{-12}$           | $-5.50 \times 10^{-13}$ |
| 70      | $-1.67314 \times 10^{-14}$    | $-7.32062 \times 10^{-10}$    | $-7.32079 \times 10^{-10}$ | $2.44 \times 10^{-9}$            | $-1.41 \times 10^{-13}$ |
| 100     | $-9.54997 \times 10^{-16}$    | $-1.25886 \times 10^{-10}$    | $-1.25887 \times 10^{-10}$ | $3.65 \times 10^{-10}$           | $-4.03 \times 10^{-13}$ |

FIG. 11. The $r_p$-derivative of the scalar field, $\psi_{\ell m}^{\psi}$, computed for $r_p = 6M$ and $(\ell, m) = (1, 1)$. The source for $\psi_{\ell m}^{\psi}$ is unbounded but our approach handles it with ease. The inset shows the exponential convergence (until machine round-off is reached) for the Chebyshev coefficients in each domain.

However, increasing the number of subdomains can quickly become prohibitive with the current algorithm. The ODE solver used in these computations employs an LU decomposition scheme with a computational scaling as $n_{\text{dom}}^3$. Assuming that all $n_{\text{dom}}$ have a numerical resolution of order $N$, one obtains $n_{\text{total}} \sim n_{\text{dom}} N$ and thus a scaling $n_{\text{dom}}^3 N^3$. More subdomains require significantly more computational resources. It is evident from Fig. 13 that the solution on much of the computational domain does not show any features that need to be resolved. Shifting the existing resources towards the steep gradients seems the appropriate solution. Therefore, instead of increasing the subdomains, we employ analytic mesh...

FIG. 12. Convergence of $\psi_{\ell m}^{\psi}$ with increasing number of Chebyshev nodes, $N$, for different orbital radii. In all cases the convergence is exponential but for large radius orbits the convergence can be quite slow. The rate of convergence can be improved with Analytic Mesh Refinement – see Fig. 15.
refinement (AnMR) described in Sec. IV C to achieve the desired high accuracy for large orbits while keeping the computational requirements low. To demonstrate the effects of AnMR we will focus on problems with two domains below, but also present results for four domains using an effective source in Appendix C 2.

1. Analytic mesh refinement with two domains

In this section we present large orbit calculations in our two-domain code, i.e., solving for the retarded field \( \varphi_{\text{ret}} \) and its \( r_p \)-derivative \( \varphi_{\text{ret}}' \). We first concentrate on domain 2, \( \sigma \in [\sigma_p, 1] \). Because the particle is located at the domain’s left boundary, the mapping (96) is employed with \( x_B = -1 \). The top panel of Fig. 14 displays the Chebyshev coefficients of \( \text{Re}(\varphi_{\text{ret}}') \) for several AnMR-parameters \( \kappa \) when \( r_p = 1000M \) and \( (\ell, m) = (1, 1) \). We observe slow convergence without AnMR (\( \kappa = 0 \)). Increasing \( \kappa \) increases the grid point density around the left boundary, and, as a consequence, the function becomes better represented by its spectral approximation, which improves the convergence rate. For instance, at \( \kappa = 3 \), the coefficients assume values only of order \( \sim 10^{-2} \), while \( \kappa = 3 \) yields coefficients down to order \( \sim 10^{-10} \). For each combination of parameters \( r_p \) and \( (\ell, m) \), there exits an optimal value \( \kappa_{*} \) leading to the fastest convergence. In Fig. 14, optimal decay is achieved at \( \kappa_{11} (10^3M) \approx 3.85 \), where the \( c_i \)’s reach the numerical round-off saturation at around \( N \approx 50 \). As we further increase \( \kappa \), the coefficients’ decay rate decreases once again. We empirically find the optimal value for \( \kappa_{*} \) on domain 2 at several radii \( r_p/M = \{10, 50, 100, 300, 1000, 4000, 10000\} \). The bottom panel of Fig. 14 shows \( \kappa_{*} \) for the angular modes used as example: \( (\ell, m) = (1, 1), (50, 50), \) and \( (100, 0) \). We find that the fit
\[
\kappa_{*} (r_p) \approx A_{\ell m} + 0.5 \ln \left( \frac{r_p}{M} \right),
\]
(100)
captures the \( r_p \)-dependence for the optimal \( \kappa_{*} \). Interestingly, the log-dependence is independent of the \( (\ell, m) \)-mode, and the only effect of the angular parameters is to shift the curve upwards. For instance, we have \( A_{1,1} \approx 0.42, A_{50,50} \approx 0.89, \) and \( A_{100,0} \approx 1.15 \). One can also exploit the AnMR to increase the accuracy in the domain extending up to future null infinity (domain 1). However, a systematic pattern for the optimal \( \kappa_{*} \) in domain 1 [similar to Eq. (100) in domain 2] is absent. Appendix C 1 discusses this possibility and it brings an explicit example for the configuration \( (\ell, m) = (1, 1) \). Since the experiments with AnMR on domain 1 demonstrate marginal accuracy improvements, we employ AnMR only on the domain extending to the black-hole horizon. Using the value \( \kappa_{*} \) from Eq. (100), we can compute accu-
rate solutions for any $r_p$ with a relatively low numerical resolution. In Fig. 15 we display convergence tests similar to the bottom panel of Fig. 9. The numerical resolution is set as $N_1 = N_2 = N$, with $N^{ref} = 100$ for reference solution in Eq. (95). Convergence is spectral with saturation at machine precision around $N \sim 70$, regardless of $r_p$. Similarly, the right panel of Fig. 15 shows the equivalent results for a fixed $r_p = 10^6 M$, but comparing the different angular modes $(\ell, m) = (1, 1), (50, 50)$ and $(100, 0)$. The exponential decay saturates at $N \sim 70$ even for high-$\ell$ modes. Fig. 15 clearly demonstrates the significant gain offered by the AnMR combined with compactification for large orbits.

2. Post-Newtonian comparison for large radius orbits

To demonstrate the significant improvement the analytic mesh refinement provides for large radius orbits, we compute the $t$-component of the self-force, $F_t$ and its $r_p$-derivative and compare it against a post-Newtonian series in the weak field. For a scalar particle in a Schwarzschild background, a weak-field expression for $F_t$ was derived to high PN order in Ref. [79], with the terms up to 4PN terms given explicitly. After summation over $\ell$-modes, the 4PN expression is given by

$$F_t(r_p \gg M) = \frac{q^2 V^4}{3 r_p^3} \left[ 1 - \frac{1}{2} V^2 + 2 \pi V^3 - \frac{77}{8} V^4 + \frac{27 \pi}{5} V^5 + O(V^6) \right], \quad (101)$$

where $V = \sqrt{M/r_p}$. Note that our definition of the scalar field differs from that of [79] by a factor of $4\pi$, which leads to the same difference in $F_t$. The $t$-component represents the energy lost due to the SSF and hence the expression begins at 1.5PN order since this is due to dipole radiation. The PN-expression for the $r_p$-derivative of the $t$-component of the SSF, after some simplification, is

$$D_{r_p} F_t(r_p \gg M) = -\frac{4 q^2 V^4}{3 r_p^3} \left[ 1 - \frac{5}{8} V^2 + \frac{11 \pi}{4} V^3 - \frac{231}{16} V^4 + \frac{351 \pi}{40} V^5 + O(V^6) \right]. \quad (102)$$

We compare the numerical results of our code to the above two PN series in Fig. 16. In both panels we plot the force or its $r_p$-derivative normalized by the leading term in the relevant PN series, i.e., the coefficient in front of the square brackets in Eqs. (101) or (102), respectively. We denote these normalized quantities with an overhat.

When we subtract the leading (normalized) PN term (i.e. 1) from $\hat{F}_t$, we observe that the residual scales as $V^2$, as expected. The order of the scaling increases by $O(V^3)$ for the subtraction of each subsequent sub-leading PN term up to 4.5PN order. We find excellent agreement with the PN series for orbits as large as $r_p = 10^6 M$ even up to $O(V^6)$. For the calculation of $F_t$ this is a significant improvement of what is usually possible with the numerical integration method that relies on boundary condition expansions evaluated in the wave zone (though note the MST method works well for large orbits with distributional sources). For $\partial_{r_p} F_t$, neither the numerical integration nor MST methods work well for large radius orbits, but the results from our hyperboloidal approach agree very well with the PN series. We find the same scaling arguments as previously and agreement up for $r_p = 10^6 M$ up to $O(V^6)$ for the residuals.
FIG. 16. Left panel: Comparison of the Newtonian-normalised \( t \)-component of the self-force, \( \tilde{F}_t \), with its 4.5PN expansion. The (dark blue) squares show our numerical results for \( \tilde{F}_t \). This data approaches the leading (normalized) PN result for large radius orbits. When we subtract the leading PN term from the numerical data we get the (light blue) triangles. For large \( r_p \) this data approaches a \( V^5 \) reference curve as expected from the PN series in Eq. (101). When we subtract the first subdominant term in the PN series and see that the residual (pink circles) falls off as \( V^3 \), as expected. We repeat this procedure with the remaining terms in the PN series to compute the other data and find agreement with the PN series (until machine round-off is reached). This shows our numerical results are accurate even for extreme large radius orbits with \( r_p \sim 10^6 \). Right panel: Comparison of the \( r_p \)-derivative of the Newtonian-normalised \( t \)-component of the self-force obtained from flux-balance laws with the 4.5PN expression. This figure constructed in the same way as the left panel except we subtract terms from the PN series in Eq. (102). Again we see that our numerical results are accurate even for extreme large radius orbits with \( r_p \sim 10^6 \). Accurate results for large radius orbits for self-force problem with unbounded sources are very difficult to achieve with the standard variation of parameters approach. Our hyperboloidal method can thus be instrumental in future precision comparisons with PN theory for self-force problems with unbounded sources, e.g., second-order self-force calculations.

VI. CONCLUSION

This work presents the hyperboloidal approach to self-force calculations in the frequency domain. This approach works well for the three classes of sources typically found in self-force calculations: distributional, world-tube, and unbounded support. The latter, in particular, is challenging for current techniques but crucial for emerging second-order (in the mass ratio) calculations [9, 80, 81]. Another challenging problem for current self-force techniques, present for all three classes of sources, is the comparison to post-Newtonian results for large orbital radii. Compactification along hyperboloidal surfaces combined with analytic mesh refinement is an elegant solution to these challenging problems.

Our approach relies on two essential ingredients. On the theoretical side, we employ scri-fixing hyperboloidal coordinates for the background black-hole spacetime in minimal gauge [30–32, 44, 45]. On the numerical side, we solve the self-force equations with a spectral ODE solver, enhanced with analytic mesh refine towsolution functions with steep gradients [71–74]. The combination of these theoretical and numerical frameworks provides us with a powerful novel scheme to address the current limitations of the numerical techniques in the self-force program.

We emphasize various advantages of hyperboloidal slices relevant to the self-force problem, as demonstrated in this work. First, the boundary conditions at the black hole and the wave zone become trivial. Specifically, the geometric construction of hyperboloidal slices ensures the absence of incoming characteristics as the radial coordinate approaches the horizon or extends towards the wave zone. Consequently, the treatment of the boundary conditions is behavioral and not numerical. The outgoing behavior of solutions near the boundaries follows directly from the regularity of solutions as discussed with Eq. (31). This simplification of boundary treatment is both a conceptual and a practical advantage because one does not need to impose boundary conditions by hand to ensure the uniqueness of the solution, and one does not need to compute lengthy and tedious approximations at finite radii for each type of perturbation or source.

Second, radiation extraction becomes a trivial evaluation at the outer boundary, whereas current calculations extrapolate fluxes from finite radii up to infinity. Such extrapolations are particularly difficult to perform for unbounded support sources and introduces additional systematic errors that must be controlled. In contrast, we evaluate fluxes directly from the hyperboloidal solutions at the spacetime boundaries as discussed in Sec. V D 2. The extraction of fluxes are as accurate as the numerical solution of the equations without additional systematic errors.
Third, hyperboloidal slices improve the numerical efficiency of ODE solvers. Typically, the accuracy of frequency domain calculations is limited by the number of grid points per wavelength. Hyperboloidal transformations flatten the waves and reduce the number of spatial oscillations along the time slice, thereby enabling a highly efficient numerical solver. The hyperboloidal solution is smooth and non-oscillatory throughout the domain except for discontinuities at the particle location or worldtube boundaries. Therefore, multi-domain spectral methods are ideally adapted to generate highly accurate solutions for little computational cost. Such spectral methods have been successfully employed both for hyperboloidal formulations [82–84] and self-force calculations [85]. Our code, based on Refs. [44, 45], brings these two applications together in a multi-domain spectral code for hyperboloidal self-force calculations where the compactified exterior black-hole region is divided into subdomains to properly treat the singular behaviors and discontinuities at the particle location while efficiently resolving the non-oscillatory solution with spectral accuracy away from the discontinuities.

Fourth, hyperboloidal compactification efficiently solves the problem of unbounded support sources with support extending across the entire exterior black-hole region. Such sources provide a significant numerical challenge in second-order self-force calculations. Present implementations compute the second-order source on a finite radial domain and expend significant effort making the source fall off more rapidly to make the integrals in the variation of parameters approach converge more rapidly. Our approach avoids these issues entirely and handles the case of unbounded support sources without approximation. There is also an additional advantage of using of hyperboloidal slicing in second-order calculations as it improves the behavior of the source near the boundaries [22, 86].

Fifth, compactification allows us to compute self-force for orbits with very large radii, e.g., \( r_p \sim 10^6 M \). The large radius regime is important for connecting self-force results to post-Newtonian theory [87–90]. This regime is challenging for current numerical integration methods because they place the outer boundary far into the wave zone for convergence of the boundary series. For weak-field orbits, the wave zone moves out into the very weak field, requiring many steps for the numerical integrator to reach the particle’s radius. While this problem can be overcome with the Mano-Suzuki-Takasugi method [91] for distributional or worldtube sources, the computational cost of this approach prohibits the application of the method to unbounded support sources. Hyperboloidal compactification maps the entire exterior domain onto the finite numerical grid and therefore includes automatically any large radii in the domain. We resolve the steep gradients around the particle that form due to compactification by using analytic mesh-refinement [73, 84, 92–94]. We demonstrate that our approach works exceptionally well for these cases, as well as for distributional and worldtube sources in Sec. V D.

Sixth, we compute solutions with high \( \ell \) modes very accurately. This is essential for studies of the behavior of the self-force and related gauge-invariant quantities near the light-ring [90, 95].

Given the geometric elegance of the hyperboloidal framework and the strong evidence for its advantages, we conclude that future studies in black-hole perturbation theory will make heavy use of hyperboloidal foliations. We note that the benefits we list arise not so much from the hyperboloidal nature of the coordinates but from the regularity of the foliation in the entire exterior domain. This regularity allows us to include the black hole horizon and future null infinity on our numerical grid. One would expect similar advantages from a double-null foliation with compactification. The main reason we prefer the hyperboloidal framework is its flexibility. It is straightforward to extend hyperboloidal coordinates from Schwarzschild to Kerr spacetimes [30, 32], whereas it is highly nontrivial to do the same for double-null coordinates.

Presently, the results discussed in this work are restricted to the first-order scalar-self force for a particle on a circular orbit around a Schwarzschild black hole. There are many steps to take on the path to second-order, gravitational self-force for a particle on a general orbit in a Kerr spacetime. We expect that our approach will readily extend to, e.g., the Lorenz-gauge gravitational case [14, 15, 21] to Kerr spacetime using the Teukolsky formalism [50] both of which are commonly used in frequency domain self-force calculations (see Appendix A for the operators in the Regge-Wheeler-Zerilli and Bardeen-Press-Teukolsky formalisms using the minimal gauge).
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Appendix A: Black-hole perturbation theory

Black-hole perturbation theory on spherically symmetric BH spacetime is commonly formulated either in the Regge-Wheeler-Zerilli (RWZ) or the Bardeen-Press-Teukolsky (BPT) formalism. Both describes perturbative field characterised by their spin-weight \( p = \)
0, ±1, ±2. The RWZ approach considers specific combinations of the perturbed metric as the propagating field on the Schwarzschild background, whereas the BPT formulation has scalar fields (p = 0), and the propagating degrees of freedom for the Faraday-Maxwell (p = ±1) and Weyl tensors (p = ±2) as perturbative fields. We denote \( \phi_{p,\ell m} \) and \( u_{p,\ell m} \) fields with spin \( p \) within the BPT and RWZ formalism respectively. For scalar fields \( p = 0 \), they are trivially related by
\[
\phi_{0,\ell m} = \frac{u_{0,\ell m}}{r}.
\]  

Hyperfiboidal formulations of the RWZ and BPT equations were first implemented in time domain using constant mean curvature time surfaces [34, 96]. In this appendix, we present the frequency domain expressions via eqs. (27) and (29), respectively, as well as the hyperboloidal operator \( \mathbf{A} \).

1. Bardeen-Press-Teukolsky formalism

With the BPT formalism, the left-hand side of Eq. (2) reads
\[
\Delta_{\ell m}^{\text{BPT}} \phi_{p,\ell m},
\]  

\[
\Delta_{\ell m}^{\text{BPT}} = \frac{d^2}{dr^2} + 2(1 + p) \frac{r - M}{r^2 f} \frac{d}{dr} - \frac{1}{f} \left[ \ell(\ell + 1) - p(p + 1) \right] \left( \frac{M}{f} - \frac{\omega^2}{f^2} \right). 
\]  

The above operator differs from the usual format for the BPT equation by an overall factor \( r^2 f \) and it reduces to Eq. (8) when \( p = 0 \). With hyperboloidal transformation, the regularisation factor in Eq. (27) reads [31, 32]
\[
Z = \Omega^{1+2p} \left( r^2 f \right)^{-p} e^{\omega H},
\]  

while \( \mathcal{F} \) is still given by Eq. (32). Finally, the coefficients \( \alpha_2, \alpha_1 \) and \( \alpha_0 \) for the operator \( \mathbf{A}_{\ell m}^{\text{BPT}} \) in Eq. (30) read [48]
\[
\alpha_2 = \sigma^2(1 - \sigma), \quad \alpha_1 = 2\sigma(1 - 3\sigma^2) - s(1 - 2\sigma^2), \quad \alpha_0 = -\left( s^2(1 + \sigma) + s \sigma^2 + V_{\ell m}^{\text{RW},Z} \right),
\]  

with \( V_{\ell m}^{\text{RW},Z} = \frac{r^2}{f} P_{\ell m}^{\text{RW},Z} \).

2. The Regge-Wheeler-Zerilli formalism

With the RWZ formalism, the left-hand side of Eq. (2) reads
\[
\Delta_{\ell m}^{\text{RWZ}} u_{p,\ell m},
\]  

\[
\Delta_{\ell m}^{\text{RWZ}} = \frac{d^2}{dr^2} - \left( P_{\ell m}^{\text{RW},Z} - \omega^2 \right). 
\]  

The potential \( P_{\ell m}^{\text{RW},Z} \) depends on the type of perturbation. The potential for polar perturbations (RW) are
\[
P_{\ell m}^{\text{RW}} = \frac{f}{r^2} \left( \ell(1 + \ell) - (1 - p^2) \frac{M}{r} \right),
\]  

whereas the potential for axial perturbations (Z) reads
\[
P_{\ell m}^{\text{Z}} = \frac{f}{r^2} \left( 2n^2(n + 1)r^3 + 6n^2Mr^2 + 18nM^2 r + 18M^3 \right). 
\]  

With hyperboloidal transformation, the regularisation factors in Eqs. (27) and (29) read
\[
Z = \frac{2M}{\lambda} e^{\omega H}, \quad \mathcal{F} = \frac{Z f}{r^2}.
\]  

Finally, the coefficients \( \alpha_2, \alpha_1 \) and \( \alpha_0 \) for the operator \( \mathbf{A}_{\ell m}^{\text{RWZ}} \) in Eq. (30) read [48]
\[
\alpha_2 = \sigma^2(1 - \sigma), \quad \alpha_1 = 2\sigma(1 - 3\sigma^2) - s(1 - 2\sigma^2), \quad \alpha_0 = -\left( s^2(1 + \sigma) + s \sigma^2 + V_{\ell m}^{\text{RW},Z} \right),
\]  

Appendix B: Evaluation of the stress-energy tensor in hyperboloidal coordinates

In order to calculate the flux towards future null infinity and the horizon we need to consider the limits of the integrand towards \( \sigma \to 0 \) and \( \sigma \to 1 \) respectively. The relevant components of the stress energy tensor are \( T_{\tau\tau} \) and \( T_{\tau\sigma} \). Under the conformal rescaling,
\[
g_{\alpha\beta} = \Omega^{-2} \tilde{g}_{\alpha\beta}, \quad g^{\alpha\beta} = \Omega^2 \tilde{g}^{\alpha\beta},
\]  

and \( \nabla_{\alpha} \Phi = \partial_{\alpha} \Phi \). Hence, the stress-energy tensor becomes
\[
T_{\alpha\beta} = \frac{1}{4\pi} \left( \nabla_{\alpha} \Phi \nabla_{\beta} \Phi - \frac{1}{2} g_{\alpha\beta} \tilde{g}^{\mu\nu} \nabla_{\mu} \Phi \nabla_{\nu} \Phi \right).
\]
The components $T_{rr}$ and $T_{r\sigma}$ can then be expressed as

\[ T_{rr} = \frac{1}{4\pi} \left[ \Omega^2 (\partial_r \Phi)^2 + \frac{1}{2} g^{rr} \partial_r \Phi \nabla_r \Phi \right] = \frac{1}{4\pi} \left[ \Omega^2 (\partial_r \Phi)^2 + \frac{1}{2} \sigma^2 (\sigma - 1) \partial_r \Phi \nabla_r \Phi \right], \quad (B3) \]

\[ T_{r\sigma} = \frac{1}{4\pi} \left[ \Omega^2 \partial_r \Phi \partial_{\sigma} \Phi + \frac{1}{2} g^{r\sigma} \partial_r \Phi \nabla_r \Phi \right] = \frac{1}{4\pi} \left[ \Omega^2 \partial_r \Phi \partial_{\sigma} \Phi + \frac{1}{4} (1 - 2\sigma^2) \partial_r \Phi \nabla_r \Phi \right]. \quad (B4) \]

The second term in these expression can be written as

\[ \frac{1}{2} \tilde{g}_{\alpha\beta} \tilde{g}^{\mu\nu} \nabla_\mu \Phi \nabla_\nu \Phi = \frac{1}{2} \tilde{g}_{\alpha\beta} \left[ \Omega^2 (\partial_r \Phi)^2 + \tilde{g}^{r\sigma} (\partial_r \Phi)^2 + 2 \tilde{g}^{r\sigma} (\partial_r \Phi) \Phi + \tilde{g}^{\sigma\sigma} (\partial_r \Phi)^2 + \tilde{g}^{r\sigma} (\partial_r \Phi)^2 \right]. \quad (B5) \]

But since our scalar-field scales as $\Phi = \Omega \Phi$ then

\[ \frac{1}{2} \tilde{g}_{\alpha\beta} \tilde{g}^{\mu\nu} \nabla_\mu \Phi \nabla_\nu \Phi = \frac{1}{2} \tilde{g}_{\alpha\beta} \left[ -4 \Omega^2 (1 + \sigma) (\partial_r \Phi)^2 + 4 \sigma^2 (1 - \sigma) (\Phi + \Omega \partial_r \Phi) + \Omega (\partial_r \Phi) (\Phi + \Omega \partial_r \Phi) + 4 (1 - 2\sigma^2) \Omega (\partial_r \Phi) (\Phi + \Omega \partial_r \Phi) \right] \]

\[ + 4 \Omega^2 (\partial_{\sigma} \Phi)^2 + 4 \csc^2 \theta \Omega^2 (\partial_{\rho} \Phi)^2. \quad (B6) \]

Inserting the components of the conformal metric we are left with

\[ \frac{1}{2} \tilde{g}_{\alpha\beta} \tilde{g}^{\mu\nu} \nabla_\mu \Phi \nabla_\nu \Phi = \frac{1}{2} \tilde{g}_{\alpha\beta} \left[ -4 \Omega^2 (1 + \sigma) (\partial_r \Phi)^2 + 4 \sigma^2 (1 - \sigma) (\Phi + \Omega \partial_r \Phi) + 4 (1 - 2\sigma^2) \Omega (\partial_r \Phi) (\Phi + \Omega \partial_r \Phi) \right] \]

\[ + 4 \Omega^2 (\partial_{\sigma} \Phi)^2 + 4 \csc^2 \theta \Omega^2 (\partial_{\rho} \Phi)^2. \quad (B7) \]

Taking our results from Eqs. (B5) and (B7) we find

\[ T_{rr} = \frac{\sigma^2}{4\pi \lambda^3} \left[ \lambda (\partial_r \Phi)^2 - (1 - \sigma) \sigma (2 - 4\sigma^2) (\partial_r \Phi) (\Phi + \lambda \partial_r \Phi)^2 + 2 \lambda \sigma (\partial_{\sigma} \Phi)^2 - 2 \lambda (\sigma - 1) \sigma (\Phi + \lambda \partial_r \Phi)^2 \right] \]

\[ \quad - 2 \lambda \sigma (\sigma + 1) (\partial_r \Phi)^2 + 2 \lambda \sigma \csc^2 \theta \partial_{\rho} \Phi \right], \quad (B8) \]

\[ T_{r\sigma} = \frac{\sigma}{8\pi \lambda^3} \left[ 2 \lambda \sigma (\partial_{\sigma} \Phi) (\partial_r \Phi) + (1 - 2\sigma^2) (2 - 4\sigma^2) (\partial_r \Phi) (\lambda (\Phi + \lambda \partial_r \Phi)^2 + 2 \lambda \sigma (\partial_{\sigma} \Phi)^2 - 2 \lambda (\sigma - 1) (\lambda (\Phi + \lambda \partial_r \Phi)^2 \right] \]

\[ \quad - 2 \lambda \sigma (\sigma + 1) (\partial_r \Phi)^2 + 2 \lambda \sigma \csc^2 \theta \partial_{\rho} \Phi \right]. \quad (B9) \]

**Appendix C: Analytic Mesh-Refinement**

This appendix complements Sec. V D and discusses the effects of the AnMR in two cases: the accuracy on domain 1 extending between future null infinity and the particle’s orbit for distributional sources (with qualitatively similar results in the case of sources with unbounded support); and scenarios with worldtube sources, whose results follow from a code with 4-domains.

1. **Treatment at $\mathcal{J}^+$**

Contrary to the systematic pattern observed by Eq. (100), the method to optimise the solutions’ accuracy in domain 1 is very sensitive to the particular $(\ell, m)$-mode, and the improvement in accuracy is not so significant. As example, we consider the solution for $\Phi_{\ell m}$ with $(\ell, m) = (1, 1)$. One needs to employ the AnMR with $x_B = -1$, i.e., the map (96) populates the grid points around future null infinity $\sigma = 0$. Fig. 17 demonstrates this effect. The top panel in Fig. 17 shows the Chebyshev coefficients of $\text{Re}(\Phi_{\ell m})$ with $r_p = 1000M$ and $(\ell, m) = (1, 1)$ for several AnMR-parameters $\kappa$ for domain 1. The coefficients decay moderately fast for $\kappa = 0$, but one can improve the decay rate by varying $\kappa$ (e.g. $\kappa = 2.3$ and 4). As explained in Sec. V D, one typically encounters and optimal value $\kappa_{\ell m}(r_p)$ on domain 1, for which the decay is the fastest. In this example, the optimal value $\kappa_{\ell m}(r_p)$ corresponds to $\kappa_{11}^*(1000M) = 3$. The bottom panel displays the fit of $\kappa_{11}^*(r_p)$ against $r_p$. Contrary to the log-dependence of Eq. (100), we observe that $\kappa_{11}^*(r_p)$ quickly saturates around $\sim 3$, according to

\[ \kappa_{11}^* = 3.00 \tanh \left( 0.01 \frac{r_p}{M} + 0.48 \right). \quad (C1) \]

On the other hand, we observe that the coefficients on domain 1 for modes $(\ell, m) = (50, 50)$ and $(\ell, m) = (100, 0)$ are optimised with a map (96) with $x_B = 1$, i.e., with an increase of grid points around the particle. We observe a slight improvement on the coefficients decay rate for
when $\kappa = 0$ and significant improvement for $\kappa > 0$. In this example, the best decay rate is achieved for the value $\kappa \sim 3.5$. The calibration for the optimal $k^{*}_{\ell m}(r_p)$ is the same as in Eq. (100). In particular, for $(\ell, m) = (1, 1), (50, 50)$ and $(100, 0)$, the offsets $A_{\kappa, \ell m}$ are $A_{1,1} \approx -0.02, A_{50,50} \approx 0.59$ and $A_{100,0} \approx 0.85$. We show in Fig. 19 of the paper.

FIG. 18. AnMR for scenarios with worldtube sources, requiring a code with 4 domains. Chebyshev coefficients of $\text{Re}(\Phi_{\ell m})$ for $r_p = 1000 M$ and $(\ell, m) = (1, 1)$ in domain 3 (between the particle $\sigma_p$ and the worldtube boundary $\sigma_+$. Here, the optimal value for the AnMR parameter is $\kappa = 3.5$ and the overall tendency on $r_p$ and $(\ell, m)$ follows the tendency observed in Eq. (100).

FIG. 19. Exponential error decay for large orbits with optimal AnMR for worldtube sources. It demonstrates the challenging computation of $r_p/M = 10^6$ and $(\ell, m) = (1, 1)$ where machine precision is reached around $N = 50$. In this particular example, the error saturates at $\sim 10^{-6}$ because the residual field $\Phi_{\ell m}$ assumes values $|\Phi_{1,1}| \sim 10^{-13}$, i.e. the around roundoff limits of double float operations.

The relative error for a fixed angular mode $(\ell, m) = (1, 1)$

2. Worldtube sources

We apply the AnMR also to effective-source computations. As discussed in Sec. V B, this problem requires a four-domain code. The accuracy loss for large orbits arise from domain 3 where $\sigma \in [\sigma_p, \sigma_+]$. Therefore, we use the AnMR ($\sigma_B = -1$) on domain 3. The top panel of Fig. 18 displays the Chebyshev coefficients for the residual field $\text{Re}(\tilde{\Phi}_{\ell m})$ with $r_p = 1000 M$ and $(\ell, m) = (1, 1)$. As previously, we observe the coefficients’ slow decay rate

$\ell,m$ = (50,50) and (100, 0), respectively when $\kappa = 1$ or $\kappa = 1.5$, regardless of the particle location. Because the effects on the accuracy is marginal and highly dependent on the angular mode $(\ell, m)$, we refrain from using the AnMR technique on domain 1.
for several values of $\log_{10}(r_p/M) = \{2 \cdots 6\}$. We find exponential convergence, but the saturation happens at larger errors as one increases the particle’s location. Note that for $r_p = 10^6 M$, the solution already approaches machine precision for double float operations. One has $|\Phi_{T1}^E| \sim 10^{-13}$, $|\Phi_{E5.50}^E| \sim 10^{-14}$, and $|\Phi_{E0.00}^E| \sim 10^{-15}$. The high saturation error in Fig. 19 reflects limitations with respect to precision. A more accurate calculation would require higher internal precision.
