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Abstract—Recent advances in quantum technologies pave the way for noisy intermediate-scale quantum (NISQ) devices, where the quantum approximation optimization algorithm (QAOA) constitutes a promising candidate for demonstrating tangible quantum advantages based on NISQ devices. In this paper, we consider the maximum likelihood (ML) detection problem of binary symbols transmitted over a multiple-input and multiple-output (MIMO) channel, where finding the optimal solution is exponentially hard using classical computers. Here, we apply the QAOA for the ML detection by encoding the problem of interest into a level-$p$ QAOA circuit having $2p$ variational parameters, which can be optimized by classical optimizers. This level-$p$ QAOA circuit is constructed by applying the prepared Hamiltonian to our problem and the initial Hamiltonian alternately in $p$ consecutive rounds. More explicitly, we first encode the optimal solution of the ML detection problem into the ground state of a problem Hamiltonian. Using the quantum adiabatic evolution technique, we provide both analytical and numerical results for characterizing the evolution of the eigenvalues of the quantum system used for ML detection. Then, for level-$1$ QAOA circuits, we derive the analytical expressions of the expectation values of the QAOA and discuss the complexity of the QAOA based ML detector. Explicitly, we evaluate the computational complexity of the classical optimizer used and the storage requirement of simulating the QAOA. Finally, we evaluate the bit error rate (BER) of the QAOA based ML detector and compare it both to the classical ML detector and to the classical minimum mean squared error (MMSE) detector, demonstrating that the QAOA based ML detector is capable of approaching the performance of the classical ML detector.

Index Terms—Quantum technology, maximum likelihood (ML) detection, quantum approximation optimization algorithm (QAOA), bit error rate (BER).

I. INTRODUCTION

The evolution of social networking and the ubiquitous wireless connectivity, coupled with the availability of low-cost yet powerful computing devices jointly shape the next generation of wireless systems. Integrated ground-air-space (IGAS) networks [1] together with new enabling technologies such as large-scale antenna arrays [2], reconfigurable intelligent surfaces [3] and Terahertz communications [4] constitute compelling solutions for the emerging services and applications. Powerful detection schemes play a pivotal role in supporting these novel techniques for achieving their potential gains. Maximum-likelihood (ML) detection is capable of providing the optimal solution by minimizing the probability of error, but it is NP-hard [5], because its complexity of finding the exact ML solution grows exponentially with the size of the constellations and the number of the symbols transmitted, which constitutes a challenge for classical computers. The properties of quantum mechanics such as superposition, entanglement and coherence have been beneficially exploited in the wireless communication field in terms of quantum information science [6] and quantum teleportation [7]. Given the intrinsic parallelism of quantum mechanics, it is promising to investigate the potential of quantum algorithms for solving ML detection problems.

Specifically, quantum computation exhibits advantages in solving some problems that require searching through a large space [8], benefiting from the nature of quantum mechanics. The most canonical examples are Schor’s algorithm [9] designed for discrete Logarithms and factoring at an exponential speedup over classical methods as well as Grover’s algorithm [10] conceived for unstructured search, which shows the potential of quadratic speed-up over the classical search. Hence, some applications of Grover’s search inspired quantum algorithms to multi-carrier interleave-division multiple-access (MC-IDMA) systems and to Pareto optimal routing for wireless multihop networks can be found in [11], [12]. The benefits of these algorithms arise from the assumption of a universal fault-tolerant quantum computer, which is capable of providing error-free operation. However, a powerful system supporting millions of physical qubits and high-fidelity long sequences of gate operations is not available at the time of writing, but fortunately, noisy intermediate-scale quantum (NISQ) devices are likely to become available in the near future [13]. The state-of-the-art quantum device size ranges from 50 to 100 qubits. For instance, in 2020 IBM has built a quantum device processing 65 qubits [14]. Therefore, the near-term quantum computers will contain a limited number of quantum gates due to gate errors and decoherence [15], [16]. A family of hybrid quantum-classical algorithms, namely variational quantum eigensolvers (VQE), was developed in [17], which was implemented by combining a reconfigurable quantum device with a classical computer. The goal of hybrid quantum-classical algorithms is to take advantage of the potential of NISQ devices by incorporating partial computational resources of classical computers, hence it becomes one of leading candidate algorithms for establishing quantum advantages in near-term quantum computers [13], [18], [19]. The quantum approximation optimization algorithm (QAOA) [20], [21] constitute a hybrid quantum-classical algorithm designed based on the variational principle for solving combinatorial optimization problems on gate-based quantum computers. Indeed, this has become an active field of research due to its promising potential of being implemented by near-term quantum computers [22]–[24] as well as owing to its universality in quantum computation [25], [26].
The basic idea of the QAOA is to alternately apply the problem Hamiltonian, whose ground state encodes the solution of the problem considered, and the initial Hamiltonian. The QAOA relies on the combination of preparing the parameterized quantum circuit on the NISQ devices, and a classical optimizer that is used for finding the optimal parameters. The QAOA was first proposed in [20] for solving combinatorial optimization problems, where the paradigm and analysis on the QAOA were treated in terms of the max-cut problem. As a further advance, the capability of the QAOA to solve constrained combinatorial optimization problems was studied in [27], where the goal is to maximize the sum of a series of bounded linear equations. Then, the performance of the QAOA was analysed in the context of the MAX-$k$XOR and MAX-$k$SAT problems in [28]. The application of the QAOA to the channel decoding of binary codes was presented in [29] by means of the Ising Hamiltonian to Boolean constraint satisfaction problems. Furthermore, inspired by the adiabatic evolution principle, a learning method was proposed in [30] for optimizing parameters aiming at achieving a high overlap to the ground state of the problem Hamiltonian. Given the high flexibility of the QAOA, it was extended in [31] to solve Grover’s unstructured search problem by replacing Grover’s diffusion operator with the transverse field, which only requires single-qubit gates. In addition, the authors in [32] proposed a framework for designing the QAOA circuits for solving a couple of combinatorial problems subject to both hard and soft constraints, such as the graph coloring optimization problem and the traveling salesman problem (TSP). As a further development, the QAOA was generalized as one of the standalone ansatz approaches in [22], termed as the quantum alternating operator ansatz. Recall that the quality of the solution produced by the QAOA for a specific problem of interest depends on the quality of the variational parameters found by the classical optimizer. Developing efficient QAOA parameter optimization approaches is therefore of pivotal importance for achieving quantum advantage. Diverse techniques have been conceived for optimizing the QAOA parameters such as gradient-based methods [33]–[35] and gradient-free methods [30], [36]–[38]. As for the max-cut problem in a general graph, the analytical expression for a level-1 QAOA was provided for guiding the associated parameter selections in [33]. Furthermore, analytical expressions were also derived for the QAOA having an arbitrary number of levels for a class of special max-cut graph instances in [33]. Moreover, a number of methods based on neural networks and reinforcement learning have been applied for optimizing the QAOA parameters [30], [35]–[38], concerning different max-cut graph instances.

Given the high flexibility of the QAOA in terms of handling various coherence times and gate requirements etc, there has been a growing interest in exploring the advantages of the QAOA in solving numerous practical problems of diverse fields. In this paper, we discuss how to apply the QAOA for solving ML detection problems that are NP-hard in classical computers. The basic procedure of the QAOA is to alternately apply the problem Hamiltonian and the initial Hamiltonian – also known as mixing Hamiltonian [22] or driver Hamiltonian [39] – to the initial state of the quantum system. The fundamental principle of the QAOA relies on gradually driving the quantum system to its ground state based on the quantum adiabatic evolution technique of [40]. Explicitly, the evolution of a quantum system is governed by the Schrödinger equation, and the adiabatic theorem tells us how to track this evolution, when the system changes sufficiently slowly. To elaborate a little further, the quantum adiabatic algorithm starts from an initial Hamiltonian whose ground state is easy to prepare, and evolves to a final Hamiltonian whose ground state encodes the solution of the problem considered. For implementing the QAOA, the evolution is encoded into a series of unitary quantum logic gates. Therefore, the goal of this paper is to illustrate the applicability of the QAOA to the family of ML detection problems and hence to open up new avenues of optimization in wireless communications. We commence with a brief overview of the applications of the QAOA in solving different problem instances, as seen in Table I. In this paper we present the first results on the QAOA applied to a real-world ML detection problem in wireless communications. Our main contributions are summarized as follows.

1) We encode the ML detection problem of binary symbols transmitted over a multiple-input and multiple-output (MIMO) channel into a Hamiltonian operator in the Ising transverse field [41]. Specifically, we use a qubit to encode a single binary symbol. Hence the total number of qubits to be processed by the QAOA is equal to the number of parallel data symbols transmitted by multiple antennas. Correspondingly, any legitimate solution of the ML detection problem can be represented by multiple-qubit tuple and the optimal solution is encoded into the ground state of the problem Hamiltonian.

2) For illustrating the fundamental principles of the QAOA, we provide both analytical and numerical results concerning the evolution of the eigenvalues in terms of the ML detection problem using a time-dependent Hamiltonian, which is a linear interpolation between the initial Hamiltonian and the problem Hamiltonian.

3) We transform the ML detection problem into a $p$-level QAOA circuit, where in each level the problem Hamiltonian that encodes the objective function of the ML detection problem is applied to the initial state of the quantum system followed by the initial Hamiltonian. The $2p$ times Hamiltonian operators involve the variational parameters, which are optimized classically for best performance. In particular, we derive the analytical expression of the ML detection problem for the level-1 QAOA, which simplifies the numerical optimization used for finding the optimal values of the parameters.

4) We provide numerical results for characterizing the expectation values of the QAOA solution of the ML detection problem, which illustrates that the energy landscape of the QAOA is nonconvex and has locally optimal points. Furthermore, the performance of the QAOA based ML detector is compared to that of both the classical ML detector as well as to the classical minimum mean squared error (MMSE) detector.
Table I: Problem instances solved by the QAOA

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Max-Cut</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>MIS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Graph Coloring</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TSP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Unstructured search</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ML detection</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>

**Organization:** The rest of our paper is organized as follows. Section II presents the problem model of the ML detection, followed by modelling its quantum Hamiltonians in Section III. Section IV introduces the quantum adiabatic evolution for characterizing the ML detection based quantum system. Then, Section V discusses the procedure of the QAOA harnessed for solving the ML detection problem. The computational complexity analysis of the QAOA is provided in Section VI. Finally, Section VII presents our simulation results and discussions, followed by our conclusions in Section VIII.

II. SYSTEM MODEL

Consider a MIMO system and transmitting binary symbols over an $M_t \times M_t$ channel matrix, having $M_t$ transmit antennas (TA) as well as $M_r$ receive antennas (RA). Let $H \in \mathbb{R}^{M_t \times M_r}$ be the channel matrix from the transmitter to the receiver, which is assumed to be known to the receiver. Therefore, the received signal can be expressed as

$$y = Hs + n,$$

where $y \in \mathbb{R}^{M_r}$ and $s \in \mathbb{R}^{M_t}$ are the vectors of the received and the transmitted signals, respectively, while $n \sim N(0, I_{M_r})$ denotes the noise vector.

The maximum likelihood (ML) detector can be formulated as

$$\min_{s \in X^{M_t}} \|y - Hs\|_2^2,$$  \hspace{1cm} (2)

where $X$ represents the signal constellation of the binary symbols. Explicitly, problem (2) can be physically interpreted as follows; The ML detector is to find a vector $s$ producing a vector $Hs$, which is closest to the received signal $y$. Correspondingly, problem (2) can be reformulated as the following optimization form:

$$\min_{s \in X^{M_t}} s^T H^T H s - 2y^T H s + y^T y,$$  \hspace{1cm} (3)

where the superscript $T$ denotes the transpose of a matrix. Note that the ML detection problem is constituted by the combinatorial optimization problem of selecting the most likely transmit symbol from a discrete set, and which was shown to be NP-hard in [5]. The computational complexity of the ML detection problem for BPSK is an exponential function of the number of the transmit antennas $M_t$, formulated as in $2^{M_t}$.

Therefore, the objective function of problem (3) can be expressed for BPSK having $X = \{-1, +1\}$ as

$$f(s) = s^T H^T H s - 2y^T H s + y^T y = \sum_{k,l=1}^{N} A_{k,l} s_k s_l - \sum_{k=1}^{N} 2b_k s_k + c$$

$$= \sum_{l>k}^{N} 2A_{k,l} s_k s_l - \sum_{k=1}^{N} 2b_k s_k + c + \sum_{k=1}^{N} A_{k,k},$$

where $N = M_t$, $A = H^T H$, $b = y^T H$ and $c = y^T y$. Consequently, $A_{k,l}$ and $b_k$ are the $(k,l)$-th element and the $k$-th element in $A$ and $b$, respectively. The last step in (4) comes from the fact that $A$ is Hermitian, i.e., $A_{k,l} = A_{l,k}$, $\forall k, l$.

III. QUANTUM HAMILTONIANS AND THE ADIABATIC THEOREM

A. Hamiltonian $H_f$ of the ML Problem

Since binary symbols are considered, we can use a single qubit to encode the values of a single symbol transmitted. Hence the total number of qubits required for quantum computation is equal to the number of parallel data symbols transmitted. More explicitly, an example is provided in Fig. 1 for demonstrating the connections between the different symbols received, where $\uparrow$ and $\downarrow$ represent the two legitimate states of BPSK systems, respectively. However, in quantum computing one qubit can be represented by a superposition of the two states. Hence, given an unknown binary symbol $s_k$, $k = 1, \cdots, N$, the associated quantum state $|z_k\rangle$ can be expressed as $|z_k\rangle = \alpha_k |\uparrow\rangle + \beta_k |\downarrow\rangle$, $\alpha_k, \beta_k \in \mathbb{C}$.

In order to transform the ML detection problem from a classical computation to quantum computation, we map (4) to its spin Hamiltonian. Explicitly, to arrive at the Hamiltonian of (4), we define $z_k \in \{0, 1\}$ as a spin-$\frac{1}{2}$ qubit associated with

$$|0\rangle = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad |1\rangle = \begin{pmatrix} 0 \\ 1 \end{pmatrix}.$$  \hspace{1cm} (5)

Then, we have

$$\sigma_z^{(k)}|z_k\rangle = \pm 1 |z_k\rangle, \quad \sigma_z^{(k)} = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.$$  \hspace{1cm} (6)

Note that $\sigma_z^{(k)}$ denotes the Pauli-Z operator acting on the $k$-th qubit. We can see that the binary symbol $s_k$ is mapped onto
the eigenvalues of the Pauli-Z operator. Then, we have the Ising Hamiltonian associated with (4) as follows.
\[
H_f = \sum_{l>k}^N 2A_{k,l} \sigma_z^{(k)} \sigma_z^{(l)} - \sum_{k=1}^N 2b_k \sigma_z^{(k)} + c + \sum_{k=1}^N A_{k,k}. \tag{7}
\]

Note that the problem Hamiltonian \( H_f \) was also referred to as phase Hamiltonian in [22]. Now we verify that the problem Hamiltonian \( H_f \) such that the eigenvectors of \( H_f \) forms the solution space of the original problem (2).

**Proposition 1.** Let \( |z\rangle = |z_1, \cdots, z_N\rangle \) be the eigenvector of the problem Hamiltonian \( H_f \), where \( \{ |z_1, z_2, \cdots, z_N\rangle \}, z_k \in \{0, 1\} \) is a basis for the \( 2^N \)-dimensional Hilbert space of the quantum computer. The solutions \( \{ |s_1, \cdots, s_N\rangle, s_k \in \{-1, +1\} \} \) of the ML detection problem (2) can be mapped to the eigenvectors of \( H_f \) by a bijective function such that \( g : \{ |z_1, z_2, \cdots, z_N\rangle \} \to \{ |s_1, s_2, \cdots, s_N\rangle \} \).

**Proof.** See Appendix A.

Having encoded the MIMO-ML detection problem into its Hamiltonian, we can now expand it to a more general multi-user systems.

**Proposition 2.** The encoding process of the problem Hamiltonian to the MIMO-ML detector is suitable for the multi-user single-input and single-output (SISO)/MIMO systems of binary symbols.

**Proof.** See Appendix B

**B. The Adiabatic Theorem**

Here we revisit the adiabatic theorem that was first proved in 1928 [43] for describing certain properties of particle behaviour in quantum systems, which can be formulated as follows.

**Theorem 1** ([44]). Consider a time-varying Hamiltonian \( H(t) \), which starts from \( H_I = H(0) \) at \( t = 0 \) and subsequently becomes \( H_{II} \) at some later time \( t = t' \). If a quantum system is initially in the ground state \( H_I \) and as long as the change in the Hamiltonian is sufficiently slow, the system state is likely to remain in the ground state throughout the evolution, therefore being in the ground state of \( H_{II} \) at \( t = t' \).

The adiabatic theorem tells us that the quantum system can smoothly evolve from a known ground state of Hamiltonian \( H(0) \) to an unknown ground state of Hamiltonian \( H(T) \) given a run time \( T \), where the state of the system evolves according to the Schrödinger equation [45]:
\[
\frac{i\hbar d\psi(t)}{dt} = H(t)\psi(t), \tag{8}
\]
where \( \hbar \) is the reduced Planck constant [45], [46] and we set \( \hbar = 1 \) for simplicity throughout the paper [8], [40]. Here the state \( |\psi(0)\rangle \) at \( t = 0 \) is known and easy to construct. The Hamiltonian that governs the evolution is given by
\[
H(t) = \hat{H}(\frac{t}{T}), \tag{9}
\]
where \( H(t) \) denotes the Hamiltonian, which is slowly varying with \( t \). Here \( \hat{H}(\frac{t}{T}) \) is a smooth single-parameter representation of \( H(t) \) and \( T \) controls the variation rate of \( H(t) \). Note that a Hamiltonian \( H \) is an operator described by a Hermitian matrix, whose eigenstates and the associated eigenvalues represent the states of the system and the corresponding energy levels, respectively. Based on the quantum adiabatic theorem, the state of the quantum computer \( |\psi(t)\rangle \) is close to the ground state of \( H(t) \) for \( 0 \leq t \leq T \), and in particular \( |\psi(T)\rangle \) will be close to the ground state of \( H_f = H(T) \), i.e. the encoded solution of the problem considered. Consequently, following the quantum adiabatic theorem, the evolution of a system can be treated as a time independent Schrödinger equation [45], i.e., \( H|\psi\rangle = \lambda|\psi\rangle \).

**C. Initial Hamiltonian \( H_B \)**

We now consider an \( N \)-qubit Hamiltonian \( H_B \) whose ground state is easy to find. Define the states \( |x_k\rangle \) as the
eigenstates of the x-component of the k-th spin-$\frac{1}{2}$, where

$$|x_k = 0\rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad \text{and} |x_k = 1\rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ -1 \end{pmatrix}. \quad (10)$$

Consequently, we have

$$\sigma_x^{(k)}|x_k\rangle = x|x_k\rangle, \quad \text{and} \quad \sigma_z^{(k)} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad (11)$$

where $x = +1, -1$ and $\sigma_x^{(k)}$ is the Pauli-X operator acting on the $k$-th qubit. Therefore, we can express the initial Hamiltonian of (4) [20], [22] as

$$H_B = \sum_{k=1}^{N} \sigma_x^{(k)}. \quad (12)$$

In the QAOA, the initial state is usually an equiprobable superposition of the Z-basis states, which can be obtained by applying a Hadamard gate to each of the qubits in the system. Hence, the initial state is given by

$$|\psi(0)\rangle = |x_1 = 0\rangle|x_2 = 0\rangle \cdots |x_N = 0\rangle = \frac{1}{\sqrt{2^N}} \sum_{z_1} \cdots \sum_{z_N} |z_1\rangle \cdots |z_N\rangle, \quad (13)$$

where $z_k \in \{0, 1\}$ and $|x_k = 0\rangle = \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle)$.

IV. QUANTUM ADIABATIC EVOLUTION

In this Section, we firstly revisit the principles of quantum adiabatic evolution and we then provide some examples of the ML detection problem associated with one-, two- and three-qubit, respectively.

A. The Adiabatic Evolution

Following the adiabatic evolution [40], [45], we assume that the quantum system starts from a known ground state $H_B$ and evolves to an unknown ground state $H_f$. Consider a linear interpolation between $H_B$ and $H_f$, formulated as

$$H(t) = (1 - \frac{t}{T})H_B + \frac{t}{T}H_f. \quad (14)$$

Let $\tau = \frac{t}{T}$, $0 \leq \tau \leq 1$. We then have the single parameter Hamiltonian evolution of

$$H(\tau) = (1 - \tau)H_B + \tau H_f. \quad (15)$$

Therefore, we prepare a system by ensuring that it evolves at $t = 0$ from the ground state of $H(0) = H_B$. Let $g_{\min}$ denote the minimum difference between the two lowest eigenvalues of $H(\tau)$. According to the adiabatic theorem, if $g_{\min}$ is not zero and the system evolves following (8), then for a sufficiently long time $T$, $|\psi(T)\rangle$ will be close to the ground state of $H_f$ [40], [47], [48], which is the encoded solution of the problem considered.

Upon defining the instantaneous eigenstates and the associated eigenvalues of $H(\tau)$ by

$$\tilde{H}(\tau)|\psi(\tau)\rangle = \lambda(\tau)|\psi(\tau)\rangle, \quad (16)$$

where $\lambda(\tau)$ represents the $l$-th eigenstates of $H(\tau)$ and $\lambda(\tau)$ is the associated eigenvalue. Furthermore, $\lambda_{\min}(\tau)$ represents the energy levels of the quantum system, which should be sufficiently well separated, satisfying

$$s\lambda_{\min}(\tau) \leq \lambda_1(\tau) \leq \cdots \leq \lambda_{N-1}(\tau). \quad (17)$$

According to the adiabatic theorem, if $\lambda_1(\tau) - \lambda_{\min}(\tau) > 0$, then the expectation value obeys

$$\lim_{T \to \infty} \langle \psi(0)|\psi(T)\rangle = 1, \quad (18)$$

which means that there exists a $\psi(t)$ obeying (8) that is very close to the instantaneous ground state of $H(t)$ with a non-zero gap, if $T$ is long enough.

Upon considering a particular search problem, the quantum algorithm is considered to be successful if the run time required only at most increases polynomially with the number of bits. As discussed in [40], the run time required is related to the spectrum of $H(\tau)$, which has to satisfy that

$$T \gg \frac{\xi}{g_{\min}^2}. \quad (19)$$

where $g$ is the minimum gap between the two lowest eigenvalues $\lambda_1(\tau)$ and $\lambda_{\min}(\tau)$, which is formulated as

$$g_{\min} = \min_{0 \leq \tau \leq 1} \lambda_1(\tau) - \lambda_{\min}(\tau). \quad (20)$$

Furthermore, $\xi$ in (19) is no higher than the largest eigenvalue of $H_f - H(0)$, which is usually a polynomially increasing function of $n$, and thus $T$ is dominated by $g_{\min}^{-2}$ [40], [46].

B. Single-qubit Example

Consider a single-qubit problem associated with $M_z = M_x = N = 1$. Then, (4) can be rewritten as

$$f(s) = a s^2 - 2bs + c, \quad (21)$$

where $a = |h|^2$, $b = yh$ and $c = |y|^2$. As $s \in \{-1, +1\}$, $s^2 = 1$. Thus, (21) can be cast as

$$f(s) = -2bs + a + c. \quad (22)$$

Consequently, the Hamiltonian $H_f$ of problem (22) can be expressed as

$$H_f = -2bs\sigma_z + a + c = \text{diag}([a - 2b + c, a + 2b + c]). \quad (23)$$

We can see that $H_f$ has two different eigenvalues, namely $\lambda = a - 2b + c$ associated with the eigenstate $|0\rangle$ and $\lambda' = a - 2b - c$ associated with the eigenstate $|1\rangle$, respectively. This means that the ground state $\psi(\tau = 1)$ of $H_f$ can be expressed as

$$\psi(\tau = 1) = \begin{cases} |0\rangle & \text{if } \lambda \leq \lambda' \\ |1\rangle & \text{if } \lambda > \lambda' \end{cases}. \quad (24)$$

Furthermore, from (12), we have $H_B = \sigma_x$. Thus, the smooth interpolating Hamiltonian of

$$\tilde{H}(\tau) = \begin{pmatrix} (a - 2b + c)\tau & 1 - \tau \\ 1 - \tau & (a + 2b + c)\tau \end{pmatrix} \quad (25)$$

has two eigenvalues $(a+c)\tau \pm \sqrt{1 - 2\tau + (1 + 4b^2)\tau^2}$, which will be further discussed in Section VII.
C. Two- and Three-qubit Example

Let us first consider a two-qubit example associated with a MIMO system of \( N = 2 \), which allows the signal values \( \{-1, -1\}, \{-1, +1\}, \{+1, -1\} \) and \( \{+1, +1\} \). Correspondingly, from (7), we have \( H_f \) for \( N = 2 \) as follows

\[
H_f = 2A_{1,2} \sigma_z^{(1)} \sigma_z^{(2)} - 2(b_1 \sigma_z^{(1)} + b_2 \sigma_z^{(2)}) + c + A_{1,1} + A_{2,2}.
\]

(26)

Furthermore, we take \( H_B \) from (12) in conjunction with \( N = 2 \), yielding

\[
H_B = \sigma_x^{(1)} + \sigma_x^{(2)},
\]

(27)

which has the minimum eigenvalue of -1 associated with the eigenstate \( |x_1 = 0\rangle \otimes |x_2 = 0\rangle \). The full matrix forms of \( H_f \), \( H_B \) and \( H(\tau) \) are given in Appendix C. Therefore, the corresponding interpolating Hamiltonian, namely \( \tilde{H}(\tau) = (1 - \tau)H_B + H_f \), can be written as the sum of terms in (7) and (12), where each term acts on two qubits.

Finally, we consider a three-qubit system, i.e. \( N = 3 \). The corresponding interpolated Hamiltonian, \( \tilde{H}(\tau) \) can be written as the sum of

\[
H_f = 2 \sum_{(k,l) \in E} \sigma_z^{(k)} \sigma_z^{(l)} - 2 \sum_k \sigma_z^{(k)} + \tilde{c}
\]

(28)

\[
H_B = 3 \sum_{k=1}^{3} \sigma_x^{(k)},
\]

where \( E = \{(1,2), (1,3), (2,3)\} \) and \( \tilde{c} = c + \sum_{k=1}^{3} A_{k,k} \). The eigenvalues of \( \tilde{H}(\tau) \) for two-qubit and three-qubit ML problems will be further discussed in Section VII. The goal of the three concrete examples is to provide a general introduction to the quantum-domain optimization of the ML detection problem. Note that the run time of the quantum adiabatic algorithm depends crucially on the minimum gap \( g_{min} \) [47], [48]. More general results concerning the gap would be considered in our future work.

V. QAOA FOR SOLVING THE ML DETECTION PROBLEM

In this section, we first present the basic principles of quantum adiabatic approximation using Trotterization\(^1\) in quantum computers [51], which usually involves a long sequence of gates. For avoiding this issue, we discuss how the QAOA may be adapted for solving the ML detection problem.

A. The Quantum Adiabatic Approximation

Recall that the evolution of a quantum system is governed by the Schrödinger’s equation (8). If the system starts from some initial state \( |\psi(0)\rangle \), the solution to (8) is the unitary evolution of the state [45], which is given by

\[
|\psi(t)\rangle = e^{-iHt}|\psi(0)\rangle = e^{-i(H_f+H_B)\frac{t}{2}}|\psi(0)\rangle,
\]

(29)

describing what state the quantum system will be in after \( H \) has been applied to it over a certain time period of \( t \). As a result, from a classical computing perspective, the adiabatic algorithm is the process where the state \( |\psi(T)\rangle \) is obtained by applying a series of unitary operators to the initial state. In the adiabatic evolution algorithm, the unitary operator \( U(H,T) \) is approximated by a product of unitary operators relying on a discrete-time basis by discretizing the interval \([0, T]\) into \( p \) slices denoted by \( T = \{t_1, \ldots, t_p\} \). Then, Trotterization is applied to approximate each discrete time slice. Specifically, the basic idea of the Trotterization technique is to decompose the system Hamiltonian into a sequence of short-time operators that are easy to simulate, and then approximate the total evolution by consecutively simulating each simpler operator. Next we first introduce the method of implementing \( U(H,t) = e^{-iHt} \) at the discrete time instant \( t, t \in T \).

**Remark 1.** The operators \( H_f \) and \( H_B \) do not commute, i.e. \( [H_f, H_B] = H_f H_B - H_B H_f \neq 0 \).

The commutator of \( \sigma_x \) and \( \sigma_z \) can be calculated as \([\sigma_x, \sigma_z] = -2i\sigma_y\), hence we see that \( \sigma_x \) and \( \sigma_z \), do not commute. Since \( H_f \) and \( H_B \) are functions of \( \sigma_x \) and \( \sigma_z \), respectively, we have \( H_f H_B - H_B H_f \neq 0 \), i.e. \( H_B \) and \( H_f \) do not commute. As a consequence, the following matrix exponentials have to obey \( e^{-i(H_f+H_B)t} \neq e^{iH_f} e^{-iH_Bt} \).

Based on Trotter product formula [52], we have

\[
e^{-iHt} = e^{-i(H_f+H_B)t} = \lim_{r \to \infty} (e^{-iH_f t/r} e^{-iH_B t/r})^r, r \in \mathbb{Z} \tag{30}
\]

Therefore, the unitary operator \( U(H,t) = e^{-iHt} \) can be approximated by a sequence of small slices. Since the bound of (30) is only approached at \( r \approx \infty \), we have to truncate the series at a finite order, such as a finite number \( r \), for simulations on quantum computers. For each slice \( e^{-iH_f t/r} \), there is an approximation based on the Trotter-Suzuki formula [49], [50], which is formulated as

\[
e^{-i(H_f+H_B)t/r} = e^{-iH_f t/r} e^{-iH_B t/r} + \epsilon, \tag{31}
\]

where \( \epsilon \) is the approximation error. From the Baker–Campbell–Hausdorff formula of [6], the norm of the error obeys \( \|\epsilon\| \lesssim O(||H_f||/r||H_B||) \). Theorem 3.2.1 (7, \( \|H_f||H_B|| \)).

Therefore, the unitary operator \( U(H,T) = e^{-iHT} \) can be written as a product of \( p \) unitary operators that are easy to simulate,

\[
U(H,T) = e^{-iHT} = U(H, t_p = T) \cdots \cdot U(H, t_{p-1} = T - 2\Delta) \cdots U(H, t_1 = 0) = \prod_{k=1}^{p} (e^{-iH_f t_k/r} e^{-iH_B t_k/r})^r, \tag{32}
\]

where we have \( U(H, t_k) = e^{-iH_f t_k/r} e^{-iH_B t_k/r} \) and \( \Delta = \frac{T}{p} \). We can see that implementing these unitary operators requires a quantum circuit of depth \( 2pr \), which indicates that the length of the circuits depends both on the evolution time and on the Trotter steps. As a result, the depth of the associated quantum circuits grows with the product of \( p \) and \( r \), which

\(^1\)Trotterization is a very useful tool for simulating non-commuting operators in quantum computers, by using the Trotter-Suzuki formula [49], [50] to approximately decompose the system operator into a sum of easy to implement operators.
usually requires a very long circuit. Gate errors and decoherence restrict the number of sequential gate operations in the quantum devices, therefore a class of hybrid classical quantum algorithms are developed for near-term quantum computing [15], [16]. Indeed, QAOA belongs to the family of hybrid classical quantum algorithms, which creates a parameterized quantum state by alternately applying the Hamiltonian \( H_f \) and \( H_B \) \( p \) times for a given \( p \).

### B. Implementation of QAOA

Instead of using Trotterization methods [51], [53], QAOA prepares a pair of unitary operators in terms of \( H_f \) and \( H_B \). For ease of computation, we introduce the following remark to simplify \( H_f \).

**Remark 2.** The objective of ML detection is to minimize the objective function (4), which is equivalent to minimizing the following function

\[
f(k) = \sum_{l>k}^N A_{k,l}s_{k,l} - \sum_{k=1}^N b_k s_k,
\]

by omitting the constant values in (4). Consequently, the problem Hamiltonian \( H_f \) of the ML detection is equivalently transformed into

\[
H_f = \sum_{l>k} A_{k,l}\sigma_z^{(k)}\sigma_z^{(l)} - \sum_{k=1}^N b_k\sigma_z^{(k)}.
\]

Given \( H_f \) of (34), the QAOA prepares a parameterized unitary operator in terms of \( H_f \) depending on an angle \( \gamma \) as follows:

\[
U(H_f, \gamma) = e^{-i\gamma H_f} = \prod_{k=1}^{N} \prod_{l>k} e^{-i\gamma A_{k,l}\sigma_z^{(k)}\sigma_z^{(l)}} e^{\gamma b_k\sigma_z^{(k)}} (35a)
\]

\[
= \prod_{k=1}^{N} \prod_{l>k} U(A_{k,l}, \gamma) U(b_k, \gamma), (35b)
\]

\[
U(b_k, \gamma) = e^{\gamma b_k \sigma_z^{(k)}}, (35c)
\]

with \( \gamma \in [0, 2\pi] \). Note that since all terms in \( H_f \) of (7) are diagonal in the computational basis, they commute with each other. As a result, \( U(H_f, \gamma) \) can be written as a sequence of unitary operators formulated in (35b) and (35c), where the unitary operators are \( U(A_{k,l}, \gamma) = e^{-i\gamma A_{k,l}\sigma_z^{(k)}\sigma_z^{(l)}} \) and \( U(b_k, \gamma) = e^{\gamma b_k \sigma_z^{(k)}} \), respectively. Based on the initial Hamiltonian \( H_B \) of (12), let us define the parameterized unitary operator \( U(H_B, \beta) \) depending on the angle \( \beta \) as

\[
U(H_B, \beta) = e^{-i\beta H_B} = \prod_{k=1}^{N} e^{-i\beta \sigma_z^{(k)}}, (36)
\]

where we have \( \beta \in [0, \pi] \). Here the parameters \( \gamma \) and \( \beta \) in (35) and (36) represent the evolution times of the quantum system, also referred to as angles [20], which are used to create the parameterized QAOA circuit.

Following the VQE principle, the QAOA creates a parameterized state in terms of \( \gamma \) and \( \beta \) on the quantum computer using single-qubit and entangling gates as follows. Given an integer \( p \), there are \( 2p \) angles \( \gamma = [\gamma_1, \ldots, \gamma_p] \) and \( \beta = [\beta_1, \ldots, \beta_p] \). Specifically, in the QAOA, an angle-dependent quantum state is created by alternately applying Hamiltonians \( H_f \) and \( H_B \) in \( p \) consecutive rounds, which can be expressed as

\[
|\psi_p(\gamma, \beta)\rangle = U(H_B, \beta_p)U(H_f, \gamma_p)\cdots U(H_B, \beta_1)U(H_f, \gamma_1)|\psi(0)\rangle.
\]

Figure 2: The QAOA diagram for optimization \( F_p \).

Another important component of the QAOA is the computation of the expectation value of \( H_f \) in the state of \( |\psi_p(\gamma, \beta)\rangle \), which can be expressed as

\[
F_p = \langle \psi_p(\gamma, \beta)|H_f|\psi_p(\gamma, \beta)\rangle \tag{38}
\]

where \( \dagger \) denotes the conjugate transpose. Since the expectation value of \( F_p \) relies on the parameterized state \( \psi_p^\dagger(\gamma, \beta) \), the goal of the QAOA is to approximate the optimal \( \gamma^* \) and \( \beta^* \) that satisfies

\[
\gamma^*, \beta^* = \arg \min F_p(\gamma, \beta). \tag{39}
\]

Specifically, in QAOA, the gate parameters \( \gamma \) and \( \beta \) are designed on the classical computer by optimizing the expectation values of \( H_f \), which is obtained by measuring the state of the
VI. Complexity Analysis for Fixed \( p \)

In this section, we provide the computational complexity analysis of the QAOA for solving the ML detection problem of interest, when the analytical expression of \( F_p \) is given. In this context, the maximization of \( F_p \) can be solved by classical solvers such as COBYLA [54] via linear approximation techniques. Then, the quantum circuits of QAOA are constructed based on the resultant \( \gamma^* \) and \( \beta^* \). The complexity of QAOA in terms of its quantum implementation directly depends on the number of gates required. We see from (35c) that \( U(H_f, \gamma) \) is represented as a product of \((N - 1)/2\) unitary operators \( U(A_{k,l}, \gamma) \) and \( N \) unitary operators \( U(b_k, \gamma) \), which indicates that implementing \( U(H_f, \gamma) \) requires \((N + 1)/2\) unitary gates [55]. Similarly, the implementation of \( U(H_B, \beta) \) requires \( N \) unitary gates, since \( U(H_B, \beta) \) consists of \( N \) unitary operators in terms of \( \sigma_x \), as given in (36). Observe from (35c) and (36) that implementing \( U(H_f, \gamma) \) and \( U(H_B, \beta) \) requires \((N + 3)/2\) unitary gates in total. Furthermore, the preparation of the initial state \( \psi_0 \) requires \( N \) Hadamard gates, while the circuits of QAOA associated with the depth of \( p \) involves \((N + 5)/2\) quantum gates altogether. In the following, we discuss the computational complexity of the classical solver of (39) as well as the memory requirement of simulating the QAOA on a classical computer. It should be noted that the complexity analysis of this section serves the readers of the communications society, which demonstrates the potential of QAOA in terms of solving an NP-hard ML detection problem, while reflecting the challenges of implementing QAOA to a degree. Quantifying the advantage and limitations of the QAOA in terms of different problem instances are investigated in [21], [42], [56], [57], which may be considered for the ML detection problem in our future work.

1) Computational complexity of the classical optimizer: The optimization of the expectation value \( F_p \) of (39) involves \( 2p \) variables in total. Since we use COBYLA as the classical solver for optimization of (39), it requires \( O(m^2) \) function evaluations for each iteration [54]. Note that \( m \) is the number of interpolation points, which is given by \( m = \frac{1}{4}(2p + 1)(2p + 2) = (p + 1)(2p + 1) = 2p^2 + 3p + 1 \). The number of function evaluations for each iteration is thereby \( O(p^3) \). From (38) and Proposition 3, we see that computing \( F_p \) in terms of different problem instances are investigated in [21], [42], [56], [57], which may be considered for the ML detection problem in our future work.

The computational complexity of each evaluation \( F_p \) is given by

\[
O(F_p) = 4pO(8^N) + (4p + 1)O(4^N) = O(p8^N).
\]

Therefore, the total computational complexity of solving problem (39) is on the order of \( O(Ip8^N) \), where \( I \) is the number of the iterations. This indicates that the computational
2) Memory requirement of simulating the QAOA classically: When evaluating $F_p$ classically, the classical computer will have to store both the quantum states and the unitary operators in terms of $U(H_f, \gamma)$ and $U(H_B, \beta)$. Specifically, a state of $N$ qubits is characterized by a $2^N$-element complex vector, which requires $2^N$ complex numbers and $2^{N+1}$ floating-point numbers. In a classical computer, a floating-point number is typically represented by four bytes in single-precision floating-point format. Correspondingly, we have to use $2^{2N}$ bytes for storing a quantum state of $N$ qubits. Furthermore, a unitary matrix contains $2^{2N}$ complex numbers, which thereby occupies $2^{2N+3}$ bytes in the memory. Therefore, the amount of memory required is dominated by storing the unitary operators. For instance, if we have a computer equipped with 16G RAM, the number of qubits that can be handled is at most $N = 15$. On the other hand, based on the VQE principle, evaluating the expectation value containing the parameterized state and the unitary operators is performed by the quantum devices, while the classical computer only needs to store the current quantum state that is simulating at the quantum device. In this context, the amount of memory required depends on the storage required by a single quantum state. Correspondingly, the maximum number of qubits that can be simulated using 16G RAM is $N = 30$.

VII. SIMULATION RESULTS

In this section, we first characterize the eigenvalues of the problem Hamiltonian for the ML detection. Then, we visualize the expectation values $F_1$ in terms of different number of qubits. Finally, we quantify the performance of QAOA in the ML detection of MIMO systems using computer simulations. As for performing quantum computing, Qiskit Aer [58] is used for implementing the noise-free simulations of QAOA circuits.

Fig. 3 depicts the evolution of the eigenvalues for a single-qubit ML detection problem, where we consider a concrete example associated with a random channel coefficient of $h = 1.2416$, $n = 0.3323$ and the transmit signal $s = 1$. The two eigenvalues of $\hat{H}(s)$ and the corresponding gap ($g$) of (20) are plotted in Fig. 3(a) and in Fig. 3(b), respectively. We find that the minimum gap $g = 1.94$ is not small and thus it is possible for driving the system to evolve smoothly from $\psi(0) = |x = 0\rangle$ to $|z = 0\rangle$.

Furthermore, the evolutions of eigenvalues for the two-qubit and three-qubit ML detection problems are portrayed in Fig. 4. In Fig. 4(a), we plot the four eigenvalues of $\hat{H}(\tau)$ for a group of random system parameters, where the values are set as $H = \begin{bmatrix} 1.2416, -0.1741, 0.3323, -0.0804 \end{bmatrix}$, $\gamma = \begin{bmatrix} 1.5130, 0.3212 \end{bmatrix}$ and $s = [1.1, 1.1]$. Then, the minimum gap of (20) can be found as $g = 1.93$, which indicates that the optimal solution may indeed be obtained by smoothly evolving the system from the initial ground state to the final ground state, when $T \gg 1/g^2$. Fig. 4(b) illustrates the eigenvalues of $\hat{H}(\tau)$ for a group of random ML problem, where we have the channel matrix of $H = \begin{bmatrix} 1.24155, -0.174105, 0.332349, -0.080418, 1.51301, 0.321184, -1.7771, 1.55398, 0.23342 \end{bmatrix}$, the noise of $n = [-1.703, -1.77439, 1.34985]$ and the transmit signal sequence is $x = [-1, 1, 1]$. We can see that the minimum gap is non-zero, which indicates convergence to the optimal solution. Furthermore, we see that there are some overlapping eigenvalues in Fig. 4, which arises from the symmetry of $\hat{H}(\tau)$ [40].

As discussed in Section VI, simulating QAOA in classical computers requires excessive amount of memory and computational power. Therefore, we confine our simulations to the
ML detection problem within 3 qubits. In the simulations, the MIMO channel $H$ and the noise $n$ were chosen as independent and identically distributed, zero-mean, real-valued normal random variables, i.e. $H \sim \mathcal{N}(0, 1)$ and $n \sim \mathcal{N}(0, 1)$. Furthermore, for each SNR, we perform 40,000 Monte Carlo simulations for estimating the average probability of errors in detecting the message vector. For benchmarking the QAOA based ML (QML) detector, we consider a pair of conventional detection methods: Classical ML (CML) and classical MMSE (CMMSE). Fig. 6 illustrates the BER of the three different detection methods for $N = 2$ and $3$, where we consider a MIMO system having the same number of transmit and receive antennas, i.e. $M_t = M_r = N$. Here, the best solution for ML detection problem is selected from the distribution of the solutions obtained by the QAOA. Observe from Fig. 6 that the QAOA based ML detector approaches the BER of classical ML detector, and as expected both outperform the MMSE detector. Furthermore, in Fig. 6(a), we can see that the BER curve of QML perfectly matches that of CML. However, in Fig. 6(b) the BER of QML becomes slightly worse than that of CML in the high-SNR region. This is because the QML solution is estimated statistically relying on the quantum circuit measurements.

Below we further study the approximation ratio of the QAOA in solving the ML detection problem, where the expectation values of $F_p(\gamma, \beta)$ are attained by measuring the QAOA circuits generated by Qiskit Aer [58] and the parameters $\gamma, \beta$ are updated using COYBLA [54]. For obtaining a quality solution of the QAOA, we set a budget of 2000 runs for each problem instance with respect to each channel realization in the simulations, where the COYBLA starts from different random initial points in each run. Here, the approximation ratio is defined as follows:

$$\rho = \frac{f_{CML}}{F_p(\gamma^\star, \beta^\star)},$$

where $f_{CML}$ is the objective function value obtained by the classical ML detection method. Observe that we have $\rho = 1$ when the optimal solution is attained by the QAOA.

Fig. 7 depicts the approximation ratio of the QAOA in solving the ML detection problem associated with $N = 1$, $N = 2$ and $N = 3$, where the SNR is 10 dB. Specifically, Fig. 7(a) - Fig. 7(c) show the evolution of the approximation.
ratio parameterized by different $p$ values versus the number of runs. Observe that the approximation ratio gradually increases and converges to a stable value, when the number of runs increases for each $N$, since the more runs are performed, the higher the probability of attaining better $\gamma, \beta$ parameters for the QAOA circuits becomes. Furthermore, the approximation ratio improves with $p$ increases. More explicitly, we compare the approximation ratio versus $p$ in Fig. 7(d), where 2000 runs are performed for each problem instance with respect to each channel realization. A maximum of $p = 10$ is considered for $N = 1$ and $N = 2$, since the approximation ratio saturates within $p = 10$. Moreover, a maximum of $p = 20$ is considered along with $N = 3$ for attaining a good approximation ratio. We observe that the approximation ratio increases monotonically with $p$ for $N = 3$, which indicates that the approximation ratio can still be improved by further increasing $p$, even if $p > 20$. Therefore, a large $p$ is required by the QAOA for achieving a good approximation ratio, when $N \geq 3$.

Finally, we note that the QAOA is capable of solving the ML detection problem of BPSK even for a large-scale system, since it is a general-purpose algorithm designed for solving combinatorial problems [20], [59]. However, the performance of QAOA depends on the circuit depth $p$ and it improves as $p$ increases [20]. Moreover, the investigations in [20], [27], [33] indicate that the performance of the QAOA highly depends on the structure of a graph. In our paper, the Hamiltonian function $H_f$ formulated for the ML detection of BPSK systems is constituted by a fully connected graph (a complete graph), where each edge is associated with a quadratic term in $H_f$.

Implicitly, for a $N \times N$ MIMO system associated with BPSK that can be mapped to a complete graph of $N$ vertices, the Hamiltonian function consists of $(N-1)N/2$ quadratic terms and $N$ linear terms, which is associated with an $N$-qubit quantum system. Therefore, for a large-scale MIMO BPSK system, a higher circuit depth (larger $p$) would be required for obtaining a good approximation ratio. Furthermore, a $p$-level QAOA circuit involves $2p$ parameters to be optimized in the classical computer, which complicates the classical optimizer due to its heuristics. As a result, we confine our simulations within a small number of qubits. In our future research we would test the QAOA on large-scale MIMO systems, using the results derived in this treatise as a springboard.

\section{Conclusions}
In this paper, we studied the performance of QAOA based ML detection problems, where we considered the ML detection of binary symbols over a MIMO channel. We first encoded the optimal solution of the ML detection problem into the ground state of a problem Hamiltonian and presented the energy evolution of the quantum system of interest. For level-1 QAOA, we derived the analytical expressions of QAOA and provided the energy landscape of QAOA that illustrates its symmetry vs. the parameter values to be optimized. Finally, our simulation results revealed that QAOA based ML detection is capable of approaching the BER of the classical ML detector, while both outperform the classical MMSE detector. The performance of the QAOA depends on the structure of the graph associated with the Hamiltonian function [20], [27], [33]. Hence more comprehensive results associated with more sophisticated system models would be considered in our future research.

\section{Appendix A: Proof of the Problem Hamiltonian $H_f$}
For mapping the variable $z_k = \{0, 1\}$ into $s_k \in \{-1, +1\}$, we define a bijection function $g(z_k): s_k = g(z_k) = 1 - 2z_k^2$. Correspondingly, the objective function of (4) can be equivalently reformulated as

$$f(|z\rangle) = \sum_{l>k}^N 2A_{k,l}(1 - 2z_k)(1 - 2z_l) - \sum_{k=1}^N 2b_k(1 - 2z_k) + c + \sum_{k=1}^N A_{k,k}. \tag{A.1}$$

Furthermore, we can rewrite (6) as $\sigma_z^{(k)}|z_k\rangle = (1 - 2z_k)|z_k\rangle = s_k|z_k\rangle$, which indicates that the binary variables $s_k$ is mapped onto the eigenvalues of the Pauli-Z operator. Now we show that $H_f |z\rangle = f(|z\rangle)|z\rangle$ in (A.2). Therefore, we can see that the objective values of the ML detector is mapped onto the eigenvalues of the problem Hamiltonian $H_f$, where each bit string $|z\rangle$ associated with a variable vector $\{s_1, \ldots, s_N\}$.

\footnote{Note that the mapping function $g(z_k)$ is usually not unique, any bijective function such that $g : \{0, 1\} \rightarrow \{-1, +1\}$ can be chosen as the mapping function such as $g(z_k) = (-1)^{z_k}$.}
Figure 7: Comparison of approximation ratio ($\rho$) for different $N$.

\[
H_f|z| = \left[ \sum_{l>k}^{N} 2A_{k,l}\sigma_z^{(k)}\sigma_z^{(l)} - \sum_{k=1}^{N} 2b_k\sigma_z^{(k)} + c + \sum_{k=1}^{N} A_{k,k} \right] |z_1,\ldots,z_n|
\]

\[
= \sum_{l>k}^{N} 2A_{k,l}(1 - 2z_k)(1 - 2z_l)|z_1,\ldots,z_n| - \sum_{k=1}^{N} 2b_k(1 - 2z_k)|z_1,\ldots,z_n| + (c + \sum_{k=1}^{N} A_{k,k})|z_1,\ldots,z_n|
\]

\[
= \left[ \sum_{l>k}^{N} 2A_{k,l}(1 - 2z_k)(1 - 2z_l) - \sum_{k=1}^{N} 2b_k(1 - 2z_k) + c + \sum_{k=1}^{N} A_{k,k} \right] |z_1,\ldots,z_n|
\]

\[
= f(|z|)|z|.
\]

APPENDIX B: PROOF OF Proposition 2

Consider a multi-user SISO system, where $K$ users cooperatively transmit independent symbols to a receiver. The receiver observes the sum of the modulated signals contaminated by the noise as follows

\[
y = \sum_{k=1}^{K} h_k s_k + n = h^T s + n,
\]

where $h = [h_1,\ldots,h_K]^T$ and $s = [s_1,\ldots,s_K]^T$. Therefore, the objective function of our ML detection problem becomes

\[
f(s) = s^T hh^T s - 2y h^T s + y^2
\]

\[
= s^T A s - 2bs + c
\]

\[
= \sum_{l>k}^{K} 2A_{k,l}s_l s_k - \sum_{k=1}^{K} 2b_k s_k + c + \sum_{k=1}^{K} A_{k,k},
\]

\[
(A.2)
\]

where $A = hh^T$, $b = yh^T$, $c = y^2$ and $s \in \{-1, +1\}^K$. Furthermore, $A^T = A$ is used to in the last step of (B.2).
Following the form of (7), we have
\[ H_f = \sum_{l>k} A_{k,l} \sigma_z^{(k)} \sigma_z^{(l)} - b \sum_{k=1}^{K} \sigma_z^{(k)}. \]  
(B.3)

Note that the constant terms and the coefficient 2 are omitted in (B.3), since they do not affect the optimal solution of the original problem. From (B.3), we can see that the number of qubits required is equal to the number of users for multi-user SISO systems. Now we extend the signal model to the corresponding multi-user MIMO system, which can be expressed as:
\[ y = \sum_{i=1}^{M} H_k s_k + \mathbf{n} = \mathbf{H}^T \mathbf{s} + \mathbf{n}, \]  
(B.4)

where \( \mathbf{H} = [\mathbf{H}_1, \cdots, \mathbf{H}_K]^T \) and \( \mathbf{s} = [s_1^T, \cdots, s_K^T]^T \). Without loss of generality, we assume that \( \mathbf{H}_k \in \mathbb{R}^{N \times N} \) and \( s_k \in \{-1, +1\}^N \). As a result, we have \( y \) and \( s \) are \( N \times 1 \) and \( NK \times 1 \) vectors, respectively. Based on (B.4), the objective function of our ML detection problem can be expressed as:
\[ f(s) = s^T \mathbf{H}^T \mathbf{s} - 2y^T \mathbf{H}^T \mathbf{s} + y^T \mathbf{y} \]
\[ = \sum_{l>k}^{N} 2A_{k,l} s_k s_l - \sum_{k=1}^{NK} 2b_k s_k + c + \sum_{k=1}^{NK} A_{k,k}, \]  
(B.5)

where \( A = \mathbf{H}^T \mathbf{A} \) with \( \mathbf{A}^T = \mathbf{A} \), \( b = y^T \mathbf{H}^T \mathbf{c} \), \( c = y^T \mathbf{y} \) and \( s \in \{-1, +1\}^{NK} \). Therefore, the Ising Hamiltonian of the ML detection to the corresponding multi-user MIMO system can be expressed as:
\[ H_f = \sum_{l>k}^{NK} A_{k,l} \sigma_z^{(k)} \sigma_z^{(l)} - \sum_{k=1}^{NK} b_k \sigma_z^{(k)}, \]  
(B.6)

where the constant terms and the coefficient 2 are also omitted. We can see from (B.6) that the number of qubits required is \( NK \) for the ML detection in a quantum computer.

APPENDIX C: MATRIX FORM OF TWO-BIT EXAMPLE

Here, the full matrix forms of \( H_f \), \( H_B \) and \( \tilde{H}(\tau) \) for a two-qubit ML detection problem are given in (C.1), (C.2) and (C.3), respectively, where \( c' = c + A_{1,1} + A_{2,2} \). Here, \( \sigma_z^{(1)} \sigma_z^{(2)} \) in (C.1) denotes the tensor product of \( \sigma_z^{(1)} \) and \( \sigma_z^{(2)} \). Moreover, \( \sigma_x^{(1)} \) and \( \sigma_x^{(2)} \) in (C.2) represent the Pauli-X operators acting on the 1st and 2nd qubits, respectively. Therefore, \( H_B = \sigma_x^{(1)} + \sigma_x^{(2)} \) represents the operation of applying the Pauli-X operators to the qubits of our 2-qubit system, which is obtained from the general form of the initial Hamiltonian of (12) for the QAOA. More explicitly, for the two-qubit ML detection problem, we have \( H_B = \sigma_x^{(1)} + \sigma_x^{(2)} = \sigma_x^{(1)} \otimes I + I \otimes \sigma_x^{(2)} \), where \( \otimes \) and \( I \) denote the tensor product operator and the identity matrix, respectively.

\[ H_B = \sigma_x^{(1)} + \sigma_x^{(2)} = \begin{pmatrix} 0 & 1 & 1 & 0 \\ 1 & 0 & 0 & 1 \\ 1 & 0 & 0 & 1 \\ 0 & 1 & 1 & 0 \end{pmatrix}. \]  
(C.2)

APPENDIX D: PROOF OF PROPOSITION 3

For \( p = 1 \) and \( N = 1 \): From (34) that omits the constants of (23), we arrive at the problem Hamiltonian in the form of \( H_f = -b \sigma_x \). Consequently, we have the unitary operators associated with \( N = 1 \) as follows:
\[ U(H_B, \beta_1) = e^{-i\beta_1 \sigma_x}, \]
\[ U(H_f, \gamma_1) = e^{i\gamma_1 b \sigma_x}. \]  
(D.1)

The expectation value is therefore given by
\[ F_1(\gamma_1, \beta_1) = -b(1 + e^{-i\gamma_1 b \sigma_x} e^{i\beta_1 \sigma_x} e^{-i\beta_1 \sigma_x} e^{i\gamma_1 b \sigma_x} \pm) \]
\[ = -b(1 + e^{-i\gamma_1 b \sigma_x} (\cos(2\beta_1) \sigma_x + \sin(2\beta_1) \gamma_1) e^{i\gamma_1 b \sigma_x} \pm) \]
\[ = -b(\cos(2\beta_1) + \sin(2\gamma_1 b) - \sin(2\beta_1) \sin(2\gamma_1 b) \sigma_x) \pm) \]
\[ = -b \sin(2\beta_1) \sin(2\gamma_1 b), \]  
(D.2)

where \( \gamma_1 \) represents the Pauli-Y gate. Furthermore, the following relationships are used in (D.2): \( \sigma_x \sigma_x = -\sigma_x \sigma_x = i \sigma_y \), \( \sigma_y \sigma_y = -\sigma_x \sigma_y = i \sigma_z \), \( \sigma_y \sigma_y = -\sigma_x \sigma_y = i \sigma_z \). Note that the double angle identities of \( \cos 2x = \cos^2 x - \sin^2 x \) and \( \sin 2x = 2 \sin x \cos x \) are employed in (D.2) as well.

Now we consider \( p = 1 \) and \( N = 2 \). The problem Hamiltonian then becomes:
\[ H_f = A_{1,2} \sigma_z^{(1)} \sigma_z^{(2)} - \sum_{k=1}^{2} b_k \sigma_z^{(k)}, \]  
(D.3)

From (35c) and (36), we arrive at
\[ U(H_f) = U(A_{1,2}, \gamma) U(b_1, \gamma) U(b_2, \gamma), \]
\[ U(H_B) = U(\beta) U(\beta)^T, \]  
(D.4)

where \( U(A_{1,2}, \gamma) = e^{-iA_{1,2} \gamma \sigma_z^{(1)} \sigma_z^{(2)}} \), \( b_k \sigma_z^{(k)} \) is the unitary operator acting on the \( k \)-th qubit. By observing \( H_f \) in (D.3), we find that there are two individual components in terms of \( \{b_1, b_2\} \), respectively. As a result, the expectation values of the two components can be evaluated individually. Let \( f_{1,2} = \langle \cdot \rangle_{\{H_f, \gamma\}} U(H_B, \beta) \sigma_z^{(1)} \sigma_z^{(2)} \rangle_{\{H_B, \beta\}} \) and \( g_k = \langle \cdot \rangle_{\{H_f, \gamma\}} U(H_B, \beta) \sigma_z^{(k)} \rangle_{\{H_B, \beta\}} \), correspondingly, we have the expectation value \( F_1 \) associated with \( N = 2 \) as follows.
\[ F_1 = A_{1,2} f_{1,2} - b_1 g_1 - b_2 g_2. \]  
(D.5)

For \( N \geq 3 \), the expectation value \( F_1 \) is the sum of the expectation values associated with the individual components of \( H_f \) in (34). Therefore, we have
\[ F_1 = \sum_{l>k} A_{k,l} f_{k,l} - \sum_{k} b_k g_k. \]  
(D.6)

We first calculate \( f_{l,k} \), which is given by
\[ f_{k,l} = \langle \psi(0) U[H_f(\tau), \gamma] U[H_B(\beta) \sigma_z^{(k)} \sigma_z^{(l)}] U[H_B(\beta)] | \psi(0) \rangle \]
\[ = \langle +^N U_k(\gamma, \beta) \cdots U_1(\gamma, \beta) \sigma_z^{(k)} U_1(\gamma, \beta) \cdots \rangle_{U_N(\gamma, \beta)} \]  
(D.7)

where \( U_k(\gamma, \beta) = \prod_{l>k} U(A_{k,l}, \gamma) U(b_k, \gamma) U(k, \beta) \). For \( g_k \), all the unitary operators that do not intersect with the Pauli
\[
H_f = 2\sigma_z^{(1)}\sigma_z^{(2)} - 2(\sigma_z^{(1)} + \sigma_z^{(2)}) + \epsilon' = \text{diag}([\epsilon' + 2A_{1,2} - 2b_1 - 2b_2, \epsilon' - 2A_{1,2} - 2b_1 + 2b_2, \epsilon' - 2A_{1,2} + 2b_1 - 2b_2, \epsilon' + 2A_{1,2} + 2b_1 + 2b_2]).
\]
\[
\tilde{H}(\tau) = (1 - \tau)H_B + \tau H_f = \begin{pmatrix}
(\tau\epsilon' + 2A_{1,2} - 2b_1 - 2b_2) & 1 - \tau & 1 - \tau & 1 - \tau \\
1 - \tau & (\tau\epsilon' - 2A_{1,2} - 2b_1 + 2b_2) & 0 & 1 - \tau \\
1 - \tau & 0 & 1 - \tau & (\tau\epsilon' - 2A_{1,2} + 2b_1 - 2b_2) \\
0 & 1 - \tau & 1 - \tau & (\tau\epsilon' + 2A_{1,2} + 2b_1 + 2b_2)
\end{pmatrix}.
\]

gate \sigma_z^k commute and do not contribute to \(g_k\), so that the expectation value \(g_k\) can be computed as follows.
\[
g_k = \langle \psi(0) | U(\tau H_f, \gamma)U(\tau H_B, \beta)\sigma_z^k U(H_B, \beta)U(\tau H_f, \gamma)| \psi(0) \rangle
\]
\[
= (+1)^{\text{sign}(U(A_k, k, \gamma)U(b_k, \beta))} U(b_k, \beta)U(A_k, k, \gamma)U(A_{k', k}, \gamma)\sigma_z^{k'} + 0
\]
where \(k' < k < k''\).
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