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Abstract

An accurate estimation of international migration is hampered by a lack of timely and

comprehensive data, with different definitions and measures of migration adopted by

different countries. The aim of this thesis is to understand whether information from

digital traces can help measure international migration. One of the approaches im-

plemented in this thesis is to complement traditional data sources for the United King-

dom (UK) with digital traces data. The Bayesian framework proposed in the Integrated

Model of European Migration (IMEM) is used to combine data from the Labour Force

Survey (LFS) and the Facebook Advertising Platform in order to study the number of

European migrants in the UK, aiming to produce more accurate estimates of European

migrants. The thesis suggests an extension of the IMEM model to disaggregate the es-

timate by age and sex. Additionally, weekly time series from the Facebook Advertising

Platform are analysed to infer trends of change in migration stocks over time. The qual-

ity of the data is reviewed paying particular attention to the biases of these sources. The

results indicate visible yet uncertain differences between the model estimates using the

Bayesian framework and individual sources. The advantages and limitations of this

approach, which can be applied in other contexts, are also discussed. It seems that any

individual source cannot be completely trusted, but combining sources through mod-

elling can offer valuable insights. The main conclusions are that the data generation

process should be examined, digital traces data should be combined with traditional

data sources, and that digital traces data might be used to infer trends of change in

migration stocks.
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Chapter 1

Introduction



2 Chapter 1. Introduction

1.1 Overview

The Digital Revolution has brought opportunities to many different fields. Mayer-

Schönberger and Cukier (2013) describes the Digital Revolution as a two-step pro-

cess. First, a digitisation of our lives occurs with large amounts of data produced by

the words we use online, our location, and our social interactions. Secondly, this in-

formation becomes accessible through indexes and searches. It is then that this new

data becomes useful to researchers and profitable to advertisement markets (Mayer-

Schönberger and Cukier, 2013). Mayer-Schönberger and Cukier (2013) also focused on

the view that the “new oil” in capitalism is this digital data which is used to drive

decision making in business (Mayer-Schönberger and Ramge, 2018).

Demographers are not ignoring this “datatification” (Mayer-Schönberger and Cukier,

2013). Indeed, Billari and Zagheni (2017) have called for attention to the Digital Rev-

olution. The digitisation of our lives is creating new data sources that, in the context

of this thesis, are called “digital traces” (Latour, 2007; Cesare et al., 2018). Despite this

attention to digital traces, there is not yet a clear definition. A digital trace is a footprint

left by navigating a website, searching something online (e.g making a query online),

or calling from a cellphone. These traces are not generated and collected by scientific

research, but are created as a result of user interactions and experiences using digital

equipment and platforms (Karanasios et al., 2013). Digital traces can include data de-

rived from social media, financial transactions, as well as Call Detail Records (CDRs)

(Freelon, 2014). This is a broad definition of the majority of data generated by digital

mechanisms.

Cesare et al. (2018) addressed the challenges facing demographers in regard to using

digital traces. One of the main challenges of this new data source is related to bias and

non representativesness. A more thorough discussion of the characteristics of digital

trace data can be found in Section 2.4. The main task for demographers is to under-

stand how to measure the bias of these online non-representative sources in order to

infer demographic trends for the population (Zagheni and Weber, 2015). After hav-

ing understood the biases involved, one possible next step is to combine different data

sources so as to extract more information and enhance the existing data. This is an on-

going process in which demographers have started to combine survey data with digital
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traces, originally created for marketing, and repurposing them for scientific research

(Zagheni et al., 2018, 2017; Gendronneau et al., 2019; Alexander et al., 2020). Many re-

searchers have pointed out that the idea of repurposing data is not new to demography

(Billari and Zagheni, 2017; Zagheni and Weber, 2015; Sutherland, 1963). For example,

John Graunt’s first Life Table (1662) was in fact a reworking of the public health data

from the “Bills of Mortality” to infer the size of the population of London at the time

(Sutherland, 1963).

In this thesis, the use of digital traces for migration research is investigated. In doing

so, this work aims to contribute to the “gradual and incremental process” (Willekens, 2019,

p. 240) of understanding how to combine traditional data sources and digital traces,

while acknowledging that using digital traces as a source of migration data on its own

right is challenging (Laczko and Rango, 2014). Therefore, the view taken in this thesis is

that, for migration in particular, digital traces “may complement but not replace traditional

data sources” (Willekens, 2019, p. 249). The focus of the thesis is on European migration

to the United Kingdom (UK).

There are three main reasons why it is interesting to look at the migration system of

the UK. First is the fact that the British Office of National Statistics (ONS) recently re-

classified their estimates as experimental statistics in August 2019. This is because their

estimates of international migration are based on surveys due to the lack of registers

for migrants in the UK. Therefore, the ONS have admitted that their estimates might be

inaccurate (ONS, 2019d). Moreover, the scientific literature suggests that the surveys

used by the ONS are affected by multiple biases (Coleman, 1983; Kupiszewska and

Nowok, 2008; Kupiszewska et al., 2010; Rendall et al., 2003). Among European coun-

tries, the UK is an example where there is no “gold standard” in migration data. The

second reason is that the UK has experienced an increased positive net migration from

European countries in the last two decades (Champion and Falkingham, 2016). Digital

traces might provide important insights on trends in the age, sex, and country of origin

of migrants by producing a more accurate estimate of European migrants in the UK.

Thirdly, it is interesting to study the UK at the moment, and specifically migration to

the UK, because of the country’s current transition in leaving the European Union (EU),

commonly known as Brexit. The uncertainty linked to Brexit might instigate changes
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into the migration trends and decision-making process of European migrants currently

living in the UK.

To model the bias in current migration estimates, accounting for the limitations of the

data sources and the uncertainty of migration, Bayesian inference is adopted. Bayesian

methods are gaining traction not only in statistics and demography (Bijak and Bryant,

2016), but also in many other areas of life (Ferrie, 2019). The Bayesian framework has

been utilised in this thesis due to its coherent quantification of uncertainty produced

by different sources (Bijak, 2010; Raftery, 1995).

This thesis seeks to contribute to the learning process in understanding how to use dig-

ital traces in demography by answering the following question: What can digital traces

add to the existing ONS migration estimates, in a context where there is no “ground

truth” data which model estimates can be validated against?

1.2 Uncertainty

The study of demographic components - fertility, mortality, and migration - is not de-

terministic. Although demographic change happens at a slow pace, policies, unpre-

dictable events, and shocks might produce a change in population dynamics. Migra-

tion is less defined than other demographic events and might happen at a faster pace in

comparison to fertility and mortality. Although it is acknowledged that there are many

different reasons why people migrate, there is not yet a complete overarching theory

of migration which considers all the situations and drivers that influence migration

(Willekens, 1994; Bijak, 2010; Willekens, 2018). The United Nations (UN) have started

in 2014 to produce projections based on the works of Raftery et al. (2012), Gerland et al.

(2014), and Alkema et al. (2015), which take into account different degrees of uncer-

tainty, using a Bayesian framework to forecast the world population. Migration is not

yet probabilistic in the UN’s estimates due to problems in creating a global overarching

model, however there is work in this direction (Azose and Raftery, 2019). Additionally,

there are various other aspects that influence migration, including country’s policies

and the politics of migration (Willekens, 1994; Bijak, 2010; Willekens, 2018).
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The Bayesian inference attempts to resolve these issues by formally introducing uncer-

tainty through probability distributions (Bijak, 2010; Raftery, 1995). In Bayesian statis-

tics, using the Bayes theorem (Bayes and Price, 1763), the data is introduced in the

model as a likelihood; the outcome of the analysis is a probabilistic distribution, called

posterior distribution (Bijak and Bryant, 2016). Quantitative statements on the nature

of the data, a prior probability density, can be introduced in the model to inform a

parameter in a weaker or informative design (Bijak and Bryant, 2016). The prior distri-

bution, however, is controversial because it is subjective to whomever is modelling the

data (Raftery, 1995).

In this thesis, Bayesian modelling is used for three reasons. Firstly, it provides a coher-

ent description of the different sources of uncertainty before linking the data together.

This means that it is possible to provide a measure of the quality of the data to the model

in terms of a probabilistic distribution. This is an advantage when data is missing or

incomplete. Secondly, Bayesian modelling provides a formal mechanism for the inclu-

sion of expert’s judgements. It includes qualitative opinions of other experts through

quantitative estimates of their beliefs and judgements on the data or future scenarios of

the phenomenon under investigation (Bijak and Wiśniowski, 2010; Wiśniowski et al.,

2013). Thirdly, it is a natural way to treat highly structured multi-level models (Bijak

and Bryant, 2016). Complex population processes can be introduced in a hierarchical

structure into the model, which might lead to an holistic representation of the process.

1.3 Contribution and Structure

Although digital traces are biased and non-representative, they also provide an op-

portunity for a more up-to-date picture of current demographic events. This thesis

proposes the use of Bayesian methods to combine traditional and new data sources.

Bayesian methods are a natural way of integrating different data sources and their in-

herent uncertainty. This thesis provides guidance on how to tackle the limitations of

digital traces. The aim is to provide an example on the use of digital traces in migration

research and to contribute to the ongoing learning in migration and data modelling.

The structure of the thesis is as follows. Firstly, Chapter 2 presents an overview of

the current state of migration data and digital traces study. Chapter 3, Chapter 4, and
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Chapter 5 outline three different examples of how to combine traditional data sources

and social media data to estimate migration. Chapter 3 demonstrates how to comple-

ment LFS survey data with Facebook Advertising Platform data to estimate the total

number of European migrants in the UK in 2018 and 2019. Chapter 4 builds on the

results presented in Chapter 3, proposing a disaggregation by age and sex of the model

estimates. Chapter 5 looks at European migration trends from March 2019 to March

2020; using weekly Facebook advertising data. Chapter 6 then comments on the con-

tribution and the limitations of this thesis, describing the evolution of demography as

a discipline in light of the Digital Revolution.

1.4 Production of this thesis

Several pieces of software have been used to work on this thesis, most of them open-

source software. These softwares were used to write and manage the material of this

thesis, then to download, store, and organise the data, as well as to model and analyse

the data. This thesis was written in LATEX using the University of Southampton tem-

plate. Overleaf, a collaborative cloud-based LATEX editor, was used to share this thesis

with the supervisory team and to track changes to it. To compile and manage the bibli-

ography, Zotero, a free and open-source reference management software, was adopted.

The Facebook Advertising Platform data was downloaded through PySocialWatcher, a

data collector written in Python which accesses the Facebook Marketing API (Araujo

et al., 2017). The Ethics and Research Governance On-line of the University of Southamp-

ton have approved this project (“Migrants in the UK through Facebook Advertising

Platform”). The project ID is “31099.A2”. cron job was used to schedule and moni-

tor the download of the Facebook Advertising data. Thanks to the scheduling of the

download of the Facebook Advertising data, it was possible to continuously download

data while receiving emails informing whether the download had completed or failed

during the process. Following the University of Southampton protocols, the data was

stored on Microsoft OneDrive.

Data management, cleaning, and analysis was completed in R. The data was manipu-

lated with Tidyverse, which contains several R packages for data science. The figures

were then produced with ggplot2 (Grolemund and Wickham, 2016; Healy, 2018). Just

https://git.soton.ac.uk/el7g15/uos-latex-template-instructions
https://git.soton.ac.uk/el7g15/uos-latex-template-instructions
https://www.overleaf.com
https://www.zotero.org
https://github.com/maraujo/pySocialWatcher
https://cron-job.org/en/
https://www.microsoft.com/en-us/microsoft-365/onedrive/online-cloud-storage
https://www.r-project.org
https://www.tidyverse.org
http://mcmc-jags.sourceforge.net
http://mcmc-jags.sourceforge.net
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Another Gibbs Sampler (JAGS) was used to produce the estimate of the Bayesian mod-

els of this thesis. JAGS computes Bayesian hierarchical models using the Markov Chain

Monte Carlo (MCMC). JAGS follows the syntax of its predecessors, WinBugs/Open-

Bugs, in writing the code of the models. For this reason, the manual for Winbugs was

used to study the models (Ntzoufras, 2011). In order to use R as an interface of JAGS,

the R package rjags written by Plummer et al. (2016) was adopted. The package MCM-

Cvis was also used for the analysis of the MCMC chains.

http://mcmc-jags.sourceforge.net
http://mcmc-jags.sourceforge.net
https://cran.r-project.org/web/packages/rjags/index.html
https://cran.r-project.org/web/packages/MCMCvis/index.html
https://cran.r-project.org/web/packages/MCMCvis/index.html
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2.1 Context of Migration and the Digital Revolution

In order to determine the importance of new sources of data and the Digital Revolution

for migration research, it is important to first examine how migration is currently mea-

sured and the available traditional data sources used to estimate numbers of migrants.

As the focus of this thesis is on the UK, Section 2.2 reviews the last four decades of

migration to the UK, focusing on the latest developments in recent times due to Brexit.

Section 2.3 provides a review of how migration is measured in the theories and models

of migration, as well as traditional migration data sources. The data sources measuring

the UK migration is described in detail in Subsection 2.3.3. The Digital Revolution is

then explained in Section 2.4, exploring the link between demographic research and

the Digital Revolution. Section 2.4 presents academic demographic studies and liter-

ature on the topic. Literature on the use of digital traces has been rapidly expanding

in the last ten years (Edelmann et al., 2020) thanks to conferences such as the Interna-

tional Conference of Web and Social Media (ICWSM), the International Conference of

Computational Social Science (IC2S2), and the Social Informatics (SocInfo) conference.

While the literature is by no means uniform – as there is far more research on migration

using digital traces than on fertility and mortality – Section 2.5 presents examples of all

three components of demography that harness digital traces data. The chapter ends in

Section 2.6 with an introduction to Facebook and the Facebook Advertising Platform.

2.2 Migration to the United Kingdom

In 1979, based on the International Passenger Survey, the UK recorded a positive net mi-

gration for the first time since records began, meaning that the number of immigrants

exceeded the number of emigrants (Champion and Falkingham, 2016). From the 1980s

onwards, but especially from the 1990s, the UK has changed from primarily a coun-

try of emigration to a country of immigration. The UK’s story of immigration is linked

mainly to two political organisations: The Commonwealth and the European Economic

Community (EEC)/European Union (EU) 1. Since the 1960s, the UK received many mi-

grants from its former Commonwealth colonies such as India and Pakistan after they

1Since 1993, the European Economic Community changed its name to European Union (EU) (Hix and
Høyland, 2011).
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become independent. The UK joined the EEC in 1973 (Hix and Høyland, 2011) and, in

doing so, agreed to the Treaty of Rome (1957) which in Article 3 established freedom

of movement for people in the member states. EEC membership has thus contributed

to increases in migration to the UK from European countries since 1973 (Alfano et al.,

2016).

Boswell and Geddes (2010) define “European mobility” as the migration of European

people within Europe’s borders. Once Eastern European countries started to become

part of the EU, the possibilities for European mobility increased. In 2004 the Eastern

European countries of Czech Republic, Estonia, Hungary, Latvia, Lithuania, Poland,

Slovenia and Slovakia, known as the EU8, became part of the EU alongside Cyprus

and Malta. Between 2007 and 2015, the most common foreign nationality in the UK

was Polish (before returning to Indian) (ONS, 2019c). In 2017, the Office for National

Statistics (ONS) reported 9 million non-British born residents in the UK – of which

39.49% were born in a European country. The second most common European na-

tionality in the UK in 2008 was Romanian. During 2017, the population of Romanian

nationals in the UK vastly increased from 83,000 to 411,000. Figure 2.1 represents the

overall trend of net migration to the UK since 1964, as well as migration from EU and

non-EU countries since 1974. This data suggests that EU migration was increasing at

the time of the “United Kingdom European Union membership referendum” - Brexit

Referendum - (23rd June 2016), and that net migration may be back on a positive trend

but has significantly declined since then.

When the UK has left the EU, the rights of the EU migrants coming to the UK are

expected to change. Within the currently proposed withdrawal agreement the status

and rights of EU migrants in the UK are expected to stay the same until 31st December

2020; after this date the UK will have a new migration policy for EU migrants. This

process is still unclear, however, as there is uncertainty on when exactly the UK will

completely leave the EU and on what terms. The initial political departure of the UK

from the EU was on 31st January 2020. The bureaucratic burden for EU migrants in the

UK has already started to change before Brexit is finalised. EU migrants are required to

register for “settled status” in the UK, proving they have lived in the UK continuously

for five years, and for “pre-settled status” if they have been living in the UK for less than

5 years continuously. In the absence of an official population register, EU migrants have
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FIGURE 2.1: Net Migration estimates of long-term migrants since 1964 to 2018 (Per-
sonal elaboration with ONS data).

a burden on themselves to document their residence in the UK. EU migrants residing

in the UK before 31st December 2020 have until 30th June 2021 to apply for the “settled

status” or “pre-settled status” registration. Potential future EU migrants will have to

apply for visas on a point-based migration system which will end the era of EU free

movement to and from the UK.

2.3 Measuring International Migration

Measuring international migration is challenging (Bilsborrow et al., 1997). The lack of

timely and comprehensive data about migrants, combined with the varying measures

and definitions of migration used by different countries, are barriers to accurately es-

timating international migration (Bijak, 2010; Willekens, 1994, 2019). Despite the best

efforts of many researchers and official statistics offices, it is a considerable problem

that migration data sources lack quality in the comprehensiveness of their estimates

(Kupiszewska and Nowok, 2008; Zlotnik, 1987; Poulain et al., 2006). Migration is a
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topic widely discussed in several research fields including demography, sociology, po-

litical science, economics and politics. A lack of quality in data on migration can have a

high social and political impact on many areas of life. Moreover, migration, and in par-

ticular international migration, has become of increasing importance in shaping popu-

lation change, particularly in developed countries where fertility is decreasing (Bijak,

2010).

As a concept, international migration is characterised by five building blocks: legal na-

tionality, residence, place of birth, time, and purpose of stay (Zlotnik, 1987). As these

blocks are complexly entwined with each other, statistical systems use one or a combi-

nation of them to gather data on international migrants. The UN recommends a defi-

nition of international migration which explicitly focuses on residence and time (UN,

1998), defining a migrant as a “person who moves from their country of usual residence for a

period of at least 12 months”. Migrants that stay between 3 and 12 months are considered

to be short-term migrants. The intended purpose of the UN’s definition of international

migrants is to harmonise data sources worldwide. The ONS takes place of birth and

country of legal nationality to mean the “country of usual residence”, and follows the

definition recommended by the UN for an international migrant (ONS, 2019a).

As described by Willekens (1994), there are many challenges related to measuring mi-

gration. Indeed, there are no adequate data sources to study migration as the existing

data is incomplete or inaccurate. A gold standard for migration estimates does not

yet exist. In fact, Swedish register data, long considered as the gold standard among

demographic datasets, have been proved to overcount migrants (Monti et al., 2019).

Given these limitations, Willekens suggested a possible solution; for a more coherent

estimate of migration, as most of the data sources are inaccurate, multiple data sources

should be combined. Both in 1994 and in 2019, Willekens (1994, 2019) called for the

creation of a synthetic migration database, combining data from different sources. The

purpose of this database would be to create “the best possible estimates of the ‘true’ number

of migrants” (Willekens, 2019, p. 235). Managing and monitoring the database will con-

tribute to building a “learning process” concerning the model and the data estimating

the number of migrants.
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2.3.1 Existing Models of Migrations

Migration is not only difficult to measure, but also to explain (Massey et al., 1993;

Arango, 2000). In fact, there is no comprehensive migration theory. The drivers of

migration have been described from the perspective of multiple isolated disciplines,

such as economics, sociology, and geography, but not in a synergistic way. Theories of

migration have been criticised as being difficult to operationalise, ambiguous in their

applicability to the models and data available (Bijak and Wiśniowski, 2010; Bijak and

Czaika, 2020). Overall, migration theories have had limited contribution to the estima-

tion of migrants.

Modelling migration is necessary because of the lack of quality in migration data. The

purpose of many existing migration models is to standardise estimates of migration.

The oldest model of migration is the gravity model theorised by Ravenstein in the

UK (1885). The gravity model explains migration with two factors: population size

and distance. The assumption of the model is that the larger the population is and

the closer two countries are, the higher the likelihood of migrating. The attractive-

ness of the two areas can also be included as a factor in the model. Although the

gravity model has been widely used (Karemera et al., 2000; Ramos, 2016), it is a de-

terministic model that does not account for the decision-making process of the migrant

themselves or for the uncertainty inherent in the data and estimates. Since the 1980s,

other models started to gain popularity. The Poisson model became most commonly

adopted in order to account for the discrete nature of the data using a log link function

(Willekens, 1983). Other models used corrective factors to harmonise multiple data

sources (Poulain, 1993, 1999). The latter models have been applied to migration data at

a European level (Abel, 2010; de Beer et al., 2010).

Since the 1990s Europe has become a hub for the development of migration models.

Several projects have been funded by the European Commission to create methods to

estimate migration. One such project is “Towards Harmonised European Statistics on In-

ternational Migration” (THESIM), which provides an inventory of all the European data

sources estimating migrants (Poulain et al., 2006). This was followed by “Migration

Modelling for Statistical Analyses” (MIMOSA), that proposed the use of Multiplicative

Component Models (MCMs) to combine migration flows and data from sending and

receiving countries (Raymer et al., 2011). MCMs are used to combine sources to study
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elderly migration where data is sparse (Raymer, 2007) as well as to estimate migration

in Asia where data on migration flows is considerably limited (Raymer et al., 2019).

Additionally, Raymer and colleagues led another project, the “Integrated Modelling of

European Migration” (IMEM), which proposed a Bayesian hierarchical model that com-

bines multiple migration data sources considering the limitations of each data source

(Raymer et al., 2013). The IMEM model is informed by a Poisson distribution, which

forms one of the levels in the Bayesian hierarchical model. This thesis’ approach to

combining traditional data sources and digital traces data is inspired by the IMEM.

2.3.2 Migration Data

The main data sources used for estimating migrants are censuses, administrative data

sources, and surveys (hereafter referred to as ’traditional data sources’). Traditional

data sources have limitations related to the definition of migrants, coverage of the to-

tal migrant populations, and the accuracy of the estimates (Azose and Raftery, 2019;

Willekens, 2019). Moreover, traditional data sources of migration are not promptly and

regularly available. There might be a gap of many months or even years between when

the data is collected and when it is released to the public.

While European-wide data sources follow the standard definition of an international

migrant (European Parliament and Council of the European Union, 2007) (which is

based on the recommended UN definition of international migrant), individual Euro-

pean countries use a variety of systems to track the number of international migrants

living within their borders. While censuses are considered the best source of data for

estimating migrant numbers, this data has at least three limitations (Willekens, 1994,

2019). First is that census data is collected every ten years, and so they do not pro-

vide a timely picture of migration. Secondly, the census records immigrants living in

the country, but does not account for the emigrants that have left the country. And

lastly, the census does not ask for important data such as the individual’s age at time of

migration or return migration.

Administrative data sources, such as population registers, can also be used to estimate

migrants. European countries like Italy, France, and Sweden use register permits or a

Personal Identification Number (PIN) to register migrants (Poulain et al., 2006). These
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register permits, however, are only given to migrants who register themselves in the

country of new residence when they have lived there for more than twelve months.

Moreover, there is an issue with the lack of de-registration which can affect this data

source, as highlighted in Sweden (Monti et al., 2019). There are only two European

countries, Italy and Spain, that keep a register of the emigration of their citizens, in

the “Anagrafe degli Italiani Residenti all’Estero” (AIRE) and the “Padrón Español Residente

Extranjeros” (PERE) respectively. Additionally, short-term migration is not tracked in

these data sources.

Only a handful of countries use survey data to estimate migrants. The advantage of

survey data collected from migrants is that they might provide additional information

that is not included in the census or in administrative data sources. However, survey

data may have issues related to the coverage of the migrant population. This can be

related to the sampling framework as well as the questions asked in the survey. The

next section describes the survey-based migration data system that is implemented in

the UK.

2.3.3 Survey-based Migration Data in the United Kingdom

British migration data is fragmentary; different data sources measure different migrant

populations or migration events. In the absence of registers, the UK largely relies on a

survey-based system to collect information on its migrant population. The two main

sources used to estimate international migration to the UK are the International Pas-

senger Survey (IPS) and the Labour Force Survey (LFS).

The IPS has been operating since its introduction in 1961, where it was originally in-

tended to estimate overseas travel and tourism, and provides estimates of inflows and

outflows of international migrants. The ONS, however, have suggested that the IPS

“has been stretched beyond its original purpose” (ONS, 2019g) and should not be used as

the only source to estimate international migration into the UK. Due to the COVID-19

pandemic, the survey has also been halted since March 2020 (ONS, 2020a). Further-

more, an additional issue with the IPS is that it measures the respondent’s stated inten-

tion to stay in the UK, but not their actual stay, which subsequently has to be adjusted

for (Kupiszewska et al., 2010). This is clearly not the best measure to estimate migration
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as an individual’s intentions might change throughout their stay in the UK, or might

not be honestly disclosed by the migrant in the first place. This might lead to either an

underestimation or overestimation of migrant numbers. In light of this, the ONS tries

to correct the raw IPS data when it is moved to the Long Term International Migrants

(LTIM) estimates. The LTIM estimates use multiple data sources, including: the IPS,

the LFS, Home Office data on asylum seekers, General Practitioner registration from

the Northern Ireland Statistics and Research Agency, and adjustments from the Home

Office and the Department for Work and Pensions (ONS, 2020b).

Prior to the discontinuation of data collection due to COVID-19, the IPS interviewed

travellers into the UK 362 days a year (every day except Christmas Eve, Christmas

Day, and Boxing Day) and covered 90% of passengers travelling to and from the UK

(ONS, 2014). The interviews take place in 19 airports, 8 ports and at the entrance and

exit of the Channel tunnel. The sample usually consists of 700,000-800,000 interviews,

and of these only 4,000 interviews per year are of long-term migrants. The response

rate is 80.4% (in 2013), and there is a delay of 11 months before the data is released

(ONS, 2014).

The second main data source is the LFS, a Europe-wide quarterly household survey,

which aims to estimate labour market conditions such as employment levels. The An-

nual Population Survey (APS) provides a sample boost in the LFS for the ONS to collect

data on the stocks of foreign born and foreign citizens in the UK at a local level. The

LFS interviews people that have lived at least six months in the same house, including

short-term migrants, but excludes those in communal establishments (ONS, 2019e).

Furthermore, the LFS does not ask about a person’s intention to stay in the UK, just

about the period already spent in the UK. The LFS interviews 41,000 UK households

per quarter (ONS, 2018a) and combines the quarterly waves of the LFS, with a sample

covering 360,000 individuals and 170,000 households per year, to estimate the number

of migrants. The data is released 3 months after the end of the survey (ONS, 2018a).

The limitations of the sampling framework, the systematic bias, and the coverage of

both the IPS and LFS have been examined by several researchers (Coleman, 1983; Ren-

dall et al., 2003; Kupiszewska and Nowok, 2008; Kupiszewska et al., 2010). The ONS

is aware of the limitations of its approach and is in response coordinating an ambi-

tious plan that aims to use additional administrative data sources to complement the
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IPS and LFS to obtain a comprehensive measure of migration, and thus better inform

policy makers (ONS, 2018b, 2020d). This process is expected to be completed by 2023.

2.4 Digital Revolution

In present times we are experiencing a third industrial revolution; the sociologist Castells

(1997) defined it as the Digital Revolution, and named the period from the start of the

new millennium as the Information Age (Castells, 1997). It is not always easy to recog-

nise a change when it is happening contemporaneously in our lives; it is usually easier

to understand once it has happened. However, we can already recognise how our

lives are altered by new digital technologies. Since the invention of the first personal

computer in the 1970s, every decade has seen a new development in computing (Sal-

ganik, 2017; Waldrop, 2016). In the 1990s, the World Wide Web was launched by Tim

Berners-Lee, providing access to the Internet (Berners-Lee and Fischetti, 2001), followed

by the first social network sites (SNSs) in the 2000s. boyd and Ellison (2007) provide

an overview of the history of SNSs, where they define an SNSs as web-based services

where individuals can create their own profile and use it to connect and interact with

other users (boyd and Ellison, 2007). Researchers in social psychology have defined the

key elements of an SNS as the profile, the network, and the stream (Ellison and boyd,

2013). SNSs are also in continuous evolution; for example they have developed into

social media platforms, which have been defined as SNSs that also have a messaging

component in their platform (Bayer et al., 2020).

As a matter of fact, the Digital Revolution goes hand in hand with the invention of com-

puters and the Internet. Microprocessors are getting progressively smaller (Waldrop,

2016) and computers can be anywhere: in our phones, pockets, watches, cars, houses,

and more (Salganik, 2017). The Internet of Things (IoT)2 has led computers and the

Internet to be omnipresent through sensors and software introduced in everyday use

items (Atzori et al., 2010). It is even possible to control our house or domestic appliances

through our smartphones. The Digital Revolution is not only having an impact on our

lives, but also on research. Salganik (2017) describes the paradigm shift from analogue

to digital research as an opportunity to change from custom-made datasets, created

2Industrial devices with chips that connect them to the Internet.
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ad-hoc for research, to readymade datasets, waiting to be repurposed by researchers.

In this way repurposing complements readymade datasets, created by companies or

governments, with custom-made datasets. Social science research, however, should

not only be motivated by the opportunity to explore new data sources, but also by the

ideal to expand understanding of the dynamics of the present society. This approach

has started to be developed under the umbrella of computational social science, in which

social science disciplines are integrated with computer science approaches (Edelmann

et al., 2020).

2.4.1 Characteristics of Big Data and Digital Traces

It is a challenge to define big data. De Mauro et al. (2016) tried to address this prob-

lem by reviewing the fast growing literature in Data Science and suggesting that big

data is characterised by four attributes: high volume, velocity, variety, and analytical

methodologies. In the book “Bit by Bit” (Salganik, 2017), big data is described as being

“incomplete, inacessible, non representative, drifting, algorithmically confounded, dirty, sen-

sitive”, as well as “big, always on, and nonreactive”. The latter characteristics listed are

helpful to researchers, while the former just create more complexity.

Throughout this thesis, the term “digital traces” is used in juxtaposition to big data.

Digital traces are described as new forms of data sources, produced by phone records,

money transfers, geotagged posts on social media, and more (Latour, 2007; Cesare et al.,

2018). The main characteristic of digital traces is that they are fast-moving, meaning

that the time window available to collect them is much shorter than for surveys or cen-

suses. However, in contrast to traditional data sources digital traces are non representa-

tive; in fact, digital traces sets do not include the entire population. In the introduction

of this thesis, a digital trace has been defined as a footprint left by navigating a website,

querying a platform, or calling from a smartphone. These traces are not generated and

collected within the scope of scientific research, but are created as a product of user

interactions and experiences using digital instruments (Karanasios et al., 2013). Digital

traces can include data derived from social media, financial transactions, as well as Call

Detail Records (CDRs) (Freelon, 2014).
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In some ways, digital traces still share some features with the more traditional data

sources. This is because most of the existing migration data is a by-product of col-

lecting information for other purposes - be it administrative sources such as registers

or surveys like the LFS and IPS - and can only be repurposed by adding migration

variables in the form of country of birth or country of nationality. In this thesis, the

characteristics of digital traces are defined as:

1. originated by web-based platforms and phones;

2. biased, due to the age and sex structure of its users (of web-based platforms and

phones);

3. fragile, because of the environment in which they are created, and the unclear

definition of what they are measuring; and

4. not always accessible to researchers.

The first characteristic highlights the fact that digital traces are mostly produced by

web-based platforms, like social media websites, that collect the information we share

online and aggregate them to be used for advertising purposes. Additionally, the sec-

ond characteristic suggests that these data sources are non-representative of the entire

population (Couper, 2013; Baker, 2017; Amaya et al., 2020). Couper (2013) describes

two types of biases in digital traces: selection bias and measurement bias. The selection

bias causes issues in making the analysis made from digital traces generalisable to the

entire population, while the measurement bias is associated with how users portray

themselves on the digital platforms.

Hargittai (2018) analyses the potential bias of different platforms in the USA: Face-

book, LinkedIn, Twitter, Tumblr and Reddit. She found that Facebook was the most

representative social media platform across education levels and Internet skills, while

the other social media platforms were used by smaller and more specific groups of the

population. The work of Hargittai builds on Lazer et al.’s (2014) critique of the assump-

tion that we can substitute traditional data sources with big data, as it is problematic

without considering the bias of these new data sources. The authors also highlight the

issue with algorithm dynamics, the fragile characteristic of digital traces, as companies

constantly modify their algorithms and therefore are in full control of the information



2.4. Digital Revolution 21

researchers ultimately receive. Moreover, especially for young adults, we should con-

sider fake accounts. These can be used to portray the life of pets or fictional characters,

or be a “finsta”, meaning fake Instagram account, showing the individual’s everyday

life to their closest friends (Kang and Wei, 2019). These “fake” accounts are more hon-

est and closer to the reality than their main or “real” accounts which present a built

personality made to impress.

Furthermore, digital traces are not always available to academics. Some new compa-

nies like LinkedIn, for example, are providing access to their users’ data through the

“Economic Graph Challenge” competition, in which researchers can submit a proposal

and, if selected, use LinkedIn’s data to research computational social science topics.

Following this approach, “Social Science One” 3 tries to create partnerships between

academic researchers and businesses. At the moment, it has an active partnership with

Facebook, established in April 2018. The initiative is led by Gary King (Harvard Uni-

versity) and Nathaniel Persily (Stanford University). The goal is to give researchers ac-

cess to Facebook’s micro-level data after having submitted a research proposal. There

are significant privacy concerns from this, however, which has created delays in the

process. On 13th February 2020 the first Facebook URLs Dataset was made available;

“The dataset itself contains a total of more than 10 trillion numbers that summarize informa-

tion about 38 million URLs shared more than 100 times publicly on Facebook (between 1/1/2017

and 7/31/2019)” (Gary and Persily, 2020). A research proposal is needed to apply for ac-

cess to data like this; this is the first step in analysing large micro-level datasets from

private companies. Companies also often control the analysis produced on their data.

Researchers using companies’ data have to follow strict contracts on its use and seek

approval on the results before publication. The Social Science One initiative is interest-

ing in this regard as it comes with pre-approval from Facebook.

Another interesting new initiative intended to expand the collaboration and exchange

of data is the Data Collaboratives organised by the GovLab and the New York Uni-

versity. This has been very active during the COVID-19 pandemic as a repository of

COVID-19 projects and data. For example, Cuebiq, one of the largest owners of mobil-

ity data worldwide, provided anonymased and aggregated estimates of their data at

small granularity to study the effect of COVID-19 and mobility patterns. 4 This data

3https://socialscience.one
4https://list.data4covid19.org/projects/covid19-mobility-data-collaborative

https://datacollaboratives.org
https://socialscience.one
https://list.data4covid19.org/projects/covid19-mobility-data-collaborative
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was used, for example, by the Northeastern Mobs Lab COVID-19 Mobility to under-

stand how people’s behaviours adapted in response to the pandemic. 5

2.5 Demography and Digital Traces

Being a data-driven discipline, demography is one of the fields of research which can

benefit the most from the abundance of digital data. Digital traces are an opportunity

to collect data from sources that just a short time ago were not yet available (Alburez-

Gutierrez et al., 2019). As mentioned before, there is a problem with the representa-

tiveness of the data, but by employing calibration and difference in differences (e.g. a

quasi-experimental design) this bias can be taken into account and reduced (Zagheni

and Weber, 2015). An example of accurate estimates produced from biased data is pro-

vided by Wang and colleagues who used Xbox data to forecast the electoral result of the

USA presidential election in 2012 (Wang et al., 2015). For 45 days before the election,

less than five questions were asked every day to Xbox users. Among these questions

some demographic characteristics were measured, which were used to poststratify the

sample. A multilevel regression and post-stratification in a Bayesian framework were

used to produce a reliable forecast of the electoral result. Billari and Zagheni (2017) ex-

pressed their hope that the Digital Revolution currently in progress will lead to studies

at smaller granularities and on topics not yet explored by demography. They stress how

important it will be to use digital traces in formal demography using modelling tech-

niques from computational disciplines. In this way, different online platforms might be

used to investigate different populations.

Indeed, researchers (Gil-Clavel and Zagheni, 2019; Hargittai, 2018) have shown that

different sub-groups of the population in age, sex, and education are represented differ-

ently on social media. For example, if we are interested in a highly skilled section of the

population we should focus on LinkedIn, while if we want to research a broader and

more heterogeneous audience we should consider Facebook (Hargittai, 2018). How-

ever, as the website or social media platform used could disappear in the next couple

of years, we should not base our models on just that one source; an example of this is

the use of Google+ to study migration, which is no longer used widely now, but was

5https://list.data4covid19.org/projects/covid19-mobility-data-collaborative

https://list.data4covid19.org/projects/covid19-mobility-data-collaborative
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ten years ago (Messias et al., 2016). This thesis aims to provide an example of how

to combine traditional data sources and digital traces, as well as start the discussion

around the development of these methods.

2.5.1 Mobility and Migration studies

New data sources are a gold mine for migration studies because they can address the

lack of information which hinders this field of research. Digital traces are quick to

collect using Twitter or the Facebook Application Programming Interface (API)6, and

it is possible to know in real time how many of the users are in a specific location

contributing to nowcasting migration (e.g. predicting the present).

A popular, but ultimately unsuccessful, example of an attempt to predict the present

was the use of queries from Google through Google Trend to estimate the spread of

influenza (Ginsberg et al., 2009). Google Trend has also been used to create economic

indicators (Choi and Varian, 2012). This kind of digital data has many benefits; for

example, as digital data is geolocated, email location has been used to estimate inter-

national migration rates (Zagheni and Weber, 2012). This data is also cheap as we do

not need to create new data collection infrastructure when repurposing datasets origi-

nally intended for advertising. Furthermore, new data sources can also add insights to

expand the working definition of an international migrant.

Current definitions of migrants vary between countries. While they all depend on the

time of stay outside of the country of usual residence, definitions are by no means har-

monized worldwide (Kupiszewska and Nowok, 2008; Willekens, 1994). Fiorio et al.

(2017) highlight the potential of using geotagged Twitter data to investigate short-term

mobility and long-term migration. They suggest that digital traces can help refine mi-

gration theory and modelling. In addition, this data can be augmented through online

surveys; it is possible to survey hard to reach sections of the population that would

6Companies can provide data through interrogations to their servers. An API is required for this. An
API is the link between us, the client, to the server where the data is stored in a database (Cooksey, 2014;
Sloan and Quan-Haase, 2017). The job of the API is to connect to and interrogate a server several times
until it creates a file with the requested data. To be able to connect to an API a key authentication is usually
needed. This is a long series of letters and numbers that identifies the account querying the API (Cooksey,
2014).
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be too difficult and expensive to conduct with a traditional sampling framework. In-

deed, Polish migrants have been interviewed on Facebook in Austria, Ireland, Switzer-

land, and the UK, with the intention of supplementing existing cross-national surveys

(Pötzschke and Braun, 2017). In a period of four weeks, 1,100 Polish migrants were

interviewed for the small budget of 500 euros. Not only is conducting online surveys

cheaper than traditional surveys, they often produce more timely results. This has cer-

tainly been proved to be the case also during the COVID-19 pandemic (Perrotta et al.,

2020).

Nevertheless, these sources also have limitations to consider. As mentioned, researchers

do not have direct access to these new datasets, and need to create partnerships with

private companies to gain access. Once access is granted, useful research can be con-

ducted. For example, Blumenstock (2012), in partnership with Rwanda’s primary telecom-

munications operator, was able to obtain the mobile phone records from 2005 to 2008 of

1.5 million mobile subscribers in order to study internal migration within the country.

Another example is a study published by the University of Berkeley and Facebook re-

searchers (Chi et al., 2020), which uses microlevel Facebook data to analyse the network

of friendship between migrant and non-migrant profiles on the platform. They showed

that the Facebook network is strengthened and enmeshed by migrants. Additionally,

LinkedIn data can give insights on trends of highly skilled migrants moving to the USA

(State et al., 2014), and Web of Science data can be used to follow trends and patterns

of scholars’ migration across the world (Aref et al., 2019).

The most prominent contribution to demography by Facebook data so far has been in

the work of Zagheni et al. (2017). They proposed that migration to the USA can be es-

timated by combining Facebook’s Advertising Platform data with data from the high-

quality American Community Survey (ACS). The new data sources were compared

with traditional data sources in order to understand the differences between the repur-

posed dataset (the Facebook Advertising Platform) and the official statistics. Building

on this research, Alexander et al. (2020) have tried to combine Facebook data with the

ACS’ data to nowcast migration in the USA. They use a Bayesian approach to com-

bine the two data sources. The bias adjustment to the Facebook Advertising data is

done by recalibration with the ACS data, which provides a representative sample of

the migrant population. Facebook might be used to offer a timelier picture of the state

https://clarivate.com/webofsciencegroup/solutions/web-of-science/
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of affairs whereas the ACS takes longer to produce. A similar approach in a differ-

ence in differences design has been used by Alexander et al. (2020) to study the effect

of Hurricane Maria on the number of people leaving from Puerto Rico. By combin-

ing Facebook Advertising data with the ACS data they demonstrated the benefits of

using digital traces to study the effect of a natural disaster, as the Facebook Advertis-

ing Platform data was much faster than the official statistics in capturing the migrants’

outflows from Puerto Rico to the USA. This kind of analysis has also proven to be suc-

cessful with Twitter data (Martı́n et al., 2020) and studying other topics such as out

migration from Venezuela using Facebook data (Palotti et al., 2020) and Twitter data

(Mazzoli et al., 2020) respectively. Many studies using digital data that focus on de-

mographic topics such as forced migration (Singh et al., 2019) are not yet published

in demographic outlets, but instead are in computer science proceedings or journals.

Facebook data has also been used in studying the integration of migrants in Germany

and the USA (Dubois et al., 2018; Stewart et al., 2019).

Additionally, official statistics producers are investigating the use of digital traces. The

European Commission have published three pieces of research that investigate the ef-

fectiveness of inferring migration from a combination of traditional and digital data

sources such as mobile phones, social media, and other big data. In the first report the

authors described the different data sources and the ways to reduce bias through cal-

ibration techniques (Hughes et al., 2016). The second report reviewed the possibility

of using Facebook data to study migration and inform policy (Spyratos et al., 2019). In

the third, a similar model to the one proposed in Chapter 3 of this thesis was applied

to estimate European migration stocks across European countries (Gendronneau et al.,

2019). It would seem it is still too early to overarchingly judge the usefulness of digital

traces. Continued research is needed to understand how academia can benefit from

digital traces, as the methods cannot yet achieve the same high standards as official

statistics.

2.5.2 Other Applications of Digital Traces in Demography

Digital traces have started to be used in demography both for explaining fertility be-

haviours and for estimating fertility events. The Internet has been shown to have three

effects on fertility: it provides easy access to information on contraception, a wider
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pool to find a partner, and, finally, it allows people to combine family time with work.

The latter influence has been demonstrated by Billari et al. (2019) in Germany. Internet

data has been used to investigate dating dynamics as well as norms of age at marriage

spread in relation to Internet use (Hitsch et al., 2010; Bellou, 2015). Google Trends and

Facebook Advertising data have been used to estimate fertility in the USA and to esti-

mate male fertility around the world respectively (Billari et al., 2016; Rampazzo et al.,

2018). Ojala et al. (2017) contributed to the literature of socio-economic differences in

childbearing by combining data from an old version of Google Trends (Google Corre-

lates) and the ACS. Markey and Markey (2013) used Google keywords to investigate

the seasonality of mating-related searches and consequential fertility, while Reis and

Brownstein (2010) looked at web searches related to abortion to estimate abortion rates.

Twitter data has been used to explore the area of fertility desires and intentions (Adair

et al., 2014), as well as parents’ attitudes towards the birth and future of their children

(Mencarini et al., 2019).

Moreover, Fatehkia et al. (2018) have shown using Facebook Advertising data that there

are differences between genders in the use of social media around the world; the au-

thors maintain a dashboard7 that constantly updates the results on global gender gaps

in Internet and mobile access. Mobile access seems to be particularly important for

access to information about contraception and therefore reduction of fertility in sub-

Saharan Africa, as well as a measure of gender equality when women have access to

phones (Billari et al., 2020; Rotondi et al., 2020). Digital traces have also been used to

show the geographical patterns of homosexuality online (Gilroy and Kashyap, 2018).

All these studies are still at the macrolevel as individual level data is not available for

academic research. However, this data can be augmented through surveys on advertis-

ing platforms, as in the case of the Global South in the work of Rosenzweig et al. (2020).

The area of mortality research is also employing digital traces, including using family

tree websites to study life expectancy (Fire and Elovici, 2015; Kaplanis et al., 2018) and

other areas of the Internet to study the causes of death and the health of populations

(Gittelman et al., 2015).

7https://www.digitalgendergaps.org

https://www.digitalgendergaps.org
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2.5.3 Potential of Digital Traces for Demographic Research

Certainly, demographic literature and interest from the academic audience on digital

traces is growing. Demography has always been situated between multiple disciplines,

and is now approaching the computational social science field. Demographers’ desire

for representativeness is an opportunity to expand these studies using digital traces to

the entire population. As we have seen, the area of research in Demography that has

seen the majority of the study with digital traces data is migration, but there are also

examples in fertility and mortality.

2.6 Facebook

Facebook is a social media platform that was founded by Mark Zuckerberg in the USA

in 2004, accounting for 2.74 billion users worldwide as of 30th September , 2020 (Face-

book Inc., 2020c). Facebook’s main source of business is online advertising. By the

spring of 2004, Facebook had started to show adverts on its website; “this option was

typically used by businesses and educational institutions that were of potential interest to stu-

dents” (Brügger, 2015). In order to create a personal account on Facebook, a user needs

a valid email address and, since 2006, must be older than 13 years old8. The content

on Facebook is created by the user, who fills out information related to themselves (e.g.

age, gender, education, relationship status, political views, music and films tastes etc.)

and then connects with friends and acquaintances online.

In 2007 Facebook launched an initial version of the Facebook Advertising service (Face-

book Inc., 2020a). This service then became Facebook Adverts Manager; this website

provides freely accessible aggregated Facebook data. It is a targeted advertising plat-

form designed to allow online advertisers (Facebook’s main source of revenue) to target

a particular audience of people with their advertisements. Facebook suggests that cur-

rently “more than 140 million businesses use our apps every month” (Facebook Inc., 2020a).

Audience targeting is performed based on a range of both self-declared and inferred

attributes assigned to Facebook users.

8When creating an account on Facebook, the user must provide their date of birth to prove they are
older than 13 years old, however, this information is not verified.

https://www.facebook.com/ads/manager/creation/creation/
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To facilitate budget planning, Facebook provides ’user estimates’ of the potential reach

of targeted adverts. The data provides an instantaneous picture of the population at

the time of the query, but it is not possible to get a historical picture. Figure 2.2 shows

a screenshot of the Facebook Adverts Manager in use. In this example, an anonymised

aggregated group of individuals living in the UK between 18 and 30 years old have

been selected. In the orange box on the right-hand side of the screenshot, it is possible

to see the “potential reach” of the advertisement and the “estimated daily results reach”.

The “potential reach” is the audience size that is used in this thesis.

FIGURE 2.2: Screenshot of the Facebook Advertising Platform on 9th January 2018.

In this thesis, the category “Ex-pats(*)” is selected on Facebook Adverts Manager in or-

der to receive an anonymous aggregated estimate of the immigrant population within

a country. This category is used to estimate the number of European immigrants in the

UK which will then be stratified by a selection of variables, namely age, gender, and

education.

The Facebook Advertising Platform is rich with information. The variables are cate-

gorised as Location, Demographics, Interests, and Behaviours9. Table 2.1 shows that

these four macro categories have multiple sub-categories that provide more detailed

information with further supplemental sub-categories within these.

9This list follows the categories found on the Facebook Advertising Manager on the 12th February 2020.
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TABLE 2.1: Tables with Facebook categories and variables.

Location Demographics Interests Behaviours

People living in

or recently in

this location,

Education, Business

Industry,

Anniversary,

People living in

this location

Financial, Entertainment, Consumer

classification,

People recently

in this location,

Life Events, Family and

relationships,

Digital activities,

People

travelling in

this location

Parents Fitness and

wellness,

Ex-pats,

Relationship Food and drink, Mobile Device

Users,

Work Hobbies and

activities,

Mobile Device

Users/device use

time,

Shopping and

fashion,

More Categories,

Sports and

outdoors,

Multicultural

affinity,

Technology Politics (US),

Purchase

behaviour,

Ramadan (Month),

Soccer,

Travel

To download the data from the Facebook API a Python package, pySocialWatcher, was

used (Araujo et al., 2017). To download Facebook data, a Facebook account is required,

as well as a Facebook advertising account and its ID in order to create an app. It is also

https://github.com/maraujo/pySocialWatcher
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possible to download the data with R through r-estimates-fb-ads Gilroy and Kashyap

(2018), or with Using-Facebook-API by Gil-Clavel and Zagheni (2019). All the packages

are available with documentation on GitHub.

2.6.1 Measurements in the Facebook Advertising Platform

Facebook Marketing API provides two usage metrics: Daily Active Users (DAUs), and

Monthly Active Users (MAUs). On Facebook for developers DAUs is defined as the

“estimated number of people that have been active on your selected platforms and satisfy your

targeting spec in the past day”, while the MAUs is the “estimated number of people that

have been active on your selected platforms and satisfy your targeting spec in the past month”.

Figure 2.3 shows a screenshot of the Facebook for developers web page.

FIGURE 2.3: Screenshot of the Facebook for developers web page, in which the defini-
tion of DAUs and MAUs are stated (26th May 2019).

Until March 2018 the Facebook Marketing API only provided the MAUs estimates.

Since then, estimates of the DAUs are also provided. Additionally, there has been a

change in the granularity of the estimates provided; previously the smallest integer in

the MAUs was 20 profiles, whereas now it is 1000. This aggregation is implemented to

avoid reidentification of individual users. The DAUs can reach smaller granularities,

https://github.com/ccgilroy/r-estimates-fb-ads
https://github.com/SofiaG1l/Using_Facebook_API
https://developers.facebook.com/docs/marketing-api/reference/ad-campaign-delivery-estimate/
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including a count of zero. In this thesis, the MAUs estimates are used in Chapter 3,

Chapter 4, and Chapter 5.
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Survey Data: An Application in the United Kingdom

3.1 Introduction

In recent years, scholars have started using Bayesian methods to combine different

sources of migration data in order to provide better estimates of the migrant stock; the

total number of migrants present in a country at a certain date (Azose and Raftery,

2019). In this chapter, the aim is to improve estimates by complementing survey data

with social media data. This is important as, when designing migration policies, it is

crucial to have access to valid sources of data on international migration. This chap-

ter proposes the use of a Bayesian data assessment model that combines data from the

Labour Force Survey (LFS) and the Facebook Advertising Platform to assess the num-

ber of European migrants in the United Kingdom (UK). The aim is to demonstrate how

such a model can produce a more accurate estimate of European migration. The UK

is used as an example in this study, as it is a Western country for which the migration

data is of poor quality.

In this chapter, the Integrated Model of European Migration (IMEM), a Bayesian model

for estimating migration, is used. This framework was created by Raymer et al. (2013)

for combining the flows reported by the sending countries with the flows reported

by the receiving countries in order to estimate a number closer to the true value of the

flows. The IMEM model with modifications has been used by Disney (2015) to combine

multiple migration survey datasets in the UK, and by Wiśniowski (2017) to combine the

LFS data in the case of Polish migration to the UK. More recently, Del Fava et al. (2019)

have expanded the model by drawing on administrative and household survey data

for 31 different European countries. The main feature of the IMEM approach is that it

provides a framework which assesses the limitations of the available datasets in terms

of the definition of migrants used. Assessments of the bias and the accuracy of these

datasets are used to create appropriate prior distributions in order to adjust for the

identified data issues.

At the same time, a new strand of research has emerged recently that has been re-

purposing digital data to complement traditional demographic data sources, and to

improve their coverage and timeliness of production. Since digital traces data are of-

ten geolocated, migration has received particular attention in this literature. As Cesare

et al. (2018) have suggested, using digital traces data sources has advantages, such as
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the speed and low cost of data collection, but also limitations, with issues in the lack

of accessibility, transparency, and representativeness. Drawing on data from the Face-

book Advertising Platform and the LFS, this chapter investigates whether the digital

traces that individuals leave on Facebook can be used to estimate stocks of migrants in

the UK.

This is by no means the first study that has tried to combine digital traces with sur-

vey data (Zagheni et al., 2018; Alexander et al., 2019, 2020). However, in this chapter,

an overarching framework is proposed, for the first time, including both a theoretical

model that takes into account push and pull factors related to migration theories as well

as a data assessment model that aims to reduce the bias of the data used in the model.

This framework provides a more context-specific model for examining migration to the

UK from several sending countries. Moreover, this chapter provides important insights

into the complex reality of international migration to the UK by shedding light on the

demographics of migrants by country of origin, which are hard to obtain using cur-

rently available official statistics. The attention is limited to migrants from European

countries because, in the UK context, these migrant stocks are the hardest to estimate

due to the EU’s “freedom of movement”. At least until December 2020, there is no

requirement for EU migrants to register their residence in the UK. Thus, up to now,

survey data has been used to estimate the stock of migrants from the EU. The aim of

this thesis is to complement these existing, but incomplete, official estimates of migrant

stocks by analysing digital traces. As a result, an estimate of the total number of EU

migrants in the UK for 2018 and 2019 is produced.

There are two additional reasons why it is interesting to look at the migration system

of the UK. First is that the UK Office of National Statistics (ONS) bases its estimates

of international migration on surveys. In August 2019, the ONS reclassified their es-

timates as experimental statistics, emphasising that the estimates might be inaccurate

(ONS, 2019d). Furthermore, the scientific literature has suggested that these surveys

are affected by different sources of bias (Coleman, 1983; Kupiszewska and Nowok,

2008; Kupiszewska et al., 2010; Rendall et al., 2003). In Europe, the UK is an exam-

ple of a country in which there is only a “bronze standard”, meaning that the UK mi-

gration data sources are inferior to the “gold standard” but are of “sufficient quality

for validation”(Azose and Raftery, 2019). Secondly, although the UK has experienced a
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net positive increase in migration from European countries over the past two decades

(Champion and Falkingham, 2016), the ONS reported an undercount of 16% for the net

migration estimates for the EU8 countries (Czech Republic, Estonia, Hungary, Latvia,

Lithuania, Poland, Slovakia, and Slovenia) in 2016, suggesting that the relevant migra-

tion statistics are of insufficient quality (ONS, 2019f). Using digital traces might provide

insights into UK migration trends in sex and country of origin by enabling researchers

to produce estimates of stocks of European migrants in the UK.

3.2 Data

3.2.1 Digital Traces Data and their Limitations

The variable that is used to estimate international migrants is defined by Facebook as

“People that used to live in country x and now live in country y”. This variable was first

used by Zagheni et al. (2017) and was compared to data from the American Commu-

nity Survey (ACS). Facebook’s definition of a migrant has changed over time, as until

December 2018 the variable was called “Expat from country x”. Facebook’s documenta-

tion, however, does not provide information on which individual characteristics have

been used to create the variable, or on whether the algorithm identifying a user as a

migrant was changed along with the re-wording of the definition in 2018. Two stud-

ies have investigated how Facebook processes this category. In the first, researchers at

Facebook suggested that Facebook users are considered “expats” based on the location

of their hometown and the structure of their friendship networks (Herdağdelen et al.,

2016). In the second study, Spyratos et al. (2019) ran a survey in which 114 Facebook

users were asked whether the Facebook Advertising Platform identified them as an

“expat”. They concluded that Facebook uses other types of information that are not

specified in the users’ profiles to categorise them, such as geolocation outputs. The

final clue can be found in Facebook’s form “10-K”, which is a “USA Securities and

Exchange Commission” (USA SEC) documents that provides a summary of Facebook

Inc.’s financial performance on the stock market. In these documents, Facebook wrote

that “the geographic location of our users is estimated based on a number of factors, such as

user’s IP address and self-disclosed location” (USA SEC, 2018, 2019). In this chapter, the

additional variable of “language” from the Facebook Advertising Platform is included.
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Facebook reported that it is possible to “target people with language other than common

language for a location” 1.

The same USA SEC documents (USA SEC, 2018, 2019) reported estimates of the bias

of these MAUs statistics, finding that in 2018 and 2019 11% of Facebook accounts were

duplicated and another 5% were fake accounts. Most of these anomalies were detected

in south east Asia. This chapter uses the MAUs estimates because Facebook’s docu-

mentation makes clear that this measure is more stable than the DAUs metric. The

MAUs metric does not report numbers under 1000 to prevent the targeting of very

small groups of individuals. Through the Facebook Marketing API, this thesis includes

all Facebook users in an aggregated and anonymised format.

It would seems, however, that Facebook’s coverage of the general population varies

by age and gender. Pew Research (2018) reported that while Facebook is used across

all age groups, the numbers of younger users on Face- book has been declining. Nev-

ertherless, Facebook has noted that some younger users register on Facebook with an

inaccurate age (USA SEC, 2018, 2019). In addition to the age composition of Face-

book users, the coverage differences between men and women should be considered.

Fatehkia et al. (2018), and Garcia et al. (2018) explored patterns in the use of Facebook

to describe the digital gender gap. While the gap is growing smaller, there are still more

men than women using Facebook (Fatehkia et al., 2018).

3.2.2 Comparison between LFS Data and Facebook Data

In this chapter, the two main data sources used are the LFS and the Facebook Adver-

tising Platform. Twenty countries are included in the study: Austria, Belgium, the

Czech Republic, Denmark, Finland, France, Germany, Greece, Hungary, Ireland, Italy,

Latvia, Lithuania, the Netherlands, Poland, Portugal, Romania, Slovakia, Spain, and

Sweden. Malta and Luxembourg have been excluded because of their small size which

breaches the confidentiality limit both in the LFS and Facebook data regulations; Bul-

garia and Croatia have been excluded because Facebook does not provide estimates of

expat numbers for them; and Estonia and Slovenia have been excluded as they have

missing values in the covariate variables’ data. The aggregated estimates of European

1https://developers.facebook.com/docs/marketing-api/audiences/reference/advanced-

targeting/

https://developers.facebook.com/docs/marketing-api/audiences/reference/advanced-targeting/
https://developers.facebook.com/docs/marketing-api/audiences/reference/advanced-targeting/
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migrants from the Facebook Advertising Platform were collected in the third week of

July 2018 and 2019. pySocialWatcher, a Python package, was used to download the data

(DAUs and MAUs) from the Facebook API (Araujo et al., 2017). The data from the LFS

was provided by the ONS for the period of June to July in both 2018 and 2019.

Figure 3.1 shows a comparison between these two data sources for the two years in-

cluded in the analysis. Three variables from the data sources are shown: the migrant

variable and the language variable from Facebook, and estimates of migrant stocks by

country of birth from the LFS. Looking at the figure, a correlation can be seen between

the Facebook migrant variable and the Facebook language variable for many countries.

The correlation between the Facebook expat variable and the Facebook language vari-

able is 0.92 for both years, while the correlation between the Facebook migrant variable

and the LFS estimates is 0.91 in 2018 and 0.88 in 2019. However, there are exceptions

for:

• countries with a language that is also spoken in other countries (e.g. German is

spoken in Germany, Austria, Switzerland, and Belgium or French is spoken in

France, Belgium, and Switzerland);

• Greece, as it is noticed that the expat variable on Facebook does not capture Greek

migrants. The Greek language is also spoken in Greece and part of Cyprus.

Figure 3.1 shows a visible drop in the Facebook migrant variable estimates between

2018 and 2019. This is not due to out-migration from the UK, but rather because of

an algorithm change that affected the Facebook estimates. Figure 3.2 highlights the

shift that occurred in the middle of March 2019, which led to an average change in the

estimates of 48%. The impact of the change was both country-, age-, and sex-specific.

3.2.3 Additional Data Sources

In this analysis, additional sources of migration data are used as covariates that can

help us estimate migrant stocks. Data from the IPS on the inflows and outflows of mi-

grants for 2017 and 2018 are considered. Furthermore, information on the populations

of the countries of origin from the projections produced by Eurostat, together with the
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FIGURE 3.1: Facebook’s aggregated estimates for the expat and language variables
and Labour Force Survey data of migrant stocks from 20 EU countries of origin in

2018 and 2019.
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Eurostat estimates of unemployment and Gross Domestic Production (GDP) per capita,

are used. The population data is used for the analysis of the years 2018 and 2019, while

the other two datasets are used for the analysis of the years 2017 and 2018.

Data from the UK settled and pre-settled status scheme is added to make an additional

comparison. This scheme allows European migrants already residing in the UK to ap-

ply for pre-settled status if they have been living in the UK for less than five years, and

for settled status if they have been living in the UK for five or more years. The measure

of applications to the scheme provides an indication of the number of Europeans who

want to continue to have the right to remain in the UK after Brexit has been finalised.

The data represents an estimate for the total number of applications, and includes data

from 28th August 2018 to 31st December 2019.

3.3 Methodology

3.3.1 General Model Architecture

The aim of the IMEM framework is to estimate the true or latent flow of international

migrants across sending and receiving countries by combining biased data (Raymer

et al., 2013). The original IMEM model combines flows from sending and receiving

countries across the EU. In this study, the aim is to provide an estimate of the true

stock of European migrants in the UK based on a combination of the LFS and Facebook

Advertising Platform data. The estimate of true stock is the number of migrants who

would be counted if our collection system were able to perfectly measure all migrants

(Disney, 2015). While the true number of migrants is not known, through the use of

Bayesian methods, we might estimate a probability distribution for the true number of

migrants that reflects our knowledge about it. These true or latent estimates from the

model incorporate all the information collected from the various data sources, as well

as our prior information about the migration process. Thus, the point estimate of the

true number of migrants would be a summary of this distribution (i.e., the median).

The model is divided into two parts: The Measurement Error Model (MEM) and the

Theory-Based Model (TBM). In the MEM, the Facebook Advertising Platform and LFS



3.3. Methodology 41

data are combined; while in the TBM, other variables are also considered in the esti-

mation of the true stock. In this framework, the IMEM quantifies the limitations of the

data sources and provides the appropriate prior distribution in order to reduce the bias.

The limitations of the data are assessed in terms of the following (Raymer et al., 2013;

Disney, 2015):

• definition: How closely does the international migrant measure match the UN’s

definition of an international migrant?

• coverage: What proportion of the total immigration stock does the data cover?

• bias: Is there any systematic bias in the data?

In Figure 3.3, the model is explained using a diagram that is divided into four parts:

input, data assessment, model, and output. In the input column, the data sources are

presented as being survey data, digital traces, and migration theory covariates for the

TBM. The data assessment is followed by a summary of the limitations of the data in

terms of definition, bias, and coverage. In the model box, the true stock at the centre of

the figure is estimated by the TBM and the MEM, which combine the stock estimates

from the LFS with those from the Facebook Advertising Platform, while incorporat-

ing considerations related to definition, bias, and accuracy. Finally, in the output, the

diagnostics and results are shown.

The model is constructed as follows. The number of European migrants (stocks), zk
ijt,

from a certain country, i, in the UK with a certain characteristic, j, is observed. In this

case the characteristic selected is sex. This is done using data from Facebook, F, and

from the LFS, L, and the value k is then used to represent either L or F depending on

which data is used to measure the European migrants stock (zk). The year, t, in this case

is 2018 and 2019.

The datasets used can thus be described in the form of matrices ZF for Facebook, and

ZL for the LFS. The model borrows strength across the two years.
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FIGURE 3.3: Diagram describing the steps (input, data assessment, model, and output)
leading to configuring the model and obtain the estimates.

ZF =


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2Jt

...
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...

zF
i1t zF

I2t . . . zF
I Jt

 (3.1)

ZL =


zL

11t zL
12t . . . zL

1Jt

zL
21t zL

22t . . . zL
2Jt

...
...

. . .
...

zL
I1t zL

I2t . . . zL
I Jt

 (3.2)

The value Yij is the random variable estimate of the true stock. It is a matrix with

dimension I × J.
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Y =


y11t y12t . . . y1Jt

y21t y22t . . . y2Jt
...

...
. . .

...

yI1t yI2t . . . yI Jt

 (3.3)

The value of zk
ijt is assumed to follow a Poisson distribution. The Poisson distribution

is a probability distribution of the number of times an event is expected to occur. Here,

the distribution of European migrants is based on expectations from the Facebook and

LFS data. The distribution is:

zk
ijt ∼ Po(µk

ijt). (3.4)

Figure 3.4 intended to graphically illustrate the hierarchical structure of the model. In

the next section, the model is explained in detail. The model is estimated using JAGS

in R (Plummer et al., 2016). In JAGS, the normal distributions are defined in terms of

the mean, µ, and precision (i.e. one over the variance), τ. The JAGS notation is used.

3.3.2 Measurement Error Models

The Measurement Error Models describe how the observed values relate to the true

count. The general equation of the Measurement Error Model is:

log µk
ijt = log yijt + δk + βk + χk

ij + ξk
ijt + λk

ijt + εk
ijt (3.5)

The equation is composed of five terms, δk, βk, χk
ij, ξk

ijt, and λk
ijt which are used to

convert the data from Facebook and the LFS to comply with the UN’s definition of an

international migrant, and to reduce the underestimation linked to the bias or coverage

of the data. The first parameter, δF, captures the differences in relation to the definition

of migrants. The bias in the data is captured by βF, while the coverage of Facebook

data is considered in χF
ij. The parameter ξF

ijt deflates the Facebook estimates of 2018 by

the algorithm change that happened in 2019. The parameter λk
ijt inflates the Facebook

estimates with knowledge provided by the Facebook estimates of people speaking a
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FIGURE 3.4: Graphical representation of the adapted IMEM (diagram inspired by
Raymer et al. (2013, p. 804)). The hyperparameters are not shown for greater clar-
ity of presentation. Indices: i, sending country; j, sex; t, time. Square nodes represent
reported data (zL

ijt, zF
ijt) and covariates. Circle nodes represent parameters for the mi-

gration model (see Section 3.3.2) and the measurement model (see Section 3.3.3).

certain language. The term εk
ijt is the error term with normal distribution N(0, τijt), the

precision τijt has Gamma distribution G(100, 1), (where 100 is the shape parameter and

one is the rate parameter) which has a mean equal to 100 and precision equal to 1 (e.g

variance equal to 100). Table 3.1 summarises the parametrisation of the model and the

direction of the prior distributions.

3.3.2.1 Data Assessment of the Labour Force Survey

The LFS defines a long-term international migrant in the same way as the UN (ONS,

2018a), and provides data on each migrant’s country of birth and citizenship. For the
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TABLE 3.1: Table summarising the parameters in the measurement error model for the
Labour Force Survey and Facebook.

Measurement Error Model
Parameter Interpretation Labour Force Survey Facebook

δ Definition Unknown definition, but
with some variation

β Bias Inflation of the estimates Deflation of the estimates

+++


4% undercount low
12% undercount medium
30% undercount high

−−− 4% fake, duplicates

χ Coverage ±±± coverage by sex
in the home country

ξ Algorithm Change ∼∼∼ effect of an
algorithm change in 2019

λ Language Parameter ∼∼∼ Greek language
dummy parameter

purposes of this paper, the country of birth criterion is used because it captures indi-

viduals with a migrant background, including those who acquired citizenship through

naturalisation. Since the LFS is used to estimate the stock of migrants in the UK, many

researchers have investigated the quality of the survey’s estimates and have found that

they underestimate migrants. Rendall et al. (2003) for example, reported that the 2001

LFS under-reported international migrants by 26% compared to the 2001 census. Other

research has shown that the bias in the LFS might be as high as 30% for nationalities

with smaller stocks, such as Greeks and Lithuanians (Kupiszewska et al., 2010), and

that the survey has a non-response rate of over 15% (Martı́ and Ródenas, 2007). Fur-

thermore, the sampling framework of the LFS does not cover the entire target popula-

tion (Kupiszewska et al., 2010) as students and more mobile migrants might not fully

appear in the sample.

Table 3.2 compares data from the LFS collected between January and December 2011

with the British census that occurred on 27th March 2011. The data is aggregated for

England and Wales only. It reveals the relative percentage change between the LFS and

the Census. The relative percentage change gives a sense of the bias between the LFS

and the census. It has to be stressed that the ONS has already attempted to recalibrate

the LFS estimates with the results of the census. Despite this, there is still a problem

with both undercounting and overcounting. The range of the bias is between -21% and

15%. This issue suggests the LFS Measurement Error Equation to be:
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log µL
ijt = log yijt + βL

g(i) + εL
ijt (3.6)

TABLE 3.2: Aggregated estimates of the estimated number of EU migrants in Eng-
land and Wales by the LFS and the census through which is computed the relative

percentage change.

LFS Census Relative
January - March Percentage

March 2011 2011 Change
Austria 19000 19087 -0,46
Belgium 28000 25472 9,03
Czech Republic 37000 37150 -0,41
Denmark 18000 21445 -19,14
Finland 10000 12149 -21,49
France 134000 129804 3,13
Germany 279000 273564 1,95
Greece 33000 34389 -4,21
Hungary 44000 48308 -9,79
Ireland 353000 407357 -15,40
Italy 121000 134619 -11,26
Latvia 57000 54669 4,09
Lithuania 115000 97083 15,58
Netherlands 52000 59081 -13,62
Poland 572000 579121 -1,24
Portugal 83000 88161 -6,22
Romania 94000 79687 15,23
Slovakia 52000 57824 -11,20
Spain 69000 79184 -14,76
Sweden 30000 30694 -2,31

Note: The relative percentage change is computed from the LFS data from January to
December 2011 and the census in 2011. The LFS data available for January to March
2011 is already recalibrated through 2011 census data.

In this chapter, the LFS measurement error equation is assumed to be:

log µL
ijt = log yijt + βL

g(i) + εL
ijt (3.7)

As for this assessment, the LFS data is deflated only by one parameter, βL, which con-

siders both the bias and the coverage of the data. A separate parameter, such as δL, is

redundant as the definition of international migrant in the LFS follows the UN stan-

dard. The literature (Rendall et al., 2003; Kupiszewska et al., 2010; Martı́ and Ródenas,

2007) suggests that for countries with small migrant populations in the UK, LFS mi-

grant estimates may be around 30% lower than the true numbers. This percentage is
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reduced, at around 15%, for those nationalities with large populations in the UK. Ta-

ble 3.2 provides a measure of the bias at a country level. The ONS reports that the

quality of the LFS estimates decreases over time when distanced from the census year

(ONS, 2020d). The classification relies on the literature, the data from Table 3.2 as well

as assessment from the ONS and our (my and supervisors) own expertise. The LFS

bias is anchored to the relative percentage change between the LFS and the census, and

an increase of bias over time is also considered. As a matter of fact, the countries are

divided into three groups:

1. Low - Bias at 4%: Austria, Belgium, Czech Republic, Latvia, Sweden;

2. Medium - Bias at 12%: France, Germany, Greece, Hungary, Lithuania;

3. High - Bias at 30%: Denmark, Finland, Ireland, Italy, Netherlands, Poland, Portu-

gal, Romania, Slovakia, Spain.

As a consequence, the βL parameter is assigned according to a parameter g(i), where:

g(i) =


1, if the undercount is assumed to be low;

2, if the undercount is assumed to be medium;

3, if the undercount is assumed to be high.

(3.8)

The prior distribution is set to:

βL
i ∼


N(−0.04, 100), if the undercount is assumed to be low;

N(−0.13, 100), if the undercount is assumed to be medium;

N(−0.35, 100), if the undercount is assumed to be high

(3.9)

The term εk
ijt is the error term with normal distribution N(0, τijt), and the precision τijt

has Gamma distribution G(100, 1), as previously described.

3.3.2.2 Data Assessment of the Facebook Advertising Platform

Given the description of the Facebook data in the data section, a parameter was created

for both the definition, bias, and coverage of the Facebook data. The Facebook δF is a
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priori assumed to be normally distributed with N(0, 100), while βF has a normal distri-

bution N(0.04, 100). The mean of βF is set at 4% to deflate the Facebook estimates in

order to account for fake and duplicate accounts. This value is lower than the 11% sug-

gested by Facebook themselves, because it is assumed that the percentage of fake and

duplicated accounts labelled as belonging to migrants is lower in Europe. The mean of

the coverage parameter χF
ijt is the rate of non-Facebook users in the country of origin

of the European migrants, since the aim is to correct by this adjustment. It is computed

as:

χijt = log
(

1−
Number of Facebook Usersijt

Eurostat Population Sizeijt

)
(3.10)

Additionally, the digital traces data is described as unstable. Indeed, it seems that

Facebook reviewed its algorithm on expats in the middle of March 2020, and there was

a drop in the migrant estimates after this time. The change is country- and sex-specific.

For this reason, a parameter was introduced for the rate algorithm ξF
ij, which aims to

adjust the Facebook data for this bias caused by the change in the algorithm.

ξij = log
(

Estimates beforeij − Estimates afterij

Estimates beforeij

)
(3.11)

A parameter was used for Greece that inflates the estimates of the Facebook expat vari-

able. The Facebook expat variable reports a low number of “people that used to live in

Greece and now live in the UK”. However, the language variable, which Facebook uses

to “target people with language other than common language for a location”, provides some

information that can be used to adjust the number of Greeks living in the UK. As the

Greek language is also spoken by Cypriot migrants, the estimates are deflated by a

ratio calculated using LFS data of the numbers of Greek and Cypriot migrants. Un-

fortunately, this is another sign that digital traces data is not perfect, as it seems that

Facebook is not accounting for Greek migrants with the migrant variable (see also Ap-

pendix A).

λij = log
(FB Languageij

FB Migrantij
×

LFS Greece Migrantij

LFS Greece Migrantij + LFS Cyprus Migrantij

)
(3.12)
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After this assessment, the Facebook measurement error equation is:

log µF
ij = log yij + δF + βF + χF

ij + ξF
ij + λF

ij + εF
ij (3.13)

3.3.3 Theory-Based Model

In this part of the model, covariates that might help to explain the true stock of Euro-

pean migrants in the UK are introduced.

log yij = α0 + α1Pij + α2 Iij + α3Oij + α4 log Gij + α5 log Uij + εij (3.14)

Where α = (α0, . . . , α5) is a vector of parameters; α0 is assumed to be normally dis-

tributed α0 ∼ N(0, 0.01), providing a weakly informative prior on the constant term,

while α(1,...,5) ∼ N(0, 1) are assumed to be more informative. The error term εijt has

a normal distribution N(0, τijt), with precision τijt following an Gamma distribution

Inv− G(100, 1).

The covariates used in the models for 2018 and 2019 include:

• P: a normalised measure of population size in the country of origin, divided by

the mean of the population in the same countries considered in the model. The

data is from the latest estimates by Eurostat (2019, 2020);

• I: a normalised measure of the inflows from European countries to the UK, di-

vided by the mean of the inflows of migrants from the countries considered in

the model. The data is from the IPS in 2017 and 2018;

• O: a normalised measure of the outflows to the European countries from the UK,

divided by the mean of the outflows of emigrants from the countries considered

in the model. The data is from the IPS in 2017 and 2018;

• G: ratio of GDP growth rate in the European country of origin in 2017 and 2018,

divided by the GDP growth rate in the UK. The data is from Eurostat;

• U: ratio of the unemployment rate in the European country of origin in 2017 and

2018, divided by the unemployment rate in the UK. The data is from Eurostat.
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The normalised measure of the population size is a predictor of the possible number

of migrants informed by a gravity model; i.e. the larger the population, the larger

the number of possible migrants. The normalised measures of inflows and outflows

from the IPS provide an indication of the levels of fluctuation in terms of arrivals and

departures for every nationality, and thus help to capture fluctuations in the stocks.

The ratio of the GDP growth rate to the unemployment rate provides information on

how the economy of the country of origin compares to that of the UK, and therefore is

a form of economic gravity indicator.

3.4 Results

The models were estimated in R using JAGS (Plummer et al., 2016). The models were

run with three chains, 100,000 interactions, 1,001 burn-in and 10-fold thinning (i.e. ev-

ery 10th value of the chains is kept and all other values are discarded to avoid auto-

correlation). Two sets of models are presented. The first is for the total number of

European migrants in the UK, and the second disaggregate the estimates by sex. The

two sets of models are run simultaneously by year (2018 and 2019) to borrow strength

across the years. In the first model, the aim is to explain the magnitude of the under-

count of the LFS data relative to the estimates produced by the model for the two years.

Finally, all the estimates of the models converge. Detailed results and some diagnostic

statistics are included in Appendix A.

3.4.1 Model for Total Numbers

Figure 3.5 shows data from three datasets and our estimates: the Facebook Advertising

data is in blue, the LFS data is in yellow, the settled status application data is in red, and

the model estimates are in green. The settled status data is used for comparison, and is

not used in the analysis. LFS data is shown with a 95% confidence interval (CI), while

model estimates are shown with the quartiles. The data for the two years is identified

by a circle for 2018, and by a square for 2019.

The settled status data is used for comparison, and is not used in the analysis. LFS data

is shown with a 95% confidence interval, while model estimates are shown with the
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FIGURE 3.5: Comparison of Facebook, LFS, and model estimations of EU migrants
aged 15+ for the years 2018 and 2019.

quartiles. The data for the two years are identified by a circle for 2018, and by a square

for 2019.

There are three main messages that can be discerned from this figure. First, the differ-

ences between the Facebook data in 2018 and 2019 are readily visible, and are related

to the algorithm change carried out by Facebook. However, the prior distribution on

the algorithm parameter seems to fix this bias, as the differences between the 2018 and

the 2019 estimates were relatively small. Second is that, while the LFS data is relatively

consistent across the two years, a decreasing trend in the number of EU migrants in the

UK is visible. Thirdly, the model estimates are higher than the LFS estimates. In some

cases, the interquartile (IQR) range of the model estimates includes the LFS estimates.

In Figure 3.5 the estimates for the second group of countries are also shown. The pa-

rameter on Greece seems to be effective in bringing the estimates closer to the LFS

values. In Appendix A, the posterior characteristics of the true stock estimates for all

of the models and the R̂ are reported, a measure that helps determine whether chains

have converged depending on whether it is close to one (Gelman et al., 2013). All of the

chains have converged when R̂ is strictly equal to one (except for Romania in 2018 and
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Poland in 2019, where R̂ is 1.01 as shown in Appendix A). The algorithm for estimating

all of the other parameters has converged as well.

In Table 3.3, a comparison of the undercounted LFS estimates with the model estimates

is presented. While the ONS has estimated an undercount of 16%, the model estimates

an undercount of 24.47% for 2018 and 19.84% for 2019.

TABLE 3.3: Undercount of the LFS estimates in comparison with the model estimates.

2.5% 25% 50% 75% 97.5%
2018 13.11 % 20.55 % 24.47 % 28.47 % 36.69 %
2019 9.64 % 16.23 % 19.84 % 23.53 % 30.88 %

The undercount for 2018 has larger intervals, likely due to the prior on the algorithm

change. Additionally, the model for 2019 estimates a higher number of migrants of cer-

tain nationalities (e.g., Polish, Italian, and Hungarian), and a lower number of migrants

of other nationalities (e.g., Romanian, German and Czech). The interquartile range of

these distributions is large, highlighting the uncertainty in the estimates. However, the

models for the two years indicate that the undercount and the uncertainty are in the

same direction.

3.4.2 Model Disaggregated by Sex

In this part of the model the estimates are disaggregated by sex. It is important to

study the age and sex differences of migrants. The model proposed works for sex

disaggregation, and Figure 3.6 shows the estimates. In this case, the comparison with

migrants who have applied for the settled status scheme is not available because the

data from the Home Office is not disaggregated by sex. There are no large differences

between the two sexes in the number of migrants within countries and across years.

3.4.3 Sensitivity Analysis

Some sensitivity checks of the model are provided. First, the model was run while

only including the LFS data. For the model specified in this paper, the undercount is

estimated at 25% in 2018 and at 20% in 2019. In Table Table 3.4, the undercount of this

new specification of the model is reported, estimated at a median level of 8% in 2018
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FIGURE 3.6: Comparison of Facebook, LFS, and model estimations of EU migrants
aged 15+ by sex for the years 2018 and 2019.

and 22% in 2019. These two median levels are not close to those produced by the model

that combines Facebook and LFS data, with a smaller undercount in 2018 and a larger

one in 2019. Overall, the uncertainty of the undercount estimate is greater when using

only LFS data. The second sensitivity check was to modify the parameters from the

Facebook and LFS Measurement Error Models. In the models included in this paper,

the parameters are informed by previous research and calculations on the data, except

the βF, which is the bias parameter for Facebook. It is assumed the value is lower than

the percentage of fake and duplicate accounts worldwide. In the sensitivity analysis the

Facebook bias parameter was first modified to 0%, indicating no bias in the Facebook

estimates, and then to 11%.

In Table 3.4 the undercount value of the new specifications of the model is reported.

The undercount with no bias attributed to the Facebook estimates is 22% for 2018 and

19% for 2019, which is slightly lower than that specified in the suggested model. The

undercount with a higher βF is 25% for 2018 and 20% for 2019. The undercount with a

βF at 4% and at 11% are very similar.
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TABLE 3.4: Undercount of the LFS estimates in three different models 1) the model
specified only with the LFS data, 2) the model with the Facebook bias parameter set
to 0%, 3) the model with the Facebook bias parameter set to 11%, 4) the model with
the LFS bias parameter set to 4%, 5) the model with the LFS bias parameter set to 30%,

and 6) the model with the Gamma(1, 1) distribution.

2.5% 25% 50% 75% 97.5%
Model without 2018 -77 % -11 % 8 % 16 % 25 %
Facebook data 2019 -73 % 3 % 22 % 32 % 45 %
Model with Facebook 2018 11% 18% 22% 26% 34%
bias at 0% 2019 9% 15% 19% 22% 30%
Model with Facebook 2018 14% 21% 25% 29% 37%
bias at 11% 2019 10% 16% 20% 23% 31%
Model with LFS 2018 -9% -4% -1% 2% 8%
bias at 4% 2019 -12% -7% -4% -1% 5%
Model with LFS 2018 22% 29% 33% 37% 46%
bias at 30% 2019 19% 26% 30% 34% 42%
Model with 2018 -9% 10% 21% 34% 65%
Gamma(1,1) 2019 -15% 4% 15% 27% 55%

The model is sensitive to the choice of the assumed bias of the LFS parameter. In Ta-

ble 3.4 we modified the bias of the LFS to 4% (the minimum level assumed) and to 30%

(the maximum level assumed) for all the countries. With the low minimum bias level

assumed, the undercount reaches negative median values, while it is larger when the

maximum bias level assumed. We also tried different specifications of the precision

distribution term, which is assumed to follow a Gamma(100, 1) in the presented model.

In Table 3.4, the model was specified with a Gamma(1, 1), which is less informative

than Gamma(100, 1). The gradient of the median of the undercount is similar to the one

in the presented model, though the uncertainty is larger. There is some impact of the

prior selection on the uncertainty of the estimates.

Additionally, in Figure 3.7 the estimates from the model on the total estimates (model

1) are compared to the sum of the estimates from the sex disaggregation model. While

the estimates are close to each other, there are cases in which the sum from the sex

disaggregation model is not completely aligned with the distribution from model 1.

This is due to inconsistencies in the Facebook and LFS data disaggregated by sex. While

the estimates from our models seem to be stable to different prior distributions, the

precision of those prior distributions had to be carefully chosen to to ensure model

convergence, while exploring reasonable areas of the parameter space with respect to

the precision parameters.
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Finally, I perform additional goodness-of-fit tests comparing the data with simulated

data from the models. These checks are contained and described in Appendix A. Over-

all, the result is that the model specified could be improved considering alternative

distributions for the data.
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FIGURE 3.7: Comparison between estimates from the first model and the sum of fe-
male and male migrants from the second model for 2018 and 2019.

3.5 Discussion

The model estimated the migrant stocks for 2018 and 2019. In the 2018 model, a prior

distribution was used to account for an algorithm change that Facebook implemented

in March 2019 which led to a decrease in the estimate of European migrant numbers.

This algorithm change was not uniform, however, as it varied by country and sex of the

migrants. This finding highlights the importance of monitoring digital traces, and that

using digital traces alone is not sufficient to generate better estimates of stocks of mi-

grants. The parameters associated with the algorithm change and the Greek factor (e.g.

the factor that Greeks are underrepresented in the Facebook migrant variable) were

shown to be effective in bringing the model estimates in line with the LFS estimates.
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Including the Home Office’s data related to settlement and pre-settlement applications

as an additional comparison proved interesting. For Polish migrants, the number of

applicants to these schemes was lower than the LFS estimate; while for Romanian mi-

grants, this number was the same as the LFS estimate. The number of applicants is

expected to be lower than the LFS estimate of migrants as applying for the scheme

before the end of the transition period is not mandatory. It was observed, however,

that in some cases the settled status application number was higher than the LFS es-

timate but closer to the model estimates, suggesting that the model might have been

producing a more accurate estimate than the LFS. For Italian migrants, for example, the

number of settled status applications was close to the median estimate from the pro-

posed model. Conversely, the model estimates for Portuguese migrants were closer to

the LFS estimates and lower than the estimates of applicants for settled or pre-settled

status. Interestingly, the results for the model estimates for Germany were also lower

than the LFS estimates, but were closer to the estimates of those who filed a settlement

or pre-settlement application. Almost no Irish nationals applied to the settled or pre-

settled scheme due to the bilateral agreements between the Republic of Ireland and the

UK.

An estimate of the total number of European migrants by sex is also provided. The sum

of the estimates from this second model were equal to the total from the first. There was

uncertainty in our estimates, greatest for the countries of origin with the highest num-

ber of migrants in the UK: Poland, and Romania. This might suggest that for nation-

alities where the level of uncertainty is higher, the sample of households and migrants

interviewed should be increased. A possible solution to reduce the uncertainty would

be to include a prior distribution driven by expert opinion in the model, as well more

informative priors on the Facebook and LFS data once they become available.

Moreover, the analysis showed one of the main limitations of digital trace data: the lack

of transparency on how private digital companies produce their estimates. Indeed, it

is not clear how exactly Facebook labels users as “People that used to live in country x and

now live in country y”; or how they determine which languages the users on their plat-

form are able to speak. Furthermore, there are no details available about the algorithm

change Facebook implemented in March 2019.
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The model proposed is similar to the one suggested by Gendronneau et al. (2019); how-

ever, it focuses only on one country, the UK. On the other hand, the model in Gendron-

neau et al. (2019) focuses on three years, ranging from 2016 to 2018, and uses both MAU

and DAU (for 2018) from the Facebook Advertising Platform. Moreover, it considers

not only the LFS data, but also Census and Eurostat data. The model proposed in this

thesis could also be extended to combine multiple datasets, as suggested by Gendron-

neau et al. (2019). Given that the Facebook data are rounded to the closest thousand, it

is interesting the use of a tobit regression to correct for any biases coming from censor-

ing. The model proposed in this thesis, which contains additional priors to correct for

biases and coverage of the Facebook data, could be extended to several EU countries

and analytically compared with Gendronneau et al. (2019).

3.6 Conclusions

The overarching research question of this chapter was: What can Facebook Advertising

data contribute to ONS migration estimates in a context in which there is no “ground

truth” data against which model estimates can be validated? This question has been

answered by exploring the two data sources and producing a probabilistic measure of

European migration. Although it has found greater uncertainty in the estimates that

were already known to be biased, this research contributes to the “learning process”

hoped for by Willekens (1994, 2019) which can lead to the extension of this framework.

The obvious next step for this research would be to expand the model to disaggregate

the estimates by age and sex.

This analysis has made three contributions to digital and computational demography.

First, it has proposed to apply a framework that is already in use in migration research

to digital traces. The proposed model is a flexible framework, in which it is possible

to include new information as soon as it becomes available, including additional digi-

tal trace data, such as from other advertising platforms like Instagram, Snapchat, and

LinkedIn, as well as from other administrative sources. Second, it has addressed the

biases of both traditional and digital trace data. The use of a prior distribution has been

shown to fix these issues in a probabilistic fashion. Third, it has produced an estimate

of the undercount of migration levels. Overall, the model estimated an undercount of
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24.47% for 2018 and 19.84% for 2019 based on the LFS data. For migrants to the UK

from the EU8 countries, the ONS had estimated an undercount of 16% for March 2016.

It would be possible to compute this measure based on data from both the LFS and

Facebook at the time of the next census (which in the UK is scheduled for 2021). In this

way, the model could be used to help nowcast migration in a timely manner, comparing

the estimates to those of the census.

Facebook’s coverage of the general population varies by age and sex (self-reported by

Facebook’s users). A Pew Research Center report (Pew Research, 2018) showed that

while Facebook is used across all age groups, the numbers of younger users on Face-

book have been declining. Facebook has, however, noted that some younger users reg-

ister on Facebook with an inaccurate age (USA SEC, 2018, 2019). In addition to the age

composition of Facebook users, we should consider the coverage differences between

men and women. Fatehkia et al. (2018), and Garcia et al. (2018) explored patterns in

the use of Facebook to describe the digital gender gap that exists even in developed

countries. While the gap is growing smaller, there are still more men than women on

Facebook (Fatehkia et al., 2018).

Traditionally, demographic methods have relied on approaches like the basic demo-

graphic balancing equation, in which the terms have to add up. That may not be nec-

essary, however, when the underlying data has different types of biases. At the same

time, more and more data sources that contain important signals of change (as well

as biases) are becoming available. This study contributes to demographic literature by

proposing an approach to studying migration that is able to combine and make sense of

new and different data sources in a way that builds on classic demographic approaches,

while repurposing them within a Bayesian statistical framework.
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4.1 Introduction

Migration is a crucial process that shapes not only the population size, but also the

age and sex structure of countries and regions across the world (Rogers and Castro,

1981; Rogers and Watkins, 1987). Estimates of migrant population stocks by age and

sex are important for making population projections, as well as understanding migrant

populations’ types of and motives for migration (Bernard et al., 2014; Wiśniowski et al.,

2016; Bijak et al., 2007, 2008). For example, it has been shown that the majority of migra-

tion movements are concentrated during young adulthood (Rogers and Castro, 1981;

Wilson, 2010). Measurement of the number of migrants by age and sex is sometimes

difficult, however, as traditional data sources often lack the necessary timeliness and

coverage. Especially in the case of surveys, when the estimates are disaggregated by

age and sex, the uncertainty increases due to the small sample sizes examined. Further-

more, traditional data sources are designed to measure stable populations and might

be lacking in their representation of migrants. Indeed, the ONS has stated that the LFS

is not adequately designed to study migrants (ONS, 2018a, 2019e).

Digital traces, however, are timely and, although not entirely representative, have a

higher coverage of younger adults and individuals with higher digital skills (Hargit-

tai, 2018). Previous research has looked at the potential of the Facebook Advertising

Platform’s data on the US population disaggregated by age and sex (Alexander et al.,

2020; Zagheni et al., 2017). Such an approach may be especially useful when applied

to estimate the size of the migrant population in a particular country. The aim of this

chapter is to produce migration estimates disaggregated by age and sex, extending the

model from Chapter 3. In the previous chapter, a Bayesian hierarchical model was used

to combine survey data with digital traces data. Subsequently, the model redistributed

the estimates by age and sex following a harmonised migration schedule derived from

the data sources. This general framework can be applied in the context of limited and

inconsistent data.

In this chapter, data from the LFS, a Europe-wide household survey, and the Facebook

Advertising Platform are used, both disaggregated by age and sex. The model proposes

an extension of the IMEM by age and sex (Raymer et al., 2013) and an application of

digital traces data. A simplified Rogers-Castro model (Rogers and Castro, 1981; Rogers
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and Watkins, 1987) computes the age profiles of the migrants from the LFS and the

Facebook Advertising Platform data. A multinomial-Dirichlet-Dirichlet model is then

used to harmonise the age profile of migrants. As an illustration, the model is applied

to estimate the age and sex distribution of the ten most numerous European migrant

groups in the UK. The analysis was limited to these ten migrant groups, with the cor-

responding coverage reduced from twenty to ten countries, to ensure model reliability.

Due to privacy concerns, both the LFS and Facebook Advertising Platform estimates

are rounded by Facebook when the number of migrants is low.

4.2 Background

In 2016 the ONS reported 9 million non-British born residents in the UK, 38% of which

were born in a European country (ONS, 2018c). The main reasons driving European

migration to the UK were reported to be work and study (Kierans, 2020). In the aca-

demic year 2018/19, the Higher Education Statistics Agency (HESA) reported that 30%

of international students in the UK were EU citizens, with the most numerous nation-

alities being Italian, French, and German (HESA, 2020). Moreover, the Department for

Work and Pensions (DWP) has recently provided estimates from the National Insur-

ance Number (NINo) system, a register number that foreign citizens are required to

obtain in order to work in the UK (ONS, 2020c). These estimates highlight that EU

migrants to the UK are generally reasonably young and in working age. The ONS is

currently in the process of transforming their migration statistics by combining multi-

ple administrative data sources (ONS, 2019g); this process might help in reducing the

uncertainty of migrant estimates disaggregated by age and sex by not drawing solely

on the LFS, but by adding information from the HESA and DWP to the LFS (Disney,

2015). However, there is still the possibility to add digital traces data to these estimates

calculations.

Given that the LFS is a household survey that targets households through post codes,

the sampling framework might underrepresent young migrant adults, who might be

in more unstable jobs and therefore be in more unstable renting conditions. Indeed, the

ONS has suggested that the LFS is not designed to study long-term migrants and does

not provide complete coverage (ONS, 2018a, 2019e). Moreover, the LFS only interviews
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individuals who have lived at the same address for at least six months, including short-

term migrants but excluding communal establishments (ONS, 2019e).

As mentioned, traditional data sources lack timeliness and comprehensive coverage of

migrants in terms of age and sex. Notwithstanding the problems of Facebook data, it

seems digital traces might be better suited than the LFS to capture younger migrants

who do not live in standard households, such as university campuses or other types of

accommodation not easily captured by the LFS. In this chapter, age migration patterns

discernible from Facebook and the LFS are combined in order to add coverage to the

traditional data sources.

The literature on the relationship between age and migration has mainly focused on

flows. Rogers and Castro (1981), for example, described the age-specific regularities

of migration flows with mathematical expressions. Courgeau (1985) made an explicit

connection to the link between the life course and migration. Individuals seemed to be

less inclined to migrate after marriage, divorce or widowhood, but an overall increase

in migration is supported by the leave of children from the parental home (Courgeau,

1985). Furthermore, migration rates have been shown to be positively affected by ed-

ucation and type of employment (Courgeau, 1985). Rogers and Castro (1981) used a

multi-exponential model to capture the different dependencies between age and mi-

gration. Empirical data on migration flows from developed countries were used to un-

derstand the age regularities. The curve, M(x), described by the Rogers-Castro model

displays high levels of migration in the first years of life (the “pre-labour force”), which

then drops rapidly before increasing again in the late teenage years. The peak in mi-

gration was shown to be in the early twenties age group. Additionally, there is another

hump in migration in the years after retirement. Therefore, the model is constituted

by four components: the labour force, the pre-labour force, the post-labour force, and

a constant component, included to improve the model fit. Four main model specifica-

tions were presented: the “standard model” with 7 parameters, the “elderly post-retirement

migration model” with 9 parameters, the “elderly retirement peak model” with 11 parame-

ters (Rogers and Castro, 1981), and the “elderly retirement peak plus post-retirement” with

13 parameters (Rogers and Watkins, 1987). The model is flexible, given that it is pos-

sible to choose how many parameters are included given the shape of the migration
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pattern. In the following equations, the Rogers-Castro model is presented in M(x)

with 13 parameters.

M(x) =a1 × exp (α1x) + Pre-Labour Curve (4.1)

a2 × exp (−α2(x− µ2))− exp[−λ2(x− µ2)] + Working-Age Curve (4.2)

a3 × exp (−α3(x− µ3))− exp[−λ3(x− µ3)] + Post-Retirement Curve (4.3)

a4 × exp(λ4x) + Retirement Peak (4.4)

c1 Constant Component (4.5)

Wilson (2010) suggested a further extension of the model to include a student compo-

nent for internal migration. This curve is informed by a spike in the intensity of migra-

tion in the late teenage years, which coincides with the transition from high school to

university. The suggested parametrisation of the student curve is similar to the working

age curve. This additional curve might be necessary when the data used is disaggre-

gated by year, as looking at 5 years’ worth of data would suppress these intensities.

The student curve should be considered specific to each country.

Previous attempts to model age and sex structure were based on multiple imperfect

data sources. An extension of the IMEM with age and sex has already been suggested

by Wiśniowski et al. (2016). Wiśniowski et al. (2016) computed the flows by origin (O),

destination (D), age (A), and sex (S). First, the “true flow” was estimated by origin and

destination using the Measurement Error Model and the Migration Theory Model. The

structure of these models follows the Integrated Model of European Migration (Raymer

et al., 2013), which has been described in Chapter 3. In Wiśniowski et al. (2016), the

analysis considered the data from 31 European countries from 2002 to 2008. Disag-

gregation by age and sex was then performed by harmonising the proportions of the

age profiles from sending and receiving countries through a multiplicative model; a

multinomial Poisson model with over-dispersion. Finally, the “true flow” by origin and

destination were redistributed by the harmonised migration schedule. Several limita-

tions of the age and sex flows were reported. In this chapter, a similar method structure
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is used. Thus, firstly the “true stock” by sex is calculated, as presented in Chapter 3, fol-

lowed by the use of a multinomial-Dirichlet-Dirichlet model to redistribute the true

stock for female and male migrants using a harmonised age profile.

4.3 Data

The data used here is the same as in Chapter 3 of this thesis (see Section 3.2), but with

the data from the LFS and Facebook Advertising Platform now disaggregated by age

and sex. The LFS disaggregate their estimates into 5 year age groups from 0 to 84 years

old, with an open-ended group for those aged 85+ years. The LFS data is not provided

when there were only 0 to 3 interviews/contacts in that specific age, sex, and country

of origin group1. Facebook has a minimum age of 13 for its users, so the Facebook

Marketing API provides data for ages 13-65+. Data can be collected for individual

ages, but there are limitations when the group falls under the 1000 minimum threshold

of the Monthly Active Users (MAUs) data on Facebook. An additional limitation of the

Facebook Advertising Platform data is that it does not provide further disaggregation

of the age group 65+. Moreover, Facebook has suggested that “a disproportionate number

of our younger users register with an inaccurate age” (USA SEC, 2018, 2019). Therefore,

even if it is possible to obtain single year age groups, it is advisable to aggregate the data

into age groups of five years in order to reduce the uncertainty of the Facebook data.

Consequently, this chapter uses the following age structure for the two data sources:

15-19 to 60-64, with an open-ended age group for the population aged 65+.

4.4 Methodology

The model is divided into three parts, which is graphically represented in Figure 4.1:

1. the Measurement Error Model (see Section 3.3.2) and Theory-Based Model (see

Section 3.3.3) is used to estimate the true stock by sex;

2. the multinomial-Dirichlet-Dirichlet model is used to estimate the true proportion

by age and sex, and
1The reference to this statement is in the notes of the data file. The special values represent the follow-

ing: . for “no contact”, c for “not available due to disclosure control”, and 0 for “rounded to zero”.
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3. where the two parts are combined to disaggregate the true stock by sex into the

true proportion by age and sex to obtain the true stock by age and sex.

True Stock
by Age-Sex

True Stock
by Sex

True Prop.
by Age-Sex

Measurement
Error Model

LFS

Measurement
Error Model

Facebook

Age-Sex
Distribution

Model

Theory-Based
Model

FIGURE 4.1: Diagram of the structure of the model.

The first part of the model has already been presented in Chapter 3; this is highlighted

in grey in Figure 4.1. The second part of the model, highlighted in light blue in Fig-

ure 4.1, is the focus of this chapter. First, a Rogers-Castro age schedule model is fitted to

the data from the LFS and Facebook Advertising Platform. Then the estimated propor-

tions obtained from the Rogers-Castro model are used to redistribute the sex-specific

migrant stocks into the different age groups through a multinomial-Dirichlet-Dirichlet

model. The goal is to obtain a harmonised migrant population age structure from the

two data sources. In the next section, the rationale of using the Rogers-Castro model is

explained.

4.4.1 Fitting the Rogers-Castro Age Schedule

Migration flows have previously been modelled using the Rogers-Castro model. Whilst

the model was not explicitly designed to estimate migrant stocks, as we aim to do here,

the model is flexible to being adapted for this purpose: it can be assumed that the

accumulated flow of individuals over time (as captured in the Rogers-Castro model) is

equal to migrant stocks. Further, it can be assumed that constant immigration in low
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fertility contexts may result in a stationary population, meeting the assumptions of the

Roger-Castro model. It is therefore deemed that the model is appropriate for estimating

a broad range of possible stock outcomes (Espenshade et al., 1982). The Rogers-Castro

model can be fitted with 7 to 13 parameters. Given that our data covers the age groups

15 to 65+, a reduced formulation of the model is used as not all the parameters are

needed, so the Rogers-Castro model was thus fitted with just 8 parameters. A working

age curve, a post-retirement curve and the constant were included. These components

are described as:

1. working age curve: this is a left-skewed unimodal curve for the age pattern of

migration of people of working age;

2. post-retirement curve: while normally used to describe post-retirement migra-

tion, in this case it is used to describe older aged migrants as well as families that

brought their older parents with them;

3. constant component: constant term which represents “background” migration.

The 
  Facebook 
 Advertising 
 data were 

 downloaded 
 from 

  15 years old. 
 Age 

  groups 0−14 
 are excluded. 

Constant migration, c, 
 identifies backround migration. 

Working−Age curve.

Post−retirement curve.

Retirement Peak.

The Facebook Advertising data 
 provide an open ended 

  group at 65+. 

M
ig

ra
tio

n 
In

te
ns

ity
 

Pre−labour 
 curve.

0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100
Age

FIGURE 4.2: Rogers-Castro age migration schedule.

Figure 4.2 shows the rationale of the choice of the parameters given the age structure

of the data used. The model was fitted on the Facebook and LFS data simultaneously.

Three groups were identified of countries with similar shapes. To fit the Rogers-Castro
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Model the R code on Github2 from Ruiz-Santacruz (2019) was modified. Finally, the

equation of the specified Rogers-Castro model is:

M(x) =a2 × exp(−α2(x− µ2))− exp[−λ2(x− µ2)] + Working Age Curve (4.6)

a4 × exp(λ4x) + Retirement Peak (4.7)

c1 Constant Component (4.8)

The three different groups of countries identified were:

1. Group 1: “Western and Southern European” countries, including France, Ger-

many, Italy, Portugal, and Spain;

2. Group 2: the Republic of Ireland;

3. Group 3: “Central and Eastern European” countries, including Latvia, Lithuania,

Poland, and Romania.

Figure 4.3 represents the proportions, p1s . . . psk (where k identifies the data sources),

from the LFS and Facebook Advertising Platform data with circles and the Rogers-

Castro estimates with lines. The LFS data is shown in yellow, while the Facebook Ad-

vertising Platform’s data is in blue.

The three groups of countries identified above display different age profiles of mi-

grants. In the first group, Western and Southern European countries show a younger

proportion of migrants on Facebook and an older proportion on the LFS. The second

country group includes only the Republic of Ireland given the particular age distribu-

tion from the LFS data, done to account for the long history of Irish migration. Migra-

tion from the Republic of Ireland is inextricably connected to the evolution of the UK,

highlighted by the high proportion of 65 year olds born in the Republic of Ireland and

now living in the UK. Finally, the third group includes Central and Eastern European

countries. The migration from the Central and Eastern European block is recent, start-

ing in force after they began to join the EU from 2004. The proportions of age groups

2https://github.com/elflacosebas/migraR

https://github.com/elflacosebas/migraR
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shown by the LFS and Facebook are almost identical for these countries, with a slightly

higher proportion of the younger age groups in the Facebook data. The Facebook pro-

portion between group 1 and 3 follow a similar shape, however, the LFS data provide

different curves.

The peak age group is 25-29 years old for the Western and Southern European group,

and is 30-34 years old for the Eastern European group. It would seem that the Rogers-

Castro model fits better for those countries with an earlier migration schedule, such

as and Southern European groups. This means the approach has limitations when ap-

plied to the Republic of Ireland, where the migrant stocks are mostly driven by the

65+ years old migrants who have already been living in the UK for a long time. As

Facebook mostly captures younger migrants, the 65+ years old migrants are likely un-

derestimated.
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FIGURE 4.3: Rogers-Castro estimates of the proportions of the EU migrant population
living in the UK in 2018 and 2019 by the three country groups identified.
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4.4.2 The Multinomial-Dirichlet-Dirichlet Model for Age Schedules

Given the structure of the data, there is the need for a statistical model for proportions;

a natural choice is the Dirichlet model, which has the following density distribution:

Dir(θ|α) =
1

Beta(α)

K

∏
i=1

θαi−1
i , where Beta(α) =

∏K
i=1 Γ(αi)

Γ(∑K
i=1 αi)

and α = (α1, . . . , αK) (4.9)

In the context of demography, the use of the Dirichlet distribution was suggested by

Caussinus and Courgeau (2010) in studies of paleo-demography: they showed an ap-

plication which estimates the age structure of past populations with limited or no data.

The Dirichlet distribution allows the redistribution of the population components into

categories around a total. In this vein, the approach has been used for example to

study the demographic features and dynamics of a Scythian population from the Black

Sea region (Łukasik et al., 2017). In the Bayesian context, an additional advantage is

that the Dirichlet distribution is the conjugate for the multinomial distribution. In this

study, a multinomial-Dirichlet-Dirichlet model is used to combine the migration age

profile from the LFS data with the Facebook Advertising data. The model is estimated

including all the variables simultaneously to borrow strength between the parameters

for country, age, sex, and year.

Figure 4.4 graphically describes the hierarchical structure of the multinomial-Dirichlet-

Dirichlet model. The indicators parameter are k for age groups, i for country, j for sex, t

for year. The top-level Dirichlet model has parameters ak equal to 1 - this carries little in-

formation a priori and does not favour any population group. It is used as a hyper-prior

for the multinomial distribution that harmonises the Rogers-Castro estimates from the

LFS and the Facebook Advertising data. The Rogers-Castro estimates of age-specific

counts enter into the model via the αL,F
kijt. The top-level Dirichlet model is applied to the

LFS and Facebook age structures that are assumed to follow a common Rogers-Castro

distribution.

a1, . . . , aK ∼ Dir(1, . . . , 1) (4.10)
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ak ∼ Dir(1, . . . , 1)

αL
ijt αF

ijt

TL
ijt TF

ijt

pijt ∼ Dir(a1, . . . , aK)

NL
ijt NF

ijt

πL
ijt πF

ijt

FIGURE 4.4: Diagram describing the hierarchical structure of the multinomial-
Dirichlet-Dirichlet model.Indices: k, age groups, i, sending country; j, sex; t, time.
Square nodes represent reported data (TL

ijt, TF
ijt, NL

ijt, NF
ijt). Circle nodes represent the

parameters of the model (ak, αL
ijt, αF

ijt, πL
ijt, πF

ijt, and piijt).

The pseudo-counts are obtained from a multinomial-Dirichlet model which applies the

vector ak to the sum of counts from the Rogers-Castro model TL,F
ijt . From this top-level

Dirichlet distribution harmonised migration schedule is obtained from the LFS and

Facebook Advertising Platform Rogers-Castro estimates:

αL
1ijt, . . . , αL

Kijt ∼ Mult(a1, . . . , aK, TL
ijt) (4.11a)

αF
1ijt, . . . , αF

Kijt ∼ Mult(a1, . . . , aK, TF
ijt) (4.11b)

The second Dirichlet applies the ak obtained from the Rogers-Castro estimates applied

to the top-level Dirichlet model to the total estimates from the LFS and Facebook Ad-

vertising data. The k indicator specifies the age groups, with k = (1, . . . , 11). This

second Dirichlet model is necessary in order to apply the harmonised Rogers-Castro

schedule to the true stock data through a combined harmonised migration schedule,

which has the following prior:

p1ijt, . . . , pKijt ∼ Dir(α1, . . . , αK) (4.12)
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from Equation 4.12, π1ijt, . . . , πKijt is obtained; the proportions of migrants by age and

sex for each country. Here, an additional indicator is j for sex, since the proportions are

now also disaggregated over sex. The likelihood of the model is multinomial, defined

by πL,F
1ijt, . . . , πL,F

Kijt, which are the proportions by age and sex for each country and NL,F
ijt ,

which are the totals by country, sex, and year to be distributed:

πL
1ijt, . . . , πL

Kijt ∼ Mult(p1ijt, . . . , pKijt, NL
ijt) (4.13a)

πF
1ijt, . . . , πF

Kijt ∼ Mult(p1ijt, . . . , pKijt, NF
ijt) (4.13b)

Figure 4.5 highlights the three groups of countries, the Rogers-Castro estimates from

Facebook in blue, and the LFS in yellow, in grey the harmonised age profile by country.

These are used to redistribute the true stock estimates by sex through multiplication

obtaining a true stock estimate disaggregated by age and sex.

4.5 Results

In this section, the results for the models for the three groups of countries and for the

two years are presented. As the models in Chapter 3, the models were estimated in

R using JAGS (Plummer et al., 2016). The models were run with three chains, 100,000

interactions, 1,001 burn-in and 10-fold thinning. First, the results for the Western and

Southern European migrants are discussed, then for the Republic of Ireland, and fi-

nally for Central and Eastern European migrants. The model was run simultaneously

for each year (2018 and 2019) and country. The model was applied to the ten most nu-

merous migrant groups in the UK. In Figure 4.6, Figure 4.7, and Figure 4.8, the results

are shown with green box-plots showing the IQR. The data from the LFS is represented

by yellow box-plots with CI at 50% and 95%. The Facebook Advertising Platform data

is represented by blue points. The results are shown as counts of migrants by age and

sex. R̂ is strictly equal to 1, meaning that the chains converged (Gelman et al., 2013);

the statistics are fully reported in the Appendix B.
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FIGURE 4.5: Population pyramids from the multinomial-Dirichlet-Dirichlet estimates
harmonising the Rogers-Castro estimates from Facebook and the LFS.
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4.5.1 Model for the Western and Southern European Migrants

The model estimates for the Western and Southern European migrants are shown in

Figure 4.6. A reduction of the number of migrants between 2018 and 2019 is discernible.

For the countries in this group, the largest number of migrants is in the 20-29 age group.

There is, however, higher uncertainty in those age groups with larger numbers of mi-

grants. The model estimates show more migrants across the age group (except for

Germany in 2019) than the LFS.

4.5.2 Model for the Republic of Ireland Migrants

The population pyramids for the Irish migrants in the UK are presented in Figure 4.7.

The estimates of the number of migrants are highest for the age group 65+ years old. It

is clear from the 2019 results that the estimates are sensitive to sudden changes in LFS

data collection, given the bump between 35-39 and 40-44 years old at this time. There

is higher uncertainty in the estimates at older ages, and generally the model estimates

more total migrants than the LFS.

4.5.3 Model for the Central and Eastern European Migrants

As shown in Figure 4.8, it is evident that Central and Eastern European migrants fol-

low a similar pattern to each other. Compared to the previous two groups, the largest

group of migrants are older than the Western and Southern European migrants, being

between 25-29 and 30-34 years old. Combining the Facebook and LFS data helps to fill

in gaps for older age groups from Latvia, Lithuania, and Romania, where the data is

not reported by the LFS.

4.5.4 Sensitivity Analysis

Figure 4.9 shows a sensitivity analysis in the form of a quality of the estimates. Within

the model previously shown the true stock by sex and the sum of true proportion by

age and sex are computed. Figure 4.9 show that the sum of the true proportion by age
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FIGURE 4.6: Population pyramids comparing the estimates from the model, the LFS
and Facebook in the Western and Southern European group.
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FIGURE 4.7: Population pyramids comparing the estimates from the model, the LFS
and Facebook in the Republic of Ireland.

and sex is equal to the true stock by sex, which means that the multinomial-Dirichlet-

Dirichlet works in redistributing the totals in age and sex categories. Indeed, the me-

dian and IQR have the same distributions across the two measures.

In Appendix B, Figure B.1 shows that the model is robust to changes of the value of the

first Dirichlet. The model was specified with α equal to 0.1, 10, and 100. The model

is robust to these changes. Moreover, it is presented an analysis of the residuals as a

posterior predictive check of the model (Figure B.2). As suggested in Chapter 3, the

model specified could be improve considering alternative distributions for the data.

4.6 Conclusions

In this chapter, the estimates from the Chapter 3 were extended by including an age and

sex disaggregation. The use of a hierarchical multinomial-Dirichlet-Dirichlet model

was proposed, utilising a Rogers-Castro model at one level of the hierarchy to borrow

strength between the data sources. The model is flexible and the stocks data seems to

show regularities similar to the flows data. First, three groups with different age and

sex profiles were identified. The Western and Southern European countries have the

largest number of young migrants, but the Eastern European countries migrants are
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FIGURE 4.8: Population pyramids comparing the estimates from the model, the LFS
and Facebook in the Central and Eastern European countries group.
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FIGURE 4.9: Comparison between the true stock estimates by sex and the sum of the
true proportion by age and sex for 2018 and 2019.

only slightly older, with a lower total of older people. The Republic of Ireland has an

overall older migrant population.

Secondly, Facebook has been shown to add coverage of younger migrants to the age

structure. Chapter 3 showed how the estimates from the model report higher number

of migrants than the LFS. This chapter, therefore, shows that European migrants are

generally young, except in the case of those from the Republic of Ireland. The Rogers-

Castro model application to stock data shows its limitations in this way for migrants

from Ireland, which has a long history of migration and therefore an accumulation of

old adults as migrants.

Harmonising the age and sex profiles from two (or more) data sources might add young

migrants that are difficult to capture from traditional types of household surveys into

the picture. Differing profiles of migrants might highlight different reasons to migrate

as well as their length of stay. From this research, for example, it seems that Western

and Southern Europeans might come to the UK for a period of their life, while Eastern

Europeans might move to settle in the UK, as shown by their overall older age.

Thirdly, this chapter presents a way to harmonise age and sex profiles from two data

sources. In doing so, we illustrate that it is possible to apply new profiles and fill gaps
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in migration estimates from traditional data sources. The model is shown to be sen-

sitive to changes in the age profile from the two data sources. The model was run

simultaneously by year given the algorithm changes in 2019.

In this chapter, the framework previously presented was extended and a multinomial-

Dirichlet-Dirichlet model was incorporated into the IMEM model to provide disaggre-

gation by age and sex. It is crucial for policy makers to understand the age and sex

structure of migrants in order to better plan policy and services for the population liv-

ing in a country. The digital traces data combined with traditional data sources might

help to increase the coverage of younger migrants in estimates. It further helps to

answer to this thesis’ research question of “What can Facebook Advertising data con-

tribute to ONS migration estimates in a context where there is no “groundtruth” data

against which model estimates can be validated?”. By proposing a way to combine

migration age profiles across two data sources, and to disaggregate the estimates of

migrants by age and sex through a multinomial-Dirichlet-Dirichlet model, this chap-

ter demonstrates the benefit of combining traditional and digital traces data sources to

improve the coverage of particular groups of migrants in estimates. Furthermore, the

model used is simple to apply and requires data that should be easily accessible from

statistical offices.

The model presented in this chapter by age and sex and Wiśniowski et al. (2016) are

different. On the one hand, the model presented is less complicated than Wiśniowski

et al. (2016) and requires less parametrisation. On the other hand, in Wiśniowski et al.

(2016) a measure of accuracy of the age and sex dissagregation is included. This part

is missing in the suggested model, but could be included. A potential benefit of the

model is that it runs in R using JAGS and could be reproduced in a short period of time

without any licensed software.

The analysis was done on the yearly data for 2018 and 2019, which already show a

change in the estimates between the two years. It would be interesting to understand

how the Brexit transition might impact not only the number of European migrants

living in the UK, but also their age profile. In the next chapter, this aspect is investigated

using weekly data from the Facebook Advertising Platform.
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5.1 Introduction

The two previous chapters of this thesis, Chapter 3 and Chapter 4, look at the use of a

single yearly estimate of the number of migrants from the Facebook Advertising Plat-

form. One of the highly discussed benefits of digital traces data is its timeliness: this

type of data is often described as “always on” or “timely” or “[having] velocity” (Sal-

ganik, 2017; De Mauro et al., 2016). Previous research has used digital traces data to

study migration (Zagheni et al., 2017; Gendronneau et al., 2019; Alexander et al., 2019,

2020), but has not yet explored the capacity of this data to study migration change at

a detailed timely granularity. For example, Alexander et al. (2019) collected Facebook

advertising data “every two to three months” to study the impact of Hurricane Maria on

out-migration from Puerto Rico. This chapter verifies whether Facebook Advertising

Platform data can be used without additional data sources to study the weekly trends

in the number of European migrants in the UK. To do this, a simple Bayesian trend

model with indicator variables for age, education, and country is used.

In this chapter, the aim is to analyse the effect of the uncertainty and threat related to the

departure of the UK from the EU (known as Brexit) on the stocks of European migrants

by age, education, and country over time. Brexit is an ongoing, long-lasting transition

bringing economic and political change to the UK and the rest of the world. The end of

the Brexit transition period and the reciprocal changes in EU and UK migration policies

are still, at time of writing, uncertain. The new UK migration system aims to focus on

skills through a point-based system (Home Office Government, 2020). Since 2016 the

ONS has reported a positive but declining net migration of EU nationals to the UK

(ONS, 2017). Paraphrasing the motto of Theresa May (former British Prime Minister),

“Brexit means Brexit”, the interest in this chapter is in investigating whether “Brexit

means Brexodus” of Europeans from the UK.

To evaluate this, weekly time series data of EU migrants in the UK was collected from

the Facebook Advertising Platform starting in January 2018. However, in this chapter,

only the period from March 2019 to March 2020 is analysed with weekly estimates of

European migrants. The focus is on this time period for three reasons. First, an al-

gorithm change in March 2019 affected the estimates of migrants worldwide (Palotti

et al., 2020). In Chapter 3, the effect of the algorithm change in the Facebook data was
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described; a drop in the expat estimates that was addressed with a parameter informed

by a prior distribution. The second reason is that this algorithm change coincided with

the beginning of the transition period for the UK’s exit from the EU following the ref-

erendum. This makes it reasonable to focus the analysis on the time period after the

algorithm change to avoid causal inference effects. And thirdly, the data after March

2020 is affected by the COVID-19 pandemic and lockdown restrictions on movement. It

is interesting to study this period of time (March 2019 to March 2020) because the trend

in stocks of EU migrants might give us insights into migrants’ decision-making process

about whether to remain or leave the UK. Four years have passed since the EU Refer-

endum (known as the Brexit Referendum), allowing for a lag in the decision-making

process of migrants regarding the decision to stay or leave the UK. Furthermore, disag-

gregation by age, education, and country might inform us of the differences in change

of trends across these groups.

5.2 Background

On 22nd February 2016, David Cameron (then British Prime Minister), announced the

date of the Brexit Referendum when UK citizens would be asked whether they wanted

to continue to be part of the EU. The referendum on the UK’s EU membership was held

on 23rd June 2016; 51.9% of the voters chose to leave the EU. Since then the UK has con-

tinued to debate how exactly to leave the EU, while there have been three successive

prime ministers (David Cameron, Theresa May, and Boris Johnson), two general elec-

tions (June 2017 and December 2019), and three Brexit extensions (March 2019, April

2019, and October 2019). On 23rd January 2020, the Withdrawal Agreement became

law and the UK left the EU politically, but not economically, on 31st January 2020. This

also marked the start of the transition period that ended on 31st December 2020. All the

events mentioned are summarised in a briefing from the House of Commons (Walker,

2020); Figure 5.1 represents a timeline of the main events of Brexit in the last four years.

The entire Brexit process has been characterised by uncertainty; the political uncer-

tainty has certainly had major repercussions on the lives of British citizens both in the

UK and the EU, as well as EU migrants in the UK. At the time of writing, the UK is

expected to change their EU migration policy at the end of the transition period. On
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23/06/2016
UK holds Referendum
on its membership of
the EU, with the ma-
jority of voters choos-
ing to leave the EU
(51.9% of the vote.)

13/07/2016
Theresa May becomes
the new UK Prime
Minister.

01/01/2018–01/03/2021
My data collection started, and contin-
ues.

29/03/2017
Prime Minister triggers
Article 50 of the Treaty
of the European Union.

29/03/2019
Long-established date
in which the UK was
expected to leave the
European Union. Post-
poned. Pre-settled and
Settled status begin.

31/10/2019
Brexit Day? At the
European Council
meeting in April 2019,
the UK and EU27
agreed to an extension
of Article 50 to 31st
October.

31/01/2020
Brexit - The UK for-
mally left the EU on 31
January 2020 and im-
mediately entered into
an 11-month transition
period.

01/01/2021
Brexit - End of the
transition period and
new migration system.

2017 2018 2019 2020 2021

FIGURE 5.1: Some major events of Brexit and start of data collection.

1st January 2021, the UK will introduce a points-based migration system1. This new

system will end the era of the free movement of EU citizens to the UK and vice versa.

EU migrants not living in the UK before the end of the transition period will thereafter

have to apply for a visa to study and work in the UK. The EU migrants already living

in the UK are qualified to apply for right of residence in the UK until 30th June 2021

under the EU Settlement Scheme (Home Office Government, 2020). The points-based

migration system imposes visa costs on the applying migrant as well as the migrant’s

employer in the UK, English language requirements, and a general salary threshold of

£25,600 (Home Office Government, 2020). The system is intended to only give highly

skilled migrants with higher levels of education the right to live in the UK. This change

in policy might have an effect on the migration flows to and from the UK given that it

drastically changes the rights of EU migrants to live and work in the UK.

Until the Brexit Referendum, the UK was an attractive destination within the EU mi-

gration system, with high levels of net migration (also shown in Figure 2.1). However,

1https://www.gov.uk/guidance/new-immigration-system-what-you-need-to-know

https://www.gov.uk/guidance/new-immigration-system-what-you-need-to-know
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several Quarterly Reports from the ONS (ONS, 2017, 2019b, 2020c) report that net mi-

gration from EU countries to the UK is still positive, but has been falling since 2016.

The ONS also suggests that there is a decreasing number of EU migrants moving for

work reasons to the UK. Working and studying are the two most popular reasons for

EU migrants to move to the UK (Kierans, 2020). The latest NINo estimates show a de-

creasing trend in the number of EU migrants registrations compared to previous years,

with 57% of the registration in the year ending March 2020 made by Romanian, Italian,

and Polish nationals (DWP, 2020). The ONS is not the only source that is suggesting

a loss in attractiveness for EU migrants to the UK labour market: indeed, LinkedIn

data also suggests that professional migration from EU countries has decreased by 30%

since 2016, and that recruiters have started to consider mostly individuals already in

the UK 2.

Drivers of migration are complex to study, and in fact there is not yet an overarching

theory of migration (Bijak and Czaika, 2020; Willekens, 1983, 2019). The decision to

migrate is linked to economic, social, and political factors related to both the area of

origin and destination; i.e. push and pull factors that make one area more attractive

than another (Lee, 1966). There are certain contexts that facilitate migration (Massey

et al., 1993, 1999) because their environment is perceived as suitable for new oppor-

tunities (Bijak and Czaika, 2020). However, as suggested by Bijak and Czaika (2020),

“migration drivers are generally not static but change dynamically”. The Brexit Referendum

and transition process are currently functioning as a “shock in the migration system” (Bi-

jak and Czaika, 2020), and will end with a drastic change in the migration system in

place. This uncertainty might be seen as an obstacle for migrants, influencing their

decision-making process. It must be noted, however, that some migrants clearly still

see opportunities in moving to the UK, as although migration from the EU has visibly

decreased, it has not stopped entirely.

In this chapter, Facebook Advertising Platform data denoting age, education, and coun-

try of origin is used to investigate whether there is a decreasing trend in the stock of

EU migrant MAUs in the UK and to compare groups by their trends. The LFS might

not be suitable as a traditional data source to investigate this change, because it cannot

be disaggregated at such small time granularities.

2https://economicgraph.linkedin.com/blog/linkedin-workforce-insights--how-has-brexit-

affected-the-uk-labo

https://economicgraph.linkedin.com/blog/linkedin-workforce-insights--how-has-brexit-affected-the-uk-labo
https://economicgraph.linkedin.com/blog/linkedin-workforce-insights--how-has-brexit-affected-the-uk-labo
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5.3 Data

The data was downloaded from the Facebook Advertising Platform every week since

January 2018. pySocialWatcher was used to query the Facebook Marketing API (Araujo

et al., 2017). The interest was in downloading the number of migrants disaggregated

by age, education, and country of origin. The analysis did not include the sex disag-

gregation as Chapter 3 and Chapter 4 underline that there does not seem to be strong

divergence across sex by country. Therefore, further dividing the estimates by sex in

this analysis might lead to a loss of power in the Facebook estimates that are already

disaggregated by age, education, and country of origin. As a consequence, the data is

separated into categories of:

• age groups: 15-19, 20-29, 30-39, 40-49, and 50+ years old;

• education levels: Secondary (No Degree, In High School, High School), Tertiary

(In College, In Grad School, Graduated), and Unspecified;

• countries: France, Germany, Ireland, Italy, Latvia, Portugal, Poland, Romania,

and Spain.

These data series offer an opportunity for researchers; despite their limitations, they

bring timeliness and a wider coverage of the migrant population. Digital traces data

is, however, not representative of the entire population and is based on self-reported

and algorithmically confounded variables (Cesare et al., 2018). The education variable

is an example of a self-reported variable, in which the “Unspecified” category makes

it difficult to fully interpret the distribution in terms of education of the migrant Face-

book users. In Figure 5.2, the data from the LFS and the Facebook Advertising Platform

are compared through a logarithmic transformation. The data from the LFS represents

weekly estimates for the years 2017, 2018, and 2019. It shows a stable trend in the stock

estimates of migrants across the nine countries studied, with only a slightly decreas-

ing trend for Latvia and a slightly increasing trend for Romania. Figure 5.2 also shows

the total number of estimated migrants from each country of origin studied, using data

from the Facebook Advertising Platform from the start of the download in January 2018

until July 2020. It is evident that there were two break points, in March 2019 and March
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FIGURE 5.2: Country time series with yearly data from the Labour Force Survey for
2017, 2018, and 2019, and with weekly data from the Facebook Advertising Platform

from January 2018 to November 2020.

2020 respectively, in which the estimates provided by the Facebook Advertising Plat-

form were affected by an algorithm change. Since the first algorithm change occurred in

March 2019 when Brexit was supposed to take place, and the second algorithm change

occurred in mid-March during the COVID-19 pandemic, this chapter focuses solely on

the data in between these two time periods in order to study the change in trend. From

Figure 5.2 it seems that digital traces data, despite their limitations, in comparison to

the LFS data, might be able to capture changes in migration stocks in a timelier man-

ner. The time series have been cleaned by removing 0, 1000, and counts that were a

standard deviation out from a weekly mean computed by age, education, and country.



86
Chapter 5. A Brexodus? Trends in the Numbers of European Migrants in the United

Kingdom using Facebook Advertising Platform Data

5.4 Methodology

A simple Bayesian trend model with indicator variables for age, education, and country

was used to analyse the changes in the number of migrants. The trend equation maeit

is the mean of yaeit, a log-normal distribution with precision parameter t. The precision

parameter τ is a priori distributed as a Gamma with both shape and rate parameters

equal to 0.01.

yaeit ∼ Log-Normal(maeit, τ) (5.1)

maeit = c + cT
1 da + cT

2 de + cT
3 di + cT

13(da × di) + cT
23(de × di)+

(b + bT
1 da + bT

2 de + bT
3 di + bT

13(da × di) + bT
23(de × di))× t

(5.2)

τ ∼ Gamma(0.01, 0.01) (5.3)

The parameters c = (c, . . . , c3) and b = (b, . . . , b3) are assumed to be normally dis-

tributed N(0, 0.0001), with mean 0 and precision 0, 0.0001.

The trend maeit is divided into two parts: the c component, which is the intercept of

the trend that describes the initial magnitude, and the b component, the slope of the

model that describes the gradient of the decline. The parameters c and b are the overall

effects, cT
1 and bT

1 are vectors of the parameters for age, cT
2 and bT

2 are for education, and

cT
3 and bT

3 are for country of origin. The vectors da, de, and di contain the dummy indi-

cator for the variables of age, education, and country. The reference category group for

age is 15-19 years old, for education it’s Secondary education, and for country it’s Italy.

Interactions between age and country, cT
13 and bT

13, and education and country, cT
23 and

bT
23, are included in the model. The choice of the interactions in the model was driven

by an initial descriptive analysis of the residuals from a model with all the main effects

included. In Appendix C, the residuals are reported for the model without interac-

tions (Figure C.1) and with interactions (Figure C.2). After analysing the residuals, the

following interactions were included: Unspecified Education, Tertiary Education, and

age groups 20-29, 30-39 and 40-49 for Romania and Poland. Moreover, the two models

are compared using the Deviance Information Criterion, a generalisation of the Akaike

Information Criterion (AIC), which is used to compare hierarchical Bayesian models
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(Gelman et al., 2013). In the model without interactions the mean deviance is 217041

(penalized deviance 217072, penalty 30.97), while for the model with interactions the

mean deviance is 205705 (penalized deviance 205756, penalty 51.19. Therefore, the in-

teractions helps, even if just slightly, to reduce the mean deviance.

5.5 Analysis

5.5.1 Descriptive

Figure 5.3 and Figure 5.4 present the raw estimates from the Facebook Advertising Plat-

form data in the period under analysis. In Figure 5.3, the Facebook weekly time series

data is disaggregated by age group and country. An exponential decline is evident,

especially in the age groups 20-29 and 30-39, but less pronounced in older age groups.

In Figure 5.4, the weekly estimates are presented disaggregated by education level and

country. The trends are negative across all the educational levels. Given the large esti-

mated numbers in the unspecified education level, it is evident that Facebook does not

provide educational information for a large group of profiles.
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FIGURE 5.3: Country time series with weekly data from the Facebook Advertising
Platform from January 2018 to July 2020 by age groups and countries.
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FIGURE 5.4: Country time series with weekly data from the Facebook Advertising
Platform from January 2018 to July 2020 by education levels and countries.

5.5.2 Results from the Model

The model was estimated in R using JAGS (Plummer et al., 2016). The model contains

11,880 observations of the number MAUs by country, age, and education. The model is

run with three chains, 10,000 interactions, 1,001 burn-in and 10-fold thinning (i.e. every

10th value of the chains is kept and all other values are discarded to avoid autocorrela-

tion). All the chains and parameters of the model converge. In Appendix C, Table C.1

and Table C.2 report the values of each of the parameters, R̂ and n̂e f f . Table 5.1 re-

ports the main effect of b and c. The parameter c indicates the initial magnitude level

of migrants (i.e. the model intercept) in comparison to the reference category, while

the parameter b indicates the direction of the regression slope in comparison to the ref-

erence category. The estimated median of b is negative, indicating a decreasing slope

over time of the log-transformed stocks of migrants. In Table 5.1, the two main effects

of b and c are presented. The interesting value here is b, as it indicates that the slope

has an overall negative trend across all categories.
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TABLE 5.1: Distribution of the main effect of b and c.

2.5% 25% 50% 75% 97.5% R̂ n̂e f f

b -5.45×10−6 -1.92×10−6 -1.32×10−6 1.82×10−6 5.80×10−6 1.02 107
c 8.00 8.03 8.04 8.06 8.08 1.01 97

FIGURE 5.5: Values of c, b parameters estimated from the model for age.

In Figure 5.5, the respective estimated distributions of the different age groups are

shown in comparison to the reference category of 15-19 years old. Looking at the b

effect, the size of the age group that is decreasing fastest in comparison to the reference

group is the 20-29 age group, followed by the 30-39 age group. The two groups de-

creasing fastest are also the two groups with a higher initial level in comparison to the

15-19 age group. The 50+ age group has a similar slope to the 15-19 age group, but a

higher initial level.

Figure 5.6 shows an interesting part of the analysis in terms of education. The trend is

decreasing fastest for the unspecified category, followed by the tertiary education and

then secondary education level. Figure 5.6 shows that the category with the highest

number of migrants is Tertiary Education, followed by Secondary and Unspecified.

In Figure 5.7, the effects of various individual countries of origin are shown. The ref-

erence category is Italy, the third largest country of origin after Poland and Romania



90
Chapter 5. A Brexodus? Trends in the Numbers of European Migrants in the United

Kingdom using Facebook Advertising Platform Data

FIGURE 5.6: Values of the c and b parameters estimated from the model for education.

FIGURE 5.7: Values of the c and b parameters estimated from the model for countries.
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FIGURE 5.8: Values of c, b parameters estimated from the model for the interactions
for Poland and Romania.

which have a faster decrease in comparison. The other European countries have pos-

itive outputs, which means that are not decreasing as fast as Italy. As introduced in

Section 5.4, interactions for Poland and Romania are included in the model, the outputs

of which are shown in Figure 5.8. The interactions parameters have positive outputs,

meaning that for Poland and Romania the decline is not as fast as for the reference

category and the overall effect of education, age, and country.

5.6 Conclusions

The analysis of Facebook data has shown that the stocks of migrants in the UK are

decreasing. These changes are reported in relations to the chosen reference categories.

Overall, the age groups that are decreasing fastest are 20-29 and 30-39 in comparison to

the 15-19 age group. These two age groups are also the two age groups with the highest

number of migrants. Additionally, the migrant stocks are decreasing for all education

levels. Although it is difficult to assess the quality of the education variable provided

by the Facebook Advertising Platform, the Tertiary Education group appears to be de-

creasing faster than Secondary Education. Given that the UK’s new migration system
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aims to attract highly-skilled and educated migrants, this is not a good sign for the cur-

rent attractiveness of the UK for this targeted group. In terms of countries of origin,

the numbers of migrants from the largest European countries, Poland and Romania,

are decreasing faster than Italy and the other European countries in the analysis. The

interactions effects on Poland and Romania slightly slow down the decrease for both

age groups 30-39 and 40-49, as well as for Unspecified and Tertiary Education groups.

While digital traces data is timely, it is unstable, and therefore we cannot completely

substitute traditional data sources with them. We can, however, obtain useful indica-

tors from digital traces data, in this case the trend of numbers of migrants in the UK.

In this chapter, weekly estimates from the Facebook Advertising Platform were used.

The main result is that, for the nine European countries included in the analysis, the

stock of migrants living in the UK was found to be decreasing between March 2019

and March 2020. Figure 5.2 shows that the decreasing trend appears to continue in the

period after March 2020, which is not included in the primary analysis. The current

analysis is exploratory in nature. It might be interesting to explore different specifi-

cations of the model. For example, it could be interesting to use random effects, and

different smoothing techniques such as time series or exponential smoothing.

So, does Brexit mean Brexodus? It does seem that there is a declining trend in mi-

grants coming to and living in the UK. The decline started after the expected Brexit

date in March 2019 (Figure 5.2), however as this coincided with an algorithm change

in how the Facebook estimates were produced, it is difficult to establish cause. The

UK is clearly losing its attractiveness for the migrants living in the UK as well as new

migrants coming to the UK, and this might be linked to the ongoing uncertainty sur-

rounding Brexit. Although the LFS data shows a decline in their estimates, it is not as

pronounced as the decline shown by the digital traces data. This might be linked to the

intrinsic timely nature of digital traces data.

The useful result of this chapter lies in showing the trend of change, rather than pro-

viding an exact percentage change or estimate of the change over time. The analysis

crucially shows that digital traces data might be used to monitor change over time in

the stocks of migrants present in a country. This aspect is especially important in cur-

rent times, given that the IPS has been paused since the beginning of March 2020, NINo

are not provided to migrants who are not on a visa, and that the LFS might have more
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issues with representation as many European migrants may have decided to leave the

UK during the COVID-19 pandemic. Working from home in the UK during 2020 has

been at times enforced and other times strongly encouraged in the UK, meaning mi-

grants may have decided to move back to their home countries or might even have

been stuck in their home countries due to travel restrictions during the pandemic.

From the trends presented above, it seems that the UK is losing young migrants from

European countries. In addition, the Tertiary Education group is decreasing at a faster

pace in comparison to the Secondary Education group. Facebook is potentially not,

however, the best social media platform to use to investigate the level of education of

migrants; LinkedIn might be a more appropriate data source to study skills of migrants

and investigate further the importance of digital traces data in assessing the effect of

Brexit on the number of migrants in the UK. Nevertheless, it will be interesting to con-

tinue following the change in migrants coming from the different education categories

over time, as the UK looks to change their migration system on 1st January 2021 to the

new point-based system outlined.

Although the COVID-19 pandemic may continue to have an effect on migration be-

haviour in 2021 and it might take some time to understand the effect of the UK’s mi-

gration policy change, some signs of a loss in attraction to the UK are already apparent.

This chapter’s analysis could be additionally enhanced by analysing a longer time se-

ries of data once the data from the two Facebook algorithm changes is corrected, if the

nature of these changes becomes known.
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6.1 Summary and Contributions

This thesis has demonstrated that digital traces can contribute to the study of stocks of

European migration to the UK. With three pieces of analysis, an illustration of how the

Facebook Advertising Platform might be used to complement traditional data sources

even where there is no “ground truth” is presented. This illustration might be ex-

panded to a broader range of digital traces data sources beyond Facebook. This thesis

contributes to the learning process advocated by Willekens (1994, 2019) by analysing the

use of digital traces data for migration research with attention paid to the varying defi-

nitions and biases of the different data sources. Moreover, through suggesting a way to

combine digital and traditional data sources, trends of change are inferred from these

timely data sources.

The model suggested in Chapter 3 builds on the Integrated Model of European Migra-

tion, a Bayesian model combining data on flows at the European level suggested by

Raymer et al. (2013). In this thesis, the IMEM was repurposed to estimate the true stock

of migrants in the UK from 20 different European nationalities, combining digital traces

data with survey data. The UK was selected as the destination country in this thesis, as

the traditional migration data sources have been particularly criticised for their qual-

ity (Coleman, 1983; Kupiszewska and Nowok, 2008; Kupiszewska et al., 2010; Rendall

et al., 2003). Digital traces can therefore contribute to improving the quality of these

estimates more significantly than in countries with more extensive migration records.

Given that Facebook usage is high across Europe and that the LFS is a Europe-wide

survey, the model suggested could be expanded to the rest of Europe, as already pro-

posed by Gendronneau et al. (2019). Most of the traditional migration data sources are

biased in similar ways to digital traces data. This points to the need for an accurate

data assessment in terms of definitions, bias, and coverage of all the data sources that

enter the model. Although the estimates produced are uncertain, the model is flexi-

ble enough to be updated with new available information once it becomes available to

ensure it is as comprehensive as possible.

Data on migrants disaggregated by age and sex is not only important for policy mak-

ers, but also for forecasting future populations size. In Chapter 4, an extension to the
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model from Chapter 3 was proposed, including an age and sex disaggregation. An ex-

tension of the IMEM by age and sex has already been proposed by Wiśniowski et al.

(2016); in this thesis, an alternative approach is considered. The Rogers-Castro model

(Rogers and Castro, 1981; Rogers and Watkins, 1987) was repurposed to create a har-

monised migration stock schedule, and then a multinomial-Dirichlet-Dirichlet model

was used to combine and distribute the harmonised schedule of migration by age and

sex. This model is inspired by the Caussinus and Courgeau (2010) use of the approach

in paleodemography.

As digital traces and traditional data sources have different levels of coverage of the

migrant population, harmonising the migration schedule from each might provide a

larger coverage in migration estimates. The different data sources complement each

other, as while digital traces data might omit the older section of the migrant popula-

tion, traditional data sources like surveys may miss the young and more mobile section

of the migrant population due to their sampling framework. The estimates are more

uncertain for the age groups in which there are more migrants.

Velocity and timeliness are highly appreciated characteristics of digital traces data. In

Chapter 5, weekly time series data from the Facebook Advertising Platform was anal-

ysed to infer whether the trends produced might capture migration changes faster than

those from traditional data sources. This paper stresses the importance of using digital

traces data to capture fast changes in trends that traditional data sources are not sys-

tematically constructed to grasp. This advantageous aspect of digital traces data has

already been used to analyse migration following a natural disaster (Alexander et al.,

2020; Martı́n et al., 2020) or political crisis (Palotti et al., 2020), and now can be used to

monitor changing stocks of migrants in relation to uncertain international events such

as Brexit.

Chapter 3 and Chapter 4 answer the overarching research question of this thesis by

producing an estimate of the number of migrant stocks at the yearly level, while the

Chapter 5 expands the time granularity of the digital traces. This thesis contributes

both to methodological refinement and our knowledge of how digital traces can be

used.
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6.1.1 Limitations

Despite the contributions of the three research chapters to advancing knowledge on the

use of digital traces data in demographic research, there are limitations related to this

form of data and the methods used. Digital traces data often lacks a clear definition

of what is being measured. In demographic research it is common to use strict stan-

dards to define measures of interests. As digital traces data is obtained from private

companies, it is somewhat blurry what the algorithms behind these estimates are us-

ing, for example, to define an Expat or how long it takes to consider a user as an Expat.

A clearer understanding of the construction of these measures would allow these data

sources to be included in models with more precision. Another aspect that is limiting

our understanding of the Facebook estimates, is that the process behind the algorithm

providing the MAUs estimates is not clear. Additionally, social media companies rarely

transparently inform the public of changes to their algorithm infrastructure. For exam-

ple, throughout this thesis there is mention of Facebook’s algorithm change in March

2019 related to the Expat variable; as a result, if the models in Chapter 3 and Chapter 4

were run again for 2020 the prior distributions for the algorithm change would need

to be reconsidered. A further limitation of this form of data is issues around its pri-

vacy. Although the data used in this research was aggregated and anonymised, there

is still the need for rigorous safeguarding of privacy to maintain high ethical standards

of research when using digital sources. Therefore, the main limitation of digital traces

can be summarised as a lack of transparency in terms of its definitions, algorithms, and

ethics.

6.2 Conclusions

Focusing on the UK, this thesis provides a deeper understanding of the use of dig-

ital traces data in the context of migration research. The contribution of this thesis

can be summarised into three main points. Firstly, it highlights that it is necessary to

understand the data generation process through investigation. Secondly, that digital

traces data should be combined with, and not substitute, traditional data sources. As

described, digital and traditional data both have pros and cons, and combining them
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might lead to a clearer picture. And thirdly, that digital traces is more timely than tra-

ditional data sources, and therefore, despite being biased, might be used to infer trends

of change and nowcast short-term changes.

The COVID-19 pandemic has made evident the importance of obtaining estimates of

migration from multiple data sources. The IPS and some other administrative data

sources, for example, have not been running since March 2020. This makes clear that

administrative data, surveys, and digital traces data should be combined to form a

clearer picture of migration. The models presented in this thesis might be further ex-

panded to include more data sources and countries, and there is an opportunity for

new research to focus on understanding how to use digital traces for the study of flows

of migrants as well as stocks.

6.3 Future of Demography

The International Scientific Union of Population Studies (IUSSP) reports several defini-

tions of demography; these converge to suggest that demography is the “scientific or sta-

tistical study of the human population” (IUSSP, 2014). Pavlı́k (2000) published a collection

titled “Position of Demography Among Other Disciplines”, in which fifteen demographers

discussed their views on demography as a discipline. Kohler & Vaupel’s contribution

(Pavlı́k, 2000) defined methods and data as the two foundations of demography; they

position demography at the centre of a rectangle with connections to the four other

related disciplines: mathematics and statistics, bio-sciences, social sciences, and public

policy. They stressed that demographic studies have an important role in shaping poli-

cies to influence or shape population change. In the chapter by Coleman (Pavlı́k, 2000),

a similar but more vague view of demography is described; the methods, models and

data of formal demography are described as the core of the discipline, which is also

shaped by other fields. Overall, the collection concludes demography is an interdisci-

plinary discipline across statistics, social and biological sciences.

In the first decade of the 2000s, demographers started to use new tools provided by

a wider access to computers, and began to take advantage of microsimulation and
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Agent-based Modellings techniques (Billari et al., 2006). In more recent years, demog-

raphers have become aware of developments in data science in the shape of unstruc-

tured datasets not designed for scientific research. Acknowledging computer science

and data science is twofold process in terms of adopting the methodology from com-

puter science (e.g. simulations and network science), and also managing new data

sources made available by the expansion of the digital world.

In “What is Digital Sociology?, Selwyn (2019) examines the concept of digital sociology,

describing it as a sub-discipline of sociology that enhances traditional sociological re-

search. The recent advancements in the use of digital traces data in demography has

fallen under the umbrella term of digital demography, however, given that demogra-

phy has always been interdisciplinary, this type of new research should just be consid-

ered a natural development and evolution of the discipline. Demography can harness

new types of data from the digital world and use its established academic rigour to

study them. Figure 6.1 aims to update and combine Kohler & Vaupel’s and Coleman’s

attempts to describe demography (Pavlı́k, 2000). The discipline of demography is at the

centre of a circle surrounded by the disciplines that shape it. Data science and computer

science have been added to the list of disciplines having an influence on demography.

Furthermore, it is stressed that the two pillars of demography are its methods and data.

The expansion of the digital world brings new opportunities for demographic research

in terms of its implications and methodologies. Certainly, more and more people are us-

ing digital technologies and family formation dynamics have been shown to be chang-

ing due to online dating (Hitsch et al., 2010; Potârcă and Mills, 2015; Danielsbacka et al.,

2020). Additionally, other demographic events such as planning to have a child might

be informed by digital mechanisms such as fertility tracking apps that monitor ovula-

tion (Earle et al., 2020; Zwingerman et al., 2020). New sources of data might lead to new

data-driven discoveries that can update or create new theories (Billari and Zagheni,

2017). Indeed, the Digital Revolution has also an enabling effect on migration and

intentions to migrate, given that the Internet supports potential migrants providing in-

formation on potential destinations (Pesando et al., 2021). Moreover, digital traces data

might contribute in expanding definitions of international migration thanks to its time

granularity (Fiorio et al., 2017). It would be possible to use traditional demographic

methodologies to study this data, repurposing them for unstructured data sources.
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FIGURE 6.1: Updated drawing of a suggested structure of demography combining
Kohler & Vaupel and Coleman’s contributions in Pavlı́k (2000).

Demography is still largely based on traditional data sources that have encountered

problems during the COVID-19 pandemic, such as censuses, administrative sources,

and surveys. In fact, some censuses have been postponed (as in India, Scotland, the Re-

public of Ireland, and other countries), while many administrative data sources1 and

surveys have been suspended. This might be taken as incentive to innovate and under-

stand how to utilise new data infrastructures when population change seems to occur

quickly in events such as a pandemic, natural disasters, or refugee crises2. Traditional

data sources might not be able to record these changes. In a fast-changing world, it is

important to understand who is using digital technologies in order to be able to gen-

eralise the research findings to the entire population. Furthermore, it is important to

1In the UK, administrative data sources have been affected by the COVID-19 pandemic. The Home
Office visa application centres were closed since March 2020, and the NINo allocation process was sus-
pended since March 2020 (ONS, 2020d).

2Francesco Billari’s presentation at UNECE: https://www.unece.org/fileadmin/DAM/pau/age/Icpd/
ICPD-25/Presentations/Session-1/1_-_1st-thematic-session-Francesco-Billari.pdf

https://www.unece.org/fileadmin/DAM/pau/age/Icpd/ICPD-25/Presentations/Session-1/1_-_1st-thematic-session-Francesco-Billari.pdf
https://www.unece.org/fileadmin/DAM/pau/age/Icpd/ICPD-25/Presentations/Session-1/1_-_1st-thematic-session-Francesco-Billari.pdf
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understand the impact of new technologies on people’s lives as access to technology

and digital skills may continue to become increasingly important in the future, just as

education has been an important control variable for many aspects of our lives.

There are important issues to consider on the ethics, privacy and ownership of digital

traces data. Digital traces data may give us more insights, but of course “just because

we can do something does not mean we should”. The United Nation Global Pulse

has created a Level of Risks, Harms and Benefits Assessment (UN Global Pulse, 2017) to

assess the various risks from analysis such as in this thesis. The assessment is divided

into two steps with checklists to better understand harms and risks of the research.

These considerations should not be seen as an obstacle, however, but as a challenge

to create ethical infrastructures and committees to provide access to this kind of data

and evaluate research questions. Moreover, companies such as Facebook, which now

have data on some of the world’s largest human networks, have started to share useful

aggregated estimates for research in the initiative Data for Good (Facebook Inc., 2020b).

For example, the available datasets contain information on COVID-19, natural disasters

maps, population density maps, gender equality at home, and more.

Demography can assist in providing safe access to digital traces data, as well as create

better data by combining traditional data sources with newly available ones. These

steps will produce relevant research that can create positive change. It seems that the

use of digital traces data should simply be seen as a challenge to demography and a

natural evolution of the discipline in the Digital Revolution.





103

Appendix A

Supplementary Materials from

Chapter 3



104 Chapter A. Supplementary Materials from Chapter 3

Figure A.1 shows the number of Greek migrants across European countries according

to Eurostat data from 2018. We compare the Eurostat data with Facebook Advertising

Platform data from 2020 estimating the number of Greek migrants, defined as “People

that used to live in Greece and now live abroad”, and with the number of people speaking

Greek on Facebook. The latter variable seems to better approximate the number of

Greek migrants living abroad, in line with Eurostat’s estimates. For the majority of

the countries; (except the UK, the Netherlands, France, Germany, Portugal, and Spain),

the variable ‘Greek migrants’ from Facebook does not account for any actual Greek

migrants.
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FIGURE A.1: The number of Greek migrants in European countries based on Facebook
Advertising Platform data and Eurostat data, and the number of Greek-speaking peo-

ple on Facebook.

Tables A.1, A.2, A.3, A.4 report the posterior characteristics of the coefficients of the true

stock estimates, y, for models 1 and 2 respectively for the two years of analysis. The

tables report R̂ and n̂e f f , which is the effective number of simulation draws (Gelman

et al., 2013); it is reported as an additional measure to show the series converge.
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TABLE A.1: Posterior characteristics of the coefficients of the true stock estimates, y, in
the first model for 2018 with R̂ and n̂e f f .

Country 2.5% 25% 50% 75% 97.5% R̂ n̂e f f

yPoland 754235 885039 965000 1055382 1239939 1.00 501
yRomania 673195 804057 880670 962875 1134917 1.01 727
yIreland 312864 364849 395657 429117 500759 1.00 1652
yGermany 259740 300986 326180 353982 413632 1.00 1808
yItaly 220539 256977 278584 302263 353103 1.00 4180
ySpain 185601 215405 233228 251625 291926 1.00 9009
yFrance 168883 195798 211531 228483 265994 1.00 7752
yLithuania 112917 132389 143880 156557 184292 1.00 5418
yPortugal 120372 140140 151386 163779 190961 1.00 7379
yHungary 78897 91221 98500 106521 123178 1.00 10746
yLatvia 68940 79709 86057 92924 107735 1.00 11243
ySlovakia 72859 84677 91594 99108 115761 1.00 9274
yGreece 63629 74283 80764 87615 102582 1.00 16990
yNetherlands 67927 78328 84728 91484 106404 1.00 10194
yCzechRepublic 49938 57645 62146 66973 77340 1.00 16447
ySweden 33423 38668 41669 44923 52033 1.00 21890
yBelgium 32269 37250 40173 43293 49904 1.00 22783
yDenmark 29612 34224 36910 39855 46047 1.00 17382
yFinland 24837 28932 31330 33885 39424 1.00 15248
yAustria 23440 27391 29691 32192 37647 1.00 14945

TABLE A.2: Posterior characteristics of the coefficients of the true stock estimates, y, in
the first model for 2019 with R̂ and n̂e f f .

Country 2.5% 25% 50% 75% 97.5% R̂ n̂e f f

yPoland 779380 916113 990514 1072395 1254251 1.01 467
yRomania 450243 527361 571965 619605 722326 1.00 1846
yIreland 363765 431661 469397 510745 606800 1.00 1417
yItaly 249730 290940 315117 341046 397192 1.00 6175
ySpain 190068 222428 241081 261064 303308 1.00 8012
yFrance 181922 211406 228603 247112 287564 1.00 6703
yLithuania 112908 131401 142220 154012 179159 1.00 6229
yHungary 98188 114171 123593 133643 155016 1.00 8388
yGermany 205372 239835 259900 281465 329158 1.00 2778
yPortugal 113657 132024 142772 154320 179694 1.00 7192
yLatvia 74570 86315 93229 100511 116579 1.00 15066
yGreece 74272 86836 94267 102147 119193 1.00 17624
ySlovakia 72918 83982 90602 97767 112757 1.00 11584
yNetherlands 67854 78629 84866 91572 105893 1.00 10611
yCzechRepublic 39718 45921 49563 53469 61799 1.00 16812
ySweden 38887 44922 48366 52147 60092 1.00 18602
yBelgium 27785 32074 34616 37336 43119 1.00 19519
yDenmark 28844 33294 35960 38726 44826 1.00 18468
yAustria 20026 23495 25495 27658 32360 1.00 12320
yFinland 23310 27001 29170 31460 36424 1.00 20909
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TABLE A.3: Posterior characteristics of the coefficients of the true stock estimates, y, in the second model for 2018 with R̂ and n̂e f f .

Male Female
Country 2.5% 25% 50% 75% 97.5% R̂ n̂e f f 2.5% 25% 50% 75% 97.5% R̂ n̂e f f

yPoland 320559 477960 524554 575046 690686 1.04 178 369704 516059 565957 612160 703561 1.03 139
yRomania 283698 338753 371860 407291 485793 1.00 1915 207491 249883 273068 298882 352976 1.01 839
yIreland 167058 209512 230216 251800 298402 1.02 367 173389 239221 261547 285607 335446 1.01 266
yItaly 105093 142617 155733 168867 197530 1.01 520 110627 139769 153586 168624 198769 1.02 509
ySpain 87083 104373 114033 124460 146371 1.00 1698 92747 110951 121152 132253 156458 1.01 2065
yFrance 88006 107389 117530 128473 151311 1.00 1129 71741 86015 93757 102104 120618 1.00 1553
yLithuania 51780 72912 79581 86686 101405 1.00 779 61734 89446 98364 108163 126934 1.00 356
yGermany 110627 139769 153586 168624 198769 1.02 509 123821 149258 163671 178653 212033 1.00 1206
yHungary 35969 42980 46928 51155 60065 1.00 3011 42451 50775 55386 60359 71008 1.00 3348
yPortugal 62638 79095 86845 94961 112879 1.01 1063 62178 80506 87900 95811 113192 1.01 1176
yLatvia 33730 41306 45043 49155 57817 1.00 2280 36500 45481 49719 54357 63861 1.00 2441
yGreece 32806 39281 42952 46886 55250 1.00 4145 26431 31348 34306 37610 46214 1.00 5264
ySlovakia 35277 44365 48566 53032 62466 1.00 1924 43060 55427 60666 66277 78794 1.00 1529
yNetherlands 30607 37973 41481 45192 53167 1.00 2054 37294 48306 52857 57825 67966 1.00 1369
yCzechRepublic 15532 18400 20085 21974 26951 1.00 4766 30755 36498 39762 43331 51159 1.00 4731
ySweden 11873 14077 15375 16804 20222 1.00 7462 18591 22084 24101 26295 31000 1.00 5418
yBelgium 14190 16797 18327 19992 23667 1.00 8612 16981 20069 21875 23829 28073 1.00 7658
yDenmark 13451 15929 17386 19001 22541 1.00 11027 14744 17448 18998 20685 24345 1.00 8651
yAustria 9240 10942 11964 13109 17069 1.00 985 10340 12247 13392 14676 19492 1.00 519
yFinland 7401 8758 9578 10491 13803 1.00 848 12205 14455 15784 17250 20993 1.00 5536
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TABLE A.4: Posterior characteristics of the coefficients of the true stock estimates, y, in the second model for 2019 with R̂ and n̂e f f .

Male Female
Country 2.5% 25% 50% 75% 97.5% R̂ n̂e f f 2.5% 25% 50% 75% 97.5% R̂ n̂e f f

yPoland 365990 444945 488992 535045 624067 1.03 288 351423 480011 525332 578674 715557 1.03 199
yRomania 218962 270479 297414 327576 390218 1.00 700 176715 235467 258367 280952 326206 1.00 415
yIreland 174020 208079 227567 249378 297762 1.00 671 218035 260421 284984 311080 372042 1.01 631
yItaly 133524 161014 176434 193334 229348 1.00 2067 102507 125706 137513 149684 176917 1.01 1192
ySpain 82502 98202 107286 117211 142247 1.00 3088 90227 107347 117276 128029 154496 1.00 1993
yFrance 71741 86015 93757 102104 120618 1.00 1553 88006 107389 117530 128473 151311 1.00 1129
yLithuania 57967 73911 80838 88179 103855 1.00 912 67220 91676 100569 109516 128038 1.01 498
yGermany 102159 123303 134707 146858 173111 1.00 976 124190 149989 163840 178943 212056 1.01 1434
yHungary 45277 53665 58552 63996 78637 1.00 2909 41996 49700 54270 59378 71828 1.00 3828
yPortugal 54437 76528 84020 92046 109020 1.00 588 63376 80994 88461 96419 113941 1.00 1343
yLatvia 35605 42064 45887 50108 60042 1.00 3134 40088 47679 52090 56891 67215 1.00 3068
yGreece 36592 43647 47650 52047 61242 1.00 4928 29925 35621 38999 42752 52287 1.00 4081
ySlovakia 34248 40740 44438 48489 58010 1.00 4997 37429 44366 48349 52609 61827 1.00 3671
yNetherlands 33542 40242 43946 47898 56335 1.00 2879 38231 46609 50970 55572 65645 1.01 1862
yCzechRepublic 15872 18754 20475 22373 27128 1.00 7002 21381 25403 27717 30250 35698 1.00 5447
ySweden 18943 22496 24555 26744 31529 1.00 5942 20434 24220 26349 28661 33848 1.00 5120
yBelgium 11643 13774 15044 16441 19799 1.00 8000 14556 17217 18789 20506 24204 1.00 8867
yDenmark 12421 14699 16047 17528 21122 1.00 6850 14527 17184 18744 20446 24265 1.00 9191
yAustria 6692 7926 8665 9498 12764 1.00 625 10211 12098 13212 14464 18170 1.00 2930
yFinland 8755 10367 11320 12377 15358 1.00 4723 14135 16770 18285 19908 23389 1.00 8566
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Sensitivity tests are performed on the models presented in Chapter 3. The R package

DHARMa was used, which provides residual diagnostics for hierarchical regression

models (Hartig and Lohse, 2021). The package uses a simulation-based approach to

produce posterior predictive simulation from JAGS; the idea behind the approach is

to simulate replicated data under the model specified and to compare them to the ob-

served data (Gelman and Hill, 2006) . The residuals are standardised between 0 and 1;

the observed residuals are plotted against the expected. We would expect that a model

correctly specified can simulate correctly the data. Analysing the residuals, it is possi-

ble to look at systematic discrepancies between real and replicated data (Gelman et al.,

2013).

For each simulation are presented two plots: a scatterplot which shows two sets of

quantiles against one another, and a residuals plot, which shows the residuals on the

vertical axis and the independent variable on the horizontal axis. From the first plot,

we should expect an almost straight line from the quantiles, while from the second plot,

we would like to see the residuals randomly distributed on the horizontal axis.

Figure A.2 shows the plots produced through simulation and the DHARMa package.

The figure on the left shows the Facebook side of the model, while the one on the

right the LFS side. Considering the two scatterplot, it seems that the model does a bet-

ter job at simulating the LFS data rather than the Facebook ones. The residuals plots

shows that the residuals are not randomly distributed. This analysis stresses that the

model specification could be improved; it seems that one of the problems might be

over-dispersion. As a matter of fact, Figure A.3 and Figure A.4 explore the use of a

Quasi-Poisson and a Negative Binomial distributions respectively. The two alternative

specifications do not seem to improve the scatterplots. However, the Quasi-Poisson

seems to improve the residual plot in the case of the LFS (Figure A.3), while the Nega-

tive Binomial seems to produce more randomly distributed residuals in the case of the

Facebook data (Figure A.4). Therefore, it was attempted to specify a model in which

the Facebook data follows a Negative Binomial, while the LFS data a Quasi-Poisson.

Figure A.5 shows the results from this attempt, which seems to improve the random

distribution of the residuals for the Facebook data, but not significantly improving the

LFS side of the model. In terms of the estimates from the models, these are robust across

the different specifications of the models, though with larger uncertainty intervals.
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FIGURE A.2: DHARMa of the model presented in Chapter 3
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FIGURE A.3: DHARMa of the Quasi-Poisson Model Specification
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FIGURE A.4: DHARMa of Negative Binomial Model Specification
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FIGURE A.5: DHARMa of the Negative Binomial Model Specification for the Facebook
data and Quasi-Poisson for the LFS data

The simulation are run also for all the models presented in Table 3.4. The figures do

not vary much from Figure A.2. However, the model with Gamma(1, 1) (Figure A.11)

shows slightly better results in comparisons to the previous models.
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FIGURE A.6: DHARMa of the “Model without Facebook data” in Table 3.4
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FIGURE A.7: DHARMa of the “Model with Facebook bias at 0%” in Table 3.4
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FIGURE A.8: DHARMa of the “Model with Facebook bias at 11%” in Table 3.4

0.0 0.2 0.4 0.6 0.8 1.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

QQ plot residuals

Expected

O
bs

er
ve

d

KS test: p= 0.00023
Deviation  significant

Outlier test: p= 0
Deviation  significant

Dispersion test: p= NA
Deviation  NA

Model predictions (rank transformed)

S
ta

nd
ar

di
ze

d 
re

si
du

al

0.0 0.2 0.4 0.6 0.8 1.0

0.
00

0.
25

0.
50

0.
75

1.
00

Residual vs. predicted
Quantile deviations detected (red curves)

Combined adjusted quantile test significant

DHARMa residual diagnostics

(A) Facebook

0.0 0.2 0.4 0.6 0.8 1.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

QQ plot residuals

Expected

O
bs

er
ve

d

KS test: p= 0.1372
Deviation  n.s.

Outlier test: p= 0
Deviation  significant

Dispersion test: p= NA
Deviation  NA

Model predictions (rank transformed)

S
ta

nd
ar

di
ze

d 
re

si
du

al

0.0 0.2 0.4 0.6 0.8 1.0

0.
00

0.
25

0.
50

0.
75

1.
00

Residual vs. predicted
Quantile deviations detected (red curves)

Combined adjusted quantile test significant

DHARMa residual diagnostics

(B) LFS

FIGURE A.9: DHARMa of the “Model with LFS bias at 4%” in Table 3.4
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FIGURE A.10: DHARMa of the “Model with LFS bias at 30%” in Table 3.4



112 Chapter A. Supplementary Materials from Chapter 3

0.0 0.2 0.4 0.6 0.8 1.0

0.
0

0.
2

0.
4

0.
6

0.
8

QQ plot residuals

Expected

O
bs

er
ve

d

KS test: p= 0.05961
Deviation  n.s.

Outlier test: p= 1
Deviation  n.s.

Dispersion test: p= NA
Deviation  NA

Model predictions (rank transformed)

S
ta

nd
ar

di
ze

d 
re

si
du

al

0.0 0.2 0.4 0.6 0.8 1.0

0.
00

0.
25

0.
50

0.
75

1.
00

Residual vs. predicted
Quantile deviations detected (red curves)

Combined adjusted quantile test significant

DHARMa residual diagnostics

(A) Facebook

0.0 0.2 0.4 0.6 0.8 1.0

0.
2

0.
4

0.
6

0.
8

QQ plot residuals

Expected

O
bs

er
ve

d

KS test: p= 0.08299
Deviation  n.s.

Outlier test: p= 1
Deviation  n.s.

Dispersion test: p= NA
Deviation  NA

Model predictions (rank transformed)

S
ta

nd
ar

di
ze

d 
re

si
du

al

0.0 0.2 0.4 0.6 0.8 1.0

0.
00

0.
25

0.
50

0.
75

1.
00

Residual vs. predicted
Quantile deviations detected (red curves)

Combined adjusted quantile test significant

DHARMa residual diagnostics

(B) LFS

FIGURE A.11: DHARMa of the “Model with Gamma(1,1)” in Table 3.4
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Appendix B

Supplementary Materials from the

Chapter 4

Table B.1, Table B.2, Table B.3, Table B.4, Table B.5, Table B.6, Table B.7, Table B.8, Ta-

ble B.9, and Table B.10 report the posterior characteristics of the coefficients of the true

stock estimates by age and sex for the two years of analysis. The tables report R̂ and

n̂e f f , which is the effective number of simulation draws (Gelman et al., 2013); it is re-

ported as an additional measure to show the series converge.
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TABLE B.1: Posterior characteristics of the coefficients of the true stock estimates by age and sex for France by years with R̂ and n̂e f f .

Male Female
Year Age 2.5% 25% 50% 75% 97.5% R̂ n̂e f f 2.5% 25% 50% 75% 97.5% R̂ n̂e f f

2018

15-19 4259 5024 5481 5977 7050 1.00 293262 5243 6181 6742 7351 8674 1.00 289677
20-24 9711 11451 12488 13617 16044 1.00 293165 11786 13893 15150 16516 19490 1.00 289290
25-29 13493 15904 17346 18913 22296 1.00 293081 14736 17367 18936 20643 24360 1.00 289577
30-34 12949 15269 16652 18155 21396 1.00 293245 13556 15977 17424 18991 22409 1.00 289568
35-39 10517 12405 13528 14750 17386 1.00 293306 10253 12086 13181 14367 16958 1.00 289492
40-44 7821 9224 10059 10969 12933 1.00 293239 10841 12782 13939 15195 17929 1.00 289427
45-49 5500 6488 7076 7718 9099 1.00 293261 8897 10489 11436 12469 14712 1.00 289443
50-54 2641 3116 3399 3708 4375 1.00 293244 5598 6598 7196 7846 9263 1.00 289347
55-59 1993 2352 2566 2800 3305 1.00 293158 2589 3055 3333 3634 4292 1.00 289436
60-64 1130 1334 1457 1590 1879 1.00 293179 1764 2082 2272 2479 2928 1.00 289764
65+ 2695 3179 3469 3783 4463 1.00 293117 6775 7987 8711 9497 11205 1.00 289607

2019

15-19 5895 6957 7588 8275 9771 1.00 290077 6572 7772 8484 9258 10940 1.00 290808
20-24 9098 10735 11706 12767 15069 1.00 289857 9874 11680 12748 13909 16422 1.00 287273
25-29 12338 14555 15872 17304 20421 1.00 289890 14796 17490 19087 20824 24602 1.00 290415
30-34 11883 14015 15284 16665 19668 1.00 289743 8544 10102 11030 12035 14218 1.00 290590
35-39 10109 11931 13009 14184 16742 1.00 289906 13724 16226 17711 19323 22824 1.00 290549
40-44 8845 10438 11382 12412 14647 1.00 289654 9779 11563 12621 13768 16269 1.00 290469
45-49 9437 11136 12141 13239 15628 1.00 289579 11144 13176 14381 15690 18537 1.00 290355
50-54 4210 4969 5420 5912 6980 1.00 289809 5749 6800 7424 8101 9572 1.00 290468
55-59 2522 2980 3252 3548 4192 1.00 289498 3284 3884 4242 4630 5473 1.00 290541
60-64 1679 1985 2167 2366 2797 1.00 290077 2461 2913 3182 3473 4108 1.00 290103
65+ 2521 2980 3251 3548 4191 1.00 289677 6640 7849 8570 9351 11050 1.00 290343
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TABLE B.2: Posterior characteristics of the coefficients of the true stock estimates by age and sex for Germany by years with R̂ and n̂e f f .

Male Female
Year Age 2.5% 25% 50% 75% 97.5% R̂ n̂e f f 2.5% 25% 50% 75% 97.5% R̂ n̂e f f

2018

15-19 5790 6836 7459 8137 9609 1.00 285720 4514 5337 5820 6350 7493 1.00 290702
20-24 10300 12154 13262 14462 17074 1.00 285669 12963 15317 16697 18216 21490 1.00 291052
25-29 17383 20513 22381 24401 28800 1.00 285387 15330 18116 19754 21541 25407 1.00 290188
30-34 18526 21862 23857 26009 30698 1.00 285472 16892 19955 21758 23730 27996 1.00 290152
35-39 14022 16544 18052 19684 23229 1.00 291378 17553 20743 22616 24666 29095 1.00 291016
40-44 13013 15362 16761 18276 21564 1.00 285138 15259 18030 19656 21439 25301 1.00 290971
45-49 13734 16207 17682 19280 22761 1.00 285297 15703 18554 20228 22062 26032 1.00 291033
50-54 12516 14771 16120 17576 20746 1.00 285557 12369 14617 15937 17382 20504 1.00 291137
55-59 8867 10467 11420 12453 14691 1.00 291491 10885 12865 14026 15299 18055 1.00 291153
60-64 3717 4387 4789 5224 6170 1.00 284832 8147 9626 10497 11448 13507 1.00 290253
65+ 9152 10806 11791 12857 15173 1.00 284760 20223 23896 26048 28416 33531 1.00 291036

2019

15-19 4463 5281 5760 6287 7436 1.00 288956 4324 5115 5587 6098 7209 1.00 289781
20-24 8266 9772 10660 11630 13744 1.00 288895 8495 10046 10966 11972 14138 1.00 288950
25-29 12749 15072 16439 17934 21188 1.00 288523 12045 14246 15549 16969 20044 1.00 289686
30-34 13852 16374 17864 19484 23016 1.00 288746 15222 17999 19646 21441 25324 1.00 289567
35-39 11321 13382 14597 15922 18815 1.00 288827 13489 15950 17411 19002 22443 1.00 289064
40-44 8935 10564 11524 12573 14846 1.00 288619 11826 13987 15269 16664 19683 1.00 289245
45-49 9677 11445 12486 13621 16097 1.00 288594 11682 13819 15084 16463 19438 1.00 288775
50-54 12660 14968 16325 17811 21045 1.00 288625 13039 15423 16836 18371 21703 1.00 289021
55-59 8190 9684 10564 11524 13621 1.00 288450 11539 13648 14897 16259 19208 1.00 290085
60-64 4463 5280 5763 6288 7433 1.00 288628 7210 8529 9310 10163 12005 1.00 289117
65+ 10424 12324 13443 14669 17330 1.00 288691 18811 22249 24283 26500 31303 1.00 289885



116
C

hapter
B.

Supplem
entary

M
aterials

from
the

C
hapter

4
TABLE B.3: Posterior characteristics of the coefficients of the true stock estimates by age and sex for Ireland by years with R̂ and n̂e f f .

Male Female
Age Year 2.5% 25% 50% 75% 97.5% R̂ n̂e f f 2.5% 25% 50% 75% 97.5% R̂ n̂e f f

2018

15-19 3596 4251 4639 5065 5983 1.00 291034 5499 6503 7097 7741 9141 1.00 289902
20-24 7402 8751 9547 10420 12300 1.00 290753 9431 11150 12165 13271 15657 1.00 289385
25-29 14533 17172 18738 20448 24141 1.00 292213 14291 16895 18433 20105 23727 1.00 289944
30-34 15919 18812 20525 22397 26434 1.00 290905 15721 18585 20276 22115 26087 1.00 290233
35-39 15919 18809 20523 22395 26429 1.00 290913 14791 17488 19077 20809 24551 1.00 289822
40-44 15019 17746 19363 21130 24937 1.00 290758 14790 17487 19077 20808 24555 1.00 290118
45-49 14191 16767 18289 19963 23567 1.00 290790 11722 13853 15115 16485 19454 1.00 290018
50-54 13914 16436 17936 19569 23103 1.00 290562 14646 17319 18894 20607 24318 1.00 290082
55-59 11695 13821 15080 16456 19425 1.00 292387 14649 17318 18894 20607 24322 1.00 289999
60-64 12180 14394 15705 17139 20232 1.00 292268 12291 14529 15852 17292 20406 1.00 290031
65+ 53315 62970 68710 74973 88467 1.00 290700 75043 88715 96768 105537 124505 1.00 290029

2019

15-19 4940 5845 6385 6973 8262 1.00 270605 3862 4572 4992 5452 6470 1.00 276718
20-24 5041 5962 6513 7114 8425 1.00 271542 9684 11460 12505 13657 16184 1.00 274917
25-29 8802 10407 11366 12411 14696 1.00 270180 13732 16238 17725 19352 22932 1.00 276038
30-34 9395 11108 12132 13243 15680 1.00 270947 12665 14983 16345 17854 21159 1.00 275566
35-39 17014 20117 21967 23980 28391 1.00 270629 14897 17613 19218 20988 24875 1.00 276075
40-44 10387 12279 13408 14642 17340 1.00 271072 13729 16242 17722 19355 22931 1.00 276303
45-49 11277 13332 14559 15893 18822 1.00 270987 16635 19674 21469 23442 27765 1.00 276077
50-54 14244 16841 18393 20077 23769 1.00 270829 16442 19445 21218 23167 27450 1.00 275204
55-59 13753 16254 17752 19381 22945 1.00 271097 14021 16581 18096 19762 23410 1.00 275099
60-64 11179 13214 14430 15756 18649 1.00 270266 14501 17158 18718 20443 24220 1.00 275197
65+ 70758 83630 91303 99676 117956 1.00 270954 90623 107187 116946 127676 151240 1.00 275085
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TABLE B.4: Posterior characteristics of the coefficients of the true stock estimates by age and sex for Italy by years with R̂ and n̂e f f .

Male Female
Year Age 2.5% 25% 50% 75% 97.5% R̂ n̂e f f 2.5% 25% 50% 75% 97.5% R̂ n̂e f f

2018

15-19 6876 8114 8854 9657 11402 1.00 287952 7607 8977 9789 10679 12600 1.00 285600
20-24 19138 22580 24638 26869 31709 1.00 287930 15788 18621 20301 22145 26124 1.00 285544
25-29 22736 26816 29257 31909 37659 1.00 287880 21991 25936 28279 30844 36374 1.00 285405
30-34 19739 23287 25409 27712 32701 1.00 287877 18040 21284 23204 25311 29849 1.00 285392
35-39 13158 15525 16942 18475 21813 1.00 287807 12402 14630 15953 17403 20524 1.00 288760
40-44 9686 11431 12472 13604 16065 1.00 287972 9581 11305 12327 13448 15860 1.00 288514
45-49 7892 9314 10163 11085 13088 1.00 287759 9412 11106 12109 13209 15582 1.00 285537
50-54 7655 9031 9854 10749 12691 1.00 288049 6763 7979 8702 9493 11199 1.00 288543
55-59 4302 5080 5544 6046 7141 1.00 287799 4056 4787 5221 5696 6722 1.00 283832
60-64 2567 3033 3310 3611 4268 1.00 288086 2250 2658 2900 3165 3737 1.00 289781
65+ 8193 9665 10549 11504 13584 1.00 287805 11332 13367 14574 15899 18753 1.00 285492

2019

15-19 6855 8103 8842 9648 11409 1.00 289047 6849 8087 8819 9614 11349 1.00 290858
20-24 17231 20352 22202 24223 28618 1.00 288252 13791 16278 17747 19344 22820 1.00 290742
25-29 23149 27345 29831 32543 38445 1.00 288672 21411 25272 27554 30036 35443 1.00 290571
30-34 17029 20115 21948 23941 28284 1.00 288555 12867 15192 16563 18058 21304 1.00 290742
35-39 15677 18515 20197 22040 26043 1.00 288581 9351 11048 12045 13133 15495 1.00 290852
40-44 14632 17282 18855 20572 24309 1.00 288673 7435 8779 9573 10434 12318 1.00 290757
45-49 12315 14549 15872 17319 20465 1.00 288481 7767 9172 10004 10905 12874 1.00 290837
50-54 6693 7907 8629 9416 11127 1.00 288936 8770 10358 11294 12312 14523 1.00 290804
55-59 6064 7166 7819 8532 10088 1.00 289069 4173 4931 5377 5864 6925 1.00 292003
60-64 4953 5858 6390 6975 8246 1.00 288842 2502 2958 3226 3520 4157 1.00 290662
65+ 12566 14843 16191 17666 20878 1.00 288390 12199 14404 15704 17118 20191 1.00 290762
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TABLE B.5: Posterior characteristics of the coefficients of the true stock estimates by age and sex for Latvia by years with R̂ and n̂e f f .

Male Female
Year Age 2.5% 25% 50% 75% 97.5% R̂ n̂e f f 2.5% 25% 50% 75% 97.5% R̂ n̂e f f

2018

15-19 2184 2575 2808 3062 3613 1.00 290731 1724 2035 2219 2419 2855 1.00 288392
20-24 2648 3120 3402 3709 4377 1.00 290680 3124 3687 4018 4381 5168 1.00 289189
25-29 7149 8422 9181 10007 11801 1.00 290641 8308 9798 10674 11633 13717 1.00 289258
30-34 8832 10403 11340 12359 14578 1.00 290709 9338 11010 11996 13070 15414 1.00 288591
35-39 4963 5845 6371 6946 8194 1.00 290807 5134 6055 6597 7191 8481 1.00 288671
40-44 3279 3864 4211 4592 5418 1.00 290704 3730 4402 4797 5230 6169 1.00 288355
45-49 2143 2525 2754 3003 3543 1.00 290979 1818 2145 2338 2550 3011 1.00 288933
50-54 1427 1683 1836 2002 2364 1.00 290885 1910 2256 2458 2681 3164 1.00 289121
55-59 1259 1485 1620 1767 2087 1.00 290775 1865 2200 2399 2615 3086 1.00 289599
60-64 838 989 1080 1178 1393 1.00 290636 930 1100 1199 1309 1546 1.00 288881
65+ 417 494 540 590 698 1.00 290441 930 1099 1199 1309 1546 1.00 289200

2019

15-19 2037 2405 2624 2863 3375 1.00 291111 2448 2888 3147 3430 4042 1.00 293935
20-24 2717 3208 3498 3817 4501 1.00 291691 3244 3825 4170 4545 5353 1.00 293401
25-29 6325 7462 8134 8869 10448 1.00 291300 7414 8738 9520 10375 12210 1.00 293243
30-34 7411 8748 9533 10396 12249 1.00 291313 7841 9243 10069 10975 12916 1.00 293507
35-39 6692 7895 8606 9386 11056 1.00 291339 6421 7568 8245 8985 10573 1.00 293533
40-44 3126 3689 4023 4388 5173 1.00 291508 3736 4405 4798 5232 6158 1.00 293499
45-49 2716 3207 3499 3816 4500 1.00 291231 2263 2671 2911 3173 3740 1.00 293584
50-54 1356 1603 1749 1909 2253 1.00 291311 2692 3177 3462 3774 4443 1.00 293589
55-59 1356 1603 1748 1909 2253 1.00 291526 2018 2381 2596 2831 3335 1.00 293478
60-64 1356 1603 1749 1909 2254 1.00 292576 1221 1443 1573 1716 2024 1.00 293308
65+ 676 800 874 956 1131 1.00 291278 1222 1443 1573 1716 2023 1.00 293400
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TABLE B.6: Posterior characteristics of the coefficients of the true stock estimates by age and sex for Lithuania by years with R̂ and n̂e f f .

Male Female
Year Age 2.5% 25% 50% 75% 97.5% R̂ n̂e f f 2.5% 25% 50% 75% 97.5% R̂ n̂e f f

2018

15-19 2994 3537 3859 4213 4981 1.00 292133 4207 4981 5437 5936 7011 1.00 289002
20-24 8204 9688 10567 11534 13629 1.00 292205 11077 13109 14307 15619 18444 1.00 288797
25-29 13558 16007 17462 19053 22512 1.00 290493 15507 18353 20030 21869 25815 1.00 288822
30-34 13555 16006 17461 19055 22514 1.00 292240 16397 19400 21175 23115 27302 1.00 288752
35-39 8915 10530 11487 12535 14812 1.00 292134 11963 14156 15452 16868 19924 1.00 288862
40-44 4350 5139 5605 6117 7229 1.00 292086 6290 7445 8126 8872 10481 1.00 288699
45-49 3635 4295 4687 5115 6046 1.00 292103 4607 5452 5952 6498 7678 1.00 288857
50-54 3101 3664 3997 4363 5157 1.00 291896 2435 2883 3147 3438 4061 1.00 288856
55-59 1745 2063 2251 2458 2905 1.00 291053 2035 2411 2632 2875 3398 1.00 289129
60-64 1032 1221 1332 1455 1722 1.00 291002 1326 1572 1717 1875 2218 1.00 289176
65+ 532 631 689 753 893 1.00 292475 484 575 629 688 817 1.00 288838

2019

15-19 3584 4226 4608 5021 5918 1.00 291889 4493 5309 5792 6317 7449 1.00 290859
20-24 7590 8945 9751 10625 12519 1.00 291779 8512 10050 10965 11954 14099 1.00 291054
25-29 11737 13827 15073 16423 19348 1.00 291789 13436 15865 17310 18868 22257 1.00 291106
30-34 13833 16298 17763 19354 22808 1.00 291789 17347 20482 22343 24359 28717 1.00 291123
35-39 11167 13160 14343 15632 18414 1.00 290808 12472 14730 16066 17518 20660 1.00 291046
40-44 5727 6749 7358 8020 9449 1.00 291756 6208 7332 7999 8723 10289 1.00 291025
45-49 4280 5044 5499 5994 7063 1.00 291828 3959 4676 5103 5565 6565 1.00 291144
50-54 1963 2317 2527 2755 3251 1.00 291874 3639 4298 4689 5114 6035 1.00 291203
55-59 1732 2044 2229 2431 2868 1.00 292878 3957 4676 5102 5563 6564 1.00 290879
60-64 574 680 743 811 961 1.00 292594 2298 2717 2965 3233 3817 1.00 291045
65+ 574 680 743 812 960 1.00 292456 1067 1263 1379 1505 1780 1.00 290837
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TABLE B.7: Posterior characteristics of the coefficients of the true stock estimates by age and sex for Poland by years with R̂ and n̂e f f .

Male Female
Year Age 2.5% 25% 50% 75% 97.5% R̂ n̂e f f 2.5% 25% 50% 75% 97.5% R̂ n̂e f f

2018

15-19 24191 28598 31219 34068 40239 1.00 292844 23848 28235 30855 33703 39928 1.00 284365
20-24 40320 47661 52024 56788 67065 1.00 288910 42571 50430 55097 60184 71295 1.00 284483
25-29 59144 69902 76306 83285 98362 1.00 288909 65290 77320 84481 92285 109328 1.00 284431
30-34 91936 108671 118632 129467 152896 1.00 292754 97077 114973 125622 137231 162520 1.00 284358
35-39 88720 104860 114467 124916 147476 1.00 292855 95363 112955 123418 134818 159709 1.00 284424
40-44 46779 55287 60357 65868 77806 1.00 292815 48256 57155 62439 68218 80800 1.00 284424
45-49 22579 26690 29135 31801 37549 1.00 288876 25542 30251 33056 36115 42779 1.00 284424
50-54 11290 13345 14569 15901 18781 1.00 288936 15326 18153 19837 21668 25667 1.00 284414
55-59 9190 10864 11862 12948 15294 1.00 288814 10668 12638 13810 15090 17876 1.00 284366
60-64 7850 9276 10128 11057 13058 1.00 292930 5673 6722 7346 8026 9511 1.00 284396
65+ 7094 8387 9157 9995 11811 1.00 288870 12314 14588 15941 17415 20633 1.00 284349

2019

15-19 21705 25635 27973 30521 36044 1.00 291465 19467 23006 25101 27368 32290 1.00 289603
20-24 36988 43676 47658 52001 61417 1.00 293037 33933 40085 43743 47689 56257 1.00 289701
25-29 41175 48619 53043 57881 68336 1.00 293121 58704 69349 75676 82500 97339 1.00 289754
30-34 73164 86411 94269 102875 121472 1.00 293074 81599 96422 105205 114697 135308 1.00 289695
35-39 82818 97797 106718 116435 137464 1.00 292891 90918 107419 117193 127775 150740 1.00 289709
40-44 56272 66466 72525 79130 93433 1.00 292990 50109 59202 64598 70427 83074 1.00 289659
45-49 27822 32851 35845 39108 46178 1.00 293024 24327 28754 31377 34209 40348 1.00 289687
50-54 13740 16236 17715 19330 22837 1.00 292773 17321 20466 22331 24351 28735 1.00 289702
55-59 10610 12530 13675 14924 17627 1.00 293243 14744 17420 19012 20728 24451 1.00 289813
60-64 8918 10538 11501 12550 14825 1.00 291498 7311 8641 9431 10285 12138 1.00 289612
65+ 10046 11867 12950 14132 16694 1.00 293044 13284 15697 17128 18676 22043 1.00 289823
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TABLE B.8: Posterior characteristics of the coefficients of the true stock estimates by age and sex for Portugal by years with R̂ and n̂e f f .

Male Female
Year Age 2.5% 25% 50% 75% 97.5% R̂ n̂e f f 2.5% 25% 50% 75% 97.5% R̂ n̂e f f

2018

15-19 4310 5081 5541 6042 7129 1.00 290346 4209 4969 5416 5903 6963 1.00 296818
20-24 7361 8675 9460 10315 12172 1.00 290627 8421 9938 10830 11805 13924 1.00 296380
25-29 11571 13634 14865 16207 19122 1.00 290320 10898 12862 14018 15276 18013 1.00 296865
30-34 11567 13633 14866 16207 19125 1.00 290415 10404 12278 13380 14582 17194 1.00 296490
35-39 8782 10350 11284 12305 14519 1.00 290580 8918 10523 11469 12500 14743 1.00 296518
40-44 9307 10970 11959 13041 15388 1.00 290585 9564 11283 12296 13401 15801 1.00 296494
45-49 5360 6320 6891 7516 8869 1.00 290362 5795 6840 7455 8125 9583 1.00 296652
50-54 3468 4090 4460 4863 5740 1.00 290445 2722 3214 3505 3821 4508 1.00 290318
55-59 2521 2973 3243 3538 4177 1.00 291251 2870 3390 3695 4029 4754 1.00 290610
60-64 1942 2291 2500 2727 3221 1.00 290771 1234 1460 1593 1737 2053 1.00 290475
65+ 2152 2540 2770 3021 3567 1.00 290926 2078 2454 2676 2918 3443 1.00 290610

2019

15-19 4053 4787 5221 5698 6729 1.00 290067 3547 4192 4572 4987 5882 1.00 290170
20-24 8451 9976 10877 11871 14010 1.00 290351 6054 7151 7798 8506 10035 1.00 289278
25-29 8976 10599 11558 12612 14886 1.00 290133 10027 11837 12904 14074 16596 1.00 289356
30-34 8448 9976 10877 11872 14011 1.00 290336 10653 12579 13714 14954 17637 1.00 290477
35-39 10210 12052 13141 14339 16920 1.00 290144 9611 11345 12370 13489 15906 1.00 288926
40-44 9331 11014 12009 13106 15462 1.00 290403 8771 10359 11293 12317 14528 1.00 290232
45-49 5473 6463 7049 7694 9084 1.00 290442 5929 7003 7635 8329 9823 1.00 290267
50-54 4187 4946 5395 5889 6955 1.00 290630 5774 6822 7439 8114 9570 1.00 289100
55-59 3646 4308 4699 5129 6056 1.00 290506 2432 2875 3137 3422 4041 1.00 289990
60-64 1347 1594 1740 1901 2249 1.00 290779 2781 3286 3585 3912 4617 1.00 290574
65+ 1347 1594 1740 1901 2248 1.00 290326 3477 4109 4481 4888 5770 1.00 289101
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TABLE B.9: Posterior characteristics of the coefficients of the true stock estimates by age and sex for Romania by years with R̂ and n̂e f f .

Male Female
Year Age 2.5% 25% 50% 75% 97.5% R̂ n̂e f f 2.5% 25% 50% 75% 97.5% R̂ n̂e f f

2018

15-19 12388 14678 16047 17537 20785 1.00 284488 10578 12467 13586 14814 17454 1.00 292986
20-24 38479 45576 49830 54453 64535 1.00 284708 33445 39401 42936 46815 55144 1.00 293066
25-29 71082 84207 92060 100608 119187 1.00 284792 49943 58853 64132 69923 82377 1.00 293114
30-34 62598 74167 81081 88609 104971 1.00 284686 44445 52368 57071 62221 73296 1.00 293140
35-39 41735 49437 54053 59071 69982 1.00 284829 33015 38903 42392 46218 54460 1.00 293054
40-44 26730 31674 34626 37838 44835 1.00 284955 19888 23437 25545 27852 32804 1.00 293078
45-49 16949 20084 21957 23997 28446 1.00 284816 13117 15461 16849 18370 21644 1.00 293117
50-54 8405 9964 10895 11909 14113 1.00 284736 5923 6981 7609 8299 9778 1.00 292071
55-59 3842 4556 4983 5448 6457 1.00 285751 2579 3041 3316 3616 4263 1.00 293533
60-64 1429 1697 1858 2033 2413 1.00 285160 1140 1345 1467 1601 1890 1.00 292461
65+ 2277 2701 2956 3232 3835 1.00 286278 1944 2292 2500 2727 3216 1.00 292867

2019

15-19 8106 9584 10457 11410 13482 1.00 288999 9521 11236 12254 13359 15754 1.00 292772
20-24 29847 35289 38495 41994 49609 1.00 289172 28240 33320 36338 39617 46697 1.00 292858
25-29 50126 59253 64643 70513 83308 1.00 288974 48619 57343 62533 68172 80355 1.00 292773
30-34 57217 67635 73780 80485 95083 1.00 289068 44008 51920 56620 61729 72756 1.00 292849
35-39 37927 44839 48919 53362 63038 1.00 289115 28898 34094 37183 40531 47780 1.00 292879
40-44 21137 24993 27268 29748 35147 1.00 289165 16416 19370 21125 23033 27144 1.00 292879
45-49 13053 15438 16841 18373 21710 1.00 290680 10964 12940 14112 15386 18136 1.00 293842
50-54 7767 9187 10025 10937 12924 1.00 289222 8800 10382 11323 12347 14561 1.00 292803
55-59 2669 3159 3448 3765 4452 1.00 291117 2819 3330 3633 3963 4678 1.00 293822
60-64 1861 2203 2405 2626 3109 1.00 291011 2163 2555 2788 3042 3590 1.00 293820
65+ 1053 1247 1364 1489 1764 1.00 290914 783 928 1014 1108 1312 1.00 294378
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TABLE B.10: Posterior characteristics of the coefficients of the true stock estimates by age and sex for Spain by years with R̂ and n̂e f f .

Male Female
Year Age 2.5% 25% 50% 75% 97.5% R̂ n̂e f f 2.5% 25% 50% 75% 97.5% R̂ n̂e f f

2018

15-19 4549 5364 5852 6382 7520 1.00 292298 4457 5262 5740 6262 7401 1.00 290221
20-24 10118 11925 13002 14181 16702 1.00 292937 12650 14927 16282 17753 20966 1.00 290178
25-29 18973 22360 24386 26587 31295 1.00 292624 17315 20424 22280 24293 28705 1.00 290199
30-34 16442 19383 21131 23042 27133 1.00 292834 15979 18853 20563 22424 26488 1.00 290116
35-39 11953 14088 15361 16749 19723 1.00 292202 13588 16027 17479 19061 22507 1.00 290186
40-44 7966 9390 10241 11165 13150 1.00 292182 8455 9975 10882 11869 14018 1.00 290268
45-49 7585 8943 9753 10635 12524 1.00 292736 8254 9740 10625 11587 13686 1.00 290253
50-54 3665 4321 4714 5141 6060 1.00 292253 3792 4476 4884 5328 6296 1.00 290372
55-59 2272 2681 2926 3192 3763 1.00 292403 2993 3533 3855 4206 4974 1.00 290308
60-64 1260 1488 1625 1774 2095 1.00 292535 1328 1569 1713 1871 2214 1.00 289028
65+ 3855 4545 4957 5407 6373 1.00 292559 5324 6284 6854 7476 8831 1.00 290259

2019

15-19 3072 3628 3960 4322 5106 1.00 291832 4724 5585 6096 6655 7868 1.00 287953
20-24 8817 10407 11353 12384 14612 1.00 291431 9925 11732 12800 13973 16505 1.00 287441
25-29 14689 17329 18904 20616 24330 1.00 291316 14380 16985 18532 20228 23891 1.00 287677
30-34 14882 17548 19140 20872 24636 1.00 291458 15133 17878 19509 21289 25140 1.00 288548
35-39 12270 14474 15789 17218 20318 1.00 291452 11539 13633 14873 16235 19178 1.00 288951
40-44 11386 13433 14653 15982 18864 1.00 291458 8983 10614 11583 12642 14939 1.00 287864
45-49 5637 6654 7260 7921 9347 1.00 291508 6427 7597 8292 9051 10692 1.00 288836
50-54 6149 7259 7920 8640 10197 1.00 291368 4818 5697 6217 6788 8021 1.00 288561
55-59 2044 2417 2640 2882 3407 1.00 291406 3776 4467 4876 5325 6295 1.00 288233
60-64 2045 2417 2640 2882 3409 1.00 291586 1885 2233 2438 2663 3152 1.00 287986
65+ 2148 2538 2771 3026 3577 1.00 291744 8698 10278 11217 12243 14466 1.00 288741
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Figure B.1 shows the population pyramids from the multinomial-Dirichlet-Dirichlet

with different α values for the first Dirichlet. The values for the α are 0.1, 1, 10, and 100.

Changing the values of the α does not affect the harmonisation between Facebook and

LFS.

Figure B.2 shows the plots produced through simulation and the DHARMa package

for the model presented in Chapter 4. As discussed, the model specified could be im-

proved.
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FIGURE B.1: Population pyramids from the multinomial-Dirichlet-Dirichlet estimates
harmonising the Rogers-Castro estimates from Facebook and the LFS with different

values for the first Dirichlet.
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Figure C.1 shows the residuals from the model specified without interactions terms:

maeit = c + cT
1 da + cT

2 de + cT
3 di + (b + bT

1 da + bT
2 de + bT

3 di)× t (C.1)

The lighter and darker colours identify combinations in which the residuals are not

close to 0. It is evident that the model is not able to account for variability in the esti-

mates of Poland and Romania: especially, in the combination of the countries factors

with education and age groups.

Figure C.2 shows the residuals from the model specified in Chapter 5, which includes

the interactions terms (see Section 5.4). The interactions seems to have an effect in

reducing the residuals, meaning they reduce the difference between the data observed

and the expected values.

Table C.1 and Table C.2 report the posterior characteristics of the coefficients b and c

respectively, for the model specified in Chapter 5. The tables report R̂ and n̂e f f , which

is the effective number of simulation draws (Gelman et al., 2013); it is reported as an

additional measure to show the series converge.
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FIGURE C.1: Portrayal of the residuals from the first model without interaction terms.
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FIGURE C.2: Portrayal of the residuals from the model specified in Chapter 5, which
includes interactions terms for Poland and Romania with age groups and education.
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TABLE C.1: Posterior characteristics of the coefficients of the intercept of the model, c,
with R̂ and n̂e f f .

2.5% 25% 50% 75% 97.5% R̂ n̂e f f

c 8.00 8.03 8.04 8.06 8.08 1.01 97
cEdu Unspecified -0.69 -0.68 -0.67 -0.66 -0.65 1.02 513
cEdu Tertiary 0.30 0.32 0.33 0.33 0.35 1.03 452
cAge 20-29 1.27 1.29 1.31 1.32 1.33 1.02 556
cAge 30-39 1.16 1.19 1.20 1.21 1.23 1.01 424
cAge 40-49 0.61 0.63 0.64 0.65 0.67 1.03 483
cAge 50+ 1.23 1.25 1.26 1.26 1.28 1.00 521
cFrance -0.38 -0.36 -0.34 -0.33 -0.30 1.00 259
cGermany -0.59 -0.56 -0.55 -0.54 -0.51 1.00 267
cIreland -0.22 -0.19 -0.18 -0.17 -0.14 1.00 282
cPoland 0.06 0.10 0.12 0.14 0.18 1.01 268
cLatvia -0.38 -0.36 -0.35 -0.33 -0.31 1.00 288
cPortugal -0.18 -0.15 -0.14 -0.13 -0.10 1.01 216
cRomania 0.00 0.04 0.06 0.09 0.13 1.01 234
cSpain -0.28 -0.26 -0.24 -0.23 -0.20 1.00 249
cEdu Unspecified × Romania 0.93 0.97 1.00 1.02 1.06 1.02 589
cEdu Tertiary × Romania -0.16 -0.11 -0.09 -0.07 -0.03 1.02 601
cEdu Unspecified × Poland 1.01 1.066 1.08 1.10 1.14 1.00 650
cEdu Tertiary × Poland -0.28 -0.23 -0.21 -0.18 -0.14 1.01 604
cAge 20-29 × Romania 0.97 1.02 1.05 1.08 1.123 1.01 928
cAge 30-39 × Romania 0.84 0.89 0.92 0.94 1.00 1.00 943
cAge 40-49 × Romania 0.72 0.77 0.80 0.82 0.87 1.00 847
cAge 20-29 × Poland 0.62 0.67 0.69 0.72 0.77 1.01 655
cAge 30-39 × Poland 1.02 1.08 1.10 1.13 1.18 1.00 758
cAge 30-39 × Poland 0.70 0.75 0.77 0.80 0.85 1.01 951
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TABLE C.2: Posterior characteristics of the coefficients of the slope of the model, b,
with R̂ and n̂e f f .

2.5% 25% 50% 75% 97.5% R̂ n̂e f f

b -5.45×10−6 -1.92×10−6 -1.32×10−6 1.82×10−6 5.80×10−6 1.02 107
bEdu Unspecified -2.32×10−5 -2.09×10−5 -1.96×10−5 -1.84×10−5 -1.60×10−5 1.02 521
bEdu Tertiary -1.56×10−5 -1.31×10−5 -1.19×10−5 -1.07×10−5 -8.23×10−6 1.03 387
bAge 20-29 -4.11×10−5 -3.84×10−5 -3.68×10−5 -3.53×10−5 -3.23×10−5 1.02 587
bAge 30-39 -3.15×10−5 -2.87×10−5 -2.72×10−5 -2.57×10−5 -2.25×10−5 1.01 436
bAge 40-49 -2.73×10−5 -2.46×10−5 -2.31×10−5 -2.15×10−5 -1.83×10−5 1.02 496
bAge 50+ -6.97×10−6 -4.37×10−6 -3.01×10−6 -1.63×10−6 1.13×10−6 1.00 528
bFrance 2.85×10−6 4.02×10−6 5.89×10−6 7.92×10−6 1.15×10−6 1.00 268
bGermany 1.22×10−5 1.60×10−5 1.78×10−5 1.98×10−5 2.35×10−5 1.01 271
bIreland -3.58×10−6 3.44×10−5 5.26×10−5 7.17×10−6 1.07×10−5 1.00 291
bPoland -3.64×10−5 -3.05×10−5 -2.72×10−5 -2.39×10−5 -1.81×10−5 1.01 260
bLatvia 6.01×10−6 9.45×10−5 1.13×10−5 1.33×10−5 1.68×10−5 1.00 289
bPortugal -2.31×10−6 1.43×10−5 3.36×10−6 5.31×10−6 8.81×10−6 1.01 238
bRomania -3.21×10−5 -2.52×10−5 -2.19×10−5 -1.89×10−5 -1.29×10−5 1.01 243
bSpain -2.19×10−6 1.56×10−6 3.52×10−6 5.35×10−6 9.05×10−6 1.01 283
bEdu Unspecified × Romania 2.57×10−6 9.17×10−6 1.28×10−5 1.59×10−5 2.26×10−5 1.02 575
bEdu Tertiary × Romania 1.98×10−6 8.11×10−6 1.15×10−5 1.48×10−5 2.15×10−5 1.02 549
bEdu Unspecified × Poland 2.61×10−6 9.37×10−6 1.27×10−5 1.62×10−5 2.27×10−5 1.00 624
bEdu Tertiary × Poland 7.22×10−6 1.42×10−5 1.75×10−5 2.11×10−5 2.71×10−5 1.00 591
bAge 20-29 × Romania -7.58×10−6 -4.91×10−6 3.54×10−6 7.31×10−6 1.45×10−5 1.00 865
bAge 30-39 × Romania 9.51×10−6 1.74×10−5 2.14×10−5 2.51×10−5 3.24×10−5 1.00 955
bAge 40-49 × Romania -1.44×10−7 6.66×10−6 1.07×10−5 1.46×10−5 2.21×10−5 1.00 922
bAge 20-29 × Poland -1.07×10−5 -3.46×10−6 3.54×10−7 4.27×10−6 1.20×10−5 1.01 798
bAge 30-39 × Poland 1.08×10−6 8.60×10−6 1.24×10−5 1.62×10−5 2.36×10−5 1.01 802
bAge 40-49 × Poland 1.60×10−5 2.32×10−5 2.70×10−5 3.08×10−5 3.77×10−5 1.00 925
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Bayer, J. B., Triêu, P., and Ellison, N. B. (2020). Social Media Elements, Ecologies, and

Effects. Annual Review of Psychology, 71(1):471–497.

Bayes, T. and Price, n. (1763). LII. An essay towards solving a problem in the doctrine

of chances. By the late Rev. Mr. Bayes, F. R. S. communicated by Mr. Price, in a letter

to John Canton, A. M. F. R. S. Philosophical Transactions of the Royal Society of London,

53:370–418.

Bellou, A. (2015). The impact of Internet diffusion on marriage rates: Evidence from

the broadband market. Journal of Population Economics, 28(2):265–297.

Bernard, A., Bell, M., and Charles-Edwards, E. (2014). Life-Course Transitions and the

Age Profile of Internal Migration. Population and Development Review, 40(2):213–239.

Berners-Lee, T. and Fischetti, M. (2001). Weaving the Web: The Original Design and Ulti-

mate Destiny of the World Wide Web by Its Inventor. DIANE Publishing Company.



REFERENCES 135

Bijak, J. (2010). Forecasting International Migration in Europe: A Bayesian View. Springer

Science & Business Media.

Bijak, J. and Bryant, J. (2016). Bayesian demography 250 years after Bayes. Population

Studies, 70(1):1–19.

Bijak, J. and Czaika, M. (2020). Assessing Uncertain Migration Futures: A Typology of

the Unknown. Technical Report QuantMig Project Deliverable D1.1., Southampton

/ Krems: University of Southampton and Danube University Krems.

Bijak, J., Kupiszewska, D., and Kupiszewski, M. (2008). Replacement Migration Revis-

ited: Simulations of the Effects of Selected Population and Labor Market Strategies

for the Aging Europe, 2002–2052. Population Research and Policy Review, 27(3):321–342.

Bijak, J., Kupiszewska, D., Kupiszewski, M., Saczuk, K., and Kicinger, A. (2007). Pop-

ulation and labour force projections for 27 European countries, 2002-052: Impact of

international migration on population ageing: Projections de population et de popu-
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