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ABSTRACT

Digitalisation of medical research and diagnosis is becoming more important because it allows
us to offer the best possible treatment to patients exploiting technological advances. New med-
ical imaging methods and digital technologies, such as microfocus X-ray computed tomography
(uCT) scanning, are opening up a new world for medical researchers. Due to continuous im-
provements in imaging techniques, the produced images have grown in size in proportion to
improvements in computation. This means that, in order to use cutting-edge imaging tech-
niques, equivalent cutting-edge computing hardware and software are required. Such hardware
is expensive and the required software is not always available or incomplete with regards to
features needed. This thesis will address the problem of extra-large images in three of the main
areas of image-based research: management, processing and visualisation of images. The prob-
lems involved with each of these fields, arising because of the large image files, are identified and

tackled at the example of a medical research project.

The management of images needs to provide an established and easy-to-use interface for both
users and independent software utilized by the users. We suggest the use of a network file store
for data access. We also suggest a folksonomy for metadata management including illustrative

visual tools to search through data, metadata and dataset relations.

Processing of the stored data requires a lot of random access memory (RAM). We show that
the splitting of image data into smaller blocks helps in the application of sophisticated image

processing algorithms along two or three dimensions at the example of lung biopsy scans.

We also analyse methods to visualise three-dimensional (3D) objects to medical researchers. We
provide a tool for fast visualisation, ideal for previewing of data, and also explore new technologies

to enable presentation of 3D features including the use of 3D printing for visualisation.

Finally, these approaches are shown as part of an end-to-end workflow that handles the man-
agement, processing and visualisation of images. We present an exemplary scenario showing the
system in use. The workflow is highly modular and uses standard protocols and programming

interfaces, which makes it easier to extend than existing workflows.

Medical researchers require new approaches for handling their image workflow to further their
studies. Adaptation of existing management techniques from other domains, targeted modific-
ation of the data structure, and the use of modern manufacturing and visualisation techniques

can enable this without requiring new or modified software.
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Chapter 1

Introduction

HE first computed tomography (CT) scan was produced in 1971 using a combination of
an X-ray machine and a computer, developed by Godfrey Hounsfield and Allan Cor-
mack (Hounsfield, 1973). It was a single-slice brain scan with a size of 80 x 80 pixels

and took 5 minutes to complete (Hounsfield, 1973; New et al., 1974). The technology has, how-
ever, evolved rapidly and current medical CT scanners produce 3D images of 1024 x 1024 x 64
pixels in less than half a second (GE Healthcare, 2017; Siemens Healthcare GmbH, 2016; Toshiba
Medical, 2016). Compared to that of the first CT scan, the scan time has been reduced by a
factor of 1000, and the image size has increased from 6kB to 128 MB. Kemerink et al. (2011)
compared an X-ray system from 1896 with one from 2011 and came to a similar conclusion,

citing a reduction in the exposure time from 90 min to 21 ms.

Microfocus X-ray computed tomography (nCT) scans and 3D microscopy produce much larger
images than what conventional 2D microscopes can achieve. A 2000 x 2000 x 2000 pixel nCT
scan at 32-bit is approximately 30 GB in size. 3D microscopy for 100 slices at 20x magnific-
ation creates approximately 90 GB of uncompressed data. In comparison, a 40x objective 2D

microscopy scan produces 4 GB of uncompressed image data.

In this thesis, we will often talk about ‘large images’ when referring to images being too large
to process or visualise them efficiently on a ‘low-performance computer’. We classify computers
as ‘high-performance’ ones, if their processing power is significantly higher than the average
computer that can be bought on the market. This includes supercomputers and grid computers,
but also (expensive) targeted or custom-built machines. All other computers we classify as ‘low-
performance’. For the topic of this thesis, we will exclude devices that have computational power
but are not commonly used for general computational tasks, such as microcontrollers or mobile
phones, when talking about computers. We do not attach any specific figures to the performance
of low- or high-performance machines since their performance is continuously improving. Instead,
we assume that there will be a proportional increase in both image size as well as computing

power over time. This trend is shown in Figure 1.1.

Computers have been of great importance since digitalisation of images took over. The first X-ray
images were produced on a film (Rontgen, 1898). Recently, with the introduction of CT, images
have begun to be stored digitally, and many digital imaging techniques have been developed over
the last century, such as magnetic resonance imaging (MRI) and ultrasonography (US) (Laal,
2013). Medical research relies on top-end imaging devices, which produce the largest images.

An example for medical research relying on large images is given in the next section.
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FIGURE 1.1: Comparison of CT image size and computational power over time using the

number of output voxels for CT devices (GE Healthcare, 2017; New et al., 1974; Suryawati,

2014; Wong and Lou, 2000) and the number of transistors per computer (Rupp, 2018) as
suggested by Moore (1965) (Golio, 2015).

1.1 New Imaging Systems in Histopathology

Histopathology provides structural details of tissue samples on a cellular level, allowing disease-
associated changes to be identified. It offers a key diagnostic tool for fibrotic lung diseases,
particularly those that cannot be clearly identified on the basis of patient CT or high resolution
computed tomography (HRCT) (Brown, 2006; Dawson et al., 2002; Ko et al., 2015; Webb et al.,
2014). Histopathology is often regarded as the gold standard (He et al., 2011; Raghu et al.,
2015). For routine histopathology, surgical biopsies are taken from a patient, providing 3D tissue
samples that are chemically fixed to preserve the tissue structure and embedded in wax to allow
for histological sectioning. For diagnostic purposes, sections are stained to identify the overall
tissue structure and highlight specific tissue components before analysis under a microscope
by a trained histopathologist. These microscopy images are being increasingly obtained through
digital scans of tissue slices. This allows analysis based on the digital image (virtual microscopy).
Systems used for computer-assisted diagnosis (CAD), to highlight relevant features or suggest a

possible diagnosis, are also becoming available (Raghu et al., 2015; Ross and Pawlina, 2011).

The established methods in histopathology have proven to be critical in the diagnosis of many
lung diseases. Diagnosis of some diseases such as idiopathic pulmonary fibrosis (IPF), non-specific
interstitial pneumonia (NSIP) and extrinsic allergic alveolitis (EAA) is difficult and agreement
between histopathologists is generally only fair to moderate (kappa agreement coefficients ranging
from 0.2 to 0.7) (Nicholson et al., 2002). Medical researchers at the University of Southampton
have developed a new workflow that involves 3D images of biopsies, to improve the diagnosis
of lung diseases. Generation of 3D scans is achieved through the use of nCT scanners. Part of

their project involves the development of a custom pCT scanner. Prototype scans have reached
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(a) Traditional microscopy (b) Section of a pCT scan (c) 3D visualization of the whole image
image (Scott et al., 2015) showing the same area as (a) block
(Scott et al., 2015)

FIGURE 1.2: Current and proposed histology workflow in images.

a resolution of up to 2000 x 2000 x 2000 voxel and a grayscale depth of up to 4B. The raw
image file size therefore was 29.7 GB.

By producing a three-dimensional scan of the sample, additional information about the tissue
will be gained (Hsia et al., 2010b). Instead of single slices, 100 to 1000 times the number of
slices can be viewed at various slice orientations. This aids the identification of rarer structural
changes and reveals the degree of heterogeneity in the tissue structure. Further benefits of 3D
scans include analysis of 3D structures (see Figure 1.2), specifically 3D networks. These reveal
tissue functions as well as interrelationships between objects (Hsia et al., 2010b; Mitzner and
Weibel, 2010), enabling the application of established stereological methods (Hsia et al., 2010a).

The project has already produced several nCT scans that have been used for testing purposes
in the research described in this thesis. Preferable nCT settings and a suitable reconstruction
method are still being tested. The images provided vary in size and bit depth. The hospital holds
around 60 000 lung biopsies and more than 2500 samples are added every year (Peter M. Lackie,
personal communication, 2018). The project is intended to encompass data of this scale in the
future. Currently, images are segmented manually for the detection of network structures. This
procedure takes around 3 months per image. For evaluation purposes, the segmented images
need to be compared with traditional microscopy images by experts in the field. Further research

is expected to find new ways of understanding and diagnosing lung diseases.

The example of pCT scans in histopathology and the trend shown in Figure 1.1 imply that
researchers require high-performance computers to accomplish their various tasks. The next

section will introduce these tasks as parts of the image life-cycle.

1.2 The Image Life-Cycle

The use of images in medical research is complex. It involves many people with different jobs

and backgrounds. The use also varies drastically between different research projects. In this



1. INTRODUCTION

6 New 1 Image
knowledge acquisition

2 Image
storage

5 Image Image
evaluation processing

4 Image
visualisation

FIGURE 1.3: The image life-cycle in medical research.

section, we will illustrate the use of images in medical research by introducing the ‘image life-
cycle’, shown in Figure 1.3. This life-cycle shows the individual steps of the workflow in using

images in medical research.

As shown in Figure 1.3, the first step is to acquire digital images. Images are generated as part
of tests from regular patient diagnosis or specifically for research projects. They can be gener-
ated directly from a patient through non-invasive image acquisition techniques or by imaging
of a biopsy. These two fields of imaging are commonly referred to as radiology and pathology,

respectively (Hipp et al., 2011; Sorace et al., 2012).

Then, these images need to be stored for the duration of the research project and, if appropriate,
beyond the end of the project, to guarantee researchers access to the data. Some fields of research
and some funding organisations require data to be stored for decades after a project has ended
(BBSRC, 2017; EPSRC, 2004; Montagnat et al., 2004). Metadata and access permissions of
anonymised but often-sensitive data need to be managed, as discussed in Sections 2.1.1 and 2.1.2.
This means that image storage (see Section 2.5) fulfils a central role in the whole research cycle
(Castiglione et al., 2015; Higgins, 2008).

Once the images are acquired and organized by a storage system, they need to be processed to
extract the information of interest (Robb, 2000, Chapter 5.1). Image processing involves image
enhancement and segmentation and can extend to feature detection, which generates new image

data and metadata, which in turn needs to be managed. It also includes the improvement of
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digital images for human interpretation (Kumar and Shaik, 2016). A more detailed review of

image processing is presented in Section 2.2.

Data then needs to be visualised for easy analysis by a human (Robb, 2000, Chapter 4.1) (see
Section 2.3). Previewing of images helps researchers identify data of interest; it also allows

humans to interact with the data more naturally.

Images can be evaluated and interpreted by expert researchers after visualisation, which eventu-
ally leads to the generation of new knowledge. This new knowledge can be added to the stored
data in the form of reports and metadata. Based on the new knowledge, new research questions
arise, which restarts the cycle. Data from old research projects can be reused for later cycles

with help from the image storage system.

We have summarized the main steps of the image life-cycle as image acquisition, image storage,
image processing, image visualisation and image evaluation. This aligns with the example of
digital pathology as explained by Griffin and Treanor (2017). The field of pathology is moving
towards the utilisation of digital technologies. According to them, digital pathology includes
a laboratory information management system (LIMS), digital dictation, dashboards, workflow
management, digital image analysis, specimen labeling, tracking and synoptic reporting tools—
in other words, the storage of images and related data, visualization tools, and image processing.
Allan et al. (2012) names the ‘collection, management and analysis’ of datasets as the most
important aspects of biological research. The analysis undertaken in their work corresponds to

the processing, visualisation and evaluation of the life-cycle shown in Figure 1.3.

In this section, we have looked at the use of images in medical research. We introduced the
medical image life-cycle, which governs the workflow for images in medical research. The next
section will show how the increase in image size discussed in the beginning of this chapter affects

this image life-cycle.

1.3 Associated Problems

Images used in medicine are increasing not only in number but also in size. Castiglione et al.
(2015) described this phenomenon as an ‘atypical big data problem’. The current medical image

workflow is unable to cope with this load at the time of the publication of this thesis.

Image management systems target the much smaller images currently used in hospitals by radi-
ologists. For instance, for the viewing of an image, most software would load the entire image
file into the random access memory (RAM). For small images, this is beneficial, as it avoids
constant file access. But large images can fill up the RAM of a computer very quickly. A 90 GB
image would require 90 GB of RAM to load the image and will create a second copy requiring
another 90 GB to run a filter that is not ‘in place’, for example, a simple Gaussian blur (see Sec-
tion 2.2.6.1). At the time of writing this thesis, only high-performance computers can process
these kinds of images and future improvement of computing power is expected to be accom-
panied by increase in the image size produced by newer imaging devices. This means that the
software involved in the medical image life-cycle needs to be able to cope with lower hardware

performance than ideally required. Otherwise, research institutions and health services will face
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regular, significant investments in the latest high-specification computers to enable research and

implementation of the best patient treatment possible using current technological standards.

Many people working at different locations were involved in the project introduced in Section 1.1.
Buying a central high-performance computing (HPC) station is affordable in such scenarios, but
buying several HPC stations to support all researchers involved is not desirable. Researchers want
their experiments to be as facile as possible, which means that image viewing and processing
should take place on their office computer where possible. The workflow should allow easy

introduction of different software to enable their testing in the early research stage.

1.4 Requirements for a New Image Management Workflow

Many people are involved in the medical image workflow. These people include the professionals
operating the CT scanners, researchers in the laboratories working on the biopsy preparation,
and doctors and specialists who interact with different parts of the image workflow. A majority
of these positions require a high level of experience, indicating that changes require people to
adapt suitably. For new images and new workflows to be efficient, it is necessary to make them
as user-friendly as possible (Hipp et al., 2011). For example, one needs to consider how to display
3D grey-scale CT images to an audience accustomed to 2D microscopy images, where different
cells are stained in different colours. At the same time, advantages of 3D images in comparison
to 2D images need to be emphasised to encourage the use of new image visualisation techniques.
This example emphasizes the importance of user-friendly modifications which influence the choice

and development of software as well as the visualisation of images.

The improvement of the workflow, while considering demands from both the hardware and
the end-user, forms a major challenge. When trying to solve this challenge, previous research
identified specific areas of importance affecting all areas of the image workflow (Allan et al.,
2012; Amat et al., 2015; Griffin and Treanor, 2017; Kvilekval et al., 2010; Montagnat et al.,
2004; Miiller et al., 2004):

e support for large-sized images
e usability

e system modularity

e metadata support

e data traceability

e fast response & visualisation

data security

‘System modularity’ refers to the ability to separate the system into several independent parts
which communicate with each other through standard protocols. ‘Data traceability’ refers to the

ability to determine the origin of a data record. It can be extended to data provenance, wherein
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explanations of the transformations and reasons for the transformations are recorded in addition
to the origin (Gupta, 2009).

Parallel (high-performance) computing is also considered an essential aspect of an image manage-
ment system (Montagnat et al., 2004), but it applies to computation-intensive image processing
algorithms, which are out of the scope of this thesis. So far, the medical research project in
question had to decide on the image processing algorithms to use and speed has not been an
issue. We will therefore not consider parallelisation further for our specific image management
workflow but will briefly discuss parallel processing in the context of the end-to-end workflow
in Section 6.2. Most solutions focus on the functionality but ignore the need for a user-friendly
system though they will be used by medical experts rather than information technology (IT)
professionals. Ever-increasing image file sizes lead to the requirement of a larger total storage
space—a problem not solved by most existing workflows which only consider the number of
images (Kvilekval et al., 2010).

1.5 Research Question and Objectives

In this thesis, we will demonstrate approaches that apply to the life-cycle of medical research
images. In Section 1.3, we identified the main parts of this image life-cycle. This thesis will focus
on the improvement of the image storage, image processing and image visualisation. We will
not deal with image acquisition since we see imaging as the cause of the problems but explicitly
do not want to impose restrictions on the medical imaging process and the size of the data
constructed. The analysis/evaluation of data is also considered as out of the scope of this thesis
since it is highly reliant on specific medical problems. Instead, we will keep the approaches as
general as possible, and only use specific examples and use cases to demonstrate the application

of the approaches.

1.5.1 Overall Research Question

What approaches support large images in medical research without significantly changing the
established workflow?

1.5.2 Specific Objectives

In order to address the overall research question, we aim:

1. To provide a framework for image storage that can be utilised by medical researchers and

by the software that is commonly used by the researchers.

2. To develop a method that enables the processing of very large images using existing software

and processing algorithms.

3. To implement the processing method from objective 2 as a software or plug-in and show

that it can be applied to an existing image processing algorithm.
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4. To develop visualisation methods for medical researchers to view large 3D images in a way

familiar to them.
5. To explore the possible use of new and sophisticated visualisation methods in medicine.

6. To show that all the developed tools are coherent with the requirements for a medical

research image workflow.

1.6 Novel Contributions

This section presents the details of the novel approaches and their contributions to the image
life-cycle in medical research that have resulted from this research. This thesis has led to the

following novel contributions.

1.6.1 An Image Management Framework

This work involves the design and implementation of a file store-based image management sys-
tem, Mata! (a combination of medicine and data). It addresses the first objective. The main

contributions of Mata are as follows:

e [t improves accessibility over existing medical management systems, by giving users direct
access to a file store. This makes it more intuitive to use and easier to combine with

existing image processing software in comparison to other image management systems.

e It provides an improved interface in terms of usability for the metadata management,

metadata visualisation and image visualisation.

e It is easier to maintain for the system administrators since it uses a lightweight PHP (PHP:

Hypertext Preprocessor) website.

e It is also designed to be modular, making it extensible. Pieces, such as plug-ins or image-
viewers, can be added easily. Moreover, parts such as the front-end or the database can be

exchanged if required.

e It is scalable, since it grows with the file store capabilities. It also provides the necessary

security features for medical research data.

1.6.2 A Method for Processing Large Images

This work involves the design, implementation and evaluation of an approach for the processing
of extra large images without the need of high-performance computers. It addresses the second

and third objective. The main contributions of this approach are:

e It provides a novel method to process large images by splitting them into manageable

chunks.

ISource code and documentation published as doi:10.5258/SOTON/D0430 (Apache 2.0 License)


https://doi.org/10.5258/SOTON/D0430
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e It has been implemented as a plug-in, LungJ?, by extending the popular open source image

processing software ImageJ.

e It is the only tool known to the author that works for custom processing algorithms and any
size image without the need for a high-performance computer. Other tools tested failed in
this context as they were not able to reduce the memory requirement for low-performance

hardware.
e It has been designed to be modular, so individual parts can be altered and improved.

e It has been successfully tested to work for threshold filter application with 4 different CT
images. It was also used to enable the application of a machine-learning algorithm to 5

different pCT images.

1.6.3 A Web-Viewer for Large Volumetric Images

This work involves the creation of a tiled image viewer for 3D volumetric images, Multiresol-
ution Computed Tomography Viewer (MCTV)3. It addresses the fourth objective. The main
contributions of the viewer are as follows:

e It allows fast previewing on client devices by limiting the overall data sent to the client.

e It enables basic image modification such as changing the value display range and measuring

distances on the displayed image.

e It does not require any extra software and runs in any of the major modern browsers using

the native JavaScript.

1.6.4 A Workflow for Creating 3D Printed Temporal Bones

This work involves the development and testing of a workflow to create 3D-printed paediatric
temporal bones as a new visualisation method for surgeons’ training. It addresses the fifth

objective. The main contributions of the workflow are as follows:

e It can create models with a much more accurate anatomy than that of existing training

models.

e It manages to produce 3D-printed temporal bones at a much lower cost than other methods

in this research area due to our choice of the 3D-printing technique and cheap material.

1.7 Thesis Structure

Medical workflows for digital images are not capable of dealing with the increasing size of images.

To tackle this issue, this thesis will look at different steps of the workflow and provide solutions

2Source code and documentation published as doi:10.5258/SOTON /401280 (Apache 2.0 License)
3Source code and documentation published as doi:10.5258/SOTON /400332 (Apache 2.0 License)
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https://doi.org/10.5258/SOTON/400332
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for each of them. The outline is shown in Figure 1.4. The current chapter discussed a general
overview of the work. Literature providing background for the different workflow steps will be
introduced in Chapter 2. Chapters 3, 4 and 5 will each look at one step of the workflow and

discuss the developments of new and improved approaches to the step in question.

Chapter 3 addresses the storage of images, including the storage of image files produced by an
imaging device as well as the creation and attachment of metadata and finding and retrieval of
relevant images stored. In Chapter 4, the extraction of information from images through digital
processing is discussed. It develops an approach for processing large images on a low-performance
computer. The last step of the workflow analysed is the visualisation of images to the specialists.
The approaches in Chapter 5 help these specialists make an informed decision as to what the
image contains, possible diagnosis, and possible treatment methods. Chapter 6 will summarise
all the proposed and evaluated solutions and explain how to combine them into one workflow.

It will also address limitations of the workflow.

Finally, Chapter 7 will conclude this thesis by revisiting the objectives and discussing how each
of them has been addressed throughout the thesis. A final outlook will be provided in the form

of future work.
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Chapter 2

Literature Review

HE workflow for medical research images involves an extensive number of research areas.

In the previous chapter, we introduced this field and laid out how we will address

the various steps of the workflow. We identified image management, processing and
visualisation as the key components of the image life-cycle to be addressed in this thesis. Before
we develop new methods and approaches to solve the problems named in Section 1.5, this chapter

will introduce basic concepts and give an overview of previous research.

Image management, the first key component, involves the storage of images and storage and
editing of related metadata. Therefore, we will review the concept of metadata and databases
in Section 2.1. The second key component, image processing, is addressed in Section 2.2. Sec-
tion 2.3 addresses image visualisation as the third component. In medicine, the standard for
digital images unifies image storage, transfer and visualisation for different vendors. Since this
standard is very important in medicine, Section 2.4 contains a brief review of it. The combina-
tion of metadata storage, data storage and image visualisation and processing will be discussed

in Section 2.5 again. A summary of this chapter is provided in Section 2.6.

2.1 Image Storage

The storage of images has been identified as the central piece of the image life-cycle in Sec-
tion 1.2. Images need to be managed as soon as they are created. Image storage involves storage
of the actual image data. Besides raw image data, related metadata needs to be managed. We
will introduce the concept of metadata in Section 2.1.1. The metadata is stored in a data-
base to facilitate answering queries about the data. We therefore review database systems in
Section 2.1.2.

2.1.1 Metadata

Metadata is information related to but not contained within the actual data (Hansen and John-
son, 2004). Metadata is important for correct interpretation of the data (Linkert et al., 2010)
and appears in the form of single values assigned to a dataset or key-value pairs (Scott et al.,
2014). These values or key-value pairs are often referred to as tags (Ghabayen and Noah, 2014;
Golder and Huberman, 2006). Different ways can be applied to organise metadata, and this

section will introduce the two extreme schemes: ‘tazonomy’ and ‘folksonomy’.

11
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‘A taxonomy is a scheme for organising and classifying information, objects, life forms, and other
items’ in a structured hierarchical way (Karch, 2016). Every item falls into exactly one category
of a taxonomy scheme, which can itself be a subcategory leading to groups of categories and
a hierarchical structure. Categorising items in such a strict way requires the categories to be

pre-defined by specialists. A taxonomy system, therefore, has limited scalability (Mathes, 2004).

In a folksonomy system, users create tags for the data, but there is no strict categorisation of
the tags (Hammond et al., 2005). Data in a folksonomy can have multiple tags. In this system,
tags are created for datasets by each user. A folksonomy follows how people structure the data
in their minds more closely. This makes tags in a folksonomy less comparable as different users
have different ways of structuring data (Mathes, 2004). This leads to the downside of using a
folksonomy, that is, the ambiguity of tags. Different users may use the same tag to describe
different items, and even one user may change his way of describing and categorising items over
time or use the same tag for two different items (Mathes, 2004). For example, ‘Cloud’ may refer
to a cloud in the sky or to an online data service. Using one term with different meanings is
only one aspect, the other being different terms describing the same thing. Users tend to use
synonyms to describe the same item (Mathes, 2004). For instance, ‘machine learning’ and ‘neural

network’ are often used interchangeably even though strictly they do have different meanings.

In a folksonomy, a hierarchy of tags is not given, but the similarity of tags is. By applying
computational power to a folksonomy, it is possible to identify similar structures between users

and accordingly pre-determine the tags a user would give to an item (Ghabayen and Noah, 2014).

In a taxonomy, it is difficult for a user to find the category describing the items they are interested
in but, once found, every related document can be presented. A folksonomy represents users’
terminology. This makes it easier for lay users to search through data. Having users create tags
distributes the load of tagging from a few experts to the whole community. Regarding the storage
of metadata, one has to take the advantages and disadvantages of these different representation
methods into consideration. An important aspect is the existence of an applicable taxonomy for

the field or the feasibility of developing one.

2.1.2 Databases

Databases store related information in a systematic way for retrieval on demand (Elmasri and
Navathe, 2011, Chapter 1). In Section 2.5, we will investigate different data management systems.
All of these use one or more databases to store metadata about the managed data, user access

permissions and data relationships.

There are different types of databases and different architectural designs to make information
from databases available. The architecture has a major impact on the scalability of the pro-
posed application regarding multiple images and users. This section will present the different

architectures and database types and compare their performance and security.

2.1.2.1 Database Architectures

Database servers and web servers are commonly kept on separate machines to improve perform-

ance. Each of them (database and web application) can be scaled up to multiple servers to
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FIGURE 2.1: Different database architectures: (a) In the simple case, a web server handles

requests and consults a database. (b) Vertical scaling increases the performance of a database

server to handle more data, while (c) horizontal scaling splits the data over multiple databases.

(d) Replication allows efficient load balancing for read-intensive environments by providing

additional copies of the database. (e) Application servers can be added to perform tasks based

on a queue. (f) The addition of servers can occur dynamically based on current load, in which
case it is called dynamic scaling.

reduce the load and increase the performance of either side. In the simple case, a webserver is
connected to a database. It stores data in the database and requests information from it (see
Figure 2.1a). Improving the database performance involves replication and vertical or horizontal
scaling, while the application side can be improved through queues and caching. Both sides may

allow dynamic scaling. An overview of the different architectures is given in Figure 2.1.

If the database size increases, the database server needs to be scaled. This can happen as
vertical scaling or horizontal scaling. Vertical scaling (see Figure 2.1b) describes the process of
increasing the performance of a single machine (i.e. by upgrading to a more powerful server) while
horizontal scaling describes the partitioning of the data across multiple servers (see Figure 2.1c¢)
(Mullins, 2017). This partitioning is commonly done through sharding. Sharding uses identically
structured databases. Each database server receives an equal amount of database entries. For
sharding to work, knowledge of where to look for which piece of information has to be retained.
Therefore, alternating splitting of information is of advantage (Kubacki, 2010). Horizontal scaling
is easier to implement for not only structured query language (NoSQL) databases. This will
become important when choosing a database type in the next section. If most of the database
operations involve reading information from the database, extracts of the database can be copied
to slaves (see Figure 2.1d). Replication does not handle increases in write load as all writing
operations are handled by the master (e.g. Mullins, 2017). These methods help improving the
database servers’ performance. Sometimes it is necessary to improve the performance of the web

server.

If specific requests are very common, their result can be cached to improve performance. For

example, a website showing a medical image may display related images based on a complicated
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algorithm. Every visitor of the page will request the latest computation of related images, but
new images might come in only every other hour or day. In that case, the result can be stored
in memory together with a timestamp. The next visitor gets to see the same related images if
the result has not expired (e.g. Grigorik, 2018). Queues are a means of splitting the workload
according to the difficulty of the tasks (see Figure 2.1e). Tasks are sent to a queue which acts
as a to-do list. If a server is idle, it checks the next task in the queue and works through it.
Once completed, it can take up the next task. Similar to parallel computing methods, queues
are useful for unbalanced tasks. If each chunk of work amounts to the same processing time, it
is more efficient to pre-allocate the tasks to the servers (e.g. Wasson, 2017). We will make use

of queues later in Section 5.1.4.

Dynamic scaling, shown in Figure 2.1f, allows for great reliability while reducing cost. Cloud
providers offer servers charging by the minute. If the system can expand the number of web
servers or database servers according to the current requirements, none of the servers paid for
are being idle. Scaling for database servers can be difficult to implement, as the location of the
information needs to be known (Kubacki, 2010). Database servers are more likely to only be

scaled up and therefore are less likely to profit from dynamic scaling.

To a certain limit, it is possible to scale up the performance of a single machine vertically.
Afterwards, horizontal scaling becomes necessary. In a read-heavy environment, replication can
help reduce the load on a master server. For applications, load balancing is important and
may be achieved through queues while duplicate work can be avoided through caching. Not all
architectures can be implemented equally well for different databases. Therefore, the choice of
database type will affect the possible ways of scaling the database performance. When designing
a storage system as discussed in Chapter 3, we will need to consider scalability for potential
increase in the amount of data during the medical research project described in Section 1.1.
Certain database types provide better scalability than others. The next section will look at the

different database types available for storing metadata.

2.1.2.2 Database Types

There are five different types of database management system (DBMS) commonly distinguished.
These are relational databases, key-value stores, document databases, column databases and
graph databases (e.g. Vaish, 2013, Chapter 3). Often, they are referred to as ‘structured query
language (SQL)’ databases (relational databases) and ‘NoSQL’ databases (the other four), as

shown in Figure 2.2.

Relational databases store entries in tables (see Figure 2.3a) which have predefined columns for
each piece of information associated with an entry. Entries can be added as rows. Informa-
tion from relational databases can be extracted using the SQL (Elmasri and Navathe, 2011,
Chapter 3).

Key-value stores are the simplest databases and store information as keys and corresponding
values, as shown in Figure 2.3b. They provide very good write availability but are limited in

terms of data structure representation and querying (Strauch, 2011).

Document databases store entries in documents, wherein the information within each document

can vary (see Figure 2.3c). Adding schemas to a document store allows it to behave almost
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FIGURE 2.2: Database types: Databases come in a great variety but are often grouped into
SQL and NoSQL. Some database types have established standards.
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FIGURE 2.3: Database type illustrations. A relational database has pre-defined columns and

stores values as rows (a). A key-value store simply stores pairs of keys and values for the

key (b). Document stores can have several values grouped in a document and even documents

inside a document (c¢). A wide column database has tables similar to the ones a relational

database has, but only has a fixed primary key while the other values are not required or

are not strictly defined (d). In a graph database, values and relations between values are
defined (e).

identically to an SQL database. One of the standards established for storing document databases
is JavaScript object notation (JSON) (e.g. Adamanskiy and Denisov, 2013).

Wide columnar databases (see Figure 2.3d) look similar to SQL databases but only allow querying
by a primary key. Their integrated grouping of columns allows for horizontal sharding (Bakshi,
2012; Eini, 2010; Han et al., 2011).

In graph databases, each entry forms a node of a graph and nodes are connected in a relational way
as shown in Figure 2.3e. This simplifies cross-references and enables topological queries for large-
scale topological data (Liu et al., 2017). Among the various database storage models, the resource

description framework (RDF), commonly known as triple store, will be highlighted due to its
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FIGURE 2.4: Database popularity according to DB-Engines (DB-Engines, 2018).

increasing popularity. Based on the binary-relational model (Abrial, 1974), it stores relationships
as triples of the form ‘subject, relation, object’. Accordingly, all subjects with a certain object

can be queried, as well as the object value of a relationship for a certain subject (Mariani, 1992).

A number of other database models, as well as hybrid models, exist. Triple stores, for example,
do not have to be implemented as graph databases. There are attempts to implement them
in document stores or relational database management system (RDBMS) as well (Tomaszuk,
2010).

NoSQL databases are still comparatively new. According to the database ranking by DB-Engines
(2018) (see Figure 2.4), Oracle, MySQL, and Microsoft Server SQL are by far the most popular
database systems. This is also driven by the fact that more expert knowledge is available on SQL
databases and most companies rely on and hire people for RDBMS. In 2013, there was only a
single NoSQL database vendor in the top 10. However, as illustrated in Figure 2.4 and Table 2.1,
there has been an increasing interest in NoSQL, and in August 2018, 4 NoSQL databases made
it into the top 10 (DB-Engines, 2018).

2.1.2.3 Comparison

The choice of database largely depends on the aim of the application. DBMSs implement different
query possibilities and different ways of presenting the data, which may be more or less natural to
the posed problem. The speed of databases varies depending on the posed application. Contrary
to most software solutions, a comparison in terms of speed and cost is difficult and meaningless
for databases. Benchmarks are inconsequential out of the context of a specific application. The
‘CAP (consistency, availability, partition-tolerance) Theorem’ and speed comparisons will be

introduced here as two ways of how to compare DBMS apart from their data representation.
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TABLE 2.1: Popularity of database providers: Ranking by DB-Engines, as of August 2018, for
the top three providers of each database type (DB-Engines, 2018).

Database Type Provider Popularity Rank
Relational DBMS Oracle 1
MySQL 2
Microsoft SQL Server 3
Key-value stores Redis 7
Amazon DynamoDB (Key-value 21
and document)
Memcached 24
Document stores MongoDB 5
Amazon DynamoDB (Key-value 21
and document)
Couchbase 23
Wide columnar stores Cassandra 10
Microsoft Azure Cosmos DB 29
(Key-value, document, wide
columnar and graph)
Datastax Enterprise (Wide 43
columnar and graph)
Graph DBMS Neo4j 22
Microsoft Azure Cosmos DB 29
(Key-value, document, wide
columnar and graph)
Datastax Enterprise (Wide 43

columnar and graph)

The ‘CAP Theorem’ (Fox and Brewer, 1999) states that a database system can achieve only two

out the following three properties:

e ‘Consistency’, meaning that the data accessed from outside is always up to date;

e ‘Availability’, referring to the availability of the data, meaning that a request to the data-

base will always lead to a response within reasonable time; and

e ‘Partition Tolerance’, describing the ability of a database to be spread across multiple

instances without operation being affected by loss of communication between nodes.

As reviewed by Brewer (2012), the CAP theorem is a fluent model and database solutions can

lie anywhere within the triangle shown in Figure 2.5.

Various database models and implementations are spread across the triangle shown in Figure 2.5.

Many NoSQL systems are BASE (Basically Available, Soft state, Eventually consistent), whereas

MySQL and other relational database systems fully meet the ACID (Atomicity, Consistency, Isol-

ation and Durability) criteria. While relational databases do not have a high partition tolerance,

NoSQL databases usually show a great partition tolerance and spread between consistency and
availability. This means that NoSQL provides better scalability than SQL, but the choice of a

NoSQL architecture also implies a choice between availability and consistency.
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FIGURE 2.5: Databases in CAP theorem: Databases represented in a negative CAP triangle.
As CAP states that only two out of three options can be achieved.

Speed comparisons between different database types are not very well established. They might
be misleading, as different database types target different data structures and therefore some are
expected to outperform others in the scenario they were designed for. Some benchmarks such as
the Yahoo Cloud serving benchmark (YCSB) exist, and further ideas such as LinkBench have
been proposed (Armstrong et al., 2013; Kubacki, 2010; Ray et al., 2011). Several comparisons

have been conducted and will be presented here.

Tudorica and Bucur (2011) compared Cassandra, HBase and MySQL—two wide column data-
bases and one relational database. The main difference was seen in the consistency, as wide
column store implementations were eventually consistent. Moreover, MySQL was limited to
about 1 million average-sized database entries, while wide column stores were documented to
take several tens of millions of entries (Tudorica and Bucur, 2011). A comparison of the three sys-
tems for read- and write-operations in read- or write-intensive environments has been conducted
by Cooper et al. (2010) using the YCSB. It shows that, in write-intensive environments, MySQL
does not scale well with high throughput. For read-intensive environments, the wide column
stores showed better writing performance but were not as good when it came to read-latency.
However, all three implementations scaled equally well for read-intensive environments (Cooper
et al., 2010).

Lee et al. (2013) evaluated the usefulness of XML and key-value pair databases for medical data.
By testing a key-value store and two XML databases, they showed that key-value pairs are much

faster and scale better than XML databases. While their performance was almost equal for a
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low number of records (1000), key-value store queries ran three to eight times faster than native
XML queries for a large number of records (50000). This was only tested for a thousand to
50 thousand records and no direct numeric comparison to relational databases was made. The
recorded times were said to be much faster than on the commonly used RDBMS (Lee et al.,
2013).

Hadjigeorgiou (2013) compared a MongoDB document database with a MySQL RDBMS. The
speed of simple and ‘INNER JOIN’ queries was compared using varying numbers of threads and
queries. The comparison showed that, for simple queries, the performance was very similar for
the two database systems, with MySQL performing slightly better on average. For ‘INNER JOIN’
queries, MongoDB performed a lot better than MySQL. Scaling of the systems over multiple
threads could not be observed, as the system seemed overhead dominant and scaled negatively

with increasing number of threads (Hadjigeorgiou, 2013).

Based on the literature reviewed, NoSQL databases scale better over multiple threads and there-
fore perform faster on clusters. This agrees with the observation that these types of database
systems are more focused on partition tolerance. The performance of partitioned NoSQL com-
pared to RDBMS running on a high-performance machine and implied costs remain untested.
This review also highlights that we have to choose the database type for managing image meta-
data depending on the required structure of the datasets and choose between different vendors

depending on speed and security.

2.1.2.4 Security

The vulnerabilities of hospitals IT and their impact have received much awareness during the
recent ransomware attack in May 2017 (Cellan-Jones, 2017; Fox-Brewster, 2017). CT scanners
could not be used anymore, and operations had to be cancelled due to the encryption of patient
data and of computers forming part of hospital workflows. This highlights the need for IT
security in medicine as one of the primary concerns (Montagnat et al., 2004). According to a
report by IS Decisions, 22 % of hospitals in the USA allow people to access their network without
any login credentials (White, 2015). Independent Security Evaluators (2016) confirmed this in
a two-year-long study. The team used infected universal serial bus (USB) sticks and external
servers to gain access to the hospital’s networks. They were able to demonstrate practical steps
that could lead to compromised medical devices and alteration of patient information that could

lead to mistreatment and death.

In this thesis we consider details of security implementations out of scope. We do however
acknowledge the importance of security for medical applications and therefore will make use of
underlying security features of systems we use. Therefore the possibility of implementing security

for a specific type of database is important to us.

Database security aims at avoiding confidential and sensitive data to be accessed by unauthorised
people. This can happen on purpose or accidentally (e.g. due to permissions set wrong). The
main threats to database security are loss of integrity, availability and confidentiality (Basharat
et al., 2012; Bertino and Sandhu, 2005). Furthermore, Bertino and Sandhu (2005) considers

privacy as a requirement for a secure database. This exceeds confidentiality since it includes
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means of obtaining user consents as well as ensuring data usage only for its indicated purpose

even after disclosure.

Top threats to IT security according to IMPERVA (2015) and Malik and Patel (2016) are:

1. Excessive and unused privileges
2. Privilege abuse
3. Input injection/SQL injection
4. Malware
5. Weak audit trail
6. Storage media exposure
7. Weak authentication
8. Exploitation of vulnerabilities and misconfigured databases
9. Unmanaged sensitive data
10. Denial of service

11. Limited security expertise and education

Many common security issues are related to poor implementation and maintenance. As high-
lighted by Osborne (2013), deployment failures, failure to install fixes and unencrypted backends
are the most common security vulnerabilities. They are therefore independent of the choice of
database. However, while security of SQL databases is well established, security for NoSQL
databases is not, as Okman et al. (2011) showed for Cassandra and MongoDB. Overall, SQL
databases are still considered the better choice for applications where data security is critical
(Chahal et al., 2017; Ron et al., 2016).

2.1.2.5 Databases in Medicine

In medicine, SQL databases have been popular for a long time as the metadata for diagnostic
data is very strictly defined (Das and Musen, 1994; Huff et al., 1991; Korenblum et al., 2011;
Traina Jr. et al., 2005). This is mainly caused by the strict implementation of the Digital Imaging
and Communications in Medicine (DICOM) standard that will be discussed in Section 2.4. For
medical data, security is of high importance (Castiglione et al., 2015). Furthermore, medical
data is very sensitive and requires consistency and availability. The ACID properties of RDBMS
thus make SQL databases the primary choice for medical applications (Castiglione et al., 2015;
Wu et al., 2017). Due to their better scalability, NoSQL databases are more suitable for large
amounts of data. Celesti et al. (2017) implemented a document database for medical storage
based on Cassandra. Ercan and Lane (2014) discussed the use of NoSQL databases for the
electronic health record (EHR) of patients. They were not able to find a sufficient argument for
or against the use of NoSQL databases and plan to have a pilot study. Jagadish and Olken (2004)

went a step further and stated that biological applications need something entirely different
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from SQL and NoSQL specifically customized to requirements in life sciences. One of the major
requirements they see is the need for similarity queries. Bueno et al. (2002) and Traina Jr. et al.
(2005) demonstrated an image storage system that determines the similarity of DICOM images
stored. This shows that other database types apart from SQL will be used for medical data in
the future.

One common solution as mentioned by Nance et al. (2013) and Wu et al. (2017) is the use of both
NoSQL and SQL, where the NoSQL databases store only non-sensitive information. However,

security still remains a major concern, independent of the implementation chosen.

Clouds offer an alternative to the set-up of a local server. Storing medical data in a cloud is
accompanied by security concerns. To tackle these concerns, one option is to separate confidential
and public information over two clouds (Wang et al., 2015). Fabian et al. (2015) went a bit further
and considered cloud-providers to be only semi-trustworthy. This approach secures data against

possible data collection by the cloud provider through encryption.

For a medical datastore, security is a high priority and NoSQL database types only enable coping
with large amounts of datasets, not simply large data. The use of SQL is therefore preferred

when designing a storage system for medical images in Chapter 3.

In this section, we reviewed different types of databases for metadata storage. We have discussed

different ways of looking at metadata and different database types for storing metadata.

As discussed in Section 1.2, the medical image workflow is not only about the storage but also
about the processing of image data. The next section will look at how to process image data,

which is managed by the data management system.

2.2 Image Processing

An image is a set of numbers arranged in a two- or higher-dimensional matrix or a discrete multi-
dimensional function (Gonzalez and Woods, 2002). Each number represents one measurement
or a set of measurements. A medical imaging device such as an MRI records properties of a
patient, which can then be represented as numbers in an image. Images can have up to five
dimensions. The first three dimensions are commonly the spatial dimensions. The fourth and
the fifth dimensions in medical images represent time and colour. Usually, one cell of the image
matrix is referred to as a pixel or in 3D images as a voxel. In this thesis, we will use the more
common word, pixel, unless we want to clarify that we are explicitly talking about a 3D image.
Image processing is a sub-field of signal processing (Gonzalez and Woods, 2002, Chapter 1).
Most signals analysed in science are one-dimensional over time. Examples are measurements of
acoustics, vibrations, or electrical activity, such as the heartbeat of a patient over time measured
by an electrocardiogram (ECG). In such cases, sensors are placed at different locations to collect
measurements at a certain rate over an assumed infinite time-frame. Many basic signal-processing
algorithms can be extended to higher dimensions to be applied to images. Images are finite and

thus assumptions need to be made about infinite continuation of the image.

In this section, we will introduce image processing and survey some of the different aims of

image processing as well as algorithms available. Image processing is the procedure of analysing
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FIGURE 2.6: Image processing workflow: The workflow is commonly split into four parts. Not
all of these parts are required in every scenario

or modifying image data. The aim of image processing can be image enhancement, image
segmentation, or the extraction of information from the image through image recognition or

image registration. These aims are often reliant on each other as shown in Figure 2.6.

2.2.1 Image Enhancement

Image enhancement refers to the improvement of the image pixels to result in an image that
is easier to process further or just visually more ‘natural’ to the viewer. A common example
is a histogram equalisation filter, which balances the contrast and brightness of an image in
such a way that it ‘looks better’ to the human eye (Nixon and Aguado, 2012, Section 3.3.3).
Image enhancement filters can help improve the signal-to-noise ratio or be used to remove image
blurring (Sheppard et al., 2004). Most importantly, they assist in normalising images for further

processing steps.

2.2.2 Image Segmentation

Once the images are normalised, they can be segmented. Image segmentation assigns labels to
each pixel so that features or structures of interest can be highlighted and analysed. There are
several algorithms for the detection and classification of pixels of interest. Section 2.2.6 will give
an overview of algorithms that are widely used for image segmentation. Image segmentation
results in one or more masks. A mask is a binary image where all the pixels that belong to the

same segmentation label will have the same value.

In medicine, image segmentation finds application in organ detection (Cuingnet et al., 2012) as
well as detection of all kinds of generic or specific structures of interest (e.g. Bae et al., 2005;
Sato et al., 1998).

2.2.3 Image Recognition

The masks created by image segmentation as well as the pixel data of a raw or normalised image
can be used to recognise quantitative information inside an image. Such information describes
features, such as metadata, or shapes included in an image (Nixon and Aguado, 2012, Chapter 7).
Image recognition includes shape recognition and object recognition (Hong, 1991). For example,
one can detect a circle in an image and measure its diameter using shape recognition (Nixon and
Aguado, 2012, Chapter 7). This has for example been done by Bloem et al. (1995) for automatic

cell detection and volume measurement.
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Image recognition requires image segmentation to highlight areas of potential interest. It then
uses algorithms to determine the properties of these areas. Image segmentation will return a
binary mask which requires much less memory than a 32 bit image. Examples of image recogni-
tion are machine learning algorithms (see Section 2.2.6.3) that combine image segmentation and

recognition.

2.2.4 Image Registration

Image registration enables the alignment of two or more images from the same object or scene
(Zitova and Flusser, 2003). It needs to take into account translation, rotation, scaling and shear
as well as projective and curved transformations between two images on a global or local scale
(Brown, 1992; Maintz and Viergever, 1998). Examples are the creation of panorama photos
(Deng and Zhang, 2003; Shum and Szeliski, 1998) or 3D scanning of objects (Levoy et al.,
2000; Tong et al., 2012). In medicine, image registration is used to align images from different
imaging modalities to combine their information (Brown, 1992; Maintz and Viergever, 1998)
or to map image data to a model (Maintz and Viergever, 1998). Maintz and Viergever (1998)
and Oliveira and Tavares (2014) give many examples of different medical use cases and related
research projects. An example is patient-to-modality registration, in which a probe is used to
create a fixed reference between the patient and the image of the patient. The reference later
aids the surgeon during an operation by allowing a comparison between the actual patient and
the location of organs and features of interest from the images taken (Maintz and Viergever,
1998). Image registration often requires manually or automatically segmented markers. The
challenges of aligning large medical images will not be tackled as part of this thesis since the
other aims (image enhancement and pixel classification) are deemed more important, as they

form the foundation of image processing, enabling further research in the future.

2.2.5 The Image Processing Workflow

In many cases, several of the aims of image processing presented in Sections 2.2.1 to 2.2.4 are
combined. In the case of facial recognition (Bledsoe, 1964), image enhancement ensures that
photos taken in different environments and different light levels are balanced out. Afterwards,
the face is detected and different parts of the face are labelled through image segmentation.
Based on these labels, different features of the face can be recognised and measured, such as the

roundness of the head or the relation between the width of the nose and mouth.

The next section will look more specifically at image processing algorithms, which are used to
achieve enhancement or segmentation. Image enhancement and segmentation will take an image
and produce one or more resulting images. Image recognition and image registration use similar
techniques but follow a different procedure. Image recognition will produce non-image data, and

image registration takes more than one image as the input.
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FIGURE 2.7: Simplified illustration of an in-place filter. The value of a pixel is modified

according to a given function. New pixel values are only affected by the old value of that pixel.

They can therefore be computed in one place in memory, overwriting the old values as the
new ones are being computed.

2.2.6 Image Processing Algorithms

Many processing algorithms have been created to tackle the challenges described in Sections 2.2.1
to 2.2.4. Most of these are targeted at image enhancement or segmentation. Various options
are available to differentiate between image processing algorithms (Gonzalez and Woods, 2002;
Kalinié¢, 2009; Pham et al., 2000; Robb, 2000) and here we will classify them into three categor-
ies: filter-based algorithms, iterative algorithms and machine learning algorithms. Filter-based
algorithms use the value of a pixel and its neighbours to classify pixels into segmentation regions.
Filters range from histogram operations involving only one pixel to frequency filters that apply
a domain transform before processing the pixel data. Iterative algorithms grow, shrink or adapt
regions or seeds that have been obtained automatically or manually to separate different regions
in an image. A region growing from manual markers is one such algorithm. Active contour mod-
els are a more elaborate version of iterative algorithms. Machine learning is a separate approach
to the programming of the image processing. It usually relies on filter-based algorithms, but

adds another layer of interpretation to combine results of different image processing algorithms.

2.2.6.1 Filter-Based Algorithms

Image processing filters have in common the fact that they require a fixed number of steps and
computations to complete. The number of computations required scales with the size of the
image and is not related to the image content. We categorize them, loosely following (Robb,

2000, Chapter 5), into in-place filters, spatial filters, and frequency filters.

e In-place image filters, such as thresholding and histogram operations, are the most sim-
plistic image processing filters. Each pixel is transformed individually based on its value
and, in the case of a histogram operation, based on global properties of the image as shown
in Figure 2.7 (Pham et al., 2000; Robb, 2000). The histogram is a count of pixels with
a specific value, where groups of values are commonly formed for images with more than

8 bit to create 256 equally spaced value groups (Nixon and Aguado, 2012, Chapter 3).

e Spatial filters are based on group operations. They involve a large group of different filters.
Such filters can be implemented as a template that is convoluted with the image matrix
(Nixon and Aguado, 2012, Chapter 3). Such a convolution can also be implemented in the
frequency domain as explained in the next paragraph. Figure 2.8 illustrates how a template

is used to filter an image. The template is applied to every pixel but stretches over that
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FIGURE 2.8: Simplified illustration of a spatial filter. Values from a pixel and its neighbour
pixels affect the value of the pixel at that position in the output. Since pixels at the border
do not have sufficient neighbours, the values at the border (shaded) cannot be computed.

pixel and its neighbouring pixels. The template can be larger, thus including neighbours
that are further away. The values of the pixel and its neighbours are multiplied by the
corresponding values in the template. The result is added up, and this sum is the new
value of that pixel in the output image. Since the filter involves neighbouring pixel values,
an output image is needed, and pixels cannot be calculated in-place. Further, pixel values
at the outer edge of the image cannot be calculated since they do not have neighbours.
They are either approximated by assuming a repeating image or pixel values are set to
fixed values around the edges. This means that the larger the template is, or the higher
the number of template convolutions calculated is, the smaller is the size of the output
image. This reduction in image size will become important later in Section 4.2.2. The
example from Figure 2.8 shows the implementation of a spatial filter. Common spatial
filters involve edge-detection filters, such as the first-order Sobel filter or the second-order

Laplacian filter.

Frequency filtering involves the transformation of an image into a frequency domain using
Fourier transform or other methods such as the cosine transform, Hartley transform or
wavelets (Nixon and Aguado, 2012, Chapter 2.7). As mentioned earlier, an image is just a
matrix of numbers and as such can be viewed as a discrete 2D function. Since an image is
finite in size, but frequency transforms operate on infinite data, an assumption has to be
made about the extension of the image into infinity. To achieve this, the image is usually
mirrored at its sides to form an infinite pattern. The 2D discrete Fourier transform is
separable and symmetric. This allows the function to be applied to single rows and columns
of an image sequentially (Nixon and Aguado, 2012, Chapter 2). Figure 2.9 illustrates how a
frequency filter works. The frequency domain can also be used to apply spatial convolution
operators by multiplication of the Fourier transform of the image and the filter. For kernel
sizes of 60 or larger, this is considerably faster than convolution in the spatial domain
(Fialka and Cadik, 2006; Smith, 1997, Chapter 18).

2.2.6.2 lIterative Algorithms

Iterative approaches are based on an initial estimate, which is improved over a fixed number of

iterations or until an equilibrium is found. Some of these approaches, such as the anisotropic

diffusion filter, are used for image enhancement, but most of the ones presented here target

the segmentation of an image into separate regions. The basic implementation of an iterative

algorithm is illustrated in Figure 2.10. The following points discuss widely applied iterative

approaches.
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FIGURE 2.9: Simplified illustration of a frequency filter. A discrete transform, T, is applied

to convert the image into the frequency domain. The frequency and potentially the phase

are changed according to the filter’s rules. The result is then converted back into the spacial
domain using the inverse transform.
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FIGURE 2.10: Simplified illustration of a region growing algorithm. Seeds are determined

automatically or introduced by manual input. The algorithm will then apply the same rules to

converge from the seeds to a final segmentation or image manipulation over several iterations.

This representation is illustrating region-growing or watershed algorithms. Deformable model
algorithms work slightly differently, as shown in Figure 2.11.

e Anisotropic diffusion uses the image gradient to compute a diffusion tensor, which drives the

diffusion of pixel values over several iterations (see Appendix C.11). The idea is to smooth
everything but the edges (Weickert, 1998). The diffusion results in a loss of sharp edge
information. To counteract this, a higher number of iterations requires an adaptation of
the gradient threshold (e.g. Tsiotsios and Petrou, 2012). Anisotropic diffusion is beneficial
for de-noising CT images (Sheppard et al., 2004). Several filters are similar to anisotropic
diffusion. They are also referred to as partial differential equation (PDE) filters (Weickert,
1998).

The connected-regions algorithm checks neighbours of a pixel and, if they have the same
value, assigns them to the same group. It continues to group pixels in this way till the
whole image is grouped. If the image is binary, this image can automatically detect all
white regions. Otherwise, it requires a marker to start from and selects all pixels in the

surrounding with the same or a similar value.

Region-growing algorithms start from a seed and then grow in all directions based on the
difference between the neighbouring pixel and the original seed or the boundary (gradi-
ent) (Pham et al., 2000). This is also possible for a shrinking algorithm, where an area is
selected and reduced until a boundary is hit. In such a case, it is also referred to as lasso

or region shrinking.
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FIGURE 2.11: Simplified illustration of a deformable model algorithm. The dark curve is fitted
to the light rectangular shape in the image over several iterations.

e The watershed filter is a special case involving region growing. In the first step, it finds
the local minima in the image matrix. Alternatively, it can use pre-defined markers to
reduce noise (Vincent and Soille, 1991). It then expands regions from the markers, taking
the gradient between pixels into account. When two areas meet at a point, a boundary is
created at that point. After filling the whole image, boundaries become the segmentation
borders. The watershed algorithm is a very widely used image segmentation method. It
has been applied to lung segmentation (Shojaii et al., 2005) and liver segmentation (Lim
et al., 2004) from CT scans. In general, a marker-based version is used to filter out whole
organs rather than small structures. The placement of user-defined markers itself is not an

issue since it is not very error-prone as demonstrated by Adams and Bischof (1994).

e Deformable models, also referred to as active contour models (Albrecht et al., 2009), use
one or several curves as a starting point and calculate velocities to adjust that curve to
match a shape in an image. The curve is varied (see Figure 2.11) until the model fits the
shape in the image with the least amount of ‘energy’ when modelling the image as a force
field (Albrecht et al., 2009; Kalini¢, 2009). The energy minimization relies on the variation
of neighbouring pixels. The most popular approach are snakes, a local model for finding
objects (Kass et al., 1988; Wittman, 2014). Active contour models have found application
in segmentation of images of organs obtained by CT (e.g. He et al., 2017; Rebougas Filho
et al., 2017).

2.2.6.3 Machine Learning Algorithms

Machine learning-based approaches are known by many different names. ‘Machine learning’ is
the more generic term, now often replaced by the term ‘artificial neural networks’ (Torbati et al.,
2014). In the field of image processing, these algorithms are often referred to as map-based or
atlas-based approaches (Kalinié¢, 2009) or sometimes simply classifier-based approaches (Pham
et al., 2000). Although all of these terms are different, most authors do not make a clear distinc-
tion between them. Since machine learning is the area of study that includes approaches such
as neural networks and atlas- or classifier-based approaches, we will refer to them as ‘machine
learning’ in this thesis. This section will give a brief overview of different types of machine
learning with a focus on the random forest algorithm that will be used later in this thesis in
Section 4.2.3.
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FIGURE 2.12: Simplified illustration of a neural network machine learning algorithm. Each

pixel of the image forms part of the input layer. Weights are applied to calculate nodes in

one or more hidden layers. Finally the nodes are used to calculate the output layer. In this

scenario each node of the output layer corresponds to a different organ that could be shown
in the image.

There are three types of machine learning: supervised, unsupervised and reinforcement machine
learning. Supervised machine learning requires training data to tune the algorithm. Unsuper-
vised machine learning finds patterns in datasets and can be used for clustering. Reinforcement

machine learning is trained based on a reward system (Fumo, 2017; Patel, 2018).

The most well-known machine learning algorithms at the moment are neural networks, shown in
Figure 2.12. For image processing, there are two common machine learning techniques: convolu-
tional neural networks (CNNs) and the random forest algorithm (Brownlee, 2018; Litjens et al.,
2017, e.g.).

CNNs differ from regular neural networks (see Figure 2.12) in that the neurons from one layer
in the CNN are connected to only part of the neurons in the next layer (Cornelisse, 2018). In
a CNN, several convolutions are performed on the input image as done for spatial filters (see
Section 2.2.6.1). The results are assembled as a 3D matrix. After this convolution layer, a
pooling or sub-sampling layer is added to reduce the number of parameters. Several convolution
and pooling layers can be added until the final output is a single vector of probability scores
(Cornelisse, 2018; Lawrence et al., 1997).

A random forest classifier consists of many decision trees as shown in Figure 2.13. Each decision
tree splits on a random feature at each node. In image segmentation, different filters, as presented
in the previous sections, can be applied to generate different features for the decision trees. For
classification, the outcome of each tree is taken and the most common outcome from all the trees
is chosen as the outcome of the forest. With increasing number of trees, the accuracy increases
and converges. Strong individual trees as well as a low correlation between the trees results in a

small generalisation error of a random forest (Breiman, 2001).
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FIGURE 2.13: Simplified illustration of a random forest machine learning algorithm as imple-

mented by the Trainable WEKA Segmentation (TWS). Each pixel is tested against a set of

decision trees. The result of all decision trees is compared and the most common outcome is
chosen.

If supplied with known segmentation results as training data, the machine learning algorithm
creates a map (or atlas or decision tree) that tells it how to classify a newly presented pixel.
Some approaches are untrained and thus try to create clusters of pixels that seem to be similar

based on the applied processing methods (Pham et al., 2000).

2.2.7 Approaches to Process Large Images

In order to process an image using one of the processing methods from Section 2.2.6, most
software will load the whole image into the computer memory and then apply the method to
generate an output image. For large images, this requires a lot of RAM and several approaches
have been developed to avoid having to use more powerful RAM, central processing unit (CPU)

or graphical processing unit (GPU).

One approach is the outsourcing of work to the cloud as done by cytomine'. Renting a powerful
computer for the time period it is needed can be more cost-efficient than buying a powerful
computer that sits idle most of the time. ImageJ (Rueden et al., 2017) and QuPath (Bankhead
et al., 2017) enable loading a single image slice at a time and processing them sequentially, greatly
reducing the memory requirements for images that are large in the 3rd dimension. This method
does not provide any benefits to images that are large in the 2nd dimension and it prevents the

application of a 3D image filter. A solution to dealing with images large in the 2nd dimension

LOfficial site: https://cytomine.coop/ (last accessed 23/11/2018)
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is the use of 2D tiles as done by Graphics Mill?2. Matlab® takes this approach even further by
loading a low-resolution image first to enable the preview of complicated image processing filters
before applying the filter to the whole image. Both applications are restricted in the use of 3D
filters. The last approach we found in the literature is the use of custom functions that enable
processing methods to be automatically pipelined. This has been successfully implemented in
the VASARI Image Processing System (VIPS) (Cupitt and Martinez, 1996).

The approaches found are limited in their application and cannot be scaled to large 3D images
or require custom processing algorithms to be programmed. In Chapter 4, we will propose a new

approach to processing large multi-dimensional images.

As stated at the beginning of this section, digital images are a collection of numbers, making
them ideal for processing with a computer. Without visualisation, an image just remains a
collection of numbers and is difficult to interpret by humans. When we look at an image, we
expect to see something that represents the object or scene the image is of. The next section
will look at the visualisation of images, converting them from numbers on a hard-drive into light

received by our eyes.

2.3 Established and Upcoming Visualisation Techniques

Image visualisation has come a long way, and while images had to be drawn by hand in the
past, computers and digital monitors are now widely used (Blakstad, 2011). With computers
improving in calculation power and the development of new manufacturing and visualisation
devices, the presentation of images has developed into a multitude of new areas, which we will
cover in this section. While the first two sections will focus on more traditional display using
a monitor, the other sections will focus on new technologies which are only beginning to make

their way into medicine.

2.3.1 2D Sections

The most common way to look at images created by a CT scanner is through 2D sections. Robb
(2000) gives several examples of different 2D visualisation methods, the most basic one being
multi-planar reformatting. Multi-planar reformatting shows slices through the 3D image for two
to three different orthogonal orientations. This is still the most important way of visualising CT
data and vendors such as General Electric Healthcare include a multi-planar viewer when DICOM
images are burned from their systems to a compact disc (CD). Alternative 2D visualisations, such
as oblique sectioning and curved sectioning have been created and are commonly used (Robb,
2000). Oblique sectioning essentially allows on-the-fly reformatting at any angle, making rotation
around a point in the dataset possible. Curved sectioning goes a bit further and slices the image
not along a straight line but along a pre-defined path. This can be useful for investigating
the spinal canal or the intestine (Pickhardt et al., 2003; Robb, 2000). The reason that 2D
image viewing is so widely applied and plays an important role in medicine is that doctors have

used these images for decades. Doctors have thus become experts in 2D image viewing. The

20fficial site: https://www.graphicsmill.com/ (last accessed 23/11/2018)
30fficial site: https://uk.mathworks.com/products/matlab.html (last accessed 23/11/2018)
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(a) 2D section display (b) 3D volume rendering (c) 3D surface rendering

FIGURE 2.14: Comparison of established visualisation methods on a computer monitor.

importance of 2D sections is reflected in the widespread use of the imaging method known as

CT or ‘computed tomography’. A tomography is a 2D graphical cut (Robb, 2000, Chapter 2).

2.3.2 3D Rendering

The downside of 2D visualisation is that real-life data is 3D and therefore only part of the data
can be shown at a time. 3D visualisation gives a better overview of an image, allowing to estimate
distances and relations between objects in 3D space (Hansen and Johnson, 2004). The problem
with 3D views is that we use 2D displays to look at them. This means that we can only look
at a shadow of a 3D object and try to create an illusion tricking our brain into thinking it is
3D (Hansen and Johnson, 2004). We will, therefore, refer to this visualisation technique as 3D

rendering or projected 3D in this thesis.

The two primary methods used for 3D rendering are volume rendering and surface rendering, as
shown in Figure 2.14. Volume rendering takes the 3D voxels as they are and renders them in
a virtual 3D space, assigning them different transparency based on their values. For example,
denser voxels are assigned a lower transparency, to make dense objects become visible in 3D.
The use of surface rendering requires the definition of surfaces in an image. Imaging devices such
as CT or MRI look at slices through the body. This means that information exists about every
single point between the source and the detector. This information is usually reconstructed into
Cartesian coordinates but remains as a block of values. A surface, however, is a collection of
points in space which are connected through edges and faces. Creating a surface render requires
defining which points in the 3D image block are part of the surface. This can be achieved
through image segmentation, for example, as described in Section 2.2.2. Surface views allow
clearer representations of objects of interest. Example uses of 3D rendering in medicine are in

virtual colonoscopy (e.g. Pickhardt et al., 2003) and surgery planning (e.g. Ribeiro et al., 2015).

As 3D rendering only shows a 2D render of a 3D representation, it is important how the user
interacts with the 3D image to ensure correct interpretation. The most simplistic 3D render
can be a static image. Interactive 3D viewers are available: they allow the user to use a mouse
and keyboard to rotate and zoom in and out of the object. 3D rendering can also be combined
with techniques involving 3D glasses. The idea is to create two images of the 3D object as they

would look like from our right and left eyes. Then, different filtered glasses can be used to ensure
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FIGURE 2.15: Mixed reality: Augmented reality and holograms place a digital object into
the physical reality; virtual reality replicates physical behaviour in a digital reality (Bray and
Zeller, 2018).

that the left eye only sees the projection for the left eye and the right eye its corresponding one.
3D-rendered images can also be used in combination with haptic devices (e.g. Wiet et al., 2002).
Several companies propose the use of haptic devices for surgical training based on 3D images,

often modelled and combined with material properties for haptic feedback.

Sections 2.3.3 and 2.3.4 will discuss different means of interaction which go beyond viewing
3D images on a 2D monitor. These modern visualisation techniques involve holograms, virtual
reality (VR) and 3D printing.

2.3.3 Mixed Reality

The term mixed reality has been created by Milgram and Kishino (1994). It includes devices
that render digital objects into the physical world, as well as those that add input or data from
the physical world into a virtual environment as shown in Figure 2.15 (Bray and Zeller, 2018).
We will discuss the different types of mixed reality in the following sections. We will differentiate

between augmented reality, virtual reality and holograms.

2.3.3.1 Holograms

Holograms are projected images that trick the eye into thinking they are real 3D objects. There
are different types of holograms: Isik (2014) classified them as transmission holograms and re-
flection holograms. Transmission holograms rely on a light source passing through the recording
medium, similar to a diascope/slide projector. Reflection holograms can be viewed by shining
a light source from the same side from which the hologram is viewed, similar to a traditional
photograph. Holograms range in their complexity. Some holograms require a specific type of
light source to be viewed. Other holograms can be viewed from any angle and present a true
colour image or even a video (Igik, 2014; Tay et al., 2008). The advantage of holograms is the
possibility of representing objects in 3D without the need for the viewer to wear special equip-
ment. This gives holograms an advantage over 3D glasses (Section 2.3.2) and other techniques
(Sections 2.3.3.2 and 2.3.3.3). The latest research on free-space volumetric displays enables the
viewing of 3D images from any angle. Although the output is similar to that of holograms, the

underlying technology is different (Smalley et al., 2018).
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Companies such as Echopixel* develop medical holographic images, that can be particularly
useful in teaching environments. Moreover, research sees a high value in the use of holograms as

a tool for teaching medical students (Perozo et al., 2016).

2.3.3.2 Augmented Reality

Projecting virtual objects in a real environment, referred to as augmented reality (AR), has
opened up a lot of possibilities in medicine. Fuchs et al. (1998) experimented with the use of
AR for laparoscopic surgeries almost two decades ago. Around the same time, Weghorst (1997)
investigated the use of AR to help people with Parkinson’s disease walk across open plan areas by
placing virtual objects along the way for orientation and Azuma (1997) proposed the use of AR
to aid surgeons during an operation by overlaying scan data with the patient. Still, no common
practical application of AR exists in medicine yet as the market for AR is still relatively young.
Google Glass® and Microsoft HoloLens® are recent examples of commercial AR devices. In this
thesis we will use the term ‘AR’ meaning augmented reality based on headsets or mobile devices.
Holograms are a type of AR but significantly different in their technology and we therefore define

it as a separate category.

2.3.3.3 Virtual Reality

The day of birth of virtual reality (VR), 6th of June 1989, is termed the ‘VR Day’ (Bricken, 1990).
VR soon became the key topic of the computer graphics conference SIGGRAPH (Haggerty,
1991). Jaron Lanier, was among the famous personalities at that time who made the term ‘virtual
reality’ popular. Even though the term originates from work carried out by Antonin Artaud,
Lanier was the one to connect it to a technology (Karaliotas, 2011; Steuer, 1992). The idea of
virtual reality was often combined with that of augmented reality, introduced in Section 2.3.3.2.
Whilst augmented reality combines virtual objects and the real world, VR immerses the user

into a purely virtual world.

Very soon after VR became popular, potential applications for it in medicine were found (Rosen
et al., 1996). Today, applications range from the training of surgeons (Thomsen et al., 2017) to
the treatment of mental health problems (Freeman et al., 2017). This new technology is limited
in its application and does not always improve the performance of surgeons (Phé et al., 2017).
VR has reached the gaming industry with several head-wear products such as PlayStation VR
or Oculus Rift®, which will likely push the technological advances in this area. VR remains an

important part of visualisation and will find more applications in the future.

2.3.4 3D Printing

Additive manufacturing, more commonly known as 3D printing, allows the production of com-

plicated shapes by creating them layer-by-layer. Since it does not require the creation of moulds

4Official Site: http://www.echopixeltech.com/ (last accessed 22/06,/2017)

50fficial Site: https://www.google.com/glass/start/ (last accessed 13/02/2018)
6Official Site: https://www.microsoft.com/en-gb/hololens (last accessed 13/02/2018)
7Official Site: https://www.playstation.com/playstation-vr/ (last accessed 13/02/2018)
80fficial Site: https://www.oculus.com (last accessed 13/02/2018)
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or other factors that increase the set-up cost and time, it is also referred to as rapid prototyping
(Huang et al., 2013). While commonly viewed as a manufacturing method, additive manufac-
turing can also be used for visualisation. We will explore the application of 3D printing as a

visualisation method further in Section 5.2.3 and Section 5.3.

A large variety of techniques for additive manufacturing exist, an overview for which is given in
Table 2.2 (Bikas et al., 2016; Gibson et al., 2010; Gu, 2015; Huang et al., 2013). Most techniques
use an energy source, such as a heater or a laser, to change the aggregate of the material to
print and cause ‘sticking’ of the material in desired locations. Different additive manufacturing
techniques are usually named after the type of energy they use and the way they achieve the
binding of the material. In this thesis, we will refer to the whole of additive manufacturing as
3D printing for simplicity.

Creating a physical replica using 3D printing is becoming more popular in medicine (Adams
et al., 2017; Suzuki et al., 2007). With more advanced materials becoming available, even whole
3D-printed human replicas have been created (BBC, 2016; Nottingham Trent University, 2016).
The main advantage of 3D printing over other manufacturing and visualisation methods is the
high model complexity that can be produced. However, 3D printing comes with a high cost
per model and slow speed for generating these models (Rengier et al., 2010). FDM is the most
common 3D printing method at the moment due to its low cost. Other methods such as SLA
start to become more affordable for low-cost printing. The main challenges of rapid prototyping
in medicine are the application to clinical routines and the proof that they have a real benefit
over other visualisation methods, as well as adequate resemblance to real tissue (Rengier et al.,
2010). A possible application proposed by Rengier et al. (2010) is the use of 3D printed models

in a teaching environment.

The last section of this chapter will look at digital standards in medicine. These define a variety of
aspects important to the implementation of the image management, processing and visualisation

in medicine.

2.4 DICOM—The Medical Standard

In 1985, the American College of Radiology (ACR) and the National Electrical Manufacturers
Association (NEMA) jointly published a standard for the transfer of medical images and as-
sociated metadata. This standard evolved to the now well-known DICOM standard (NEMA,
2014a,d). The standard (NEMA, 2014a) with over 5500 pages ensures compatibility between
various hardware and software vendors across different hospitals. DICOM regulates file stor-
age, file transfer and image display. The recently added DICOMweb standard also regulates

web-based systems (Genereaux et al., 2018).

2.4.1 DICOM File Format

DICOM files function almost like a wrapper around the commonly used image files, adding
information relevant to the medical community. As such, each file must explicitly define a

patient by unique properties, such as their name, identification number, and date of birth. In
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this way, it is always possible to map the images back to the patients to ensure that doctors

have access to the relevant images for their diagnosis.

2.4.2 DICOM File Transfer Protocol

The DICOM file transfer protocol enables communication between various medical equipment
and software. For a storage commitment (SCM) an image is sent from a service class user (SCU)
to a service class provider (SCP), as described in (NEMA, 2014e, Chapter 9.2). We will make

use of this protocol in Section 3.1.2.

2.4.3 DICOM Image Display

Chapter 14 of the DICOM standard describes ‘a standardised display function for display of
grayscale images’ (NEMA, 2014b). As discussed in Section 2.2, a digital image is a set of numbers
and needs to be converted into luminance levels to become a viewable image. In medicine, it is
considered very important to ensure that the same image always looks the same, independent of
the display device or environment. In this way, information necessary for diagnosis will always
look the same, and there is less room for errors due to wrong interpretation of the image (Barten,
1999; NEMA, 2014b).

The defined DICOM grayscale standard display function (GSDF') allows creating a look-up table
(LUT) for individual images, as reported by Jones (2006). It can also be used by vendors to
record the output of a monitor with a camera and compare it with the expected image output.
The comparison is used to calibrate the intensity of individual pixels of the image based on

current light conditions (Compton and Oosterwijk, 2012).

2.4.4 DICOM Data Model

The previous three areas of the DICOM standard show the importance of complying with DICOM
when designing a medical workflow. By ensuring consistent data storage and transfer, hospitals
can purchase equipment from different vendors and rely on them working together. And if every
medical display shows the images in the same way, then doctors do not have to adapt and the
chance of misdiagnosis is reduced. DICOM is designed for clinical/diagnostic purposes, which

becomes apparent when looking at the ‘DICOM data model’.

According to DICOM, data is structured as shown in Figure 2.16 (NEMA, 2014c). The most
important information for any data is the patient. From a diagnostic point of view, this makes
sense. The patient is the subject to be treated and information related to the patient needs to
be known. A doctor can conduct a study for a patient (for example an MRI scan) that involves

one or more series of images.

From a research perspective, this approach is not beneficial. First of all, in research, it is
important that the patient is not identified by the research data. There must not be any identifier
for the patient. Instead, it is often of interest to compare studies from different patients and find

things that relate them. For example, this allows predicting risks for groups of people, such as
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FIGURE 2.16: The DICOM model: the labels on the left shows the structure according to the

standard, the tree diagram on the right shows an example of how image data fits into this
model.

smokers or men above the age of 60. The anonymisation of data can be done through encryption
or removal of personal data. Usually the identifying data from DICOM files is removed which

makes the DICOM model useless in a research environment.

2.5 Image Management Systems

The use of databases, as introduced in Section 2.1.2, to store and retrieve data is vital to
biological and medical sciences in dealing with the increasing flood of data (Jagadish and Olken,
2004). Systems for managing image data and related metadata in medicine are commonly known
as picture archiving and communication systems (PACSs) in a radiology environment (Choplin
et al., 1992). Within a digital pathology system (DPS), they are also referred to as LIMS or
just laboratory information system (LIS) (Chlipala et al., 2010; Pantanowitz, 2010). We will use

‘image management system’ as a more generic term throughout this thesis.

Griffin and Treanor (2017) encouraged the application of a digital pathology workflow since it
allows quick sharing of data for assessment by multiple experts. The multiple assessment results
in fewer errors. Moreover, the use of automated image analysis aids the experts in their diagnosis
as commonly done through CAD. In a cost-benefit analysis, Griffin and Treanor (2017) showed
that a 10 % productivity increase would result in breaking even after just two years for a large
hospital. This shows the feasibility of digital workflows. Their article also lists several downsides
of a digital pathology workflow, such as the unfamiliarity of pathologists with digital slides,
network latency and the related perceived inefficiency. Possible reasons for this inefficiency are a
small field of view, software design issues and unfamiliarity. This shows that usability of medical
software and viewing options are important to the success of a digital pathology system (Griffin
and Treanor, 2017; Treanor and Quirke, 2007).

The use of image management systems based on the European DataGrid Testbed has been

previously investigated (Montagnat et al., 2004). The authors define the image management
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system to include image processing. In this thesis, we clearly distinguish between image man-
agement and image processing (see Section 1.2). For these two systems, they identify relevant
specific areas of importance, including data security, data semantics, traceability, computation
pipelining, parallel computations and interactive applications with a focus on responsiveness and

visualisation. They further envision ease of access as a future aim (Montagnat et al., 2004).

PACSs store images on a server and make them available to radiologists, allowing them to
search through the data and view the images in the browser. In Sections 2.5.1 and 2.5.2, we
will review the most popular image management systems in medical research. The Open Mi-
croscopy Environment Remote Object platform (OMERQO) and the Bio-Image Semantic Query
User Environment (BisQue) are free web-based image-servers that are providing solutions for the
increasing image size. More of such systems exist (eg. Linkert et al., 2010; Marcus et al., 2007;
Norcen et al., 2003) but none of them has the popularity and impact OMERO and BisQue have.
We will also introduce a system that presents an alternative way of managing data to existing

medical systems in Section 2.5.3.

2.5.1 OMERO

The Open Microscopy Environment Remote Object platform (OMERO)? (originally OME-
Server) is an image repository dating back to 2000 that is used for medical research data (Allan
et al., 2012; University of Dundee, 2014). It is maintained by the University of Dundee and the
Open Microscopy Environment. An overview of the structure of OMERO is given in Figure 2.17.
As seen in the figure, OMERO is more than an image storage system. As a PACS alternative, it
combines image management, processing and visualisation in one system. We will therefore have

a look at all the requirements for an image workflow described in Section 1.4 when reviewing
OMERQO in this section.

OMERO was designed for small 2D images (Kvilekval et al., 2010) but now also supports the
storage of large multi-dimensional images. Metadata is stored in a relational database. Most of
its services are supported by a browser-external software client (OMERO.insight), which con-
nects to the OMERO server. The server holds the data and metadata, which the client can
access remotely (Burel et al., 2015). Images can also be stored and manipulated through cus-
tomized codes written by users. Such codes need to be compatible with the OMERQO application
programming interface (API) (Allan et al., 2012). This feature allows for great usability by pro-
grammers. Users with a medical focus can rely on a multitude of plug-ins for popular software,
such as the OMERO plug-in'® for ImageJ and the OMERO.matlab toolbox!!. The support for
new software requires a programmer to create a new plug-in for the medical user. The use of a
custom server limits the modularity of the system. Since all parts need to be compatible with the
OMERO API, the integration of third-party applications requires adjustment by a programmer
familiar with OMERQO. Data traceability largely relies on the user, but inbuilt ‘OMERO Ana-
lytics’ can help ensure not only traceability of the origin of the data but also trusted provenance
(The Open Microscopy Environment, 2017). By running OMERO on a powerful server, fast

response can be achieved. In version 4.3, a tiled image viewer for large web-based 2D images

90fficial site: https://www.openmicroscopy.org/omero/ (last accessed 02/08/2018)

10 Available at: https://help.openmicroscopy.org/workflows-fiji.html (last accessed: 12/12/2018)

I Available  at: https://docs.openmicroscopy.org/omero/5.4.9/developers/Matlab.html  (last accessed:
12/12/2018)

38


https://www.openmicroscopy.org/omero/
https://help.openmicroscopy.org/workflows-fiji.html
https://docs.openmicroscopy.org/omero/5.4.9/developers/Matlab.html

2.5. IMAGE MANAGEMENT SYSTEMS

Acqtloliosli:i(m ( User H Ol}]{%gﬁg ] (Custnm Clinnts]
3 A A

' OMERO.web '

# Y Y

( — )
:

( OMERO server

Image data Metadata

FIGURE 2.17: Architecture of OMERQO: All requests are handled by the OMERO API. Match-
ing colours indicate parts which fulfil a similar role within the architecture.

was added (University of Dundee, 2014). OMERO was scalable to multiple terabytes of datasets
as of 2012 (Allan et al., 2012) and it is assumed that this capability has increased since. A
connection pool increases the number of possible database connections to 500 and the server
allows an equal number of simultaneous invocations (The Open Microscopy Environment, 2018).
Clustering OMERO using multiple servers is possible using OMERO.grid. Burel et al. (2015)
described the steps taken towards data security. The API uses secure sockets layer (SSL) en-
cryption by default. Data access can be granted through a privilege system using user groups
(Burel et al., 2015).

OMERO has been around for many years and provides reliable image management mechanisms.
Although the API is not user friendly to medical users, it enables programmers to develop
useful tools for medical researchers and integrate new software. It also provides an option
for data traceability and provenance. Over the years the importance of larger images has been
acknowledged by the OMERO developers. Scalability and data security has been addressed when
implementing custom servers and tools. The use of many tailored software solutions reduces the
modularity of OMERO.

2.5.2 BisQue

The Bio-Image Semantic Query User Environment (BisQue)'? is a comparatively new alternative
to OMERO. Dating back to 2007, it was established with the aim of making 5D medical images
of several hundreds of gigabytes in size accessible over a web server (Kvilekval, 2007; Kvilekval
et al., 2010). It is maintained by the University of California. Similar to OMERQO, BisQue
provides a full solution for all parts of the image life cycle introduced in Section 1.2. We will
look at all the requirements for an image workflow described in Section 1.4 when reviewing

BisQue in this section.

20fficial site: http://bioimage.ucsb.edu/bisque (last accessed 02/08/2018)
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FIGURE 2.18: Architecture of BisQue: Every task has its own service. An API helps establish
communication with these services. Matching colours indicate parts which fulfil a similar role
within the architecture.

Besides large 5D images, BisQue supports a variety of image formats and is compatible with
several image processing tools. Through the use of cloud computing, several image processing
algorithms are provided server-side. Custom codes can be programmed and executed in the
cloud (Kvilekval et al., 2010). The BisQue API allows custom plug-ins to be created. As
mentioned in the previous section, an API is very useful for programmers but not user friendly
for medical researchers. BisQue is built as many interacting servers, each running a service as
shown in Figure 2.18. This mechanism makes BisQue very scalable, as multiple servers for the
same service can be deployed to improve the performance of that service. Some services rely on
other services, but all are accessible through the BisQue API. Data is split over ‘Image Sources’
and ‘Blob Services’. The first ones are responsible for storing small files and images for direct
access, while the latter ones are specifically for large files and complex data formats. Metadata
is stored as documents in XML (Kvilekval et al., 2010). BisQue supports trusted provenance.
Any alteration of data has to be done through BisQue and is recorded by the metadata server.
Datasets stored cannot be altered (Kvilekval et al., 2010). BisQue’s inbuilt image viewers allow
viewing 3D to 5D images as a volume and 2D to 5D images as single slices. The slice viewer
allows zooming a tiled image as well as moving through the planes of it with a slider. Data
security is ensured through server-based authentication and secure protocols. There are three
access levels: owner, public and private access. The creator of a dataset is automatically assigned
to be the owner (Kvilekval et al., 2010).

While BisQue and OMERO both have several modules, they are not modular based on our
definition in Section 1.4, since their modules are connected through their own APIs rather than
established standards.
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metadata. Matching colours indicate parts which fulfil a similar role within the architecture.

2.5.3 Heterogeneous Data Centre

The Heterogeneous Data Centre (HDC) by Scott (2014) is based on the Materials Data Centre
(MDC) and aims to manage experiment data over its entire life-cycle. Whilst OMERO and
BisQue consider the data to be acquired, processed and then stored for the purpose of archiving
and sharing, the HDC is built around the idea of managing data through its full life-cycle, starting
at the data acquisition. In order to achieve data management this early on, HDC is designed
not to interfere with the end-user’s data usage. The main difference among HDC, BisQue and
OMERQO is that, unlike the others, HDC provides direct file store access that allows users to

manage experiments without the need to install specific software (see Figure 2.19).

Using a file store to store large datasets is common practice since databases are limited in size. If
the data is stored as separate files, the size is only limited by the file store. As Sears et al. (2006)
showed, SQL databases are much more efficient than file systems for large amounts of small
files but less suitable for files larger than 1 MB. Metadata of the data is stored in a database,
as explained in Section 2.1.2. In HDC, a link to the data is stored in the database so that
any application connecting to the database knows where the actual data resides on the disk.
Giving the user direct access to the file store introduces issues: for instance, the content of the
data might be changed and the data on the disk and metadata in the database might get out
of sync. Therefore, a tool is required to monitor both the file store and database and resolve

disagreements through synchronisation.

To enable synchronisation, HDC has a file-system monitor, which will be referred to as the ‘file
watcher’ for the rest of this thesis. The file watcher compares the state of the file system storing
the data to that of the database storing the metadata and modifies each of them to attain
consistency. The file watcher is triggered by file-system events to analyse a particular folder. It
also checks every folder in the system at regular intervals in case system events were missed.
Information about the datasets’ files is stored in hidden sub-directories of the data folder. With
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this information, HDC determines and differentiates between additions, removals, renaming, and
copies on a folder and file level (Scott, 2014; Scott et al., 2014). If the database differs from the

file store, then:

e New files/folders are added to the database,

e renamed files/folders are renamed in the database,

e copied files/folders are added to the database,

e removed files/folders are marked as deleted in the database and

e new permissions are copied from the database to the file system.

Another functionality provided by the file watcher is automatic execution of plug-ins if specific
file-types are added. This allows extending the capabilities of the file watcher further by inter-
facing with other external software (Scott et al., 2014). We will make use of this functionality

later in Section 5.1.4.

While the file watcher synchronises the file store and database, users get access to the file store
via a network file share and can edit, add and remove data. The dataset owner can provide
other users read or read and write access through the website or the file store. The permissions
are synchronised between the website and the file store. Moreover, a web front-end based on
Microsoft SharePoint!? allows editing of database entries such as the metadata of datasets,
relations and access permissions. SharePoint tools were created to allow metadata to be edited
or imported from templates. In HDC it is possible to search for datasets and to execute plug-ins

on them. Figure 2.19 gives an overview of the architecture of HDC.

2.6 Summary

In this chapter, we have reviewed technologies and theories related to the life-cycle of images
in medical research. First, we addressed the management of images. We introduced approaches
to managing metadata, and looked at different database systems and their advantages and dis-
advantages. We then combined the knowledge acquired about metadata and databases when
reviewing existing image management systems used in medicine. When managing image data,
one has to store not only the numbers defining the image, but also relevant metadata. Meta-
data can be structured in a strict hierarchical taxonomy or in a user driven folksonomy (see
Section 2.1.1). To store this metadata, five common types of databases are available, usually
grouped into SQL and NoSQL databases: we analysed them in Section 2.1.2. NoSQL databases
offer more flexibility when it comes to structuring data and also enable horizontal scaling of
databases over several servers. However, when using SQL databases, usually vertical scaling is
the only way to increase performance. The limit in database size is a major disadvantage of
relational databases when it comes to datasets with millions of entries, and other solutions may
offer better performance in write-intensive applications or complicated queries. However, SQL

databases outperform NoSQL databases for simple, read-intensive applications and have much

130Official site: www.sharepoint.com/ (last accessed: 02/08/2018)
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better security implementation than the less well-established NoSQL alternatives. For a medical
datastore, security is a priority and new database types only enable coping with large amounts
of datasets, not data which is large in itself. The use of SQL was therefore preferred when
designing a management system for medical images in Chapter 3. In Section 2.5, we introduced
the concept of an image management system which manages image data by using a database to
store related metadata. The underlying part of any image management system is the storage of
data. We reviewed existing image management systems for medical research, such as OMERO
and BisQue, and finally investigated HDC as an alternative approach to data management. HDC
provides users direct access to their data through a network file share.

The medical image workflow requires not only the management of but also the processing of
image data to extract useful information from the images. Different steps of image processing
have been introduced. We categorized processing algorithms into various groups and explained
each of them in Section 2.2. Image enhancement and image segmentation are affected the most
by the increase in image size described in the beginning of Chapter 1. Section 2.2.6 described the
different processing algorithms. While thresholding, region-growing, active contour models and
machine learning algorithms produce distinct regions/segments, most filters are used for image

enhancement and can be used for segmentation only in combination with other methods.

Digital images are a set of numbers and therefore can be interpreted by a machine. However,
for humans to understand digital images, visualisation is needed. In Section 2.3, we looked at
traditional visualisation methods in 2D and 3D, namely, variations of 2D sectioning and 3D
volume and surface rendering. We also looked at Holograms, VR and AR, which give the eye a
better perception of 3D objects retrieved from 3D scans. We talked about 3D printing as a new

fast manufacturing technique and how it can be used to the advantage of doctors in medicine.

Finally, we had a look at the DICOM standard as the main medical standard for software

engineering, comprising both a data storage standard, as well as a data transfer protocol.

We will build upon the information provided in this chapter when developing new and improved

approaches to handling the steps of the image life-cycle in the following chapters.
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Chapter 3

Image Storage

The work described in this chapter has been accepted for publication as:

Wollatz, L., Scott, M., Johnston, S. J., Lackie, P. M., Cox, S. J., Oct. 2018. ‘Curation of image
data for medical research’. In: Proc. 14th Int. Conf. eScience (eScience 2018). IEEE, Amsterdam,
Netherlands, pp. 105-113. doi:10.1109/eScience.2018.00026

N Chapter 2, we reviewed literature related to the image life-cycle defined in Section 1.2. We
established different groups of image processing and visualisation and provided a detailed
review of existing image management systems and the underlying concepts of databases

and metadata. A more general review of database systems, which form the basis of every data
storage system, and their suitability for medical image data were discussed in Section 2.1.2.
The most popular existing research systems for managing medical images have been reviewed
in Section 2.5. Figure 3.1 gives an overview of how these systems work. The connection to
other software is restrictive and not user-friendly to a non-technical audience, such as medical

researchers.

In this chapter, we will look at improving the storage of medical images. Users require a way to
store, find and share relevant information. The storage of data is important since its value may

not be fully obvious at the time of its creation, but future research can benefit from the data.
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FIGURE 3.1: Research image management system as used today. Light parts are system
specific in their implementation.
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To make sure the data becomes and stays available, management of data has to start at a very
early stage of the life-cycle of the data. It ensures that data can be shared within a research
project. Several people may create data and the same or others may process or interpret the

data, which refers especially to images in our case.

A storage system needs to implement data-storage and access, handle user permissions and help
users find the data they require. Researchers also have a particular interest in processing the
data. For smooth data processing, the interaction between processing software and the storage

system is of interest.

Based on the outcome of the review in Section 2.5, a web-based image storage system will be
developed in Section 3.1. The downfalls of a purely website-based system will be discussed and
an alternative approach, which gives users direct access to the data, will be taken and discussed
in Section 3.2. A summary of the approaches and how they improve the existing storage systems

is given in Section 3.3.

3.1 A Website for Medical Data

Databases, as discussed in Section 2.1.2, require being linked to an interface in order for data to
be accessible. For an initial system, it was decided to create a website-based interface. Websites
have the advantage that they can be made widely available without the requirement of specialised
software on the end user’s machine. For this project, Microsoft WebMatrix 3! was chosen as
the working environment, using Microsoft SQL and Microsoft Internet Information Service (IIS).
WebMatrix 3 provided a gallery template, which made it easy to prototype a website with the
intent of testing interacting software. WebMatrix 3 is no longer supported and we will address
this in the discussion of this section. The simple website is able to store information about images
as defined by users inside the database, while keeping a link to the image data files. Image files

can be sorted by tags, galleries or users. We call this system Mata?.

The main target was to test users’ access to the image data. While the download of images to the
user’s computer was achieved through direct links to the corresponding files, uploading files is
more complicated. Either users or medical imaging devices can undertake uploads. Sections 3.1.1
and 3.1.2 will discuss how each of these scenarios can be achieved. In Section 3.1.3, we will discuss

the results and argue why it is not ideal to provide users with web access only.

3.1.1 File Upload

One of the key challenges faced when building the website was to enable users to upload large
image files over the internet to the server. IIS has an inbuilt security layer that limits the
maximum data size that can be sent within one request. Files larger than the limit will be
denied. The limit can be increased, but browsers are likely to run out of memory as they

prepare to send GB of data or restrict the maximum file size (Lawrence, 2011).

LOfficial site: https://www.microsoft.com/web/webmatrix/ (last accessed: 31/01/2018)
2Source code and documentation published as doi:10.5258/SOTON/D0430 (Apache 2.0 License)
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FIGURE 3.2: Schema of Plupload: files are split client side and sent in small blobs to the
server.

To overcome this limitation, the default image upload process was extended using Plupload®.
This library allowed files to be split on the client side, sent as separate file blobs and reassembled

on the server side when received (see Figure 3.2).

By uploading the data as small blobs, file upload limits can be bypassed by simply setting the
blob size to that limit. Moreover, browsers can release memory after every blob sent. This way,

the upload process also becomes more responsive.

In spite of Plupload overcoming the file-size limitations, it did not overcome issues regarding
the speed of uploading files. The university network speed for example was measured to provide
a maximum of 260 Mbit/s upload speed. This was never reached in practical scenarios due to
bottlenecks in other parts of the transmission. Uploading images tens of gigabyte in size will still
take up to several hours and users need to remain on the webpage during that time. This lengthy
process is connected to errors in data transfer becoming more likely with increasing image size.

Additional solutions like resumable.js* are required to overcome this limitation.

3.1.2 DICOM Receiver

In order to support medical imaging and display services, it is important to support the DICOM
standard. For this, a DICOM receiver was built, based on miniPACS®. Section 2.4 demonstrates

the procedures of a file transfer for an SCM when an image is sent from an SCU to an SCP.

The receiver created uses DCM4CHES to receive DICOM files according to the transfer protocol,
as defined by NEMA (2014e, p. 39-43). It accepts DICOM files sent to it and places them into
a pre-defined directory. A Python script was written following miniPACS, which monitors that
directory and copies the incoming image files into the website directory. We tested this set-up
using DCM4CHE to send DICOM files from another computer. They were successfully received

and stored by our system.

3Official site: http://www.plupload.com/ (last accessed 03/08/2018)
4Official site: http://www.resumablejs.com/ (last accessed 14/01/2019)
5Available at: http://www.free-dicom-pacs.com (last accessed 13/02/2018)
6Official site: http://www.dcm4che.org (last accessed 03/08/2018)
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FIGURE 3.3: Architecture of the website with the addition of miniPACS and Plupload. Match-
ing colours indicate parts which fulfil a similar role within the architecture.

The main issue found was that DICOM access security is based on patient information (also
see Section 2.4.4). A doctor is granted access only to their patients’ data. The information
identifying the patient is found in the file metadata. For research-related files, it is of high
importance to anonymise files for ethical reasons. Accordingly, any patient-related information
is removed from DICOM files before being used in research. Therefore, no link that defines users
who should be granted access to a received file exists. This means that any received DICOM

data needs a (human) moderator, who assigns permissions to the dataset.

With a moderator in place, an open source DICOM receiver can be used to allow medical imaging

devices to send images to the storage system.

3.1.3 Discussion

Using WebMatrix 3, a website that fulfilled the basic requirements of a storage system as outlined
in Figure 3.3 was created, wherein users have two options to upload their data. The first option
is to upload data from a medical imaging device using the DICOM transfer protocol to connect
to the miniPACS DICOM receiver. The receiver in turn stores the received files and adds them
to an SQL database. Alternatively, Plupload can be used to upload files of any size directly
through the browser. Additionally, support for previewing files was added, as will be discussed

in detail in Section 5.1.

This design is much simpler than the common one, as can be seen on comparing Figure 3.1
with 3.4. However, this comes with the downside that the external software cannot be directly
supported anymore. Without an API, users need to download data first before importing it
into the software they are using. Moreover, the software application used by systems such as
BisQue and OMERQO allow more reliable image uploads than our system. Software applications
can handle uploads in the background while the user continues navigating the storage system

and can even pause the file transfer. The latter allows systems to deal with network issues since
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FIGURE 3.4: Research image storage system implemented by the first iteration of Mata com-
pared to the common implementation used by existing systems in Figure 3.1 on page 45. Light
parts are system specific in their implementation.

started file transfers can be continued after the connection is re-established. These functions can
be implemented in a browser using existing JavaScript libraries. The downside of both browser

internal and external upload solutions is the lack of integration with existing software.

By deploying the web-based data storage system, it was shown that it is possible to provide
users with the essential functionality of file upload and download and editing of the metadata.
Further, it was shown how to implement tools to enable DICOM-based medical devices to upload

data to a custom server.

This attempt also revealed certain issues, such as that of ownership of images coming from a
device without user authentication as well as the bottle-neck of uploading very large datasets
over the web. The use of Plupload enables the upload of large files. It does not overcome
issues regarding the speed and reliability of uploading files. The WebMatrix 3 framework is no
longer supported, which will affect security updates and long-term sustainability if used in a
real system. The use of a framework should be considered carefully when trying to provide a
long-term solution. Instead, one can use self-sustained frameworks or provide a solution without
the use of frameworks. This allows web developers to add their preferred framework, which they

can replace if needed.

This first iteration of Mata is replaced by a new system presented in the following section, which

will overcome these disadvantages.

3.2 File Store-Based Version of Mata

In Section 3.1, we tested a website-based system for image storage. The upload of several tens of
gigabytes of data through a web browser is slow and unreliable due to browser limitations (Ephox,
2017; Lawrence, 2011). The upload speed is mainly dependent on the internet performance, which
cannot be controlled by the system. There are two common solutions to implement the upload
of large files. Either a web browser application is used, or a separate software connects to both
the local file store and the remote one. We used Plupload in Section 3.1.1 to overcome the issue
of file size when uploading large datasets, but it was not able to increase reliability compared to

that offered by software-based file upload as used by other storage systems (Allan et al., 2012;
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Kvilekval et al., 2010; Marcus et al., 2007). The alternative approach, as used by Allan et al.
(2012), Kvilekval et al. (2010) and Marcus et al. (2007), is a software running on the researcher’s
computer that interacts with an API on the storage server. The downside of a system-specific
software for image upload and download is that it reduces user-friendliness since it requires users
to learn the operation of the image management software. Providing access to data only via an
API introduces an additional step to connect other software. Any new software will require a
computer scientist to integrate it with the storage system via an API. The APIs used by existing
management systems are not standardized. The existing clinical standard for data storage and
transfer, DICOM, relies on detailed patient information as explained in Section 2.4.4 and cannot
be used in a research environment, where the patient needs to be anonymous (NEMA, 2014a;
Warnock et al., 2007).

To overcome concerns regarding reliability and user-friendliness of data transfer, we chose to
create a system based on HDC, as introduced in Section 2.5.3 on page 41, as a back-end. HDC
gives users direct access to the server file store. Using a network file share gives users a familiar
environment for accessing their data while ensuring robust file transfer and storage methods that

evolve with the file store.

In this section, we will explain how we developed a functional, user-friendly system for managing

medical image data by modifying HDC.

3.2.1 Adapting HDC

HDC implements a variety of features for the storage of data, specifically the synchronisation of
a file-store and a database. Most features were deemed useful for medical research. For Mata,
we retained the Windows server, to integrate with companies’ Windows networks, as well as the
SQL database used by HDC for metadata storage. The layout of the database was copied since
it already exhibited the versatility required for this project.

Other parts of HDC were considered unnecessary for this particular implementation. Specific-
ally, the SharePoint interface was removed and replaced with a more lightweight PHP website.
SharePoint integrates well with Microsoft environments since it is part of the Microsoft Office
suite. The number of third-party applications for SharePoint is limited and integration of cus-
tom plug-ins, though possible, requires programming them in .NET or finding another way of
implementing them. The original interface was built with SharePoint 2010 and .NET 3.5. That
version of SharePoint is out of date, and we found it to be slow. We did not use many of the
SharePoint features that were implemented with the HDC front-end, either. Instead of reimple-
menting the SharePoint front-end in a more recent release, we created a PHP site for Mata that
was easier to prototype and is fully open source. The use of PHP also allowed easy reimplement-
ation of essential features, such as the editing of user permissions and dataset metadata. The

architecture of this new version of Mata is shown in Figure 3.5.

The data was structured as follows. Each user has a folder in the top level of the shared file
store. Inside that folder, they can create more folders, each of which is considered a dataset.
Each image is a dataset of its own. If an image is processed, a new folder is created for the
processed version of the image. New folders are also created for intermediate results of image

processing or images that show an extracted region of another image. The related datasets can
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FIGURE 3.5: Architecture of Mata 2. Compared to the architecture of HDC illustrated in
Figure 2.19 on page 41, the website has been changed from SharePoint to PHP. Matching
colours indicate parts which fulfil a similar role within the architecture.

be linked through the database. As with any storage system, we rely on the user to only upload

and store sensible data.

The rest of this section will address various parts of the storage system and the corresponding
solutions we have developed. We will briefly discuss feature re-implementations of HDC and then
introduce any additions made to the system for each part. We distinguish between the following
modules of the storage system: editing of metadata, visualisation and searching of metadata,

and system security. We will also discuss the visualisation of datasets later in Section 5.1.

3.2.2 Editing of Metadata

Metadata here refers to key-value pairs (Scott et al., 2014), which we refer to as tags in order to
match users’ expectations (see Section 2.1.1). Tags allow users to assign metadata to datasets.
Tags can help maintain information about data that is important to medical researchers but
cannot be stored as part of the image file. For example, a tag can describe the species seen in
the image, which may be a human, a sheep, or a zebrafish. In this case ‘species’ would be the
key and ‘human’ the value. As with HDC, editors of the dataset are allowed to sort tags in a
particular order and create hierarchies for them. These hierarchies allow users to structure the

tags according to their needs.

We chose a folksonomy over a taxonomy (see Section 2.1.1), as there was no suitable taxonomy
developed for the specific field of pathology. A challenge faced when allowing users to edit the
metadata is the lack of consistency, which makes comparison of the tags more challenging (Golder

and Huberman, 2006). We used two solutions to overcome this problem.

One solution we adapted from HDC to avoid users using different terms to describe the same

thing involved the ability to import tags from parents. It assumes that users will tend to use this

51



3. IMAGE STORAGE

functionality to save the effort of copying common tags. When importing tags from a parent,
all tags from that parent, where the key has not yet been assigned any value for the dataset,
are copied over to the dataset. This approach ensures consistency among tags between different
datasets, users, and sites. Not copying values of keys which have already been defined avoids
overwriting data or having duplicate keys. We also preserved the hierarchy of tags to ensure

equality of tags, as defined in Section 3.2.3.3, between different datasets.

In addition, Mata implements a dictionary to guide users into using the same tags for describing
the same features (Noruzi, 2007). The advantage is that synonyms can be avoided. The diction-
ary also provides guidance, to avoid typographical errors and reduce the number of grammatical
variations of the same term. The system suggests existing tags to users based on the user’s input.

Tags that have been used more often have been ranked higher amongst the suggested tags.

3.2.3 Visualisation and Searching of Metadata

One of the main requirements of a data storage system is the ability to look up data in an efficient
manner. Our solution provides three different options for finding datasets: a basic search, tag

clouds, and relation networks.

3.2.3.1 Basic Search

One functionality re-implemented is a basic search function which looks for the exact phrase in
the datasets title, description and tags. It returns any matches found in the order of the number
of matches of the search term found in the database. This search function can be expanded to
be more sophisticated if needed (Brin and Page, 2012; Dessloch and Mattos, 1997; Kieflling and
Kostler, 2002; Tsuruoka et al., 2008) and to use a medical ontology, as done by Diaz-Galiano et al.
(2009). Due to the limited amount of metadata stored for the first samples of the research project
introduced in Section 1.1, such extension of the search function was not considered necessary at

this point.

3.2.3.2 Tag Cloud

A page with all of the different tags was created, to enable users to browse the tags. This was
a request from medical researchers to help them visualise the metadata. Tag clouds also make
the metadata more prominent and encourage users to add tags (Willoughby et al., 2014). Tags
were arranged in an elementary rectangular tag cloud as shown in Figure 3.6, to aid users in
finding important tags quicker. The implementation of more sophisticated tag clouds is possible
and has been discussed in many papers (Halvey and Keane, 2007; Kuo et al., 2007; Seifert et al.,

2008). We implemented our own tag cloud here and will outline it in the following paragraphs.

In order to prioritize tags in a tag cloud, they are represented in different font sizes, colours, or
layouts. Tags that appear more often are larger, such that specific, unusual tags or typographical

errors that only appear for a few datasets are smaller and less noticeable.

We assume that more frequently used tags are more likely to be of interest to a common user
and therefore should be larger and easier to find (Sinclair and Cardew-Hall, 2008). Meanwhile,
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FIGURE 3.6: Screenshot showing a rectangular tag cloud for a small number of tags. Entries
are in alphabetical order. More common tags have a larger font size than less common tags.

to help users searching for specific tags, we minimized the variation of font size between tags.
We used Zipf’s Law (Zipf, 1949) to map the occurrence of specific tags to a linear distribution.
We also maintained an alphabetical ordering of tags to help users find specific tags (Halvey and

Keane, 2007). Details about the implementation of the tag cloud can be found in Appendix A.

3.2.3.3 Relation Networks

When editing a dataset, users can define parent datasets, i.e. datasets which the current dataset
was derived from (Scott et al., 2014). An example is a segmentation of a scan which can be
linked to the original image dataset. By default, a dataset is expected to have precisely one
parent unless it is an original scan, in which case it does not have any parent. In some cases,
several images may be combined into one. An example is the correlation of a single photon
emission computed tomography (SPECT) image and a CT image. Areas of abnormality found
by a SPECT can be located relative to internal organs, detected by the CT (Soo and Cain,
2017). In such cases, more than one parent may exist. Having the origin of an image defined

ensures that they can be traced back.

A network graph (see Figure 3.7) is generated, using recursion to search for all related datasets
in the database and vis.js” for display. In this graph, each node represents a dataset and arrows
connecting the nodes indicate their relation, as seen in Figure 3.7. This graph helps users in
finding other datasets derived from the same scan with just a few clicks. Similar to the tag cloud,
it also provides users with a prominent visualisation of metadata and, therefore, encourages the

use of metadata.

This view has also been combined with the tags explained in the previous section. As a result,
it can display a hierarchy of tags for a folksonomy (see Section 2.1.1) by assuming that two tags
are equal, if their keys, their values, and child tags are all the same. The order of the children

is disregarded.

7Official site: http://visjs.org (last accessed 03/08/2018)
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FIGURE 3.7: Screenshot of a dataset relation network graph using fictional datasets for demon-

stration purposes. The red dataset is the one the graph was created for. Related datasets are

shown as dark blue boxes and related tags and users with according symbols. Normally, a

research dataset would not contain the patient name, but we use made up names here for
demonstration purposes.

As seen in Figure 3.7, the datasets ‘Sample_CT002’ and ‘testMerge of twins CT’ are tagged
with the same patient, as all the child tags related to ‘Patient’ are the same. However, they are

different from the patient of ‘Sample_CT001’, as they only share a single attribute.

Figure 3.7 also illustrates the limitation of this strict definition of equality, since the ‘Patient’ in
‘Sample_CT001’ and ‘Sample_CT001-Copy’ are considered different even though they describe
the same person. Not all child tags of ‘Patient’ are the same, because the researcher in one
dataset lists the species as part of the ‘Patient’ information. The gravitational physics model
behind vis.js solves this issue by ensuring that such tags, which are almost equal, will remain

close together since they share many children.

The rather strict definition avoids false positives. In medicine, critical metadata, such as the
patient, have multiple identifiers. This reduces the chance of tags falsely being identified as

equal.

The comparison of tags and their children, as mentioned before, occurs over several levels. As
a result, the tag ‘Imaging’ may include subcategories, for example, ‘Scan settings’, containing a
list of settings such as the exposure rate and projections. In the web interface, every tag links

to a page that shows all datasets containing that tag.
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3.2.4 System Security

The importance of security for medical databases has been highlighted through recent incidents
(Fox-Brewster, 2017; TrapX Research Labs, 2016). For the security of a service, various func-
tional components have to be considered and evaluated. This is particularly important when
dealing with sensitive medical data. Components that could be vulnerable include the user au-
thentication and the database. Most of these components have been discussed by Scott (2014)
and Scott et al. (2014). The specific permissions in Mata were kept the same as in the case of
HDC. Everyone can list folder content but access to file content is limited to certain users. The
owner (the creator) of the dataset can decide whom to give access to, and people with access
can preview and edit the data in a browser. Permission can only be modified by the owner or a
system administrator. Content is moderated by trusted administrators. This can help overcome

security issues with external imaging devices, as encountered in Section 3.1.2.

HDC also forwards the permissions as read and write permissions to the server file store and
the connected network file share. The file access on the network file share is secured through
Windows authentication. Applications, such as the PHP interpreter, running on the server
responsible for the website need elevated permissions in order to access the database and other

data. Further, the website authentication has to be re-implemented with PHP.

When webpage content is generated, it is essential that confidentiality of the data is maintained.
Accordingly, when rendering the content of a webpage, PHP needs to know who is allowed to
view or edit individual content and who is accessing the website. HDC synchronizes folder and
file permissions between the database and network file share. As PHP has access to the database,
it can check if a user has permission to access specific data. Additionally, Windows Server and
IIS enable the use of the same authentication for websites and file access. This enables single
sign-on (SSO), indicating that users only need one account and password to access both the
network file share and Mata’s website. Other systems connected to the domain can also be
accessed using SSO. PHP can read the session’s details from the server and therefore knows
who is accessing the webpage. The user identification is the same as the one HDC synchronized

between the servers’ file store and database. As a result, PHP knows the users’ permissions.

As discussed in Section 2.1.2.4, we will not explore details of the security implementation. The
use of well-established systems, like Windows Server, Windows authentication, secure protocols,
SQL and PHP enables system administrators to set up a secure implementation throughout
the whole data storage system. This includes securing the network drive which is accessible
from outside the institution through a virtual private network (VPN). The primary reasons for
choosing SQL as the main database type was the well-established security it offers in comparison
to NoSQL databases, as examined in Section 2.1.2.4.

3.2.5 Discussion

In this section, we explained how to improve the medical image storage system Mata introduced
in Section 3.1. We discussed the underlying software and presented various parts of the storage
system. This included the editing of metadata, visualisation and searching of metadata and

system security. We combined the advantages of a file store with known functionality to the
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FIGURE 3.8: Research image storage system implemented by the second iteration of Mata as
compared to the common implementation used today in Figure 3.1 and the first iteration in
Figure 3.4. Light parts are system-specific in their implementation.

end user and established file-transfer protocols with the accessibility, visualisation and searching
power of a website with a database (see Figure 3.8). The website was built very modularly and
both the HDC file watcher and the PHP page allow for easy extension.

Metadata is created by users and the process of editing metadata is guided through the use of a
dictionary. A tag cloud and dataset relation networks allow additional navigation options apart
from a basic search. We also explained how we secured the system, including using an SSO
solution to control data access. A further extension of Mata with two image previewers has been

achieved and will be shown in Section 5.1 to demonstrate the flexibility of this set-up.

3.3 Summary

In this chapter, we implemented a storage system for medical images, Mata. In a first iteration,
we tested the use of the DICOM receiver and found that it can be easily implemented apart
from access permission issues, which require a moderator. Additionally, we ruled out the option
of a system giving users access to their data through a website only. The main issue found was

that large file uploads over a website are unreliable and inconvenient for users.

A second iteration of the system improved data access. The solution was to offer users a well-
known, integrated way to access and manage their data through a network file store. The HDC
file watcher was used to link file store and database, and a standard PHP-based website was
built to provide access to the metadata. It offers integrated security and options for data and

metadata modification and finding relevant data.

The final system, as shown in Figure 3.8, has solved the data access issues of the first iteration
of Mata (shown in Figure 3.4 on page 49) and traditional research image management systems

(shown in Figure 3.1 on page 45).

The fully functional image storage system is easy to use due to direct integration of the file store,
and easy to extend its features through its modularity. A comparison of the predecessor HDC,
the iterations of Mata and two existing storage systems is given in Table 3.1. This chapter has
also demonstrated how this system can be expanded to allow users to easily find relevant data

through data tagging and defining relations between datasets. Furthermore, we have shown that
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functions for security can be integrated in an easy and user-friendly manner. With this system

in place, images created by medical researchers can be organised and shared among them.

The remaining chapters will focus on other parts of the workflow. The next chapter will look at

a way of extracting information out of the images by means of image segmentation.
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TABLE 3.1: Comparison of the iterations of Mata to other image storage systems. Mata 1 has been discussed in Section 3.1 and Mata 2 in Section 3.2.

OMERO

BisQue

HDC

Mata 1

Mata 2

Operating system

Server

Database
Middleware

Data access
Synchronisation
SSO authentication

Metadata editing
Metadata import

Metadata
suggestion

Basic search (see
Section 3.2.3.1)

Sophisticated
search (see
Section 3.2.3.1)

Tag cloud

List of direct
relatives

Relation network

Linux (various)
OMERO.server

PostgreSQL

Java

Website/ Client
software/ API
OMERQO.dropbox
X

v
v (individual only)

X

Linux (various)

BisQue server
(various)

XML
Python

Website/ API
X (not applicable)
X

v

v (via file export
and import)

v (1-to-1
correspondence)

4

Windows Server
Microsoft IIS

SQL Server

Sharepoint 2010/
NET 3.5

Website/ Network
file share

File watcher

v

v (list of direct
relatives)

Windows Server
Microsoft IIS

SQL Server
Webmatrix/ C#

Website
X (not applicable)

X

Windows Server
Microsoft 1IS

SQL Server
PHP 7.1

Website/ Network
file share

File watcher (from
HDC)

v (partially from
HDC)

v
v

v (ranked
dictionary)

v

v (graph of all
relatives)
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Chapter 4

Image Processing

The work described in this chapter has been published as:
Wollatz, L., Johnston, S. J., Lackie, P. M., Cox, S. J., Dec. 2017. ‘3D histopathology—A lung tis-

sue segmentation workflow for microfocus X-ray-computed tomography scans’. J. Digit. Imaging
30 (6), 772-781. doi:10.1007/s10278-017-9966-5

N the previous chapter, we described the design of a system that allows the storage of images
coming from an imaging device and related metadata. It provides medical researchers with
tools to find images of interest and relevance to a research project. It also provides access

to raw image data.

Medical research cannot be based on the raw image data alone. Often, information is needed
that is hidden inside the images but not readily available as metadata. Some information will
be easy to spot by humans looking at an image, but the large number of images to analyse in
a scientific study makes manual processing too slow for effective research. In other cases, the
researcher might not know what they are looking for and require a machine to find irregularities or
patterns in the data. This can be the highlighting of regions of interest; identification of biological
structures; or measurement of parameters of interest, such as the thickness of membranes or cell
density in a tissue. All such information can help doctors detect abnormalities and therefore aid

them in their diagnosis.

Images are a collection of numbers with spacial or temporal reference. This makes them ideal
for analysis by a computer algorithm. In Section 2.2, we reviewed different image processing
algorithms. Many methods (Angenent et al., 2006; Dougherty, 2011; Pham et al., 2000; Robb,
2000; Sonka and Fitzpatrick, 2009) have been developed for automatic segmentation of images in
medicine. Different images and research interests require different processing algorithms. There
is no single solution to every medical research project. We will not attempt to develop a universal
processing algorithm since existing algorithms, introduced in Section 2.2.6, are already sufficient
in most scenarios. Instead, we will focus on the scalability of existing algorithms to very large

images.

This chapter takes the example of pCT images of lung biopsies explained in Section 1.1 and
discusses the development of a workflow to process these types of images and extract useful
information in the form of semi-automated segmentation of airways and blood vessels. We

implement this workflow as LungJ! using the free, open source software ImageJ (Abramoff

ISource code and documentation published as doi:10.5258/SOTON/401280 (Apache 2.0 License)
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FIGURE 4.1: Current histology workflow (top) and proposed workflow (bottom). As pCT is
non-invasive, this can be seen as an additional approach.

et al., 2004). The workflow is scalable to large 3D nCT scans and targets lung tissue samples.
Section 4.1 provides details on sample preparation and image acquisition. The procedural steps
of the image processing workflow itself are presented in Section 4.2. The background and choices
made for individual workflow procedures are explained for each step. A summary of the results
is provided in Section 4.3. We will discuss the application of the method behind the workflow
to other image processing problems in Section 4.4. Finally, Section 4.5 discusses the workflow in

the context of the end-to-end approach for dealing with large images.

In Section 1.1 we discussed histopathology and how it can benefit from the use of new imaging
techniques such as pCT. For diagnostic purposes, sections are stained to identify the overall
tissue structure and highlight specific tissue components before analysis under a microscope by
a trained histopathologist (see Figure 4.1). An alternative approach proposed by researchers at

the University of Southampton is the analysis pCTscans of lung biopsies (Scott et al., 2015).

nCT of soft-tissue embedded in wax produces relatively high-resolution (/& 7pm or better) but
low-contrast 3D images. Identification of key features inside these images is challenging but
important. Image segmentation describes the process of distinguishing between the areas of
interest in an image and the remaining area. Parts of the image which are not of interest
are commonly removed, or areas of different features are marked with different (digital) labels.
Manually segmenting some features such as the walls of the airways and blood vessels is effectively
impossible. Manual segmentation of the inner part of the tubular structures, the lumen, while
possible (Scott et al., 2015), is time-consuming and can take weeks or months per dataset.
Automatic or semi-automatic segmentation is therefore required to make this a usable method

for research or diagnosis.

4.1 Materials and Methods

Several steps were required before the digital segmentation. The tissue was prepared for scanning
while scanning conditions were optimized to provide the best possible resolution and contrast

for the tissue. Scans also had to be pre-processed before segmentation.
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4.1.1 Sample Preparation

Surgically resected human lung tissue was obtained with written informed consent from patients
undergoing elective surgery at University Hospital Southampton. UK ethics approval was given
by the National Research Ethics Service Committee, South Central—Southampton A, number
08/HO0502/32. A representative sample was taken from a macroscopically healthy portion of
the lung of a 75-year-old male non-smoker with GOLD stage 0 chronic obstructive lung disease
(COPD) undergoing resection for lung cancer. The samples were fixed with para-formaldehyde
in phosphate buffer for 8 hours and embedded in wax following a routine histology protocol using
a Shandon Hypercenter tissue processor (Fisher Scientific, Loughborough, UK). This resulted in

blocks of 1.5 cm?®, which were then scanned without any further treatment.

4.1.2 Image Acquisition and Pre-Processing

Samples were scanned using a custom-built Nikon Metrology nCT scanner at the micro-scale
volume imaging system (p-VIS) X-Ray Imaging Centre, Southampton, UK. An electron acceler-
ating voltage of 50kV was used, with a molybdenum reflection target, yielding mean energy in
the order of 18keV, along with characteristics peaks at around 17 and 19keV. No filtration was
used. A beam current of approximately 150 nA was selected, yielding a total beam energy below
8 W. Reconstructions with a voxel resolution of 8 ym were created, using standard filtered-back
projection (Ram-Lak filter) within the Nikon CT Pro 2.0 package using 3142 projections (for
a 360° rotation in 0.11° increments). Typical datasets included 1800 x 2000 x 2000 isotropic
voxels. The value of each voxel corresponded to the density of the material at that position
and was reconstructed at 32 bit resolution. For comparison, CT systems at hospitals acquire
512 x 512 x 80 voxel datasets at 16 bit resolution.

4.2 The Workflow

In order to simplify the workflow and avoid repetitive steps, a software plug-in for ImageJ was
developed. This plug-in, called LungJ, had to be capable of handling the large data size of
individual scans and segmenting images in a way that is meaningful to and can be interpreted
by the final user. An image segmentation method had to be established, and images were
post-processed to remove noise and artefacts. Finally, representation of the 3D image data was
explored to ensure better understanding of the underlying structure. Each of these distinct steps

is detailed below, highlighting important decisions made while creating this workflow.

4.2.1 Choice of Software

It was important that the software package of choice, which a plug-in would be programmed for,
had to be one that was familiar to potential users. This would maximize usability, especially
for users less familiar with image processing. Several software packages were evaluated for
implementation of this method (Eliceiri et al., 2012). Paid software such as Amira 3D (Stalling
et al., 2005) or OsiriX (Rosset, 2010) was not configurable to the required degree or limited
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TABLE 4.1: Popularity of different image processing software in research, based on results
obtained on 15th May 2016 from PubMed Central and Google Scholar searches. Search results
for Amira 3D excluded authors with the name Amira. The second set of results in brackets

includes a large number of results irrelevant to the software.

Software Type Main Developer PubMed Google
Central Scholar
Papers? Results?®
ImageJ Open source ~ Wayne Rasband 75 400 157 000
MATLAB Commercial Mathworks 67 305 2 010 000
NIS-Elements ~ Commercial Nikon 6 184 18 000
Imaris Commercial Bitplane 4 842 12 300
SlideBook Commercial 3i 2 807 6 010
ImagePro Plus Commercial MediaCybernetics 2 464 5 420
Amira 3D Commercial FEI 1903 13 800
OsiriX Commercial Pixmeo 1515 9 320
(free version
available)
CellProfiler Open source  CellProfiler Team, 1 055 3 350
MIT
ITK-SNAP Freeware University of 505 2 610
Pennsylvania and
University of Utah
Avizo 3D Commercial FEI 371 4 210
ParaView 192 6 870
VGStudio Commercial Volume Graphics 125 1620
Vaa3D Open source  Hanchuan Peng and 77 216
Howard Hughes
BiolmageXD Open source  Pasi Kankaanpaé, 69 241
Lassi Paavolainen,
Varpu Marjomaki,
Jyrki Heino et al.
icy Open source  Quantitative Image (2 840) (402 000)
Analysis Unit at
Institut Pasteur
OpenDX Open source  IBM (65) (1 710)
VIPS Open source  Martinez, K. and (576) (38 600)

Cupitt, J.

to certain operating platforms. Table 4.1 shows that ImageJ (Abramoff et al., 2004; Schneider
et al., 2012) is, together with Matlab, the most widely used image processing software in medical
research. ImageJ is programmed in Java and is, therefore, independent of the platform. It
has the advantage over Matlab of being open-source freeware. The pre-packaged distribution of
ImageJ, Fiji (Fiji is just ImagelJ), also comes with a plug-in for machine-learning-based image

segmentation.

Based on the framework provided by Fiji, a plug-in was developed to tackle the different tasks
of image segmentation. LungJ tools include a function for segmenting an image, as well as tools
for pre- and post-processing the image. While all these processes can be done in Fiji, the tools

provide important simplifications, as they reduce the amount of knowledge a user needs to have

2Result counts taken from www.ncbi.nlm.nih.gov/gquery (last accessed 31/07/2018)
3Result counts taken from www.scholar.google.com (last accessed 31/07/2018)
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about the image (e.g. bit-depth or absolute values of voxels). Instead of opening the image,
launching the image segmentation plug-in, loading plug-in configurations, applying them and
then filtering out the relevant mask in separate steps, LungJ achieves all of this using a single
graphical user interface, which calls the relevant functions. The overall structure of LungJ is very
modular and therefore adaptive, in alignment with the ImageJ philosophy. While the original
scan can be in any format handled by ImageJ, LungJ saves intermediate steps as loss-less Tagged
Image Files (TIFs). By combining multiple modular functions in one GUI and allowing default

settings to be defined, it was possible to reduce the number of steps of the workflow.

4.2.2 Handling Large Images

Each image file produced by the reconstruction of the nCT scan was several tens of gigabytes
in size. Image processing requires memory multiple times the size of an image, i.e. several tens
to hundreds of gigabytes of RAM. In order to be able to process these large image files, they
were split into smaller sub-volumes and processed separately, enabling us to complete processing
on a computer with only 16 GB of RAM while still allowing 3D interrelationships with the
volume to be addressed. Currently, available methods such as the virtual image stack do not
allow custom-sized image blocks. Tests using them, in conjunction with the image segmentation
algorithm shown in the next section, caused an out-of-memory error. The image blocks were
loaded individually and only on demand. Global properties of the image were saved in a separate
file and used during further processing steps to ensure consistency of intensity values over the
whole volume. This introduced a novel image representation method which required ImageJ
to only hold a directory path instead of loading a full image. Using this representation, any
available ImageJ filter can be applied to the whole image with exceptions being discussed in
Section 4.4. Furthermore, functions for analysing the global image were written to extract image
properties such as the global intensity distribution histogram. The use of smaller image blocks

also enables future adaptations of this process in parallel computing or cloud computing.

Three functions for creating, processing and concatenating image sub-volumes were implemen-
ted. They form the backbone of the sub-volume image processing. As shown in Figure 4.2,
an image was split prior to the segmentation, and a representable block was chosen to test the
segmentation. This enabled faster and hence more efficient testing and troubleshooting of a seg-
mentation technique compared to running a segmentation on a full scan. Once the segmentation
procedure had been established, it was applied to all the sub-volumes by processing each one in
turn. Finally, the sub-volumes were assembled into a single image by applying the concatenating

function.

A further addition was the use of halos enclosing the image blocks, which is commonly used in
parallel computing (Quinn, 1994). The use of halos avoided boundary artefacts, and a function
for halo exchange was implemented, as detailed in Appendix B. Cubical sub-volumes were used
when applying three-dimensional processing methods because of their smaller surface area com-
pared to that of other cuboids. For 2D processing algorithms, it is more efficient to have large

2D slices processed.

With these tools in place, a segmentation was achieved in Section 4.2.3 on an Intel-i7-4770 at

3.40 GHz, with 16 GB RAM, within 12 hours, whereas manual segmentation of similar images

63



4. IMAGE PROCESSING
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FIGURE 4.2: The modular approach of LungJ: After splitting the image into smaller blocks,
the segmentation algorithm is tested for one representable block. It is then applied to all
blocks and the blocks are concatenated to a full image.
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FIGURE 4.3: Processing speed of blocks based on the slowest of the runs (44 hours, Intel

Pentium G2020T at 2.50 GHz and with 16 GB RAM). The average processing speed over 35

consecutive blocks was taken and standard errors were calculated. RAM usage is shown for
reference.

could take between 3 and 6 months. As shown in Figure 4.3, for a run on a computer with a
slower Intel Pentium G2020T at 2.50 GHz, the processing speed does not change significantly

over time despite the Java memory management in ImageJ causing full RAM usage.

4.2.3 Image Segmentation

A machine learning algorithm was applied for the image segmentation. Fiji comes with a seg-
mentation plug-in called TWS (Arganda-Carreras et al., 2014). For the segmentation, the
random-forest algorithm (see Section 2.2.6.3) was chosen. This algorithm has been used for
image segmentation of neuronal processes in biomedical applications as well as segmentation of

larger vessels in CT scans of whole lungs previously (Kaynig et al., 2010; Rudyanto et al., 2014).
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FIGURE 4.4: Machine learning algorithm. Based on partial manual segmentation, a classifier
model is trained and then applied to the whole image.

TWS uses its own FastRandomForest? with 200 trees and 2 random features per node. The
application of the machine learning algorithm involved the creation of a classifier model which
had to be trained by using reference data and filters, as outlined in Figure 4.4. The algorithm
could then determine the likelihood of each voxel of further images (or further parts of the same

image) belonging to the feature of interest.

As values of the voxels are related to the sample’s X-ray absorption data, any pre-processing
methods affecting the histogram will also lead to loss of information within the image or relative
to other scans. The scans available differed in their greyscale resolution and in the applied recon-
struction algorithm. Therefore, no useful normalization or equalization could be performed. This
loss of information underlines the importance of standardized sample preparation and scanning
procedure to produce comparable images. With a defined reconstruction algorithm, comparable
images with equal pixel depth can be produced. In such a case, normalisation across different
scans is possible and allows for the application of a trained algorithm across different images.
No noise reduction filter was applied apart from a Gaussian blur prior to other feature detecting
filters (outlined at the end of this section).

Reference data was provided in the form of manually segmented images. For large parts of
the image, it was not possible to clearly differentiate and manually segment the vessel wall and
surrounding tissue. The progression from airways into alveolar areas is fluent. Only areas that
could clearly be identified were used for the training to avoid training with false data. This
means that there is a bias towards vessels that can be clearly identified. Areas that represent a
mix between alveolar areas and airways are not recognized reliably. The small sample size was
compensated using data augmentation (Raj, 2011). We performed 3D rotations on the datasets
to increase the number of datasets without reducing the quality of the training data. Two airways
and two blood vessels were selected as the foreground, and four representative areas that were
not of interest were selected as background. Whilst selection of more training data can improve
the classifier model, too much training data, in this case, resulted in over-segmentation due to
the difficulty in accurately selecting training data manually. A selection of a wall including the
inside area gave better results, as it included edges which are easier to identify than other features
when using filters. The inside of a vessel matched the background, as both were filled with wax
and therefore had the same density (see Figure 4.5). This caused an over-segmentation of the

background, which was dealt with during the post-processing detailed in the following section.

4 Available at: https://code.google.com/archive/p/fast-random-forest/ (last accessed 20/12/2018)
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(D) Wax/background

(2) Area outside scan
(3) Air bubble in wax
(@) Alveolar area

(5) Connective tissue

(6) Blood vessel

(7)) Airway

FIGURE 4.5: A single section of a pCT scan of wax embedded human lung tissue showing
areas of wax, area outside the scan and distinct features of interest. Features 5, 6 and 7 were
targeted for this project.

The TWS provides a set of image filters, and a selection of these was chosen based on the features
to detect. Features of interest are shown in Figure 4.5. This project focused on detecting blood
vessels and airways—key structural elements of the lung. This method can also be used to
detect other features such as fibrotic structures, as will be shown later in Section 5.2. Vascular
structures are characterized by a bright (X-ray dense) surrounding and a dark (X-ray lucent)
centre. These attributes suggested the use of filters targeting edges. The choice of filters was
based on literature review as well as screening of all available filters with a representable image
as shown in Figure 4.6 and Appendix C. Filters such as ‘Structure’, ‘Neighbors’, ‘Entropy’ and
‘Hessian’ were able to separate areas of interest from the rest of the image. The Hessian filter
highlights edges and was proposed for tube-like structure detection by Sato et al. (1998). The
use of ‘Entropy’ filters for CT images has been encouraged by Bae et al. (2005).

Next, a classifier model was created. The reference segmentation, as well as the choice of filters,

were provided to the TWS, which trained a classifier model.

Using the TWS fast-random-forest algorithm and ‘Structure’, ‘Neighbors’, ‘Entropy’, and ‘Hes-
sian’ filters, it was possible to train a classifier model from a manual segmentation. This model
was used to segment the whole pCT scan. The result was a probability map, where higher values

represent a larger likelihood of a voxel being an airway or a blood vessel.

66



4.2. THE WORKFLOW

(d) Entropy (e) Hessian (eigenvalue) (f) Hessian (orientation)

FIGURE 4.6: Result of different filters applied to an image: A slice of the original image and
the result of the application of different filters are shown. These were the filters chosen for the
classifier.

4.2.4 Image Post-Processing

The probability map was converted into a binary image (mask), where each voxel was given a
value of 0 or 1, representing areas of no interest and areas of interest, respectively. This was
done by manually defining and applying a threshold. This mask contained the vessel walls as
well as some areas surrounding both the inside and outside of the wall. To remove the voxels
from the mask which were not part of the vessel walls, first, the mask was applied to the original
image. Then, another threshold was applied to remove the darker areas representing wax. This

threshold was again chosen manually and a second mask was produced.

This second mask contained some undesired regions, such as air bubbles or noise. While erode
and dilate operations are useful tools that remove noise (Antonelli et al., 2005), they affect the
surface of correctly identified regions. FErosion of a mask removes all voxels within a radius
from the mask’s surface, while dilation adds voxels within a certain radius from the mask’s
surface to the mask. For both operators, the radius is usually equal to the size of one voxel.
The combination of one erode operation and one dilate operation of equal radius in that order
is referred to as ‘opening’, and the opposite action of dilating before eroding is referred to as

‘closing’.

Erode and dilate algorithms have been previously used in medical image processing (Hu et al.,
2001). The effect of applying them in comparison to an algorithm identifying and removing
small connected regions has been studied. Results obtained for the minimum region size of the
connected region algorithm and for two different implementations of erode and dilate functions
are presented in Figure 4.7b and Figures 4.7¢ and 4.7d, respectively. Figure 4.7c used a modified
version of the algorithm presented by Antonelli et al. (2005), which has been slightly optimized

using the idempotent nature of the operators, whilst the others were based on a set of trial runs.
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(a) Original mask (b) Connected region algorithm with min-
imum region size 700

(c) Opening (erode, dilate) followed by clos- (d) Closing, opening and radius 2 opening op-
ing (dilate, erode) operation eration

FIGURE 4.7: Difference between connected regions and erode/dilate algorithm for noise re-
moval. Neither erosion nor dilation removed a lot of noise (c) or visibly removed part of the
structure of interest (d).

It was found that algorithms for removing small connected regions reduce the loss of shape
but are multiple times more time-consuming (see Table 4.2), adding about 1 hour to the total
processing time. Noise removal through the removal of ‘small connected regions’, as shown in
Figure 4.7b, gives better results than opening and closing operations, shown in Figures 4.7c
and 4.7d. The more sophisticated algorithm leaves the actual boundary/surface of the vessels
untouched while erode and dilate operations affect both noise and valid segmentation. For the
large connected vessels, erode and dilate operations are not strong enough for effective noise

removal.

After post-processing of the map, only the vessel walls were left and the noise had mostly been

removed.

4.3 Discussion

Current histopathology relies on limited 2D analysis of tissue samples that are intrinsically 3D
and are affected by local challenges and pathological changes that may be highly heterogeneous at
several different length scales. The use of 3D scanning techniques to accompany current histology
procedures can improve insight into tissue structures and accordingly the understanding and
diagnosis of chronic lung diseases. The workflow for segmentation of multi-gigabyte nCT scans

of lung tissue presented in this chapter demonstrates this alternative method.
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It was found that splitting large pCT images into smaller blocks permits handling of 3D images
without requiring unreasonably powerful computers. At the same time, it enables fast testing of
a segmentation strategy. Trainable image segmentation using ‘Structure’, ‘Neighbors’, ‘Entropy’

and ‘Hessian’ filters provided good results with vessels being clearly distinguishable.

Tests with five images showed that, currently, the training needs to be redone for every image
in order to be effective. Two of the images were used for timed segmentation and the results are
presented in Table 4.2. Other images are expected to give similar results. Currently the classifier
had to be trained on a small part of each image. TWS generally allows classifiers to be applied
accross different images. A more extensive study with identically acquired and pre-processed

images would give better insight into the possible transferability of a trained classifier.

The connected regions algorithm was shown to be the more accurate noise removal algorithm
compared to erode and dilate operations. The workflow was implemented in the popular image
processing software ImageJ in a modular fashion, which allows for optimization of individual

parts of the workflow.

Using this method, tubular structures were successfully segmented from an embedded tissue
sample without making assumptions about the 3D structure beforehand. It was possible to
apply the processing algorithm to images of many tens of gigabytes in size without reduction in
the processing speed (see Figure 4.3). The total processing time was reduced from months of
manual segmentation (see Section 1.1) to between half a day and two days of semi-automated

segmentation (see Table 4.2). The results clearly identified a 3D network of vessels.

Another advantage of the proposed method is its implementation as a modular workflow in open
source software. This allows individual segments of the image processing to be improved and
optimized as required without having to revise the whole protocol. User input for the training
of the algorithm allows flexible, interactive selection of features of interest. Reduction in the
number of user steps required to operate LungJ allows much easier application of this method in

medical research. The workflow has been designed to aid users and provide feedback of success.

As no other workflows for this task are known to us, evaluating the method empirically is difficult
(Zhang, 1996). Method evaluation can be achieved using unsupervised image segmentation
evaluation methods but is less meaningful (Zhang et al., 2008). A modular approach enables
the proposed workflow to be adapted to other types of tissue or image conditions. Having this

workflow in place shifts focus towards the efficiency of individual modules in future.

4.4  Generalisation of the LungJ Method

In Section 2.2.6, we introduced different groups of processing methods. As the name indicates,
LungJ was initially designed for the segmentation of lung tissue. As demonstrated in previous
sections of this chapter, LungJ can be used with machine learning algorithms. Machine learning
includes other image processing algorithms (see Section 2.2.6.3), and we have used spatial filters

as part of machine learning for this application.

LungJ splits the image into smaller regions and therefore part of the global information is lost

when processing an image using LungJ. The approach used by LungJ can be generalised, and in
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(a) Original image (b) Image after applying (c) Image after applying (d) Difference between (b)
an FFT high-pass filter  an FFT high-pass filter us- and (c).
ing LungJ blocks

FIGURE 4.8: Application of a high-pass frequency filter to an image (a) with and without

using LungJ. In (b) the high-pass filter is applied to the 1024 x 1024 pixel image. In (c) the

high-pass filter is applied to individual squares of 256 x 256 pixel. As can be seen from the
difference in image (d), the result of the filter is affected by the splitting process of LungJ.

this section, we will go through the different segmentation methods to clarify how each of them

can be addressed.

As part of the filter-based algorithms introduced in Section 2.2.6.1, the first two methods presen-
ted were in-place filters and spatial filters. In-place filters only rely on basic global information,
such as the global maximum pixel value. These values can be computed before or while split-
ting the image. The presented implementation of LungJ will calculate the global maximum and
minimum as well as the mean pixel value and the standard deviation. This information is saved
and can be provided to the algorithm. As long as the code does not read this information from
the loaded image automatically, no modification is required to use LungJ with in-place filters.
Spatial filters additionally require information from the neighbouring pixels. In order to provide
the neighbouring pixels at the boundary of an image block, halos were introduced to LungJ in
Section 4.2.2.

The last filter-based algorithm presented in Section 2.2.6.1 was frequency filtering. Frequency
filters depend on variations in pixel values occurring over the whole image. They require the
transformation of the image into a frequency domain prior to splitting the image and applying
the filter. The frequencies are global properties and need to be computed for the whole image.
Due to the separability of the transform, the application of a frequency filter is computationally
inexpensive. Since the transformation involves the whole image, it requires a lot of memory and
cannot be split as shown in Figure 4.8. This means that LungJ cannot process images using a
frequency filter in its current form. Instead, the frequency transform needs to be applied prior to
the splitting into LungJ blocks. Concatenation of the blocks needs to happen before performing

the inverse transform.

Tterative methods (see Section 2.2.6.2) are slightly more complicated to implement with LungJ.
The image can be split into blocks before the processing. Halos are required and need to be
exchanged after every iteration or a given number of iterations. This means that LungJ can only

be used with existing iterative ImageJ functions, which allow the iterations to be run individually.

Frequency filters rely on large amounts of global image information. They require an approach
different to LungJ to reduce their memory requirements. For all other image processing al-

gorithms, the approach of splitting the image into small sub-images can be applied.

71



4. IMAGE PROCESSING

45 Summary

In this chapter, the problem of processing extra-large images has been solved for the segmentation
of images. We looked at histopathology as a particular use case and implemented code to apply
machine learning to large pnCT scans. We used a popular open source software for implementing
our solution. The main code, LungJ, was kept generic so it can be applied to other image-

processing scenarios and methods.

With this approach to image segmentation, a further part of the end-to-end workflow has been
achieved. Collected images can now be enhanced and segmented to extract further information
from them. Similar methods can be developed in future to support image recognition and image
registration of large images to cover all aspects of image processing (see Section 2.2). The next

chapter will look at how to present the extracted image information to a medical researcher.
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Chapter 5

Image Visualisation

The work described in this chapter has been published as:

Wollatz, L., Konieczny, K., Vandervelde, C., Mitchell, T., Cox, S., Burgess, A., Ismail-Koch, H.,
Sep. 2016. ‘The use of 3D-printed paediatric temporal bones as a training tool’. In: BAPO Annu.
Sci. Meet. (BAPO 2016). British Association for Paediatric Otolaryngology, Liverpool, United
Kingdom, p. 24

Wollatz, L., Cox, S. J., Johnston, S. J., Sep. 2015. ‘Web-based manipulation of multiresolution
micro-CT images’. In: Proc. 11th Int. Conf. eScience (eScience 2015). IEEE, Munich, Germany,
pp. 308-311. doi:10.1109/eScience.2015.42

E developed a new approach for the processing of large images in the previous chapter.

This allows medical researchers to take images from the management system dis-

cussed in Chapter 3 and process them from the raw digital format into a segmented

digital image. So far, we have only considered images as digital files. As discussed in Section 1.2,
the visualisation of numbers stored on a hard drive, so that they can be interpreted by the human
eye, is the last remaining part of the medical image life-cycle. In this chapter, we will look at
the presentation of digital image data to a human. This includes aspects of fast representation
methods for large images, as well as alternative visualisation methods that can help humans

understand multi-dimensional data obtained from the image files.

In Section 2.3, we looked at established visualisation methods in 2D and 3D, namely variations
of 2D sectioning and 3D volume and surface rendering. We also looked at holograms, VR and
AR for giving the eye a better perception of 3D objects retrieved from 3D scans. Further, we
talked about 3D printing as a new fast manufacturing technique and how it can be used to the

advantage of doctors in medicine.

This chapter will implement a selection of these visualisation techniques for three example cases.
Section 5.1 will integrate 2D sectioning and 3D surface rendering into the website developed in
Chapter 3. Alternative 2D and rendered 3D visualisations are implemented in Section 5.2 for
local visualisation based on the image processing software mentioned in Chapter 4. Section 5.3
uses a new case study of paediatric surgery, to present the use of 3D printing and AR in medicine.

A summary is provided in Section 5.4.
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5.1 Web Visualisation

pCT data and the resulting processed data need to be available to medical researchers in an
accessible and meaningful way. In Chapter 3, we developed a management system to ensure
easy access of data and management of metadata, but we have not addressed visualisation of
stored images yet. Fast previewing of images is critical, in order to allow researchers to decide
which images are worth analysing before retrieving the full image data from a remote storage
onto their system for processing. Commonly, medical images from a management system are
previewed in a browser but, for large images, the use of browser-external software is still the
primary solution (Allan et al., 2012; Engel and Ertl, 1999; Kvilekval et al., 2010; Trotts et al.,
2007).

In this section, we will look at methods for image visualisation over the web and develop our own
image viewer. We will then implement the viewer into Mata! from Section 3.2. As mobile devices
are of increasing importance in today’s world and also within the field of medicine, compatibility
of applications with mobile devices is a key concern (Castiglione et al., 2015; Johnson et al., 2012).
We will therefore focus on an implementation that can work on devices with limited processing
capabilities and is less affected by slow internet connections. We will also focus on common
features of CT visualisation software. Medical researchers who worked with CT visualisation

2

software such as Siemens syngo fastView® expect tools to measure distances in the displayed

image and adjust the image gray-scale (Kagawa et al., 2006).

For non-medical images, the display of very large images by the use of tiled images is a well-
established method. Sending full-scale images over the web can take a long time. It is therefore
advantageous to send only the necessary parts of the image. In order to quickly select these
parts without further image processing, the image is saved in tiles. Each tile is of a reasonably
small size (e.g. 256 x 256 pixels). Only those tiles which are visible are loaded onto the client’s
computer (dark tiles in Figure 5.1). It is important to balance the tile size between the amount

of data to load from the server and number of server requests made (Gerhard et al., 2010).

If the user zooms out, the whole image is displayed on the screen. As this means that all the
tiles need to be loaded, another technique is needed—the use of multi-resolution images. The
image is scaled to several different resolutions and tiled at each of these resolutions. The result
is a structure as shown in Figure 5.1. For images where the overhead from multiple tile requests
is too large, loading multiple resolutions will still provide a faster response experience. The
primary objective of the viewer is not to speed up the loading, but to limit the amount of work
which needs to be done. In the case of image manipulation, reducing the amount of data to edit

means reducing the footprint of the application.

In this section, the MCTV?, an implementation of a multi-resolution tiled image viewer based on
the Brain Maps API (Mikula et al., 2007), is described. It makes viewing images and processing
the pixels on low-performance devices within the web browser possible. This improves the
capabilities of existing web-based PACS and the practical usability of remote data storage for

medical research. Using Portable Network Graphics (PNG) image tiles instead of commonly used

ISource code and documentation published as doi:10.5258/SOTON/D0430 (Apache 2.0 License)

20fficial site: https://www.healthcare.siemens.co.uk/medical-imaging-it/advanced-visualization-solutions/
syngo-fastview (last accessed 20/07/2018)

3Source code and documentation published as doi:10.5258/SOTON /400332 (Apache 2.0 License)
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FIGURE 5.1: Multi-resolution tiled image: Each resolution level is four times the size of the
previous. Tiles are loaded from the server for the current view only (dark).

Joint Photographic Experts Group (JPEG or JPG) files as tiles, better results were obtained,
as shown in Section 5.1.2. Requirements for speed improvement are discussed in Section 5.1.2

and integration into an image server as well as the performance of the code are presented in
Section 5.1.3.

5.1.1 Background

Image tiling is commonly used for image display on the web. Most people will know it from
Google Maps, where a map of the entire earth is displayed over various zoom levels with individual
tiles being loaded on demand. Another example is Deep Zoom, which is based on Silverlight
plug-in. Deep Zoom was used to display 2 PB of information from Bing Maps (Pendleton, 2010).
Deep Zoom was also applied to display medical images (Crichton et al., 2008).

In the medical field, the implementation of tiled image viewers is also being established (Ar-
guiniarena et al., 2010; Mikula et al., 2007). This solution is limited to displaying images, however,

and does not support image modification.

Dem-Ar is an Adobe-Flash-based image viewer (Arguinarena et al., 2010). To address the prob-
lem of slow image transmission from web-based PACS systems, Decm-Ar was specifically designed
to handle DICOM files a few tens of megabytes in size, as explained in Section 2.4. Dcm-Ar is
split into a server, which can connect to an existing PACS, and a client-side application which
displays the images to the user. The viewer handles 3D images using multi-planar reformat-
ting. In order to load several images at a time, thumbnails are loaded and full images are only
requested for a full-screen view. Besides being used for small images only, the concept of Dcm-
Ar genuinely allows scaling to larger images with the limitation of long loading times for full

resolution display.

(0]
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The three-dimensional internet imaging protocol (IIP3D) (Husz et al., 2012) provides much
better scalability than Dcm-Ar through the use of a special file format. This format called
Woolz enables efficient access of specific regions of an image. With the help of Woolz, ITP3D is
able to display 3D images of over a hundred GB in size at arbitrary angles. The calculations
for the 3D rotations are done server side. The server then sends the requested tiles to the client
viewer via asynchronous JavaScript and XML (AJAX). The computations require ITP3D to be
run on a dedicated server. The advantage is that it is very scalable and can be extended through
the use of a proxy server. Downsides of ITP3D include the lack of grayscale adjustments, which
means that images can only be viewed at the original brightness. IIP3D is used by projects such
as the eMouse Atlas Project (EMAP) (Richardson et al., 2013).

The Multiresolution Image Viewer (MIV)* (Mikula et al., 2007), later renamed to Brain Maps
API®, was originally developed for displaying high-resolution brain images. These images are
taken with a microscope with a very high resolution compared to that of a pCT scan. Even
though microscopes only allow a small part of the sample to be viewed at high magnification,
methods exist to stitch these images back together to form a complete image of the sample (Ap-
pleton et al., 2005). After being stitched together, the image is converted into a multi-resolution,
tiled image and stored in a predefined folder structure. Brain Maps API loads and places the

image tiles needed for the current view.

The capabilities of the MIV were further extended by StackVis (Trotts et al., 2007), which is a
standalone software but enables the display of coarsely spaced 3D image stacks and 2D images

from a bird’s-eye view at an arbitrary angle.

As Brain Maps API is open source, it is ideal for adaptation to any scenario. It was therefore

decided for it to be used as a base for a CT viewer implementation.

5.1.2 Methods

Raw data can be stored in various ways, such as uncompressed bits or in a file format such
as Tagged Image File Format (TIFF). The tiles for the image viewer need to be stored in a
web-compliant format. Modern web-browsers support only standard 8bit images natively—
commonly JPEG, Graphics Interchange Formats (GIFs), PNGs, and Windows Bitmap (BMP)
files.

TIFF allows storing 16 bit or 32bit data as well as storing multiple images in one file, which
is not possible with common image formats supported in the web. Unlike raw data files, it
also presents a standard for storing keywords related to the image. As standard TIFF uses 4B
pointers, it can only support file sizes of up to 4 GB. Images larger than that can be stored
as image stacks of several separate 2D TIFs. The JPEG format can be seen as a standard
file format for tiled image viewers (Chui and Wang, 2005; Gerhard et al., 2010; Jeong et al.,
2010; Trotts et al., 2007). However, server-side solutions also use their own multi-resolution file
formats or compression methods (Gormish et al., 1997; Jeong et al., 2010). Deep Zoom supports
JPEG, PNG and BMP files (Gerhard et al., 2010; Prosise, 2009). GIF files use an 8 bit indexed

colour map, which allows for very high compression but has a low colour depth. They are not

4Available at: http://brainatomics.com (last accessed 03/08/2018)
50fficial site: http://BrainMaps.org (last accessed 13/02/2018)
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appropriate for displaying images including gradients but are useful for schematic or ‘cartoon-
like’ images (Miano, 1999). Lossless compressed JPEG files provide better compression than
PNG files for untiled images but because of the overhead in small images produce tiles that are
5% larger. The JPEG2000 format, which is becoming increasingly popular in medicine, applies
partial lossy compression (Clunie, 2000). This section compares lossless compressed PNG, lossy
compressed JPEG, and the uncompressed BMP format. The comparison is made in terms of file

size and quality loss due to conversion and compression.

The original nCT images scanned by the p-VIS X-Ray Imaging Centre at the University of
Southampton were reconstructed at 32 bit and 16 bit. This was proven to be of sufficient quality
for preserving features for medical purposes (Scott et al., 2015). TIFF allows greyscale resolution
of up to 64 bit per channel. Standard image formats, such as BMP, PNG or JPEG, are based
on 8 bit integers for greyscale ranging from 0 to 255. A total of 24 bit are used per pixel, since
colours are encoded as three individual 8 bit RGB channels. A PNG32 format exists but only
adds transparency to the 24 bit PNG format.

Radiologists can discern 720 to 917 different levels of luminance within one scene, corresponding
to 720 to 917 individual grey shades. This value assumes variable visual adaption and is therefore
an upper limit (Kimpe and Tuytschaever, 2007; NEMA, 2014b). This means that a 10-bit image
format with 1024 grey shades is the minimum requirement for accurate display (Blume and
Muka, 1995; Robb, 2000). A visible loss in intensity resolution therefore occurs, independent of
the choice of the file format for tiling.

For normal display, the difference is very small, but one of the requirements established in
Section 5.1 is the change of the density range displayed. This means stretching the histogram.
The resulting losses are much greater, as illustrated in Figure 5.2. Two possible conversions to
8 bit PNG are compared: The upper row shows the output if the histogram is first converted
to 8bit and then stretched, while the lower row shows the histogram stretching at 32bit in
TIFF, followed by a conversion to 8 bit PNG. The clipping of the images on the client side after
conversion to 8bit is very lossy and has a very limited use for diagnostic purposes. A small
improvement can be achieved by pre-analysing the original histogram as shown in the lower
row of Figure 5.2. In the example, the original image uses only a small range of the available
greyscales. A partial clipping can be done before the conversion in order to make better use of
the limited 8bit palette. As the images are in 3D, this pre-stretching has to follow the global
3D-histogram and can be applied equally to all image slices. This agrees with the comparatively

good quality of the bottom right histogram.

Besides the quality loss due to conversion to 8 bit, the compression methods of the different
image formats play a role. Commonly, the different image resolutions vary by a scaling factor of
2, meaning that each zoom level contains only a quarter of the number of pixels as the previous
one. This means that, in total, the tiled image will contain at most 4/3 of the number of pixels,

as
N

1
> S

n=0

ol i

The overhead of having several files instead of a single one adds to this. JPEG uses a 2D
frequency transform to convert the image into the frequency domain and only stores the most

important frequencies (Nixon and Aguado, 2012, Chapter 2). This allows for much smaller file
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FIGURE 5.2: Quality of an image if first stretched and then compressed compared to first
being compressed and then stretched. The number of grey shades visibly reduces. The image
used for creating the histogram can be seen in Figure 4.5 on page 66.

TABLE 5.1: Size of tiled images compared to original untiled TIF.

Image ‘ Orig. TIF Tiled JPEG Tiled PNG Tiled BMP
Sample 1 (32-bit) 8.13GB 138 MB 855 MB 2.89GB
Sample 2 (16-bit) 7.09GB 265 MB 1.79GB 5.01GB
Sample 3 (16-bit) | 60.8 GB 2.1GB 9.563GB 21.1 GB

sizes of lower quality. PNG uses lossless compression and BMP uses no compression or run-length
encoding (RLE) compression only. Figure 5.3 shows the difference in terms of image quality.
Due to the post-processing required, not all differences can be seen, but an increased number of
artefacts for JPEG is visible. Lossless formats do not show major differences from the original
image, even for large image scaling. The root mean square (rms) of the difference between the
different images and the original TTF were computed for the selected tile. Both BMP and PNG
resulted in an rms of 0.005 while converting the image to JPEG and then tiling it gave an rms

of 0.0144 and tiling the image prior to the conversion resulted in an rms of 0.0134.

On using lossy JPEG compression, the image size of the multi-resolution image shown in Table 5.1
was smaller than the original TIF by a factor of 14. This excludes the effect of the number of
bits per pixel. This is much less than that reported for normal images mainly due to tiling and
the increased number of pixels of the multi-resolution image (Norcen et al., 2003). The PNG

format achieved the expected compression ratio of a factor of 3 (Cosman et al., 1994).

If the increased amount of data transfer results in an unacceptable delay of the time until a
webpage displays, PNG cannot be used for the tiled images. Otherwise, it is preferred, as it
offers a much higher image quality compared to that of lossy compressed JPEG files. As the
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(a) Tile converted to PNG (b) Tile from PNG conversion

(c) Tile converted to JPEG (d) Tile from JPEG conversion

FIGURE 5.3: Quality of JPEG compression compared to PNG based on a 20 x 20 pixel tile.

Images on the left are a result of the TIF being tiled and then converted to the new file format.

Images on the right have been first converted and then cut into smaller tiles. The JPEG images

at the bottom show a lot of errors. The difference between the PNG images and the original
TIF are too small to be visualised.

original data size is several tens of gigabytes, the larger overall data size of PNG tiles compared

to that of JPEG tiles is not of major importance.

The speed of websites is a major issue (Gehrke and Turban, 1999). Server-, network- and coding-

related improvements were explored in order to ensure short website response times.

The processing/rendering of the images should occur on the client side. For comparison, an
AJAX-based loading of the images was implemented, allowing for server-side image processing.
This proved to be much slower than client-side processing through pure JavaScript. This agrees
with the observations regarding Deep Zoom that server-side image generation is slow as it in-
creases the load on the server (Prosise, 2009). This would not be an issue if powerful server
were used. As explained in Section 1.3, the purchase of powerful servers is not realistic for an

early-stage research project.
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FIGURE 5.4: Zooming of a multi-resolution tiled image: for lower magnification, more of the

image fits on the display, but since the tiles are always of the same size, the number of tiles

to display (darker tiles from right to left) does not increase. The right-most zoom level shown
goes beyond the image resolution and the tiles are scaled accordingly.

In order to decrease the page loading time, the JavaScript routines called on start-up were reduced
to a minimum. The image loads on a comparatively small zoom level to keep the number of image
files transferred on page load to a minimum (see Figure 5.4). For further speed-up, the code
was modified to reduce the number of times tiles were recomputed and loaded (see Figure 5.5).
A differentiation was made between the case of tiles needing to be updated and the case where
the tiles visible might have changed. In the first case, all the tiles need to be recomputed. This
occurs if the user changes the image manipulation parameters. The second case requires checking
which tiles are within the field of view and loading those while removing the ones which moved
out of the displaying area. This event needs to be triggered whenever the zoom level is changed

or the image is panned.

As panning of the image is handled by observing the movement of the mouse, the event is
triggered multiple times a second. Therefore, calling compute- or data-intensive tasks upon
image panning is avoided. Images are only loaded after a drag event by the user has completed
(see Figure 5.6). This allows much faster panning through the image. A low-resolution thumbnail
(see Figure 5.7) was placed below the tiles in order to allow quick orientation while higher-
resolution images are still loading. To create a better feeling of responsiveness, the thumbnail
is always loaded before the tiles and placed in the background. Tiles then appear on top of the
low-resolution image as they are processed. In the case of quick scrolling through the dataset,
the low-resolution image loads much quicker than the tiles and improves the user orientation in
the 3D stack.

Another change implemented was that the number of slices the users go through was made
dependent on the zoom level and the amount of mouse-wheel movement. At higher magnification,
the user moves only a single slice at a time, while at low resolution he can move 20 images at
once. This way, it gives the feeling of moving through the image more quickly while reducing

the number of in-between tiles that need to be loaded.
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FIGURE 5.5: Flowchart to explain the zooming in MCTV.

5.1.3 Results of MCTV

In Section 5.1.2, we showed how to implement a multi-resolution tiled image viewer. As image
files only contain information about the image inside the file itself, tiled image files contain no
information about the overall 3D image. This metadata needs to be recorded either in a separate
file or in a database, to be accessible to the viewer. For MCTYV, image information is stored in
a separate file that is requested by the viewer using AJAX. The pixel values are mapped back
to the density of an object using the header file, as are the dimensions. The user can select a
Hounsfield unit (HU) range to display within the boundaries of the scanned HU values, as shown

in Figure 5.8.

For speed evaluation, the time to respond (TTR) and the time to display (TTD) were recorded.
The average times are presented in Table 5.2. The TTR defines the time it took to display
a preview after a user input while the TTD describes the amount of time it took till the full
resolution image was displayed. Times were recorded for the scenario loading the maximum
number of tiles for the device screen size. Each experiment was repeated at least 5 times to
produce the average times and standard errors presented in Table 5.2. Results are shown for
Opera and Firefox. The PC also allowed for comparison with Internet Explorer 11. The tablet

used only supported Safari.
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FIGURE 5.6: Flowchart to explain the panning in MCTV.

In general, TTD was 3 % to 4 % faster for JPEG tiles than for PNG tiles but 25 % to 60 % faster
than for the un-tiled image. On mobile devices, the advantage of JPEG over PNG was much
clearer, with a 16 % to 45 % speed improvement noted. Loading and editing the full image on
a mobile device took 16 seconds on average, which decreased to 4 seconds on tiling. Due to
multi-resolution loading, the TTR was much lower at 63 ms for the workstation and a fifth of a
second for the mobile phone. For low zoom levels, the time to display new image slices averaged
at 90 fps. Panning only requires loading a selection of new tiles and was even faster (around
6 ms).

The average speed of displaying a 2000 x 2000 x 2000 voxel image does not differ from the speed
of a 1987 x 1850 x 523 voxel image as expected. Since the size of the tiles and the number of

tiles that need to be loaded do not vary between images of different sizes, this approach ensures
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FIGURE 5.7: Loading a multi-resolution tiled image: it is possible to first load the lowest-

resolution tile and then load higher-resolution tiles (darker tiles from left to right). The dark

tiles are the same as in Figure 5.1. Therefore, all tiles are of the same size in pixels, meaning
that the initial view will have a very bad resolution.
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FIGURE 5.8: Screenshot of the viewer: a section of a lung tissue at twice the size of the raw
data is shown.
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TABLE 5.2: TTR and TTD using different file formats. The time to display the untiled PNG
on the tablet was not recorded as the browser application crashed before finishing with the

request.

Device Browser Average Average TTD [s]

TTR [ms] JPG PNG BMP Untiled PNG
PC Opera 37+5 1.40+0.11 1.46+0.06 1.53=£0.07 3.51 £0.03
PC IE 20+ 2 1.61+0.06 1.6 +0.4 1.64 +£0.19 5.0 £0.2
PC Firefox 94 +12 296 £0.17 3.06+0.16 3.0 £0.1 3.98 £0.12
Mobile  Opera 300 £100 2484+0.11 3.06+0.15 3.7 £0.6 20 +4
Mobile  Firefox 240160 5.9 £04 7T *£1 8.6 £0.8 114 £1.5
Tablet Safari 470 £ 80 6.84+£0.15 7.5 £0.2 8.2 £0.5 —

theoretically unlimited scalability in two dimensions. Since only two dimensions are displayed,

scalability of the third dimension is also ensured.

Comparing PNG and JPEG showed minimal loading difference within the university network,
whilst the compression rate of JPEG was five times better than that of PNG. For low-performance
devices and networks, the difference in the loading time was very notable and JPEG was clearly
favoured over PNG tiles. Yet, the lower quality of JPEG made PNG a better choice for medical

applications given minimum device performance.

For the test, the zoom level was set to ensure that the maximum number of images had to be
loaded. Speed was measured using the time taken from the point of user input to the point of
image display. It was ensured that the images were not cached. These were the worst conditions
possible, which was reflected in the results. For a test series where the zoom level was not

restricted but all zoom levels were covered equally, the top 10 % TTDs were at 90 fps.

The tests were carried out in July 2015 within the University of Southampton network. The
server was hosted with IIS on Windows 8 (16 GB RAM) and the times recorded on a Windows
7 PC (16 GB RAM) with Opera 28, Firefox 35 and Internet Explorer 11 via a gigabit network
connection. Each request required 38 tiles to be loaded. Mobile speeds were recorded on a
Samsung Galaxy Duos (Android 4, 645 MB RAM, Firefox & Opera, 8 tiles to load) and iPad 1
(i0S 5, Safari, 20 tiles to load) using Wi-Fi (IEEE 802.11ac) with a VPN. It should be noted
that the image loading time fluctuated massively, especially on slower devices, with a standard
deviation of up to 67%. As this was not tested in an isolated environment, the workload on

neither the server nor the client was constant.

5.1.4 Adapting Mata

In the previous two sections, a web-viewer for large 3D files has been presented. For testing
purposes, it was implemented using the website presented in Section 3.1 but, as explained at the
end of that section, the upload and download of large files over the internet is a major limitation
in terms of time. At the end of Chapter 3, we suggested the use of a file watcher to overcome

these issues and simplify data access for the end user and adapted the HDC for use with medical
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FIGURE 5.9: Architecture of Mata 2 with the addition of MCTV and viewstl for image viewing.
This builds upon the Mata 2 architecture presented in Figure 3.5 on page 51. Matching colours
indicate parts which fulfil a similar role within the architecture.

data. This section will discuss the implementation of the web-viewer with the HDC file watcher
and the Mata website.

After the system was set up as described in Section 3.2.1, the next step was to link MCTV to the
system. On the presentation layer, it can be directly embedded into Mata without additional
installations. On the back end, a script had to be implemented to automatically create previews
and metadata required by MCTV. The HDC file watcher already had a functionality to allow a
script to be executed when a dataset changes. This was used by Mata to trigger a script creating

a preview for a dataset each time it changes, as shown in Figure 5.9.

The process of creating tiles requires a large number of read and write operations and is therefore
relatively slow. This means that it is likely that a dataset is being changed while a preview of the
old version is still being created. For example, when a dataset comprising a stack of 2D image
files is first uploaded, the file watcher triggers the plug-in for each file upload. When the first
file is being uploaded, the file watcher starts the tile-creating script (the tiler). When the second
file reaches the Mata file store, the tiler has not yet finished, but the file watcher starts another
instance of it. For a 3D image with 2000 slices, this would mean that millions of duplicate tiles

would be created.

Therefore, the script needed to cope with the processing of large images. The approach we
took was to split the task of creating tiles into several subtasks which can then be cancelled
remotely. To implement this, a local queue (as explained in Section 2.1.2.1) was set up to enable
local deployment, as shown in Figure 5.10. Celery version 3.1.25 was used for the queue as it
is the latest version compatible with Windows. It was served using Rabbit MQ 3.6.9. Scripts
interacting with the queue were implemented in Python.

HDC executes a script that sends a job request to ‘readdir’ to the queue. The ‘readdir’ function

first checks if the command has been executed for the same directory before and revokes any
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FIGURE 5.10: Schematic of the queue implemented for the tiler in Figure 5.9. Matching
colours indicate parts which fulfil a similar role within the architecture.

outstanding jobs. As this version of Celery does not support accessing information about tasks
in the queue, it is necessary to save the job identifications (IDs) in a separate file. The Python
code then reads any metadata files it finds and attempts extracting remaining information such
as the global minimum and maximum pixel values from the image files. For extracting the
minimum and maximum pixel values, only a selection of the image files is read (or a random set
of points taken from a raw file) and evaluated to reduce the overall time it takes to execute the
script. Finally, one tiling-job request is created for each image slice, and the job ID is written
to a file. The tiler then splits the image into smaller tiles and saves the tiles to disk as shown
in the beginning of Section 5.1. The tiler jobs are started with a lower priority than that of the
job reading the directory, to ensure that revoking jobs gets priority over working on other jobs.

This reduces the overall queue length and avoids images being tiled more often than necessary.

It is important to make images accessible in a way meaningful to the medical researchers who
are used to 2D images. With the script for creating the tiles in place and having it linked to the
management system as shown in Figures 5.9 and 5.10, MCTV is able to read the tiles from the
server file store and present them to the user as shown in Figure 5.11. Users’ access to the tiles

is restricted through the permissions on the network file share.

5.1.5 Adding a 3D Surface Image Viewer

The viewer presented in the previous section enables the viewing of volumetric images in the
form of 3D image stacks and 2D images. It cannot deal with 3D viewing or with the viewing of
surface files. The data which is inherently 3D also requires 3D visualisation in order to enable
the analysis of 3D structures not represented in a 2D viewer. It was therefore decided to add
viewstl® to Mata to display stereo-lithography (STL) and object (OBJ) files.

As with MCTV, viewstl does not require special plug-ins but works with JavaScript. Files are

loaded into client-side memory and are not processed by any third party.

In order to use the encrypted version of the Hypertext Transfer Protocol (HTTP) for all resources,

a local copy of Viewstl was created and modified to use the encrypted protocol.

6 Available at http://www.viewstl.com/ (last accessed 03/08/2018)
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FIGURE 5.11: Screenshot of a dataset containing a TIF-stack viewed in Mata. The panel on
the left shows the tags and related datasets. On the right a slice of a pCT scan of a lung
biopsy can be seen with a planar and cross-sectional view as explained in Section 5.1.2.
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FIGURE 5.12: Screenshot of a dataset containing an STL file, viewed in Mata. The layout
is the same as in Figure 5.11 but MCTYV is replaced with viewstl showing the surface of a
temporal bone. The generation of this file will be addressed in Section 5.3.2.

To integrate the viewer, an HDC file-watcher plug-in was created, which was executed for STL
and OBJ files. It calls a Python script which uses the same queue as the MCTYV tiler but only
creates a file with the name of the first STL file in the datasets folder. On the web page for
viewing a dataset, PHP is used to check if the dataset contains a 3D surface file and if the user
has read permission. If this is the case, viewstl is loaded and is passed the file name, which is

then displayed as shown in Figure 5.12.
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Through the use of viewstl, the ability to view 3D surface files (specifically STL and OBJ files)
over the web via Mata was demonstrated. The generation of 3D surface files will be addressed
in Sections 5.2.3 and 5.3.2. The secure implementation of an external viewer also shows that,

due to its modularity, Mata can be extended very easily.

5.1.6 Discussion

Advances in medical imaging devices has led to growing amounts of data requiring organisation
and remote viewing. Viewing should not be dependent on browser-external solutions as this

limits compatibility. Using multi-resolution images, these limitations can be avoided.

We created an image viewer and manipulator for 3D CT data and showed that it can be imple-
mented into an existing system. We demonstrate the feasibility of using this method for medical

applications with respect to several aspects:

(a) Use of tiled images improves the overall speed of the viewer compared to untiled approaches;

(b) Image formats with lossless compression require significantly more storage space than al-
ternatives using lossy compression. For display on a computer, there is no significant

difference, but on mobile devices they were 16 to 45 % slower;

(¢) Basic requirements of medical image viewers such as pixel-based image processing can be

implemented into a web-viewer;

(d) These features do not restrict the usability of the system for mobile or low-performance

devices;

(e) Using JavaScript and HTML5, it is possible to implement these functionalities for all

currently common browsers;

(f) MCTV can be added to existing image management systems.

Combining Mata and MCTYV allows users to access experiments through a file store, as they are
used to, as well as a website, where they can attach metadata to the datasets for easier searching

as well as faster previewing of extra-large 3D images.

5.2 LungJ and Image Visualisation

In the previous section, the use of an established image visualisation technique was demonstrated
for online use with any 3D voxel data. In this section, the option of generating more sophisticated
visualisation options on a local machine will be discussed. In Section 2.2, the ImageJ plug-in
LungJ” was introduced—a tool that enables application of segmentation workflows on very large
images. ImagelJ itself has an in-built feature to display multi-dimensional images as 2D slices. A
plug-in for projected 3D viewing of volumes and surfaces is also available. This section will look
at the implementation of image visualisation methods in LungJ. This includes 2D, projected 3D

and 3D data representation, introduced in Section 2.3.

"Source code and documentation published as doi:10.5258/SOTON /401280 (Apache 2.0 License)
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FIGURE 5.13: Image representations created after segmenting the whole tissue volume.

5.2.1 2D Representations

The default presentation method of multi-dimensional images in ImageJ is through 2D slices.
These can be scrolled through in further dimensions. The BigDataViewer® plug-in also supports
reslicing at an arbitrary angle (Pietzsch et al., 2015). Figure 5.13a shows what a segmentation
mask created by LungJ looks like in ImageJ. Our target was to create a view more similar to
stained microscopy views than default grayscale images of a pCT scan. A tool was created to
take a set of masks from the same image and overlap them, giving each mask a different colour.
The resulting view is seen in Figure 5.13b, wherein the vessels (red) and normal tissue (green)
are shown clearly. Colouring of the images can be achieved on a block level before re-assembling
the whole image by using the LungJ block approach. After reassembly, the process of viewing
many coloured 2D sections of a pCT scan is similar to that of going through hundreds of 2D

histology images (see Figure 1.2a on page 3).

80fficial site: https://imagej.net/BigDataViewer (last accessed 22/01/2019)
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5.2.2 Projected 3D Representations

The major advantage of the histopathology workflow proposed in Chapter 4 over established
microscopy is the extraction of 3D data. This enabled us to create projected 3D views (2D
representations of 3D models) of individual features. Fiji 3D Viewer (Schmid et al., 2010) allowed
the display of interactive 3D surfaces and volumetric images, as shown in Figure 5.13c. More
elaborate rendering of 3D surface views and videos was possible by using Avizo®. This could
be outside views (Figure 5.13d) but also inside views of blood vessels or airways (Figures 5.13e
and 5.13f, respectively) similar to virtual endoscopy (Robb, 2000). The inside view shown in
Figure 5.13e allows clear identification of the airway; such a view can offer details about the
vessel size while removing the complexity of the full network. Current research promises the
ability to render large 3D images directly in Fiji without the use of proprietary software. This
is done through the use of GPU acceleration provided by ClearVolume!? (Arena et al., 2016).

5.2.3 3D Representations

Apart from projected 3D images, a physical 3D replica was also created. Conversion of the
masks to 3D surface objects was possible using Fiji 3D Viewer, and this step was implemented
as a single ImageJ function in LungJ. The use of Blender'! allowed smoothing of the surface and
creation of printable STL files, one of which was printed using a Tiertime UP! Plus 2 printer
(Figure 5.13g). 3D-printed models improve the understanding of structures beyond the ability
of 3D rendered graphics, which only show a 2D projection (Biglino et al., 2015). We will discuss

the option of visualising images through 3D printing in more detail in Section 5.3.

5.2.4 Summary

In this section, we showed how it is possible to implement a variety of different visualisation
methods in software. We looked at the approach of using different colours to represent structures
identified by computer algorithms in 2D images, similar to highlighting areas of interest with
dyes or agents, which users are more used to. We further looked at 3D representations in the
form of projections and 3D printing. This allows users to see 3D structures which are not visible
in true 2D representations. Our approaches were limited to extracts of images, however. In
order to visualise large 3D images or create surface files for them, computers with more powerful

processing units had to be used.

Having a variety of ways of representing the data improves the insight gained for the 3D structure

inside an image.

The next section will focus on an example case for new 3D representation methods, mainly 3D

printing but also AR, to improve the training of surgeons.

90fficial site: https://www.fei.com/software/amira-avizo/ (last accessed 13/02/2018)
100fficial site: http://imagej.net/ClearVolume (last accessed 22/01/2019)
M Official site: https://www.blender.org (last accessed 13/02/2018)
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5.3. PAEDIATRIC TEMPORAL BONES—A CASE STUDY
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FIGURE 5.14: Parts of a paediatric skull with the temporal bone (Netter, 2014, p. 14).

5.3 Paediatric Temporal Bones—A Case Study

So far, we have shown that we can integrate basic 2D and 3D image viewing capability into
the website of Mata from Chapter 3. We have also shown that more advanced views and even
3D prints can be created by extending the ImageJ plug-in LungJ developed in Chapter 4. In
this section, we will take a closer look at 3D printing from medical scan image data using the
example of paediatric temporal bones. The temporal bone is a large part of the skull by the ear,

as shown in Figure 5.14.

5.3.1 Introduction

Temporal bone dissection is an essential component of otological training. The ideal temporal
bone training platform should allow the surgeon to prepare for and undertake the steps of the
actual operative procedure required prior to the operation on the patient. Several solutions exist
for adult patients, ranging from the use of cadaveric bones to surgical simulations in virtual reality
with haptic feedback (Wiet et al., 2002; Zirkle et al., 2007). Haptic devices and handcrafted
plastic models struggle to reproduce the feeling of a real operation with respect to anatomy
that is accurate but leaves room for variability as noted among different people (George and De,
2010). Therefore, cadaveric bone dissection remains the standard training method for trainee
otologists (Duckworth et al., 2008).

For infants and children, this proves to be more difficult. Cadaveric paediatric temporal bones are
generally not used due to ethical issues and availability. This leaves very little room for practice
for a real operation, especially since the available plastic models of bones usually represent
healthy bones. Cadaveric skulls are scarce compared to the number of trainees, owing to which

George and De (2010) encouraged the use of alternative techniques, especially for junior trainees.

The solution proposed in this section is the use of image segmentation skills described in

Chapter 4 to segment CT scans of children and 3D print the result so surgeons can practise

91



5. IMAGE VISUALISATION

Scanning of Image s Temporal-bone
the skull segmentation 3D printing model

FIGURE 5.15: 3D printing workflow: creating a 3D-printed temporal bone from a CT scan.

drilling a 3D representation of a child’s temporal bone. Using 3D printing for surgeries has been
trialled before but usually relied on expensive multi-material printing. It has therefore been
restricted to only a few prints (Chenebaux et al., 2014; Hochman et al., 2014; Longfield et al.,
2015; Rose et al., 2015a). It was found to be useful in demonstrating spacial relations (Biglino
et al., 2015). One of the challenges has been the image segmentation, since the studies relied on

the use of nCT, which could only be applied to cadavers.

Research has been carried out at the University of North Carolina in the USA to test the feas-
ibility of 3D-printed bone models for both training purposes and surgery preparation. However,
only a single model was tested for each case, and details of the material used are not avail-
able. In both cases, highly expensive multi-material printers were used, which do not lead to a
cost-efficient method (Rose et al., 2015a,b).

In France, Chenebaux et al. (2014) asked 25 otology experts to evaluate a 3D-printed temporal
bone, who concluded that 3D printed samples are useful in replacing cadaveric samples for

training purposes.

Researchers at the University of Manitoba in Canada examined the mechanical properties of dif-
ferent printed materials using objective mechanical analysis (yield, rupture, indentation forces
and vibrational properties) and compared them to a sheep femur leg bone with a Young’s mod-
ulus of (2.79 +0.14) GPa (Hochman et al., 2014). All polymers tested were used for powder
printing. The most suitable ones were polyetheretherketone (PEEK) with cyanoacrylate with
hydroquinone (CAH) and untreated PEEK. Untreated PEEK had the most similar Young’s
modulus to that of the sheep bone, with a value of (2.79 £ 0.06) GPa (Hochman et al., 2014).
In similar experiments, the much cheaper ABS showed a Young’s modulus of 2 GPa to 3 GPa
(Cantrell et al., 2016; Grammatikopoulos et al., 2018). As 3D printing involves layering, the
resulting objects have different properties in different directions, unlike natural materials. The

comparisons, therefore, have to be interpreted carefully.

5.3.2 Methods

Using non-identifiable paediatric HRCT scans of temporal bones and machine learning al-
gorithms, 3D printing of paediatric temporal bones has been trialled (Figure 5.15). CT scans
from patients were used with the permission of their parents and anonymised by the hospital.
Using the TWS, a classifier model was created to segment bone. As bone is much denser than the

soft tissue surrounding it, segmentation was easier than for vessels, as described in Section 4.2.3.

After creating a classifier, it was then applied to the whole image following the LungJ workflow

and segmenting the full scan. As the first step, the DICOM image stack was assembled into
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(a) 3D-printed temporal bone with support mater- (b) Drilling of 3D-printed temporal bone at the
ial University Hospital Southampton.

FIGURE 5.16: Creation and evaluation of a 3D-printed temporal bone.

a 3D image. After classification, the voxels of the mask was made isotropic from the values
obtained from the DICOM file to ensure correct interpretation. Results were post-processed in
two different ways—using a very simple dilate and erode algorithm or using the LungJ filter to fill
holes in the segmented regions. The filling of the holes was expected to counteract segmentation
errors due to the porosity of the bones as 3D printing already introduces porous filling. We
programmed a LungJ function for creating 3D-surface files based on Fiji 3D Viewer, following
the process established in Section 5.2. This way, an STL file was created from the mask. Using
Blender and integrated tools, the surface was checked for printing issues, and the visible outer
surface was smoothed to mask the low resolution of the scan. The original segmentation result
was printed without smoothing for reference purposes. Each file was printed on a Tiertime UP
BOX printer with a high-density infill pattern and 0.2 mm layer height in ABS. Using additive
manufacturing for complex shapes required a lot of support material to be printed, as seen in

Figure 5.16a, which had to be removed subsequently.

The 3D prints were then given to ear, nose and throat (ENT) specialists at the hospital, who
mounted them on modelling clay. The prints were drilled using an electric drill and after cortical

mastoidectomy internal structures were evaluated as shown in Figure 5.16b.

5.3.3 Results

3D printing of paediatric temporal bones has proved both economical and anatomically accurate
for training purposes and operation training. HRCT scans allow cases of appropriate complexity
to be selected for prints. ‘The 3D-printed temporal bones are useful because they allow us to
provide anatomical models allowing students to practise operations on’ (Hasnaa Ismail-Koch,
personal communication, 2018). 3D-printed models enabled cortical mastoidectomy to be un-
dertaken but lacked sufficient detail of the inner ear and facial nerve. With a price of £16 for
a 40g print in May 2016, the cost of 3D-printed bones is much lower than that of traditional
plastic cast models (see Table 5.3).

The evaluation by ENT specialists also revealed limitations of the process. Due to the limited
scan resolution, parts of the facial nerve could not be segmented as they were less than 1 pixel in
size. It would require an alternative segmentation method, such as a deformable model (compare
Section 2.2.6.2), in order to estimate the position of the facial nerve. Furthermore, the printing
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TABLE 5.3: Comparison of different resources for obtaining temporal bones.

3D-printed model Plastic casted model Cadaveric bone

{

-

Cost of £16 (excluding Cost of £65 (Pettigrew Cost of £225 to 375

cost of labour and profit Temporal Bones, 2018) (Longfield et al., 2015)
margin)

High resemblance of the Generic anatomy Accurate anatomy
anatomy

process incurs the use of a lot of support material (see Figure 5.16a), which is time-consuming
to remove and can lead to the accidental removal of important parts, such as the ossicles (the
small bones inside the middle ear). Alternative 3D-printing methods may reduce the amount of
support required or use support material that is easier to remove. An example of this uses the
3D printer Ultimaker 3'2, which can print water-soluble support material. Other printing types,
presented in Section 2.3.4, can help improve print results even further by giving more control over
the support material used. Scalability of the creation of training sets can be achieved through
the use of 3D-printed moulds. A third limitation is the strength of the material used. This is
due to the printing occurring in layers, causing different sample strength in different directions.
It is further caused by the non-solid infill, which again is one-directional and leads to varying
strength in different directions. Alternative printing methods (see Section 2.3.4), such as liquid
based 3D printing, could help improve this behaviour. In addition, it may be useful to choose a
different plastic instead of ABS for better haptic sensation during the drilling. This would also
make the 3D-printed temporal bones a useful option for surgeons to practise on an anatomically

accurate model before an operation.

5.3.4 Possible Extension to Augmented Reality

An alternative to 3D printing is AR, which has a shorter waiting time from the creation of the
scan to the final visualisation. In Section 2.3.3.2, we mentioned existing implementations of AR
in medicine. While AR does not provide any haptic feedback, the display of CT scans in 3D can
equally help paediatric surgeons to plan surgeries or be used as a teaching tool as 3D-printed

models.

The possibility of using an AR approach to visualise CT scans has been tested, and the pre-
liminary result is shown in Figure 5.17. The same image files created for the 3D printer were
used to achieve this. After importing the surface representation file into Unity'? engine, it was
possible to port it to a HoloLens headset. The bone was displayed in front of the user and could

be modified using hand gestures.

120fficial Site: https://ultimaker.com/en/products/ultimaker-3 (last accessed 20/07/2018)
13Official site: https://unity3d.com/ (last accessed 31/05/2018)
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5.4. SUMMARY

FIGURE 5.17: Screenshot of a temporal bone in AR viewed through HoloLens.

More sophisticated implementations of AR in medicine can help provide medical surgeons power-

ful tools to plan their operations or teach the next generation of medical students.

5.3.5 Discussion

3D-printed temporal bones from HRCT images provide optimal opportunities for paediatric
temporal bone training and allow for more accurate delineation of structures. The 3D printing
turns out to be cost efficient. For mass production of training models, the cost can be further
reduced and speed increased through the use of 3D-printed moulds. It would also provide pre-
operative simulation opportunities in particular cases involving challenging anatomy. Selection
of appropriate material also potentially offers improved haptics. Further research in alternative
segmentation and additive manufacturing methods can lead to improved temporal bone models.
Even though the scans used in the work described in this section were much smaller than the
pCT and high-resolution 3D images this thesis targets, it illustrates what can be done in the
near future. It also shows that the concepts do not limit the workflow to new large images but

are ‘backwards compatible’ to commonly used radiography scans.

5.4 Summary

In this chapter, different visualisation techniques were demonstrated using three example cases:
the viewing of 3D images on a website, the examination of image results from LungJ segmentation
and the 3D printing of paediatric temporal bones. These covered the following segments of the
image visualisation spectrum introduced in Section 2.3: 2D-section views, 3D-rendering views,

augmented reality, and 3D printing.

An orthogonal 2D section view has been implemented as a web-viewer. It can be used for extra-

large 3D images by splitting the image into smaller blocks or multi-resolution tiles. A web-viewer
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for 3D CT images, MCTV, was developed and integrated into Mata, mentioned in Chapter 3.
It only uses cascading style sheet (CSS), HTML and JavaScript to display large 3D images. It
allows the display range to be edited and distances to be measured on the image. For LungJ,
several visualisation options were created. These follow the LungJ principle of splitting the
image into smaller blocks, processing them and reassembling. In 2D, image slices were shown

and several segmentation results were overlaid using different colours to highlight different areas.

3D rendering for web applications was implemented for smaller images but it requires more
computational power than preparing 2D section views and at the same time makes rational
loading of only the necessary data more difficult. One can hope that future work finds a way
to save multi-resolution 3D-tiles and only load the ones in the field of view, similar to multi-
resolution polygon rendering technology used by game engines (Gobbetti and Marton, 2005;
Rossignac and Borrel, 1993). For LunglJ, a function was created to convert 3D voxel images into
surface STL files. It was based on existing ImageJ plug-ins and the size of images it can be
applied to was limited by these plug-ins. Using more powerful computers, it allows for projected

3D representations of large image files.

The surface files created by LungJ were also used for 3D printing of parts of images. The
exploration of 3D printing was continued as part of the paediatric surgery case study. CT scans
of temporal bones were taken, segmented and 3D printed. A feasible model was produced for

surgeon training.

Finally, the use of AR illustrated what is possible in the near future based on the use of CT

scans of temporal bones to create a 3D model of a patient’s bone.

Altogether, both existing and upcoming ways of viewing image data have been covered in this
chapter. It was possible to enhance existing visualisation techniques to support large images.
Newer, more advanced representation methods have been implemented but require further im-
provement to be able to cope with large image data. The next chapter will discuss bringing all of
the workflow steps from the last three chapters together and placing them in the bigger picture

of medical research.

96



Chapter 6
Complete Workflow

S discussed in Chapter 1, a digital workflow for medical images is needed to be able to
benefit from the digitalisation of medicine and new trends such as machine learning. It
is also required to deal with the increasing image size. We identified three main areas

of the medical workflow as image storage, processing, and visualisation and analysed each of
these areas in the previous three chapters. Each chapter then proposed a solution to handling

modern medical images in the form of one or more approaches to the corresponding area.

These different areas are linked through the medical image life-cycle, and in this chapter, we will
show how the different approaches work together. We will briefly review the previous chapters in
Section 6.1 and then discuss how the individual approaches fulfil the requirements of a medical
image workflow in Section 6.2. In Section 6.3, we will discuss limitations and how they can be
overcome. Finally, we will look at how this workflow integrates into the existing medical workflow

using example use cases in Section 6.4. A summary of this chapter is provided in Section 6.5.

6.1 Review of Developed Approaches

In Chapter 3, a description has been provided for building a data repository that offers storage
of data on a shared network drive. The file-store solution offers users a familiar way to access
and manage their data. At the same time, access through a website enables the addition of
metadata and extended functionality compared to a standard file store. The HDC file-watcher
(see Section 2.5.3) was used to link file store and database. The website enables users to add
metadata to datasets, offers options to find relevant data, and provides integrated security. The
modularity of this system allows parts of it to be exchanged for alternative solutions. Table 6.1
shows how this compares to existing systems. With this system in place, images created by

medical researchers can be organised and shared with other researchers.

In Chapter 4, we described the development of an image processing tool to segment large images.
LungJ!' is integrated into the image processing software ImageJ. Its key focus is on supporting
large images by splitting them into smaller, processable blocks. As discussed in Section 4.3, we
considered both usability and workflow modularity by choosing a popular open source software

and splitting the workflow into several steps which can be individually improved or replaced.

ISource code and documentation published as doi:10.5258/SOTON/401280 (Apache 2.0 License)
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TABLE 6.1: Comparison of Mata described in Section 3.2 and extended in Section 5.1.4 to other image management systems.

OMERO

BisQue

HDC

Mata 2 (including
image viewers)

Operating system
Server

Database
Middleware

Data access

Synchronisation
SSO authentication
Metadata editing
Metadata import

Metadata suggestion
Basic search
Advanced search

Tag cloud

List of direct relatives
Relation network

CT slice viewer

3D voxel viewer

3D surface viewer

Linux (various)
OMERQO .server
PostgreSQL

Java

Website/ Client software/
API

OMERQO.dropbox
X

v

v (individual only)

x WX X X% o\ N X%

*

Linux (various)
BisQue server (various)
XML

Python

Website/ API

X (not applicable)
X

v

v (via file export and
import)

(1-to-1 correspondence)

v
v/
v/
X
X
X
v
v/

X

Windows Server
Microsoft 1IS
SQL Server

Sharepoint 2010/ .NET
3.5

Website/ Network file
share

File watcher
v
v
v

(list of direct relatives)
(but 2D viewer)

X X X N X X X%

Windows Server
Microsoft IIS
SQL Server
PHP 7.1

Website/ Network file
share

File watcher (from HDC)
v (partially from HDC)
v

v

(ranked dictionary)

(graph of all relatives)

v
v
X
v
v
v
v (MCTV®)
X

v

(Viewstl)

%Source code and documentation published as do0i:10.5258 /SOTON /400332 (Apache 2.0 License)
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6.2. WORKFLOW FOR RESEARCH IMAGES

Since LungJ splits an image into smaller blocks, it enables parallel computing for image pro-
cessing, which has been listed as a requirement by Montagnat et al. (2004) even for processing
algorithms originally designed for single thread processing. Once the medical research project
(see Section 1.1) scales to more images, it will be possible to scale an implemented processing
workflow without changing the tools used. Even without this additional speed-up, the cur-
rent algorithm reduced the required time from months of manual segmentation to a day (see
Section 4.3).

Finally, we looked at image visualisation in Chapter 5. Image visualisation is vital in enabling the
user to interpret the image data. Different visualisation types can cause different interpretations.
There is also the specific use case of using image pre-viewing to enable researchers to decide on
data of relevance from the storage system referred to in Chapter 3. In Sections 5.1.2 and 5.1.3, we
discussed the development of the web-viewer MCTV? which allows displaying large 3D volume
images. Displaying large images has been made possible through the use of multi-resolution
tiles, which also contributed to a fast response by reducing the amount of data transfer through
the internet. We also integrated it together with a surface image web-viewer into Mata®, as
mentioned in Sections 5.1.4 and 5.1.5. In Section 5.2, 2D and 3D visualisation options were
implemented for ImageJ using LungJ. We enabled researchers to experiment with different 2D
and 3D visualisation methods to explore their datasets. Finally, we looked at 3D printing as a
visualisation tool. The advantage of physical objects over 2D projections was shown through the

use case of temporal bone printing in Section 5.3.

The next section will show to what extent these approaches fulfil the various requirements of a

medical image workflow.

6.2 Workflow for Research Images

In this thesis, we identified the need for approaches that can deal with images of any size and
show better usability than existing solutions. We addressed the three main aspects of the image

life-cycle, as discussed in Sections 1.2 and 6.1.

In this section, the different features of the overall workflow are evaluated. In Section 1.4,
key requirements for a medical image management system were identified: support for large-
sized images, usability, system modularity, metadata support, data traceability, fast response
and visualisation, and data security. The following sections will explain how each of these

requirements is addressed by our approaches.

6.2.1 Support for Large Images

Mata uses a file store to store data. The file system is very scalable and can support very large
images without problems (Scott, 2014). For the Windows Server 2012 R2 used for this system,
the maximum file size is 16 TB (Microsoft Corporation, 2018, Appendix A). With increase in

the file sizes in future, the file systems of operating systems will continue to grow to support

2Source code and documentation published as doi:10.5258/SOTON /400332 (Apache 2.0 License)
3Source code and documentation published as doi:10.5258/SOTON/D0430 (Apache 2.0 License)
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these large images. At the same time, the database only holds one entry per dataset, making the
number of datasets more important than the size of an individual dataset. The use of a shared
network drive for image storage further allows data transmission to be handled by the user’s
operating system, which connects to the server. This well-established data transmission ensures

reliable file transfer without the need for additional software.

LungJ splits the large images into smaller blocks as explained in Section 4.2.2. This way, images
of theoretically any size can be cut down into manageable chunks, which are then processed

using existing algorithms. This also applies to the visualisation part of LungJ.

MCTYV works similarly to LungJ. Images are split into smaller parts, but, in this case, the
splitting occurs over multiple resolutions, as explained in Section 5.1.2. The use of these multi-
resolution tiles reduces the amount of data required to be transferred to display the image on

the end user’s device.

6.2.2 Usability

Usability of the system has been addressed from two different perspectives—one involves meta-
data access through the website, and the other concerns data access through the file store. The
website uses tables and tag clouds to display metadata in ways commonly used across various
websites. In contrast to existing solutions, the shared network drive means that there is no need
for an external software to ensure reliable communication with the data store. Most users will
know how to operate a file store. Any common image processing software can interact with a file
store, which means that users are not restricted in their choice of software for processing their

data. All of these benefits make Mata a very user-friendly system.

ImagelJ is the most popular image processing software in medicine, as mentioned in Section 4.2.1.
By creating a plug-in that can be implemented using the standard ImageJ plug-in manager and
relying on existing processing algorithms rather than forcing users to use custom algorithms, we

ensured the usability of LunglJ.

Similarly, we define the usability of MCTV through the low number of requirements in order
to be able to use it. As discussed in Section 5.1, it runs natively in a browser, only relying on
JavaScript and CSS. It is therefore compatible with any major internet browser and does not

require installing an additional plug-in.

6.2.3 System Modularity

The set-up of Mata is modular. By using a standard website, many tools developed by third
parties can be integrated easily to support various types of data, as illustrated in Figure 6.1.
The image-processing and image-management workflow has been split into its components, al-
lowing the processing to be managed separately from the storage. Instead of using ImageJ in
combination with LungJ, any other processing software can be used to read files from a file store
and save the result back into the file store again. In Section 5.1.5, we showed how users could
decide on the presentation solution they find suitable for their application by implementing the

3D viewer ‘viewstl’.
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FIGURE 6.1: New proposed workflow in detail. Dashed parts show possible extensions by
users. The storage system needs to be administered by a data librarian in the field. Other
users can access shared datasets based on the file-store permissions mentioned in Section 2.5.3.

6.2.4 Metadata Support

HDC connects a file store with a database so that advanced metadata for files on the file system
can be stored in the database. It also tracks data movement and modification to prevent meta-
data from being lost. Furthermore, features for modifying metadata and searching through it
have been shown. Metadata can be grouped to create categories and can be displayed as part of
a relationship network. In Section 3.2.3, we showed how users could use tag clouds and a simple

search function to find relevant datasets.

6.2.5 Data Traceability

Montagnat et al. (2004) defined traceability as the ability to find the origin of an image. Features
of defining origins for each dataset in combination with the network graph allow traceability over
as many levels as required to find the original data to any image. We even enable users to find
the origin where multiple original images are present and have been combined. Through the
systematic use of metadata, it is possible to ensure provenance, tracking not only the origin, but
keeping a log of all the steps leading to the current version of an image. This has to be done

manually. Trusted provenance is not achieved with this system.
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FIGURE 6.2: LungJ summary: Stacks of about 2000 image slices (top left) can be segmented

to produce 3D visualizations of included blood vessel and airways (top right) and provide

information about the inside of veins (bottom right). This can help to detect irregularities
and identify diseases.

6.2.6 Fast Response & Visualisation

The website front-end of Mata is a lightweight PHP application and implements two viewers to
visualise 3D image stacks and surface images. MCTYV has been optimised for fast response time,
as we showed in Section 5.1.3. We also discussed the implementation of further visualisation
methods in Sections 5.2 and 5.3 to give medical researchers a better insight into 3D data. Our
LungJ algorithm extracts 3D vessel structures from large image stacks, allowing insight into
airways and veins (see Figure 6.2). By converting segmentation masks of medical scans into

surface files, we were able to visualise them in AR and 3D print them.

6.2.7 Data Security

As discussed in Section 3.2.4, the image storage system uses well-established technologies such
as SQL Server and Windows Server to benefit from the experience of large user communities,

industry standards and established ways of securing the system.

6.3 Limitations and Extendability

In the previous section, we showed that the approaches mentioned in the previous chapters
do fulfil the requirements for managing images throughout their life-cycle. We have not yet
addressed some limitations to our approaches that are due to hardware or software limitations:

we will discuss them in the following sections.

6.3.1 Hardware Limitations

In this thesis, we are focussing on software, and some hardware limitations cannot be overcome by

software. While we have managed to find solutions that can run on ‘low-performance computers’
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(see the beginning of Chapter 1), we have not solved the issue of storage space requirements and

network speed.

Large images require a large amount of storage and the only way to improve the situation from
a software perspective is the use of compression algorithms. Many compression algorithms have
been developed and implemented in file formats, such as JPEG and PNG. In Section 5.1.2,
we showed how significant the saving of lossless or lossy compression is. We also established
that lossy compression is not acceptable for raw scientific data (Blume and Muka, 1995; Robb,
2000). We know that compression algorithms vary between file formats and some formats are
not designed to work with compression. While it may be desirable to compress all data on the
storage in a lossless way, this would limit the capability of external software accessing the data.
This is especially true in the case of a custom compression algorithm. Instead, we suggest that
lossless compression algorithms are applied where available for the used file format. Apart from
that, the storage problem should be considered a hardware problem. The cost of hard drives is
getting cheaper, making it feasible to increase the provided storage proportional to the increase

in demand. Services such as cloud storage can help satisfy these demands in the future.

Low network speeds are a critical limitation when it comes to file transfer. Optical fibres (Maurer
and Schultz, 1972) have increased the speed of network traffic compared to copper wires, but
they are not widely implemented. According to a report by the Organisation for Economic Co-
operation and Development (OECD), even though the fibre optic technology promises download
speeds of 134 Mbit/s, the average download speed measured for the OECD countries was only
13.6 Mbit/s in September 2014 (OECD, 2015, Chapter 2). This means that the download of a
10 GB image on average will take 1.6 hours. Download speeds at the University of Southamp-
ton were measured to be at 350 Mbit/s to 540 Mbit/s. A 90 GB nCT image would still take
at least 22 minutes to download at optimal conditions. When considering maximum transfer
speed, the full network route has to be considered, and the final speed is set by the slowest link.
We implemented fast pre-viewing techniques, which allow users to preview data before down-
loading gigabytes of data from the internet. Keeping servers local to the research institute can
improve the performance, but limits the data exchange between different institutions. Having
a distributed server network would decrease the load experienced by each server and improve
the performance for highly busy applications. Even though splitting over several servers was
considered as an option, it would still require a substantial amount of work. It depends on the

end user to decide which implementation fits their needs best.

6.3.2 Software Limitations

There are several software limitations that the approaches presented in this thesis do not over-
come. This includes the lack of direct access to the metadata, limitations in the application of

the processing plug-in, lack of a fast 3D surface visualisation and slow code execution.

While Mata allows accessing the data directly through a shared file store, metadata remain
stored in a database only accessible through the web interface. One can argue that the main
use of the metadata is to search through the available data and select the right one, but even
this assumption leads to limitations. Data mining is becoming increasingly popular. A different

research project may want to use data mining to find similarity in data or identify data useful
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to them, not just from the actual images, but also from the attached metadata. Easy access
to the metadata would allow researchers to implement their own data mining algorithms. One
can think of two ways to implement this. The first would be to give users restricted access
to ‘database views’ containing the metadata for datasets or store a copy of the metadata as a
NoSQL database in the corresponding directory of the file store. This would have to be kept up
to date by the file watcher. An alternative would be the use of an API similar to the one used
by BisQue or OMERO. Researchers can write a code to interface with the API and query the
metadata. The use of an API would also help establish a semi-automatic way of data provenance
similar to OMERO and BisQue, as described in Sections 2.5.1 and 2.5.2.

In Section 2.2.6, we listed various image-processing algorithms. The idea of splitting images into
manageable chunks and individually processing those chunks applies to processing algorithms
that do not rely on the value of a neighbouring pixel or global image information. By storing a
few global variables and implementing halos, it was possible to apply the approach to any spatial
filter and machine learning algorithms relying on these filters. In Section 4.4, we also discussed
the possibility of applying the same approach to segment images using iterative algorithms. As
explained in Section 4.4, this approach cannot be applied to the following two categories of pro-
cessing algorithms: frequency filters and model-based image segmentation methods. Frequency
image filters require information obtained from the whole image because they need to undertake
a transformation of the image into the frequency domain. Model-based image segmentation
methods also require the detection of markers over the whole image. While both methods can be
implemented using the splitting approach, frequency domain filters would always suffer in accur-
acy. They require a more refined approach. Model-based algorithms would require a substantial
adaptation in their internal programming to evaluate the fit of the current model for each image
chunk.

In Section 5.1, we introduced a web-viewer targeted at showing 2D slices of a 3D image. Even
though Sections 5.2 and 5.3 demonstrate the possibility of 3D visualisation, they require the full
image to be loaded into RAM. For the same reason, the 3D viewer presented in Section 5.1.5 is
not suitable for large 3D surface files. While there are solutions available, most of them seem to
rely on a powerful server that renders a 2D image which is then sent to the client (e.g. Kvilekval
et al., 2010). Some achieve this by storing the data in a database, which can be of particular
advantage where not a lot of new data is generated on the go. We did not come across a freely
available viewer that allows the creation of previews and renders 3D volume or surface images
efficiently. Significant research has been carried out in this area, and advances in the gaming
industry suggest that the rendering of large 3D images over the web is a problem that can soon
be solved (Evans et al., 2014).

Finally, some of the code used in this work is not very fast. Part of the reason for the code
being slow is that it is intended for running on devices with limited processing power. For an
early-stage research project, it was not considered reasonable to invest in a lot of hardware. Even
in the longer run, high-performance hardware would be shared between members of the medical
research group and, therefore, the ability to run code on the researcher’s own low-performance
computer would be advantageous. This means that, for example, LungJ enables the processing
of images that previously could not be processed on computers with low performance. At the
same time, processing an image in chunks in series on a high-performance computer is slower

than directly processing the whole image. This is not seen as a limitation since the code can
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always be omitted and purely acts as an enabler. LungJ also enables parallel processing on high-
performance computers. The benefit of the code lies in the fact that it allows a direct trade of
money invested into IT equipment for time taken for image processing. Other parts of the code
are not fully optimised. The Python code creating the image tiles for MCTYV is particularly slow
and, for a large-scale implementation, one should consider speeding up the code using tools such
as Cython or by translating it into an entirely different programming language. Additionally,
it is advised to make use of the queue and share the work of creating image tiles over several
servers. Again, cloud providers can offer the required flexibility for this kind of service. At the
current stage of the project, a speed up was not required as the application is read-intensive and

only a few images were available.

6.3.3 Summary of the Limitations

In this section, we reviewed the limitations of the work done in this thesis. We did not aim to solve
the hardware limitations of low network speeds and storage space requirements when developing
our image storage system. We explained why hardware problems are inevitable and cannot be
solved by research alone. We further addressed the limitations of the developed software and
how the software can be extended to resolve the limitations. This includes the development of
an API to improve metadata access for the image storage system and allow for data mining. A
further limitation is the execution of image processing filters in the frequency domain, which is
not accurate when using the splitting approach developed in Chapter 4. The viewing of 3D data
over the web is limited to 2D sections or small 3D files in our implementation, and we rely on
research in other communities to deliver reliable solutions. In general, much of the code has not
been optimised for speed but for low memory consumption. We did present a few options, such

as the use of dynamic scaling, to improve the speed of the code executed on the server.

Now that the full implementation has been shown in Section 6.2 and its limitations have been
discussed in Section 6.3, the next section will give examples of how the approaches can be used

in a medical research scenario.

6.4 Workflow Use Cases

Though they are applicable to any data, the approaches developed in this thesis were tested using
a scenario modelled after a research project on lung diseases at the University of Southampton.
This project evaluates the use of nCT scanners for the analysis of biopsies in a non-destructive

way.

This section presents the use cases for this scenario to show how the tools discussed can integrate

with an existing image workflow. The use cases are illustrated in Figure 6.3.

As part of this scenario, a large number of images needs to be created using a newly developed
pCT scanner. Matching microscopy images are retrieved, and images are processed to enhance
the contrast. pCT and microscopy images are then aligned in 2D and 3D using point-based

registration based on the scan conditions. Matching image areas are presented to experts to assess
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FIGURE 6.3: Simplified overview of use cases. Dashed parts are important to the project and
the image workflow but are outside the scope of this thesis. Each of the steps (a) to (f) are
described in more detail in Sections 6.4.1 to 6.4.5.
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both biological content and image quality. Images of microscopy slices and pCT slices are then

assessed for technical quality or biological data content by image experts or histopathologists.

6.4.1 Storing New Scans

Use case: An image has been scanned on the pCT, and the scan operator wants to

store the image. (Figure 6.3 a,b)

By using Mata as described in Section 3.2, it is possible to store images generated by the newly

developed medical pCT scanner by merely copying the image files into the file store.

The file watcher will detect the new files and create an entry in the database. It will also trigger
the code for creating a preview of the image. The operator can add file permissions and metadata
as appropriate. In many practical scenarios, it will make sense to add an HDC plug-in which
reads out metadata from files and adds it automatically as described in Scott et al. (2014). For
the project discussed in this thesis there was no relevant meta-data in the image files as they

were saved as raw data.

If metadata is created in a consistent way by the scanner, a plug-in for the file watcher can be
written to automatically add the metadata to the database as soon as the image gets uploaded.
DICOM devices can also be supported by adding a DICOM receiver. An administrator is required
to set permissions for any received data since DICOM does not transfer user information during
file exchange. This is due to DICOM being patient centred.

6.4.2 Finding Relevant Images

Use case: A medical researcher tries to find and get hold of images relevant to their
project. For that, they want to find images of a lung taken by pnCT and preview
them to confirm that they fit with their needs. (Figure 6.3 c)

The researcher has various options for finding relevant images, as discussed in Section 3.2.3. A
basic search for a relevant keyword or browsing through the tags can help obtain a list of relevant

datasets. If images are not in the desired format or processing stage, it is possible to find related
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datasets through the network graph. With the help of MCTV and viewstl (Section 5.1), it is
possible to preview images before downloading them, even if their size of several tens of GB
exceeds the machine’s RAM. Download of images can be conveniently achieved through the file

explorer.

6.4.3 Finding Related Images

Use case: The researcher wants to retrieve the microscopy scan of the same sample

as the CT scan they are currently viewing. (Figure 6.3 c)

Again, the researcher has various options. The two images are likely to share a tag, such as a

sample identification number, or they are related through the network.

6.4.4 Processing Images

Use case: The researcher found a relevant image and tries to process it for presenta-

tion to the experts. (Figure 6.3 d)

After relevant images have been found, they can be processed using any suitable processing

software.

LungJ, as introduced in Chapter 4, can be helpful in changing the image contrast or segmenting
relevant areas. Since the images are accessible via a network file share, ImageJ can read the files
directly from the remote storage. LungJ can then be used to split the image into blocks which
can be processed individually (see Section 4.2.2) either using machine learning as proposed
in Section 4.2.3 or using any other, possibly custom-developed algorithm to segment images.

Resulting images can be reassembled with LungJ.

A point-based registration algorithm for the alignment of pCT and microscopy images can be
rewritten to work with partial image data from LungJ or be executed on a high-specification
computer. This is not limited to ImageJ: any processing software or self-written code that can

read from a file store can be used for this task.

After processing, the new data is stored in a new folder on the file store to create a new dataset
in Mata and share it with other specified researchers. Newly found metadata can also be added
to Mata, and a custom HDC plug-in for importing this metadata can be developed once medical

researchers decided on a processing workflow.

6.4.5 Sharing and Evaluating Images

Use case: A set of images is to be shared with experts for evaluation. (Figure 6.3 e, f)

In order to share a dataset with a colleague, the web link to that dataset can be sent to the
other person. Provided that the other person is a user of Mata, they can access the dataset as
soon as the owner gives them dataset access rights through the web interface. This can be read

or read/write access as explained in Section 2.5.3.
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For quick evaluation, web-viewers for volumetric and surface files are included in the storage
system. Depending on the intention of the researcher, images can be visualised in 2D using
tools implemented in LungJ and compared to other 2D images. Alternatively, the researcher can
generate a surface file from the segmentation of a volumetric image and either display it using

3D rendering or by creating a 3D print.

6.5 Summary

In this chapter, we summarised the various approaches for medical images and focused on the
workflow as a whole. We showed to what extent the approaches fulfil the requirements we
defined for a medical image workflow: data security, metadata support, data traceability, system
modularity, fast response and visualisation, large image support and usability. We discussed
limitations to the workflow, such as hardware limitations and discussed possible extensions of
our work. We evaluated if and how each of these can be addressed. Finally, we showed that the

existing approaches work together to enable medical research using large images.

The next chapter will summarise this thesis, evaluate the thesis objectives and propose future

work.

108



Chapter 7

Conclusions

MAGES produced for medical research are growing in size. The underlying workflow for
handling image data during its life-cycle is not prepared to cope with this increased amount
of data.

In this thesis, we looked at the different stages of the workflow and developed approaches to
ensure that large images can be handled. We created an image storage system, Mata!, that can
store large images and related metadata and give users direct access to the data. We developed an
approach for processing large images using existing algorithms and implemented it as a plug-in,
LungJ?, for the popular processing software ImageJ. We also considered a variety of visualisation
options and developed MCTV3, a web-viewer, as well as visualisation functions for LungJ and

an approach for visualising digital images through 3D printing.

In this final chapter, we will review the thesis objectives in Section 7.1 and explain how each
of the objectives has been achieved. We will also revisit the research hypothesis in Section 7.2.
Finally, we will show possible improvements to the presented work and how they can lead to

future research in Section 7.3.

7.1 Review of the Objectives

In this section, we will review each of the objectives defined in Section 1.5.2 and see how they

have been met in the thesis.

1. To provide a framework for image storage that can be utilised by medical re-

searchers and by the software that is commonly used by the researchers.

We discussed the development of the Mata framework in Chapter 3. Using Mata, data can be
retrieved via a shared file store. This means that no plug-in or external software is required for
medical researchers to interact with their data. It also allows the researchers to utilise any image

processing software that can read files from a file store in their research.

Image storage includes the management of related metadata (Section 3.2.2). We ensured that

users of the framework can add dataset descriptions and metadata in the form of tags. We

ISource code and documentation published as doi:10.5258/SOTON/D0430 (Apache 2.0 License)
2Source code and documentation published as doi:10.5258/SOTON /401280 (Apache 2.0 License)
3Source code and documentation published as doi:10.5258/SOTON /400332 (Apache 2.0 License)
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further enabled the ability to add relations between datasets. Both tags and relations can be
visualised through various options, as described in Section 3.2.3, to quickly find related and

relevant datasets.

2. To develop a method that enables the processing of very large images using
existing software and processing algorithms.

In Chapter 4, we created a novel approach to process large images. We ensured that this approach
can be applied to images of any size by splitting images into smaller blocks depending on the
performance capabilities of the hardware. These blocks then get processed individually using
existing processing algorithms. Global information is gathered when the blocks are created and
can be used during the processing of the blocks. The use of iterative methods or a combination of
several processing methods consecutively can be achieved by performing a halo exchange between

individual iterations.

We also explained how this approach can be applied to different types of image processing
algorithms. The approach extends to any spatial filter and can be extended to iterative image
processing methods, as well as machine learning methods based on these. The approach is limited
in its application to frequency-based filters since the domain transfer has to occur prior to the

chunking and therefore does not benefit from the smaller image size.

3. To implement the processing method from objective 2 as a software or plug-in
and show that it can be applied to an existing image processing algorithm.

We implemented the approach for processing large images as LungJ, a plug-in for ImageJ. We
were able to include all the different parts, i.e. the chunk creation, halo exchange and re-assembly
of image blocks into a single result image. We then used this plug-in to process large nCT images.
We successfully demonstrated that the tool can apply a machine learning algorithm to segment

a large image in Section 4.2.3 and Section 4.3.

4. To develop visualisation methods for medical researchers to view large 3D images
in a way familiar to them.

We created MCTV and integrated it into Mata from Section 3.2 in Section 5.1. MCTV allows
viewing 2D slices of images as is common in radiology and similar to histology slices. We ensured
that it can handle large images by using a tiling approach to create a multi-resolution tiled version
of the image to display. We analysed the speed of this technique and concluded that it offers

consistent performance independent of the image size (Section 5.1.3).

In Section 5.2, we added further visualisation methods into LungJ. These allowed us to add
colours to segmented features and, therefore, create colour images that highlight the features of

interest, similar to a microscopy image of a stained sample.

5. To explore the possible use of new and sophisticated visualisation methods in
medicine.

We considered 3D printing as a visualisation technique and evaluated 3D printing for creating
training models in Section 5.3. We received positive responses from surgeons that these models
are a useful alternative to existing training models since they provide higher anatomical accuracy.
We also explored the possibility of AR as a faster way to view 3D images in a 3D way. We
concluded that 3D printing and AR are two feasible solutions to visualising medicine images.
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6. To show that all the developed tools are coherent with the requirements for a
medical research image workflow.

In Section 1.4, we defined the requirements for an image life-cycle. Section 6.2 showed in detail
how these requirements are satisfied by the various approaches developed in this thesis. We
consistently ensured that our approaches target large images. We also paid particular attention to
usability by utilising existing software to implement our approaches. By ensuring that individual
parts of the workflow are exchangeable, we achieved our aim of designing the approaches in a
modular way. Future research in a particular area can, therefore, be implemented without having

to reinvent the whole workflow.

7.2 Review of the Research Question

In Section 1.5.1, we defined the main hypothesis of this thesis. In this section, we will answer it

based on the research completed in this thesis.

What approaches support large images in medical research without significantly
changing the established workflow?

Images are getting larger, and the available software and hardware are no longer capable of coping
with the size of the images produced. Changing an existing workflow is not desirable since this
requires researchers to learn new tools and reduces compatibility with existing research projects.
Updating the hardware is a solution but comes at a cost that is not compensated by the benefits.
The approaches we developed in this thesis aim to add to the existing image life-cycle workflows
instead of changing the established procedures, software, or hardware. The approaches are

modular to enable flexible adaptations without disturbing existing systems or workflows.

The proposed framework, for example, does not require any changes in the imaging software or
the image processing software. Instead, it provides software native access to a network share.
The image processing approach is designed to be very generic, and we showed how it can be
applied to existing image processing algorithms. The algorithms did not have to be changed in
any way. Instead, we decreased the image size and ran the algorithm more often to achieve the
same result. We used a similar approach for image visualisation, by developing tools to display

images in a way familiar to medical researchers, before exploring new visualisation options.

This shows that we successfully developed approaches to support the use of large images in

medical research without significantly changing the established workflow.

7.3  Further Work

The limitations of the approaches proposed in this thesis have been discussed in Section 6.3.

Based on these limitations, we suggest the following directions for future work.
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7.3.1 Improved Image Processing Approaches

In this thesis, we developed an approach to process very large images. As discussed in Section 6.3,
this approach cannot be applied to processing methods, which require extensive amounts of global

parameters.

We recommend further research towards providing medical researchers full freedom when choos-
ing image processing algorithms for processing their image data. This can involve the develop-
ment of new processing tools but ideally would result in a more widely applicable strategy of
approaching large images. When developing such an approach, it is important to enable medical

researchers to use it with existing algorithms and software so they do not require programming.

7.3.2 Improved Metadata Search Functionality

The currently used search functionality in Mata 2 is very limiting, as it only allows querying
for exact phrases. Other data management systems offer more sophisticated search capabilities.
The adaptation of a search function that enables querying for several disjointed phrases or the

use of Boolean search operators is considered a useful addition to the image storage system.

7.3.3 Standardised Metadata Access

We store data in a shared file store to allow users direct access to their data. This gives users
a wide choice of software they can use to access the images from the storage system without
having to download them. We did not find a way to enable the same convenient way for accessing
the metadata, since there is no standard for image software to read metadata other than that
included in a file. Accordingly, future work in this area should focus on developing a standard
for accessing the metadata of a research dataset. To increase its benefits, this standard can be
applied to a larger community than only medical researchers. APIs, as provided by OMERO or

BisQue, offer a starting point to resolving this problem.

7.3.4 Provenance

The proposed system allows for the manual logging of information about the origin of a dataset.
Other image management systems reviewed provide tools for implementing trusted provenance
for a workflow. An API can improve not only metadata access but also data provenance. API
functions need to be provided to log information about image origin, image processing and
operating user in a standardised way. This would allow programmers to implement a workflow

with trusted provenance.

7.3.5 Web-Based Visualisation of Large 3D Surface Files

In Section 5.3, we explored new visualisation techniques. Based on the exploration, we did not

manage to fully exhaust this field to show the benefits that new visualisation techniques can
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give. We recommend further research to find fast visualisation methods for large 3D surface files
over the internet. This may well be based on advances in game engines. We also recommend
further investigation of the use of 3D printing and AR to help medical researchers understand

3D image data in general.

7.3.6  Automated Image Comparison

By storing images in a central storage system, many hospital samples can be digitalised and
accumulated over time. The use of metadata to find useful images is limited and more powerful
tools will be required in the future. Automatically detecting properties of the scanned organs
or tissues would make it possible to compare images and determine their similarity. This allows

showing researchers images that are similar to the one they are currently investigating.

As a further step, the practise of finding similarity could be applied to images in diagnosis. If
processing and feature detection of new images can be achieved fast enough, they can aid doctors
in their diagnosis. The system can present not only the result of the imaging done on the patient
but also other similar looking scans and the diagnosis for those similar cases. In this way, doctors

can draw from a much larger knowledge base than currently available when assessing new cases.

7.4 Overall Summary

Digitalisation of medical research and diagnosis is becoming increasingly important because it
allows us to offer the best possible treatment to patients by exploiting technological advances.
Due to continuous improvements in imaging techniques, the produced images have grown in
size in proportion to improvements in computation. This thesis addressed the problems caused
by extra-large images in three main areas of image-based research: storage, processing and
visualisation of images. We created a system for managing image data throughout its life-cycle,
developed an approach for processing extra-large images using existing processing algorithms,
and built tools and workflows for a variety of visualisation options. We combined these tools in
an end-to-end workflow, which enables medical researchers to make use of cutting-edge imaging
techniques without requiring expensive cutting-edge computing hardware and software. The
tools developed in this work improve the flexibility of medical researchers to adopt new imaging

techniques and therefore help to discover new ways of treating humans in the future.

113






Appendix A
Tag Cloud Implementation

N Section 3.2.3, we discussed different ways of visualising metadata and finding relevant data
in a management system based on metadata. Specifically in Section 3.2.3.2, tag clouds are
introduced an a possibility to allow users quickly find relevant metadata in a folksonomy

(see Section 2.1.1). This appendix will talk about the implementation of the tag cloud in a bit

more detail.

In order to prioritize tags in a tag cloud, they are represented in different font sizes (and some-
times colour or layout). Tags that appear more often are larger so that very specific uncommon
tags or typographical errors that only appear for a few datasets are smaller and less obvious.
The main finding of Halvey and Keane (2007) was that alphabetically ordered tag clouds help
users to find very specific tags. Several studies found highlight that tag clouds are slower when
users try to search for a specific keyword compared to simple lists due to the varying font size
(Halvey and Keane, 2007; Kuo et al., 2007; Seifert et al., 2008). In the experiments conducted
in those studies, the font size was not related to the likelihood of a user trying to search for that
term. As pointed out by Sinclair and Cardew-Hall (2008), tag clouds do have a use in scenarios
wherein users search for generic information rather than specific key terms. Tag clouds alone are
not sufficient for all scenarios of users searching for datasets. We took all the mentioned studies
into account and maintained an alphabetical order of tags, and minimized the spread of font size

between tags.

Zipt’s Law (Zipf, 1949) was assumed to be applicable to the occurrence of specific tags. This
is a reasonable assumption, as shown by Li (1992). For the scaling of words in our tag cloud,
we mapped the power-law distribution from Zipf’s Law to a linear distribution. Zipf’s Law for
language states that the probability of occurrence of the n-th most common word in a text is

inversely proportional to its rank n, or more precisely:

1

p(n) = nlnl.78N’

where N is the total number of elements. This means that the n-th most common word in a
text occurs 1/n times as often as the most common word. Taking § as the spread of font size

and § as the maximum font size, one can linearise occurrences following Zipf’s Law as

n—1_

- 5 —
S N*lS,

S| ®
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where & the maximum number of occurrences of any single element. Therefore, the font size of

an element that appears = times is

s(z) =5— S

(z) N1

One can see that the factor in front of § is smaller than or equal to 1 as long as the most common
tag does not occur more often than the total number of tags (& < 1). As potentially s can turn
negative with this linearisation, a minimum font size has to be hard-coded. This is even more
important as Zipf’s Law for word frequencies breaks down after three to four orders of magnitude

(relatively soon for small sample sizes) (Williams et al., 2015).

In this appendix, we showed how the tag cloud was implemented for browsing user-defined tags
using Zipf’s Law. Unfortunately, not enough metadata is stored in the file system to allow for a
formal evaluation of the tag cloud. We still implemented the tag cloud as an important part of
a GUI, as suggested by Halvey and Keane (2007) and Sinclair and Cardew-Hall (2008).
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Halo Exchange Implementation

S part of the LungJ workflow that splits large images into blocks, we implemented the
option of using halos and performing a halo exchange. Every small block of the large
images lies next to each other, in order to cover the whole image. Halos are added

to each side of the block, causing an overlap of pixels between adjacent blocks. For image
processing algorithms that are dependent on the boundary of the image, this adjacent data can
be used for updating the actual content of the block. After performing the processing algorithm,
the halos themselves usually contain inaccurate or unchanged data. In order to perform a
sequential algorithm, they need to be updated with correct data from the neighbouring blocks.
This is referred to as a ‘halo exchange’. A function to achieve this kind of exchange has been
implemented as part of LungJ, in order to enable the application of LungJ to more complicated

processing methods.

Since LungJ was implemented to avoid large amounts of memory being used, we considered it
important to also reduce the amount of memory a halo exchange consumes. One could load all
the blocks at the same time and perform the exchanges before saving the updated blocks again.
This would require a lot of memory, since the number of pixels loaded at the same time equals
the size of the image plus the size of all the halos of the blocks. The opposite extreme would be
to load only two images at a time, perform the exchange between them and then load the next
two. This requires only two blocks and their halos to be loaded at any one time, but also means
that every image needs to be loaded several times during the complete halo exchange. In the
following section, we explain how we limit the amount of data loaded at any time. Appendix B.2
will then describe the implementation of the halo exchange in more detail, with Appendix B.3
paying specific attention to Java and ImagelJ; before Appendix B.4 discusses the chances involved

in and limitations of our approach.

B.1 Limiting the Maximum Memory Used

As mentioned in the introduction to this appendix, loading all the image blocks at the same time
requires a lot of memory. The larger the image is, the more memory would be required. It makes
sense to limit the amount of memory required by having a maximum number of blocks loaded
at the same time. The smallest possible number of maximum simultaneously loaded blocks is 2,
since at least two blocks are required to perform a data exchange. Loading only a small number

of blocks at the same time means that some blocks need to be loaded more than once. This
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means that a small maximum memory leads to a large number of file loads, which take a long
time. Hence, we need to find a balance between having as few blocks as possible loaded at the

same time and having as few total file loading operations as possible.
As the first step, we will calculate the two extreme cases as references.

In the case where all blocks are loaded at the same time, the total number of file loads is B,
where B is the number of blocks in the image. The maximum memory requirement in terms of
blocks is also B.

In the case of only 2 blocks being loaded at the same time, the total number of file loads will be
of the order of O(13B). This is because there are 26 neighbours per block (ignoring blocks on
the boundary) and one exchange will update the data for each of the two neighbouring blocks.

The maximum memory required in terms of blocks is only 2, however.

The next obvious choice is 8 blocks. We managed to implement an algorithm that performs the
halo exchange with 8 simultaneously loaded blocks in (k — 1)(m — 1)(n — 1) iterations, where
each iteration uses half of the blocks of the previous iteration, thus loading only 4 new blocks.

This means that the total number of file loads of this algorithm for one halo exchange is
4k—1)(m—-1)(n—-1)+4

= 4kmn — 4(km + kn + mn) + 4(k + m +n) = O(4B)

The details of the implementation can be found in the next section. This does not prove that
this is the most efficient possible implementation, but it was the most obvious for us, as we
attempted to avoid loading files more often than necessary while keeping the iterations as simple
as possible. Given that with each file load a maximum of 7 new exchanges can be done, the
theoretical optimum is of the order of 0(1—733). It is possible to show that one cannot carry out
all halo exchanges in a way that every file load achieves the maximum of 7 new halo exchanges.
Therefore, the optimum algorithm would be O(1.8B) < x < O(4B). With O(4B) file loads, the
8 block limit is significantly better than the 2 block limit with O(13B) file loads. It is 4 times
worse than the implementation loading all the blocks, but it has a constant memory usage, which
means that the halo exchange can be performed for any image size, as long as 8 image blocks
including their halos can be comfortably loaded into memory. No detailed analysis comparing
the maximum number of blocks loaded to the total number of block loads was made. The use

of 8 blocks was sufficient for our purposes.

B.2 Implementing the Halo Exchange

In the previous section, we explained why we decided to load 8 blocks at the same time. In this

section, we will go into details of the implementation.

First, we will look at the iterations taken by the algorithm for choosing the blocks to perform
an exchange on. For illustration purposes, Figure B.1 shows how the algorithm works in a 2D
case with four simultaneously loaded blocks. We simplify the drawing by showing blocks as

equal-sized squares. In reality, they can have any rectangular shape. In particular, the blocks
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Step 1

'-.-'--!--!--!--' '-_'--'--!--!--! !--'-.-'--!--!--!
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| | | ! ! | | | | ! ! | | | | !
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!
1
Step 13 Step 14 Step 15
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1 1 1 1 1 1 1 1 1 1 1 1

! | ! | | ! | | |

1 1 1 1 1 1 1 1 1

Fi1GURE B.1: Halo exchange in 2D: example block selection for a 4 x 6 block image.
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on the far edges may be smaller than the remaining blocks, since the block size does not need to
be a multiple of the image size. A further simplification is that we omitted the halos. Instead,
only the core of each block is shown. Further, the blocks are drawn at a slight distance to make

them more clearly distinguishable.

Following Figure B.1, one starts in the top left corner and loads 4 blocks in a square. Now one
progresses along one axis, loading 2 new squares in each iteration (Steps 2 to 5) until the end
of the image is reached. The blocks are then moved one unit into the other axis direction (Step
6) and moved in the opposite direction along the first axis (Steps 7 to 10). This process repeats
until the block cannot move anymore. It then has gone through all the required iterations. In
each iteration, all the new halo exchanges possible are performed (red lines). In 3D, the process

is the same, but with 8 blocks and 3 axes to move along.

B.3 Managing Memory in Java

Java works with a garbage collector to manage its memory usage (Oracle, 2009, Chapter 3).
Variables declared in Java are references to objects which are stored in a heap. Java will run a
garbage collection to release the memory from any objects no longer in use. In order to speed
up the process, the heap memory is split into several parts. In one part, the nursery, newly
created objects reside. The other parts contain old objects that have been in use for longer. The
garbage collection will first attempt to clear the nursery before going through the old objects.

Large objects will directly go into the part for old objects (Oracle, 2009, Chapter 3).

While the garbage collection is great for programming, since programmers do not have to worry
about de-allocating memory, the specific implementation of the garbage collection can cause
trouble when dealing with many large objects. From our experience, ImageJ seems to have
issues releasing memory allocated to images no longer open. This means that is important to
ensure that data no longer needed can be collected as soon as possible by the Java garbage
collector to release memory. A full memory slows down other applications. The Java application
itself is not affected, since it will eventually clear old objects memory if it requires the space
itself.

In order to help the memory release, image objects were loaded and assigned to the same vari-
ables. This means that old image blocks have no variable pointing to them, so that the garbage

collection can remove them.

B.4 Summary

The use of halos is especially useful when working with processing methods that rely on boundary
values such as spatial filters. It becomes a necessity in the case of iterative processing methods or
spatial filters being executed consecutively. In this appendix, we discussed the implementation
of a halo exchange for LungJ blocks in ImageJ. We showed that limiting the number of simul-
taneously loaded blocks to 8 allows to set a boundary to the maximum memory requirement in

terms of image blocks. At the same time, it requires fewer file loads than lower maximum block

120



B.4. SUMMARY

numbers. Choosing the ideal number of blocks depends on the specific system. Through the
choice of appropriate block and halo sizes, the user can ensure the halo exchange implementation

runs independently of the total image size and system RAM.

We gave a detailed explanation of how this algorithm chooses the blocks for an exchange by
moving along the axis of the image in a snake-like motion. We also took issues arising from
Java memory management into consideration. Even though no mathematical proof is given, to
show if this implementation is the most efficient for 8 blocks, we can say that it is very efficient

compared to alternative implementations.

Overall, this implementation presents a useful tool for working with LungJ blocks and helps

make LungJ applicable to a larger variety of applications.
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Appendix C

Trainable WEKA Segmentation
Filters

His appendix lists all filters used by the TWS and visualizes them for an example input.
Information and text taken from the official documentation yet the source code was
analysed and some information was added, corrected or modified to match the current

implementation. Each filter was evaluated for the 8-bit grayscale version of a lung tissue image

shown in Figure C.1.

FiGUrE C.1: Example image prior processing

Available implementations of the filters in Fiji are listed in the beginning of each section. Often
a 3D version of the filter is available. At the time LungJ was created, the TWS mostly used its
own implementation of filters and always used 2D filters. In the most recent release, a special
3D version of the TWS exists.

C.1 Gaussian Blur

The Gaussian blur performs n individual convolutions with Gaussian kernels with o equal to
1,2,4..2"~ !, By default, n = 5 but due to space limitations we will present the results for n = 4
in this appendix. The larger the radius is, the more blurred the image becomes until the pixels

are homogeneous. An example output is shown in Figure C.2.
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oc=38
FIGURE C.2: Gaussian blur applied to the image in Figure C.1

C.2 Sobel Filter

The Sobel filter calculates the gradient at each pixel. This enhances the edges as shown in
Figure C.3. Gaussian blurs with o = 1,2,4...27~! are performed prior to the filter.

F1cURE C.3: Sobel filter applied to the image in Figure C.1

C.3 Hessian

This filter calculates a Hessian matrix H at each pixel. Prior to the application of any filters,
a Gaussian blur with o = 1,2,4...2"! is performed. The Hessian matrix (see Figure C.4) is

computed using the 3 x 3 Sobel operator. The output of the Hessian filter enhances edges.

FIGURE C.4: Hessian matrix based on the image in Figure C.1
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FIGURE C.5: Module of the Hessian matrix in Figure C.4

a b
The final features used for pixel classification, given the Hessian matrix ( J ), are then
c

calculated:

e Module: va? + bc+ d? (see Figure C.5).
e Trace: a + d (see Figure C.6).

e Determinant: ad — cb (see Figure C.7).

o First eigenvalue: 242 + / w (see Figure C.8).
e Second eigenvalue: 244 — w (see Figure C.9).

e Orientation: 1 acos (4b? + (a — d)?) This operation returns the orientation for which the

2
second derivative is maximal. It is an angle returned in radians in the range [—g, g] and
corresponds to an orientation without direction. The orientation for the minimal second

derivative can be obtained by adding (or subtracting) 7 (see Figure C.10).

o Gamma-normalized square eigenvalue difference: t*(a—d)? ((a — d)* + 4b%) ,t = 13/4. Note
that ¢ is a parameter commonly chosen as a number raised to the power of 0.75. In this

implementation, it is hardcoded as 1 (see Figure C.11).

e Square of gamma-normalized square eigenvalue difference: t2 ((a —d)? —|—4b2) b= 13/4,
Note that ¢ is a parameter commonly chosen as a number raised to the power of 0.75. In
this implementation, it is hardcoded as 1 (see Figure C.12).
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oc=1 o=

FI1GURE C.8: First eigenvalue of the Hessian matrix in Figure C.4

c=1

F1cURE C.10: Orientation of the Hessian matrix in Figure C.4
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oc=1 oc=2 oc=4 oc=38

FIGURE C.11: Gamma-normalized square eigenvalue difference of the Hessian matrix in Fig-
ure C.4

c=1

FIGURE C.12: Square of gamma-normalized square eigenvalue difference of the Hessian matrix
in Figure C.4

C.4 Difference of Gaussian

This filter calculates two Gaussian blur images from the original image and subtracts one from
the other. o values are again set to 1,2,4...2"71 | so n(n — 1)/2 feature images are added to the

stack. The result can be seen in Figure C.13.

g1 — 09 0'2:]. 02:2 0'2:4

F1GURE C.13: Difference of Gaussian of the image in Figure C.1
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C.5 Membrane Projections

The initial kernel for this operation is hardcoded as a 19 x 19 zero matrix with the middle column
entries set to 1. The membrane size, t,,, determines how many columns are filled with ones.
Multiple kernels are created by rotating the original kernel by 6 degrees up to a total rotation
of 180 degrees, giving 30 kernels. Rotations refer to in-built image rotations. Each kernel is
convolved with the image and then the set of 30 images are Z-projected into a single image via
6 methods:

1. Sum of the pixels in each image (see Figure C.14).

2. Mean of the pixels in each image (see Figure C.15).

3. Standard deviation of the pixels in each image (see Figure C.16).
4. Median of the pixels in each image (see Figure C.17).

5. Maximum of the pixels in each image (see Figure C.18).

FIGURE C.14: Sum of the pixels in each membrane of the image in Figure C.1
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FIGURE C.16: Standard deviation of the pixels in each membrane of the image in Figure C.1
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FiGURE C.18: Maximum of the pixels in each membrane of the image in Figure C.1
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FIGURE C.19: Minimum of the pixels in each membrane of the image in Figure C.1

6. Minimum of the pixels in each image (see Figure C.19).

Each of the 6 resulting images is a feature. Hence, pixels in lines of similarly valued pixels in the

image that are different from the average image intensity will stand out in the Z-projections.

C.6 Variance

The pixels within a radius of 1,2,4..27"! pixels from the target pixel are subjected to the
pertinent operation (variance) and the target pixel is set to that value. This highlights structures,

as can be seen in Figure C.20.

FIGURE C.20: Variance of the image in Figure C.1
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C.7 Mean

The pixels within a radius of 1,2,4..2""! pixels from the target pixel are subjected to the
pertinent operation (mean) and the target pixel is set to that value. The result averages the

image as seen in Figure C.21.

FIGURE C.21: Mean of the image in Figure C.1

C.8 Minimum

The pixels within a radius of 1,2,4..27"! pixels from the target pixel are subjected to the
pertinent operation (min) and the target pixel is set to that value. The result averages the

image as can be seen in Figure C.22.

FIGURE C.22: Minimum of the image in Figure C.1

C.9 Maximum

The pixels within a radius of 1,2,4..27"! pixels from the target pixel are subjected to the
pertinent operation (max) and the target pixel is set to that value. The result averages the

image as can be seen in Figure C.23.
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FIGURE C.23: Maximum of the image in Figure C.1

C.10 Median

The pixels within a radius of 1,2,4...2""! pixels from the target pixel are subjected to the
pertinent operation (median) and the target pixel is set to that value. The result averages the

image as can be seen in Figure C.24.

FIcURE C.24: Median of the image in Figure C.1

C.11 Anisotropic Diffusion

Anisotropic diffusion uses the image gradient to compute a diffusion tensor which, over several
iterations, drives the diffusion of pixel values. This filter smoothes the image. The TWS imple-
ments anisotropic diffusion filtering from Fiji with 20 iterations, with s = 1,2, 4...2"~! smoothing
per iterations, where a; = 0.10,0.35 , a3 = 0.9 , and an edge threshold set to the membrane size.

The result is an averaged image as can be seen in Figure C.25.

a; = 0.1

a1 =0.35

F1GURE C.25: Anisotropic diffusion filter applied to the image in Figure C.1
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C.12 Bilateral

The bilateral filter is very similar to the mean filter in Appendix C.10 but better preserves edges
while averaging/blurring other parts of the image. The filter accomplishes this task by only
averaging the values around the current pixel that are close in color value to the current pixel.
The ‘closeness’ of other neighborhood pixels to the current pixels is determined by the specified
threshold, i.e. for a value of 10, each pixel that contributes to the current mean have to be within
10 values of the current pixel. In our case, we combine a ‘spatial radius’ of 5, 10 and 20, with a

‘range radius’ of 50 and 100. The result can be seen in Figure C.26.

Tspatial = 5 Tspatial = 10 Tspatial = 20

FiGURE C.26: Bilateral filter applied to the image in Figure C.1

C.13 Lipschitz

This filter is derived from the Stencel plugin. This plugin implements the Lipschitz cover of an
image, which is equivalent to a grayscale opening by a cone. The Lipschitz cover can be applied
for the elimination of a slowly varying image background by subtraction of the lower Lipschitz
cover (a top-hat procedure). A sequential double scan algorithm by Rosenfeld was used. The
TWS uses the down and top hats combination, where the slope = 5, 10, 15, 20, 25. The result

can be seen in Figure C.27.

s =20 s =25

FIGURE C.27: Lipschitz filter applied to the image in Figure C.1
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C.14 Kuwahara

This is another noise-reduction filter that preserves edges. It is a version of the Kuwahara filter
that uses linear kernels rather than square ones. The TWS uses the ‘membrane patch size’ as the
kernel size, 30 angles, and three different criteria (variance, variance/mean and variance/mean?).

The result can be seen in Figure C.28.

2

variance variance/mean  variance/mean

FIGURE C.28: Kuwahara filter applied to the image in Figure C.1

C.15 Gabor

The Gabor filter is an edge detection filter, which convolves several kernels at different angles

with an image. Each point in a kernel is calculated as
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Gabor filters are band-pass filters and therefore implement a frequency transformation. At the
moment, this option may take some time and memory because it generates a very diverse range
of Gabor filters (22). At the time of writing this thesis, it was not possible to run the Gabor
filter on the sample image. According to the main developer, this filter may undergo changes in

the future.

C.16 Derivatives

This filter enhances edges by computing high-order derivatives of the input image (from the 4th
to the 10th derivative) using FeatureJ. It is affected by the smoothing coefficient o and the order
of derivative. Only even derivatives are computed (i.e. %;yz, %gyy..). The result can be seen

in Figure C.29.
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o1
0x20y?

86

dx30y3

alO

ox50y®

FIGURE C.29: Derivatives filter applied to the image in Figure C.1
C.17 Laplacian

This filter enhances edges by computing the Laplacian of the input image using FeaturelJ. It uses

a smoothing scale o = 1,2,4...2" "1, The result can be seen in Figure C.30.

F1GURE C.30: Laplacian filter applied to the image in Figure C.1

C.18 Structure

This filter calculates the eigenvalues (smallest and largest) of the so-called structure tensor for
all elements in the input image using FeatureJ. It uses smoothing scale o = 1,2,4...2"! and

integration scales s = 1 and 3.

e Smallest eigenvalue (see Figure C.31).

136



C.19. ENTROPY

FIGURE C.31: Smallest eigenvalue of the structure filter applied to the image in Figure C.1

e Largest eigenvalue (see Figure C.32).

FIGURE C.32: Largest eigenvalue of the structure filter applied to the image in Figure C.1

C.19 Entropy

The entropy filter highlights structures of an image. First a circle of radius r is drawn around

each pixel and the histogram of the pixel inside that circle is calculated with ‘nBins’ chunks.

Then, the entropy is calculated as

Y. —pxlogy),

p in histogram

where p is the probability of each chunk in the histogram. ‘nBins’ is varied from 32 to 256 in

powers of 2. r is varied from o, t0 Opmax. The result can be seen in Figure C.33.
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r=1 r=2

nBins = 128 nBins = 64 nBins = 32

nBins = 256

FiGURE C.33: Entropy filter applied to the image in Figure C.1

C.20 Neighbors

The neighbors filter shifts the image in 8 directions by a certain number of pixels, o. It therefore
creates 8n feature images. The change in the image is barely visible to the human eye at this
size. We still included all variations for completeness in Figures C.34, C.35, C.36 and C.37.
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FIGURE C.34: Neighbors filter with 0 = 1 applied to the image in Figure C.1

FIGURE C.35: Neighbors filter with ¢ = 2 applied to the image in Figure C.1
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FIGURE C.36: Neighbors filter with 0 = 4 applied to the image in Figure C.1

FIGURE C.37: Neighbors filter with ¢ = 8 applied to the image in Figure C.1
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C.21 Summary

All filter options are compared in Table C.1. The comparison includes the type of filter according
to Section 2.2.6 and the amount of features produced (relates to memory consumption). The
TWS plug-in allows to vary the membrane thickness and patchsize, as well as minimum and
maximum sigma. The number of produced features depends on the difference between the
minimum and the maximum sigma. This difference shall be denoted n, where n = b — a with

Omin = 2% and opax = 2071

TABLE C.1: Summary of the different filters provided by the TWS

Name Section Type Feature images
produced
Gaussian blur Appendix C.1 Spatial filter n
Sobel filter Appendix C.2 Spatial filter n+1
Hessian Appendix C.3 Spatial filter 8n
Difference of Gaussian Appendix C.4 Spatial filter 0.5n(n — 1)
Membrane projections Appendix C.5 Spatial filter 6
Variance Appendix C.6 Spatial filter n
Mean Appendix C.7 Spatial filter n
Minimum Appendix C.8 Spatial filter n
Maximum Appendix C.9 Spatial filter n
Median Appendix C.10 Spatial filter n
Anisotropic diffusion Appendix C.11 Tterative algorithm 2n
Bilateral Appendix C.12 Spatial filter 4
Lipschitz Appendix C.13 Frequency filter
Kuwahara Appendix C.14 Spatial filter
Gabor Appendix C.15 Frequency filter 22
Derivatives Appendix C.16 Spatial filter 4n
Laplacian Appendix C.17 Spatial filter n
Structure Appendix C.18 Spatial filter 4dn
Entropy Appendix C.19 Spatial filter In
Neighbors Appendix C.20 Spatial filter 8n
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Abstract—Microfocus X-ray computed tomography (uCT) and
3D microscopy scanning create scientific data in the form images.
These images are each several tens of gigabytes in size. E-
Scientists in medicine require a user-friendly way of storing the
data and related metadata and accessing it. Existing management
systems allow computer scientists to create automatic image
workflows through the use of application programming interfaces
(APIs) but do not offer an easy alternative for users less
familiar with programming. We present a new approach to the
management and curation of biomedical image data and related
metadata. Our system, Mata, uses a network file share to give
users direct access to their data and also provides access to
metadata. Mata also enables a variety of visualization options
as required by e-Scientists in medicine.

Index Terms—data curation, image management, metadata,
medical research

I. INTRODUCTION

Data curation is an essential part of medical research. New
imaging techniques and the fast-changing nature of research
lead to quick changes in the image analysis tools required by
e-Scientists in medicine.

Current systems, such as the Open Microscopy Environment
Remote Object (OMERO) platform [1] and the Bio-Image
Semantic Query User Environment (BisQue) [2], rely on
custom plug-ins and internal software to allow users to interact
with the data stored by them. Additional steps are needed for
the integration of new software into the image management
workflow. Either the users export data to their local file store,
to then import the data into the new software, or a plug-in is
programmed to allow the software to retrieve data through the
systems’ application programming interfaces (APIs).

Many researchers and technicians are working to ensure that
e-Scientists in medicine can conduct research using the latest
advances in computer science. The medical research itself has
to be undertaken by medical specialists. It is vital that e-
Scientists in medicine do not have to consult a computer sci-
entist to test and experiment with the vast number of software
tools and algorithms included in those tools. We consider easy
access to data to be more critical than programmatic access in
the form of an API [3].

Heterogeneous Data Centre (HDC) [4] is a tool that man-
ages users’ data without imposing such restrictions. A network
share enables users to access their data directly through their

Funding: This work was supported by the Engineering and Physical
Sciences Research Council [grant number 1511465]

operating system’s (OS) file manager application. A file-
system monitor keeps track of the data and synchronizes it
with the metadata in a database.

In this paper, we adapt HDC for the use of biomedical
research images. The resulting software is called Mata! (a
combination of medicine and data) and provides additional
functionalities for working with metadata as well as pre-
viewing capabilities targeted to e-Scientists in medicine.

This paper makes the following contributions:

« It proposes an alternative approach to the curation of

research data in medicine;

o It shows how HDC can be configured to medical research
and the steps taken to create Mata;

It designs distinct use cases to show how Mata can benefit
medical researchers.

The rest of this paper is structured as follows. An overview
of HDC and reasons for choosing it are given in section II.
Section III discusses Mata and how it adapts HDC to medical
research. Section IV presents different use cases and shows
how Mata can benefit medical researchers. We give a conclu-
sion in section V.

II. MOTIVATION

In [S], we tested a website-based system for image manage-
ment. The upload of several tens of gigabytes of data through a
web browser is slow and unreliable due to browser limitations
[6], [7]. The upload speed is mainly dependent on the internet
performance, which cannot be controlled by the system. There
are two common solutions to implement the upload of large
files. Either a webbrowser application is used, or a separate
software connects to both the local file store and the remote
one. We used Plupload? in [5] to overcome the issue of file-
size when uploading large datasets, but it was not able to
increase reliability compared to that offered by software-based
file upload as used by other management systems [1], [2], [8].
The alternative approach, as used by [1], [2], [8], is a software
running on the e-Scientists computer that interacts with an API
on the management server. The downside of a system-specific
software for image upload and download is that it reduces user-
friendliness since it requires users to learn the operation of the
image management software. Providing access to data only via
an API introduces an additional step to connect other software.
Any new software will require a computer scientist to integrate

!Published as: doi:10.5258/SOTON/D0430
20fficial site: http://www.plupload.com/ (last accessed 22/05/2018)
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it with the management system via an API. The APIs used
by existing management systems are not standardized. The
existing clinical standard for data management and transfer,
Digital Imaging and Communications in Medicine (DICOM),
relies on detailed patient information and cannot be used
in a research environment, where the patient needs to be
anonymous [9], [10].

The reason for choosing HDC [4] was that it gives users
direct access to the server file store. Using a network file share
gives users a familiar environment for accessing their data
while ensuring robust file transfer and storage methods that
evolve with the file store.

HDC has a file-system monitor, which will be referred to
as the “file watcher” for the rest of this paper. Its task is to
compare the state of the file system to that of the database
storing the metadata and modify each of them to reach a
consistent state. The file watcher is triggered by file-system
events to analyze a particular folder and checks every folder
in the system at regular intervals. All folders on a defined level
are considered datasets in the database. Information about the
datasets’ files is stored in hidden sub-directories of the data
folder. With the help of this information, HDC can determine
and differentiate between additions, removals, renames and
copies on a folder and file level [4], [11]. Another functionality
provided by the file watcher is the automatic execution of plug-
ins if specific file-types are added. This allows extending the
capabilities of the file watcher further by interfacing with other
external software [4].

III. THE IMAGE MANAGEMENT SYSTEM

In this section, we will explain how we created Mata by
modifying HDC. HDC implements a variety of features for the
management of data, most of which were deemed useful for
medical research. For Mata, we retained the Windows server
to integrate with companies’ Windows networks, as well as
the Structured Query Language (SQL) database used by HDC
for metadata storage. The layout of the database was copied
since it already implemented the versatility required for this
project.

Other parts of HDC were considered unnecessary for this
particular implementation. Specifically, the Microsoft Share-
Point® interface was removed and replaced with a more
lightweight PHP (PHP: Hypertext Preprocessor) website.
SharePoint integrates well with Microsoft environments since
it is part of the Microsoft Office suite. The number of third-
party applications for SharePoint is limited and integration of
custom plug-ins, though possible, requires programming them
in .NET or finding another way of implementing them. The
original interface was built with SharePoint 2010 and .NET
3.5. That version of SharePoint is out of date, and we found
it to be slow. We did not use many of the SharePoint features
that were implemented with the HDC front-end, either. Instead
of reimplementing the SharePoint front-end in a more recent
release, we created a PHP site for Mata that was easier to

30fficial site: www.sharepoint.com/ (last accessed: 22/05/2018)

prototype and is fully open source. The use of PHP also
allowed easy reimplementation of essential features, such as
the editing of user permissions and dataset metadata.

The rest of this section will address various parts of the
management system and the corresponding solutions we have
developed. We will briefly discuss feature re-implementations
of HDC and then introduce any additions made to the system
for each part. We distinguish between the following modules
of the management system: editing of metadata, visualization
and searching of metadata, visualization of datasets, and
system security.

A. Editing of Metadata

Metadata here refers to key-value pairs [4], which we refer
to as tags in order to match users’ expectations. Tags allow
users to assign metadata to datasets. Tags can help maintain
information about data that is important to medical researchers
but cannot be stored as part of the image file. For example,
a tag can describe the species seen in the image, which may
be a human, a sheep, or a zebrafish. As with HDC, editors of
the dataset are allowed to sort tags in a particular order and
create hierarchies for them. These hierarchies allow users to
structure the tags according to their needs.

A challenge faced when allowing users to edit the metadata
is the lack of consistency, which makes a comparison of tags
more challenging [12]. We used two solutions to overcome
this problem.

One solution we adapted from HDC to avoid users using
different terms to describe the same thing involved the ability
to import tags from parents. It assumes that users will tend to
use this functionality to save the effort of copying common
tags. When importing tags from a parent, all tags from that
parent, where the key has not yet been assigned any value
for the dataset, are copied over to the dataset. This approach
ensures consistency among tags between different datasets,
users, and sites. Not copying values of keys which have already
been defined avoids overwriting data or having duplicate keys.

In addition, Mata implements a dictionary to guide users
into using the same tags for describing the same features [13].
The advantage is that synonyms can be avoided. In this project,
a dictionary has been implemented for guidance to avoid
typographical errors and reduce the number of grammatical
variations of the same term. The system suggests existing tags
to users based on the user’s input. Tags that have been used
more often have been ranked higher amongst the suggested
tags.

B. Visualization and Searching of Metadata

One of the main requirements of a data management system
is the ability to look up data in an efficient manner. Our
solution provides three different options for finding datasets:
a basic search, tag clouds, and relation networks.

1) Basic Search: One functionality re-implemented is a
basic search function which looks for the exact phrase in
the datasets title, description and tags. It returns any matches
found in the order of the number of matches of the search term
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Fig. 1. Screenshot showing the rectangular tag cloud for a small number
of tags. Entries are in alphabetical order. More common tags have a larger
font-size than less common tags.

found in the database. This search function can be expanded
to be more sophisticated if needed [14]-[17].

2) Tag Cloud: A page with all of the different tags was
created, to enable users to browse the tags. Tags were arranged
in an elementary rectangular tag cloud as shown in Fig. 1, to
aid users in finding important tags quicker. The implementa-
tion of more sophisticated tag clouds is possible and has been
discussed in many papers [18]-[20]. We implemented our own
tag cloud here and will outline it in the following paragraphs.

In order to prioritize tags in a tag cloud, they are represented
in different font sizes, colours, or layouts. Tags that appear
more often are larger, such that specific, unusual tags or
typographical errors that only appear for a few datasets are
smaller and less noticeable.

‘We assume that more frequently used tags are more likely
to be of interest to a common user and therefore should be
larger and easier to find. Meanwhile, to help users searching
for specific tags, we minimized the variation of font size
between tags. We used Zipf’s Law [21] to map the occurrence
of specific tags to a linear distribution. We also maintained an
alphabetical ordering of tags to help users find specific tags
[19].

3) Relation Network: When editing a dataset, users can
define parent datasets, meaning datasets which the current
dataset was derived from [4]. Examples are a segmentation
of a scan or follow-up data, which can be linked to the
original image dataset. By default, a dataset is expected to
have precisely one parent unless it is an original scan, in which
case it does not have any parent. In some cases, several images
may be combined into one. An example is the correlation of a
single photon emission computed tomography (SPECT) image
and a computed tomography (CT) image. Areas of abnormality
found by a SPECT can be located relative to internal organs,
detected by the CT [22]. In such cases, more than one parent
may exist. Having the origin of an image defined ensures
that they can be traced back. A network graph (see Fig. 2)
is generated, using recursion to search for all related datasets
in the database and vis.js* for display. In this graph, each node
represents a dataset and arrows connecting the nodes indicate
their relation, as seen in Fig. 2. This graph helps users finding

4Accessible at http:/visjs.org (last accessed 22/05/2018)

other datasets derived from the same scan with just a few
clicks.

This view has also been combined with the tags explained
in the previous section. As a result, it can display a hierarchy
of tags for a folksonomy [12], [23] by assuming that two tags
are equal, if their keys, their values, and child tags are all the
same. The order of the children is disregarded.

As seen in Fig. 2, the datasets “Sample_CT002” and “fest-
Merge of twins CT” are tagged with the same patient, as all
the child tags related to “Patient” are the same. However, they
are different from the patient of “Sample_CT001”, as they only
share a single attribute.

Fig. 2 also illustrates the limitation of this strict definition
of equality, since the “Patient” in “Sample_CT001” and “Sam-
ple_CT001-Copy” are considered different even though they
describe the same person. Not all child tags of “Patient” are the
same, because the researcher in one dataset listed the species
as part of the “Patient” information. The gravitational physics
model behind vis.js solves this issue by ensuring that such
tags, which are almost equal, will remain close together since
they share many children.

The rather strict definition avoids false positives. In
medicine, critical metadata, such as the patient, have multiple
identifiers. This reduces the chance of tags falsely being
identified as equal.

The comparison of tags and their children, as mentioned
before, occurs over several levels. As a result, the tag “Imag-
ing” may include subcategories, for example, “Scan settings”,
containing a list of settings such as the exposure rate and
projections. In the web interface, every tag (for example a
single patient) links to a page that shows all datasets containing
that tag.

C. Visualization of Datasets

Microfocus X-ray computed tomography (uCT) data and
resulting processed data need to be available to medical re-
searchers in a secure, accessible, and meaningful way. One of
the critical demands identified was fast previewing of images.
It allows users to decide which images are worth analyzing
before retrieving the full image from a remote storage onto
their systems for processing. In order to display files over
the web, we used the Multiresolution Computed Tomography
Viewer (MCTV) [5] and Viewstl and integrated them as shown
in Fig. 3.

1) Adding a 2D Volumetric Image Viewer: MCTV allows
the viewing of extra-large 3D CT files in a web browser
without requiring plug-ins [5]. It can also present 2D images
as a special case of a 3D image stack. On the presentation
layer, it can be directly embedded into Mata without additional
installations. On the back end, a script had to be implemented
to automatically create previews and metadata required by
MCTV. The HDC file watcher already had a functionality to
allow a script to be executed when a dataset changes. This
was used by Mata to trigger a script creating a preview for a
dataset each time it changes, as shown in Fig. 3.
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Fig. 2. Screenshot of a dataset relation network graph using fictional datasets for demonstration purposes. It allows to find all datasets (blue) related to the
currently selected dataset (red). We invented patient names and details to make it easier to follow the example.

The process of creating tiles requires a large number of
read and write operations and is therefore relatively slow. This
means that it is likely that a dataset is being changed while a
preview of the old version is still being created. For example,
when a dataset comprising a stack of 2D image files is first
uploaded, the file watcher triggers the plug-in for each file
upload. When the first file is being uploaded, the file watcher
starts the tile-creating script (the tiler). By the time the second
file reaches the Mata file store, the tiler has not yet finished, but
the file watcher starts another instance of it. For a 3D image
with 2000 slices, this would mean that millions of duplicate
tiles would be created.

Therefore the script needed to cope with processing large
images. The approach we took was to split the task of
creating tiles into several subtasks which can then be canceled
remotely. To implement this, a local queue was set up to
enable local deployment, as shown in Fig. 4. Celery version
3.1.25 was used for the queue as it is the latest version
compatible with Windows. Scripts interacting with the queue
were implemented in Python.

HDC executes a script that sends a job request to “read-
dir” to the queue. The “readdir” function first checks if the

command has been executed for the same directory before and
revoke any outstanding jobs. As this version of Celery does not
support accessing information about tasks in the queue, it was
necessary to save the job identifications (IDs) in a separate file.
The Python code will then read any metadata files it finds and
attempts extracting remaining information such as the global
minimum and maximum pixel values from the image files.
For extracting the minimum and maximum pixel values, only
a selection of the image files is read (or a random set of points
taken from a raw file) and evaluated to reduce the overall time
it takes to execute the script. Finally, one tiling-job request is
created for each image slice, and the job ID is written to a
file. The tiler then splits the image into smaller tiles and saves
the tiles to disk [5]. The tiler jobs are started with a lower
priority than that of the job reading the directory, to ensure
that revoking jobs gets priority over working on other jobs.
This reduces the overall queue length and avoids images being
tiled more often than necessary.

It is important to make images accessible in a way mean-
ingful to the medical researchers who are used to 2D images.
With the script for creating the tiles in place and having it
linked as shown in Figs. 3 and 4, MCTV is able to read the
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Fig. 4. Schematic of the queue implemented for the tiler in Fig. 3

tiles from the server file store and present them to the user as
shown in Fig. 5. Users’ access to the tiles is restricted through
the permissions on the network file share.

2) Adding a 3D Surface Image Viewer: The viewer pre-
sented in the previous section enables the viewing of volumet-
ric images in the form of 3D image stacks and 2D images. It
cannot deal with 3D viewing or with the viewing of surface
files. The data which are inherently 3D also requires a 3D
visualization in order to enable the analysis of 3D structures
not represented in a 2D viewer. It was therefore decided to
add Viewstl’ to display stereo-lithography (STL) and object

SOfficial site: http://www.viewstl.com/ (last accessed 22/05/2018)

(OBJ) files.

As with MCTV, Viewstl does not require special plug-ins
but works with JavaScript. Files are loaded into client-side
memory and are not processed by any third party.

In order to use the encrypted version of the Hypertext
Transfer Protocol (HTTP) for all resources, a local copy
of Viewstl was created and modified to use the encrypted
protocol.

To integrate the viewer, an HDC file-watcher plug-in has
been created, which is executed for STL and OBJ files. It calls
a Python script which uses the same queue as the MCTYV tiler
but only creates a file with the name of the first STL file in
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Fig. 5. Screenshot of a dataset containing a TIF-stack viewed in Mata. The
panel on the left shows the tags and related datasets. On the right a slice of
a uCT scan of a lung biopsy can be seen with a planar and cross-sectional
view as explained in [5].
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Fig. 6. Screenshot of a dataset containing an STL file, viewed in Mata. The
layout is the same as in Fig. 5 but MCTV is replaced with Viewstl showing
the surface of a vascular structure from a lung biopsy.

the datasets folder. On the web page for viewing a dataset,
PHP is used to check if the dataset contains a 3D surface file
and if the user has read permission. If this is the case, Viewstl
is loaded and is passed the file name, which is then displayed
as shown in Fig. 6.

Through the use of Viewstl, the ability to view 3D surface
files over the web via Mata was demonstrated. The secure
implementation of an external viewer also shows that, due to
its modularity, Mata can be extended very easily.

D. System Security

The importance of security for medical databases has been
highlighted through recent incidents [24], [25]. For the se-
curity of a service, various functional components have to
be considered and evaluated. This is particularly important
when dealing with sensitive medical data. Components that
could be vulnerable include the user authentication and the
database. Most of these components have been discussed in
[4], [11]. The specific permissions in Mata were kept the
same as in the case of HDC. Everyone can list folder content
but access to file content is limited to certain users. The
owner (the creator) of the dataset can decide whom to give
access to, and people with access can preview and edit the
data apart from their permission in a browser. HDC also

forwards the permissions as read and write permissions to the
server file store and the connected network file share.The file
access on the network file share is secured through Windows
Authentication. Applications, such as the PHP interpreter,
running on the server responsible for the website need elevated
permissions in order to access the database and other data.
Further, the website authentication has to be re-implemented
with PHP.

When webpage content is generated, it is essential that
confidentiality of the data is maintained. Accordingly, when
rendering the content of a webpage, PHP needs to know
who is allowed to view or edit individual content and who
is accessing the website. HDC synchronizes folder and file
permissions between the database and network file share. As
PHP has access to the database, it can look up if a user
has permission to access specific data. Additionally, Windows
Server and Microsoft Internet Information Service (IIS) enable
the use of the same authentication for websites and file access.
This enables single sign-on (SSO), so that users only need one
account and password to access both, the network file share
and the website of Mata as well as other systems connected
to the domain. PHP can read the session’s details from the
server and therefore knows who is accessing the webpage. The
user identification is the same as the one HDC synchronized
between the servers’ file store and database. As a result, PHP
knows the users’ permissions.

The primary reasons for choosing SQL as the main database
type was the well-established security it offers in comparison
to not only SQL (NoSQL) databases [26]-[28]. The use
of well-established systems, like Windows Server, Windows
authentication, SQL and PHP enables system administrators
to set up a secure implementation throughout the whole data
management system.

E. Summary

In this section, we introduced the medical image man-
agement system Mata. We discussed the underlying software
and presented various parts of the management system. This
included the editing of metadata, visualization and searching
of metadata, visualization of datasets and system security.
Metadata is created by users and the editing of it is guided
through the use of a dictionary. A tag cloud and dataset relation
networks allow additional navigation options apart from a
basic search. We also showed the implementation of a 2D
and a 3D viewer, and explained how we secured the system.
A comparison of HDC and Mata is given in Table 1.

IV. USE CASES

Though it is applicable to any sort of data, Mata was
tested using a scenario modelled after a research project on
lung diseases, at the University of Southampton. This project
evaluates the use of uCT scanners for the analysis of biopsies
in a non-destructive way.

This section presents the use cases for this scenario to show
how the tools discussed can integrate with an existing image
workflow. The use cases are illustrated in Fig. 7.
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TABLE I
COMPARISON OF HDC AND MATA.

HDC Mata
Windows Server Windows Server

Operating system

Server Microsoft IIS Microsoft IIS

Database SQL Server SQL Server

Middleware Sharepoint 2010/ PHP 7.1
.NET 3.5

Network file share
File watcher (from
HDC)

v (partially reimple-
mented)

v (reimplemented)
v (reimplemented)
v (ranked dictionary)
v (reimplemented)

Network file share
File watcher

Data access
Synchronisation

SSO authentication v

Metadata editing
Metadata import
Metadata suggestion
Basic search

Tag cloud

XX XXX

List of direct relatives v

Relation network v (graph of all rela-
tives)

CT slice viewer (but 2D viewer) v (MCTV)

3D surface viewer v (Viewstl)

rm———— ———— ——
1
1 imaging ! :> storing :> selecting
Q.... Yo Q___J
- -
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Fig. 7. Simplified overview of the use cases. Dashed parts are important to
the project and the image workflow but not part of the presented system. Each
of the steps (a) to (f) are described in more detail in sections IV-A-IV-E.

As part of this scenario, a large number of images needs to
be created using a newly developed uCT scanner. Matching
microscopy images are retrieved, and images are processed to
enhance the contrast. uCT and microscopy images are then
aligned in 2D and 3D using point-based registration based on
the scan conditions. Matching image areas are presented to
experts to assess both biological content and image quality.
Images of microscopy slices and pCT slices are then assessed
for technical quality or biological data content by image
experts or histopathologists.

A. Storing New Scans

Use case: An image has been scanned on the uCT, and
the scan operator wants to store the image. (Fig. 7 a, b)
By using Mata developed in section III, it is possible to store
the images generated by the newly developed medical pCT
scanner by simply copying the image files into the network
file share.

The file watcher detects the new files and creates an entry in
the database. It also triggers the code for creating a preview of
the image. The operator can add file permissions and metadata
as appropriate. In many practical scenarios, it will be beneficial

to add an HDC plug-in which reads out metadata from files
and adds it automatically as described in [4].

If metadata are created in a consistent way by the scanner,
a plug-in for the file watcher can be written, to automatically
add this metadata to the database as soon as the image
gets uploaded. DICOM devices can also be supported by
adding a DICOM receiver. An administrator is required to
set permissions for any received data since DICOM does not
transfer user information during file exchange. This is due to
DICOM being patient centred.

B. Finding Relevant Images

Use case: A medical researcher tries to find and get hold

of images relevant to the project. For that, they want to
find images of a lung taken by uCT and preview them
to confirm that they align with the projects requirements.
(Fig. 7 ¢)
The researcher has various options of finding relevant images,
as discussed in section III-B. A basic search for a relevant
keyword or browsing through the tags can help obtaining
a list of relevant datasets. If images are not in the desired
format or processing stage, it is possible to find related datasets
through the network graph. With the help of MCTV and
stlviewer (section III-C), it is possible to preview images
before downloading them, even if their size of several tens of
GB exceeds the machine’s Random Access Memory (RAM).
Download of images can be conveniently achieved through the
file explorer.

C. Finding Related Images

Use case: The researcher wants to retrieve the mi-
croscopy scan of the same sample. (Fig. 7 c)
The researcher has various options to find a related dataset.
The two images are likely to share a tag, like the sample
identification number. The researcher can therefore find the
data by searching for this tag. A more direct approach is to
look at the relationship network graph. Any linked dataset can
be found and accessed in this way.

D. Processing Images

Use case: The researcher found a relevant image and
tries to process it for presentation to the experts. (Fig. 7 d)
After relevant images have been found, they can be processed
using any suitable processing software.

Since the images are accessible via network file share, any
processing software the researcher wants to use can read the
files directly from the remote storage.

After the processing, the new data are stored in a new folder
on the network file share to create a new dataset in Mata
and share them with other, specified researchers. Newly found
metadata can also be added to Mata, and a custom HDC plug-
in for importing this metadata can be developed if suitable.

E. Sharing Images

Use case: A set of images is to be shared with an expert
for evaluation. (Fig. 7 e, f)
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In order to share a dataset with an expert, the web link to that
dataset can be sent to the other person. Provided that the other
person is a user of Mata, they can access the dataset as soon
as the owner has added them to the list of viewers/editors of
the dataset through the web interface.

FE. Summary

In this section, we introduced a possible scenario for the
use of an image management system in medical research. We
showed how Mata can be used as a management system for
this scenario by discussing different use cases based on the
scenario. We demonstrated that Mata can tackle the various
steps involved for image management in medical research. All
of the steps can be achieved without programming scripts or
plug-ins to link external software to the system.

V. CONCLUSION

It is essential to provide access in an user-friendly way, to
enable e-Scientists in medicine to access data without requir-
ing programming skills. Current image management systems
are restrictive in the way they incorporate other software.

We took a data curation system that gives users direct access
to their data through a network file share, eliminating the need
for special software to access the data. It also simplifies the
use of new software for image processing and visualisation
with the existing system, without requiring custom plug-ins to
load image data via a non-standard API. Since most software
can read files from a file store, no additional programming
is required to allow them to use image data stored in our
management system.

We added a website front-end to the system, which allows
medical researchers to fulfill common use cases. This includes
the management of metadata through the web-interface as well
as different ways of visualizing and searching metadata and
datasets. We showed how additional data visualization tools
can be implemented. We used well established standards all
along the way to ensure that the system is easy to transfer to
and secure in a different environment.

Future work involves the addition of an API to allow
scripts to access metadata through code. It would be beneficial
for the biomedical image community to develop a standard
for research images similar to DICOM for clinical, medical
images. Declaring an existing API, like the one used by
OMERO or BisQue, as a standard may well be an option for
this. We will also show how this management system fits into
the bigger workflow of images in medical research.
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3D Histopathology — A Lung Tissue Segmentation Workflow
for Microfocus X-ray Computed Tomography Scans

Lasse Wollatz 1", Steven J. Johnston %, Peter M. Lackie ? and Simon J. Cox *

Abstract

Lung histopathology is currently based on the analysis of 2D sections of tissue samples. The use of microfocus X-ray computed tomography (UCT)
imaging of unstained soft tissue can provide high resolution 3D image datasets in the range of 2-10pm without affecting the current diagnostic
workflow. Important details of structural features such as the tubular networks of airways and blood vessels are contained in these datasets but are
difficult and time consuming to identify by manual image segmentation.

Providing 3D structures permits a better understanding of tissue functions and structural inter-relationships. It also provides a more complete
picture of heterogeneous samples. In addition 3D analysis of tissue structure provides the potential for an entirely new level of quantitative
measurements of this structure that have previously been based only on extrapolation from 2D sections.

In this paper a workflow for segmenting such 3D images semi-automatically has been created using and extending the ImageJ open-source
software and key steps of the workflow have been integrated into a new ImageJ plug-in called LungJ.

Results indicate an improved workflow with a modular organization of steps facilitating the optimization for different sample and scan properties
with expert input as required. This allows for incremental and independent optimization of algorithms leading to faster segmentation.
Representations of the tubular networks in samples of human lung, building on those segmentations, have been demonstrated using this approach.

Keywords:  Lung, Image Segmentation, Computed Tomography, Histopathology, ImageJ, VVascular Network

1. Introduction

Histopathology provides structural details of tissue samples on a cellular level allowing disease-associated changes to be
identified. It offers a key diagnostic tool for fibrotic lung diseases, particularly those that cannot be clearly identified on the basis
of patient computed tomography (CT) or high resolution CT (HRCT) [1 - 4] and is often regarded as the gold standard [5, 6]. For
routine histopathology, surgical biopsies are taken from a patient, providing three dimensional (3D) tissue samples that are
chemically fixed to preserve tissue structure and then embedded in wax to allow for histological sectioning. For diagnostic
purposes, sections are stained to identify the overall tissue structure and highlight certain tissue components before analysis under
a microscope by a trained histopathologist (see Fig. 1). These microscopy images are increasingly provided through digital
scanning of tissue slices. This allows analysis based on the digital image (virtual microscopy). Systems for computer assisted
diagnosis (CAD) used to highlight relevant features or suggest a possible diagnosis are also becoming available [5, 7].

The established methods in histopathology have proven to be critical to the diagnosis of many lung diseases. There are some
diseases like idiopathic pulmonary fibrosis (IPF), non-specific interstitial pneumonia (NSIP) or extrinsic allergic alveolitis (EAA)
where diagnosis is difficult and an agreement between histopathologists is generally only fair to moderate (kappa agreement
coefficients ranging from 0.2 to 0.7) [8]. By producing a three dimensional scan of the sample additional information about the
tissue will be gained [9]. Instead of single slices, 100 to 1000 times the number of slices can be viewed, at various slice
orientations. This aids the identification of rarer structural changes and reveals the degree of heterogeneity in tissue structure.

Further benefits include analysis of 3D structures, specifically 3D networks, revealing tissue function as well as interrelationships
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Fig. 1: Current histology workflow (top) and proposed workflow (bottom). As puCT is non-invasive this can be seen as an additional

approach.

between objects [9, 10] enabling the application of established stereological methods [11].

Microfocus X-ray computed tomography (UCT) of soft-tissue embedded in wax produces relatively high resolution (~7um or
better), but low contrast, 3D images. ldentification of key features inside these images is challenging but important. Image
segmentation describes this process of distinguishing between the areas of interest in an image and the remaining area. Parts of the
image which are not of interest are commonly removed or areas of different features are marked with different (digital) labels.
Segmenting some features such as the walls of the airways and blood vessels manually is effectively impossible; manual
segmentation of the lumen, while possible [12] is time consuming taking weeks or months per dataset. Automatic or semi-
automatic segmentation is therefore required to make this a useable method for research or diagnosis.

Many methods [13 - 17] have been developed for automatic segmentation of images in medicine. Standard approaches such
as intensity thresholding [18], watershed algorithms [19] and contour region growing [15] do not have the required sensitivity or
specificity when used for noisy low contrast images like soft tissue. Atlas based approaches [20] require an ideal model which
cannot be created for small and very variable structures like alveoli. Machine learning approaches can reduce the amount of human
input and are flexible enough to deal with low contrast images. They have previously been used for computer aided diagnosis in
histology and for airway detection in lung patient CT [21, 22].

We present here a workflow that allows semi-automated segmentation of airways and blood vessels and its implementation as
LungJ using the free, open source software ImageJ [23]. The workflow is scalable to large 3D pCT scans and targets lung tissue
samples. Section 2, Materials & Methods, provides details on sample preparation and image acquisition. The procedural steps of
the image processing workflow itself are presented in section 3. Background, as well as choices made for individual workflow

procedures are explained for each step. A short summary of the workflow is provided in the conclusions in section 4.

2. Materials & Methods

A number of steps were required before the digital segmentation: Tissue was prepared for scanning, while scanning
conditions were optimized to provide the best possible resolution and contrast for the tissue; Scans also had to be pre-processed

before segmentation.
2.1. Sample Preparation

Surgically resected human lung tissue was obtained with written informed consent from patients undergoing elective surgery
at University Hospital Southampton. UK ethics approval was given from the National Research Ethics Service Committee, South

Central - Southampton A, number 08/H0502/32. A representative sample was taken from a macroscopically healthy portion of
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lung of a 75 year old male non-smoker with GOLD stage 0 chronic obstructive pulmonary disease (COPD) undergoing resection
for lung cancer. The samples were fixed with para-formaldehyde in phosphate buffer for 8 hours and embedded in wax following a
routine histology protocol using a Shandon Hypercenter tissue processor (Fisher Scientific, Loughborough, UK). This resulted in
blocks of about 1.5cm®which were then scanned without any further treatment.

2.2. Image Acquisition and Pre-Processing

Samples were scanned using a custom-built Nikon Metrology puCT scanner (u-VIS, Southampton, UK). An electron
accelerating voltage of 50kV was used, with a molybdenum reflection target, yielding a mean energy in the order of 18keV, along
with characteristics peaks around 17 and 19keV. No filtration was used. A beam current of approximately 150uA was selected,
yielding a total beam energy below 8W. Reconstructions with voxel resolution of 8um were created, using standard filtered-back
projection (Ram-Lak filter) within the Nikon CT Pro 2.0 package using 3142 projections (360° rotation in 0.11° increments).
Typical datasets included 1800x2000x2000 isotropic voxels. The value of each voxel corresponds to the density of the material at
that position and was acquired at 32-bit resolution. As a comparison: Hospital CTs acquire 512 x 512 x 80 voxel datasets at 16-bit

resolution.
3. The Workflow

In order to simplify the workflow and avoid repetitive steps, a software plug-in for ImageJ was developed. This plug-in,
called LungJ, had to be capable of handling the large data size of individual scans and segmenting images in a way that is
meaningful to and can be interpreted by the final user. An image segmentation method had to be established and images were post-
processed to remove noise and artifacts. Finally, representation of the 3D image data was explored to ensure better understanding
of the underlying structure. Each of these distinct steps are detailed below, highlighting important decisions made while creating

this workflow.
3.1. Choice of Software

It was important that the software package of choice, which a plug-in would be programmed for, had to be one that was
familiar to potential users. This would maximize usability, especially for users less familiar with image processing. Several
software packages were evaluated for implementation of this method [24]. Paid software, such as Amira 3D [25] or OsiriX [26]
was not user configurable to the required degree or limited to certain operating platforms. Table 1 shows that ImageJ [23, 27] is,
together with Matlab, the most widely used image processing software in medical research. ImageJ runs in Java and is therefore
platform independent. It has the advantage over Matlab of being open-source freeware. The pre-packaged Fiji (Fiji Is Just ImageJ)
distribution of ImageJ also comes with a plug-in for machine learning based image segmentation.

Based on the framework provided by Fiji, a plug-in was developed to tackle the different tasks of image segmentation. LungJ
[28] tools include a function for segmenting an image, as well as tools for pre- and post-processing the image. While all these
processes can be done in Fiji, the tools provide important simplifications, as they reduce the amount of knowledge a user needs to
have about the image (e.g. bit-depth or absolute values of voxels). Instead of opening the image, launching the Trainable WEKA
Segmentation (TWS) [29], loading the classifier, applying it and then filtering out the relevant mask, with LungJ all of this can be
done from a single graphical user interface (GUI) which in turn calls the relevant TWS functions. The overall structure of LungJ is
very modular and therefore adaptive, in order to align with the ImageJ philosophy. While the original scan can be in any format
handled by ImageJ, LungJ saves intermediate steps as loss-less tagged image files (TIF). By combining multiple modular functions

in one GUI and allowing default settings to be defined, it was possible to reduce the number of steps of the workflow.
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Table 1: Popularity of different imaging software in research, based on results from 15" May 2016 (www.ncbi.nlm.nih.gov/gquery and
scholar.google.com). Search results for Amira 3D excluded authors with the name Amira.

Software Type Developer PubMed Central Papers | Google Scholar Results
ImageJ Open Source Wayne Rasband 75 400 157 000
MATLAB Commercial Mathworks 67 305 2010 000
NIS-Elements | Commercial Nikon 6184 18 000
Imaris Commercial Bitplane 4842 12 300
Amira 3D Commercial FEI 1903 13 800
SlideBook Commercial 3i 2807 6010
ImagePro Plus | Commercial MediaCybernetics 2464 5420
OsiriX Commercial Pixmeo 1515 9320

(Free version
available)
CellProfiler Open Source CellProfiler Team, MIT 1055 3350
ITK-SNAP Freeware University of Pennsylvania 505 2610
and University of Utah
Avizo 3D Commercial FEI 371 4210
VGStudio Commercial Volume Graphics 125 1620
Vaa3D Open Source Hanchuan Peng and 77 216
Howard Hughes
BiolmageXD | Open Source Pasi Kankaanpaa Lassi 69 241
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Fig. 2: Modular approach of LungJ solving several problems of the image segmentation.

3.2. Handling Large Images

The output image volumes were several tens of gigabytes each. Image processing requires multiple times the memory size of
an image, i.e. several tens to hundreds of GB Random Access Memory (RAM). In order to be able to process these large image-

files they were split into smaller sub volumes and processed separately, enabling us to complete processing on a computer with
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only 16GB of RAM while still allowing 3D interrelationships with the volume to be addressed. Currently available methods, like
the virtual image stack do not allow custom sized image blocks and tests using them, in conjunction with the image segmentation
algorithm shown in the next section, caused an out of memory error. The image blocks are loaded individually and only on
demand. Global properties of the image were saved in a separate file and used during further processing steps to ensure
consistency of intensity values over the whole volume. This introduced a novel image representation method which required
ImageJ to only hold a directory path instead of loading a full image. Using this representation, any available ImageJ filter can be
applied to the whole image. Furthermore, image properties such as the intensity distribution histogram can be produced. The use of
smaller image blocks also enables future adaption of this process in parallel computing or cloud computing.

Three functions for creating, processing and concatenating image sub-volumes were implemented. They form the backbone
of the sub-volume image processing. As shown in Fig. 2, an image was split prior to the segmentation and a representable block
was chosen to test the segmentation. This enabled faster and hence more efficient testing and troubleshooting of a segmentation
technique compared to running a segmentation on a full scan. Once the segmentation procedure had been established, it was
applied to all the sub-volumes by processing each one in turn. Finally the sub-volumes were assembled into a single image by
applying the concatenating function.

A further addition was the use of halos enclosing the image blocks, as commonly used in parallel computing. The use of
halos avoided boundary artefacts, and a function for halo-exchange was implemented. Cubical sub-volumes were used when
applying three dimensional processing methods because of their smaller surface area compared to other cuboids.

With these tools in place a segmentation was achieved on an Intel-i7-4770, with 3.40GHz and 16GB RAM within 12 hours
whereas manual segmentation of similar images could take between 3 and 6 months. As shown in Fig. 3 for a run on a computer
with a slower Intel Pentium G2020T at 2.50GHz, the processing speed does not change significantly over time despite a memory

leak in ImageJ causing full RAM usage.
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Fig. 3: Processing speed of blocks based on the slowest of the runs (44 hours, Intel Pentium processor). The average processing speed
over 35 consecutive blocks was taken and standard errors calculated. RAM usage is shown for reference.

157



D. PUBLICATIONS

158

Pre-processed
image

Comparing Probability

Running filters with model mask

\ \

! anus 1 ! 1 1 Training 1
M 11 .

1 markt;:zdR)(SIs | E> 1 Running filters 1 E> 1 classifier 1

O IV Yy B

_________ ’

| (»wax/ background

@ area outside of
scan

@ air bubble in wax

@alveolar area

(& connective tissue
@®blood vessel
@airway

(b) Structure
(eigenvalue)

(e)Hessm‘ (f) Hessian
Fig. 5: A single section of a uCT scan of wax embedded human lung (eigenvalue) (orientation)

tissue showing areas of wax, area outside the scan and distinct
features of interest. Features 5, 6 and 7 were targeted for this project Fig. 6: Original image and result of different filters applied.

3.3. Image Segmentation

A machine learning algorithm was applied for the image segmentation. Fiji comes with a segmentation plug-in called
Trainable WEKA Segmentation [29]. For the segmentation the random-forest algorithm was chosen. This algorithm has been used
for image segmentation of neuronal processes in biomedical applications as well as segmentation of larger vessels in CT scans of
whole lungs before [30, 31]. The application of the machine learning algorithm involved the creation of a classifier model which
had to be trained by using reference data and filters, as outlined in Fig. 4. The algorithm could then determine the likelihood of
each voxel of further images (or further parts of the same image) belonging to the feature of interest.

As values of the voxels are proportional to the sample’s X-ray absorption, any pre-processing methods affecting the
histogram will also lead to a loss of information within the image or relative to other scans. Therefore no normalization or
equalization was performed. This underlines the importance of a standardized sample preparation and scanning procedure to
produce comparable images. No noise reduction filter was applied apart from a Gaussian blur prior to other feature detecting filters
(outlined in the end of this section).

Reference data was provided in the form of manually segmented images. For large parts of the image it was not possible to
clearly differentiate and manually segment vessel wall and surrounding tissue. Accordingly manual training slices were selected,
which showed the boundaries of the vessel wall as clearly as possible. Two airways and two blood vessels were selected as
foreground and four representative areas that were not of interest were selected as background. Whilst selection of more training
data can improve the classifier model, too much training data in this case resulted in over-segmentation due to the difficulty in

accurately selecting training data manually. A selection of a wall including the inside area gave better results, as it included edges
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which are easier to identify than other features when using filters. The inside of a vessel matched the background, as both were
filled with wax and therefore had the same density (see Fig. 5). This caused an over-segmentation of the background which was
dealt with during the post-processing detailed in the following section.

A set of image filters is provided by the TWS and a selection of these were chosen based on the features to detect. Features of
interest are shown in Fig. 5. As key structural elements of the lung, this project focused on detecting blood vessels and airways.
This method can also be used to detect other features such as fibrotic structures as shown in the Data Presentation section.
Vascular structures are characterized by a bright (X-ray dense) surrounding and a dark (X-ray lucent) center. These attributes
suggested the use of filters targeting edges. The choice of filters was based on literature review as well as screenings of all
available filters with a representable image as shown in Fig. 6. Filters like ‘Structure’, ‘Neighbors’, ‘Entropy’ and ‘Hessian’ were
able to separate areas of interest from the rest of the image. The Hessian filter highlights edges and was proposed for tube-like
structure detection by Sato et al. [32]. The use of ‘Entropy’ filters for CT images is encouraged by Bae et al. [33].

Next a classifier model was created. The reference segmentation as well as the choice of filters were provided to the TWS
which trained a classifier model.

Using the TWS fast-random-forest algorithm and ‘Structure’, ‘Neighbors’, ‘Entropy’, and ‘Hessian’ filters, it was possible to
train a classifier model from a manual segmentation. This model was used to segment the whole uCT scan. The result was a

probability map where higher values represent a larger likelihood of a voxel being an airway or a blood vessel.
3.4. Image Post-Processing

The probability map was converted into a binary image (mask), where each voxel was given a value of 0 or 1, representing
areas of no interest and areas of interest, respectively. This was done by manually defining and applying a threshold. This mask
contained the vessel walls as well as some areas surrounding both the inside and outside of the wall. To remove the voxels from
the mask which were not part of the vessel walls, the mask was applied to the original image and then another threshold was
applied to remove the darker areas representing wax. This threshold was again chosen manually.

This second mask contained some undesired regions, such as air bubbles or noise. Whilst erode and dilate operations are
useful tools to remove noise [34], they do affect the surface of correctly identified regions. Erosion of a mask removes all voxels
within a radius from the masks’ surface, while dilation adds voxels within a certain radius from the masks’ surface to the mask.
For both operators the radius is usually equal to the size of one voxel. The combination of one erode operation and one dilate
operation of equal radius is referred to as opening and the opposite action of dilating before eroding is referred to as closing.

Erode and dilate algorithms have been used in medical image processing previously [35]. The effect of applying them in
comparison to an algorithm identifying and removing small connected regions has been studied. Results of the minimum region
size of the connected region algorithm, as well as two different implementations of erode and dilate functions are presented in Fig.
7 (b) and Fig. 7 (c)-(d), respectively. Fig. 7 (c) used a modified version of the algorithm presented by Antonelli et al. [34], which
has been slightly optimized using the idempotent nature of the operators, whilst the others were based on a set of trial runs.

It was found that algorithms for removing small connected regions reduce the loss of shape but are multiple times more time-
consuming (see Table 2), adding about 1 hour to the total processing time. Noise removal through removal of “small connected
regions” shown in Fig. 7 (b) gives better results than opening and closing operations shown in Fig. 7 (c)-(d). The more
sophisticated algorithm leaves the actual boundary/surface of the vessels untouched while erode and dilate operations affect both
noise and valid segmentation. For the large connected vessels erode and dilate is not strong enough for efficient noise removal.

After post-processing of the map, only the vessel walls were left and noise had largely been removed.
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(a) Original mask (b) Connected region algorithm with minimum region size
700

(c) Opening (erode, dilate) followed by closing (dilate, (d) Closing,opening and radius 2 opening operation
erode) operation

Fig. 7: Difference between connected regions and erode/dilate algorithm for noise removal. Note how erosion and dilation either
do not remove a lot of noise (c) or visibly remove part of the structure of interest (d).

Table 2: Timings for two different images on two different machines. Image 1 was 1600x1600x1200px in size at 16bit and Image 2
1374x1497x500px at 8bit. Machine 1 had 16GB RAM, 64-bit, Intel Pentium CPU G2020T @2.50 GHz and a local HDD Drive, Machine 2 has
16GB RAM, 64bit Intel i7-4770 @3.40GHz and a network drive. 2 runs were done and averaged for image 2 and 1 for image 1.

Compu Time (h:mm)
Image terp Blocks Block Segmen- Thres- Erode Connected Total
creation tation holding Dilate Regions

245 . . ) . . 44:17
1 1 (no halo) 0:01 44:11 0:04 0:01 0:52 t0 45:08
72 0:00 : . . : 18:01
2 ! (16px halo) (9sec) 17:59 0:01 0:01 114 t0 19:14
245 . . ) . . 12:30
1 2 (no halo) 0:19 11:38 0:16 0:17 0:42 t0 1255
72 . . : . . 5:21
2 2 (16px halo) 0:04 5:05 0:06 0:06 0:47 t0 6:02
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3.5. Data presentation

Once a segmentation mask had been created, a selection of presentation views were generated. This included 2D, projected
3D and 3D data representation [17, 36].

The major advantage of the proposed workflow over established microscopy is the extraction of 3D data. Projected 3D views
(2D representations of 3D models) of individual features were created. Fiji 3D allowed the display of interactive 3D surface and
volumetric images as in Fig. 8 (b). More elaborate rendering of 3D surface views and videos was possible by using Avizo. This
could be outside views (Fig. 8 (d)) but also inside views of blood-vessels or airways (Fig. 8 (e) and (f) respectively) similar to
virtual endoscopy [17]. The inside view shown in Fig. 8(e) allows clear identification of the airway and can show details about
vessel size while removing the complexity of the full network.

Apart from projected 3D images, a physical 3D replica was also created. Conversion of the masks to 3D surface objects was
possible using Fiji 3D. The use of Blender allowed smoothing of the surface and creation of printable stereo lithography (STL)
files, one of which was printed using a Tiertime UP! Plus 2 printer (Fig. 8 (g)). 3D printed models improve the understanding of
structures beyond the ability of 3D rendered graphics which only show a 2D projection [37]

Having a variety of ways of representing the data improved the insight gained into the 3D structure, since a relation to known

representations as well as a new 3D representation were created.
4. Conclusions

Current histopathology relies on a limited 2D analysis of tissue samples that are intrinsically 3D and are affected by local
challenges and pathological changes that may be highly heterogeneous at several different length scales. The use of 3D scanning
techniques to accompany current histology procedures can improve insight into tissue structures and accordingly understanding
and diagnosis of chronic lung diseases. The workflow for segmentation of multi-gigabyte uCT scans of lung tissue presented in
this paper demonstrates this alternative method. It was found that splitting the large UCT images into smaller blocks permits
handling of 3D images without requiring unreasonably powerful computers. At the same time it enables fast testing of a
segmentation strategy. Trainable image segmentation using ‘Structure’, ‘Neighbors’, ‘Entropy’ and ‘Hessian’ filters provided good
results with vessels being clearly distinguishable. The connected regions algorithm was shown to be the more accurate noise
removal algorithm compared to erode and dilate operations. Different ways of data representation were discussed including 2D
color maps, 3D rendering and 3D printing. The workflow was implemented in the popular image processing software ImageJ in a
modular fashion which allows for optimization of each single part of the workflow.

Using this method, tubular structures were successfully segmented from an embedded tissue sample without making
assumptions about the 3D structure beforehand. Not only was it possible to reduce the processing time from months of manual
segmentation to half a day to 2 days of semi-automated segmentation, but also to be able to scale it to volumes of many tens of
GBs without reduction in processing speed. The results clearly identified a 3D network of vessels and various display methods
were used to reveal more information about the tissue than previously possible through microscopy.

Another advantage of the proposed method is its implementation as a modular workflow in open source software. This allows
individual segments of the image processing to be improved and optimized as required without revising the whole protocol. User
input for training of the algorithm allows flexible interactive selection of features of interest. Reduction of the number of user steps
required to operate LungJ allows much easier application of this method in medical research. The workflow has been designed to

aid users, provide feedback of success, and facilitate visual presentation of results.
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(e) 3D render of the inside of an
airway.

(c) Colorized overlay of masks
on top of original image

(a) Fibrotic area of cross-section.

(f) 3D render of the inside of a
blood vessel.

(9) 3D print in ABS post-painted
(b) 3D view of the fibrotic structure (d) 3D view of vessels (airways blue, blood vessels red)

Fig. 8: Image representations created after segmenting the whole tissue volume.

As no other workflows for this task are known to the authors, evaluating the method empirically is difficult [38]. Method
evaluation can be achieved using unsupervised image segmentation evaluation methods [39]. The modular approach enables the
proposed workflow to be adapted to other types of tissue or image conditions. Having this workflow in place shifts focus towards
the efficiency of individual modules in future. The implementation of this workflow in an end-to-end system, including dataset
management [40], is also envisioned. Furthermore, we hope to be able to apply this method to images of different diseases to

identify parameters of importance and in the long run improve the diagnostic certainty of histopathology.
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The Use of 3D Printed Paediatric Temporal Bones as a Training Tool
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Introduction

Temporal bone dissection is an essential component of otological
fraining. The ideal temporal bone training platform should allow the
surgeon to prepare and undertake the actual operative procedure
required prior to the operation on the patient. Paediatric temporal
bones are generally not available or used due to ethical issues and
availability.

Methods

Using specialised computer programmes and non-identifiable
paediatric high resolution computed tomography (HRCT) scans of
tfemporal bones 3D printing of paediatric temporal bones has been
frialled.

Results

3D printing of paediatric temporal bones has proved both an
economical and anatomically accurate tool for training. Using HRCT
scans to print from allows cases of appropriate complexity to be
selected.

Conclusion

3D printed femporal bones from HRCT images provide optimal
opportunities for paediatric temporal bone training and allow for more
accurate delineation of structures. Furthermore, they provide improved
haptics through choice of appropriate material, especially in complex
cases and where anatomy may be difficult.
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Web-Based Manipulation of Multiresolution
Micro-CT Images

Lasse Wollatz, Simon Cox and Steven Johnston
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Email: L.Wollatz@soton.ac.uk

Abstract—Micro Computed-Tomography (uCT) scanning is
opening a new world for medical researchers. Scientific data of
several tens of gigabytes per image is created and usually requires
storage on a common server such as Picture Archiving and
Communication Systems (PACS). Previewing this data online in a
meaningful way is an essential part of these systems. Radiologists
who have been working with CT data for a long time are
commonly looking at two-dimensional slices of 3D image stacks.
Conventional web-viewers such as Google Maps and Deep Zoom
use tiled multiresolution-images for faster display of large 2D
data. In the medical area this approach is being adapted for high
resolution 2D images. Solutions that include basic image process-
ing still rely on browser external solutions and high-performance
client-machines. In this paper we optimized and modified Brain
Maps API to create an interactive orthogonal-sectioning image-
viewer for medical uCT scans, based on JavaScript and HTMLS5.
We show that tiling of images reduces the processing time by
a factor of two. Different file formats are compared regarding
their quality and time to display. As well a sample end-to-end
application demonstrates the feasibility of this solution for custom
made image acquisition systems.

I. INTRODUCTION

Images have always been important in medicine for diagnos-
tics. Medical instruments such as microscopes and uCT scan-
ners produce images that are several tens of gigabytes in
size. The increasing amount of data obtained provides new
opportunities for medical researchers but also poses challenges
in terms of data storage and retrieval.

In histology sections of in-vitro tissue-samples are stained
and analyzed under a microscope. The results coming from
such analysis are limited to one 2D sample of the extracted
tissue. Creating 3D data of the whole tissue using non-
destructive uCT prior to the sectioning allows to create a more
complete picture of diseases included in the tissue.

uCT data and resulting processed data need to be available
to medical researchers in an accessible and meaningful way.
One of the critical elements identified was fast previewing of
images, in order to allow researchers to decide which images
are worth analyzing before retrieving the full image data
from a remote storage onto their system for processing. As
mobile devices are of increasing importance in today’s world
and also within medicine, compatibility with mobile devices
becomes a key concern [1].

Fig. 1. Multiresolution tiled image - Each resolution level is four times the
size of the previous. Tiles are loaded from server for the current view only.

Sending full scale image over the web can take a long time.
It is therefore of advantage to save the image as small tiles
and only send those parts of the image which are required
(compare Fig. 1). It is important to balance the tile size
between amount of data to load from the server and amount
of server requests made [2].

If the user zooms out, the whole image is displayed on
the screen. As this means all the tiles need to be loaded,
the image is scaled to several different resolutions and tiled
at each of these resolutions. The result is a multiresolution
image as shown in Fig. 1. For images where the overhead from
multiple tile requests is too large, loading multiple resolutions
will still provide a faster response experience. The major idea
of the viewer is not to speed up the loading, but to limit the
amount of work which needs to be done. For non-medical
images, the display of very large images over the web by
the use of multiresolution tiled images is a well-established
method. Examples are Google Maps, where a satellite image
of the entire earth is displayed over various zoom levels with
individual tiles being loaded on demand, Deep Zoom, which
is based on Silverlight Plug-In, and Grid DataBlade by BCS,
which runs in Java [3], [4].

In the medical field the implementation of tiled image
viewers is also being established [5], [6]. These solutions are
limited to displaying images and do not support image filters.

The Multiresolution Image Viewer (MIV) [5], later
renamed to Brain Maps API, is an open source code for
displaying high resolution brain images. These images are
taken with microscopes, which have a very high resolution
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compared to uCT. Even though microscopes only allow
to view a small part of the sample at high magnification,
methods exist to stitch these images back together to form
a complete image of the sample [7]. After being stitched
together, the image is converted into a multiresolution, tiled
image and stored in a predefined folder structure. Brain
Maps API loads and places the image tiles needed for the
current view and was extended by StackVis [8], which is
browser external, to enable the display of coarsely spaced
3D image stacks and 2D images with a birds-view perspective.

In this paper we describe an implementation of a
multiresolution tiled image viewer based on the Brain
Maps API [5] that makes it possible to view images and
process them pixel based on low-performance devices within
web-browser. This improves the capabilities of existing
Web-PACS and the practical usability of remote data storage
for e-Health. Using Portable Network Graphics (PNG) image
tiles instead of commonly used Joint Photographic Experts
Group (JPEG or JPG) tiles, better results are obtained as
shown in section II. Requirements for speed improvement are
discussed in section III and an integration into an image server
as well as performance of the code are presented in section IV.

II. IMAGE FORMAT CONSIDERATION

Raw data can be stored in various ways, such as uncom-
pressed bits or in a file format like Tagged Image File Format
(TIFF). TIFF allows storing 16-bit or 32-bit data as well as
being able to store multiple images in one file. Compared to
raw data files, it also presents a standard for storing keywords
related to the image. As standard TIFF uses 4-byte pointers
it can only store file-sizes up to 4GB. Images larger than that
are stored as image stacks of several separate 2D TIFFs.

The tiles for the image viewer need to be stored in
a web-compliant format. Modern web-browsers support
only standard 8-bit images natively commonly JPG, Graphics
Interchange Format (GIF) and PNG but also Windows Bitmap
(BMP). GIF, which uses an 8-bit indexed color map, has
been replaced by PNG due to licensing restrictions [9]. PNG
provided 5% better lossless compression than JPEG for small
images. JPG can be seen as a standard file format for tiled
image viewers [2], [8], [10], [11] but server side solutions
also use their own multiresolution file formats or compression
methods [11], [12]. JPEG2000, which is increasingly popular
in medicine, applies partial lossy compression [13]. This paper
compares lossless compressed PNG and lossy compressed
JPG and as an uncompressed format BMP. Comparison is
made in terms of quality loss due to conversion and quality
loss due to compression as well as file-size.

Radiologists can discern 800 to 1000 Just Noticeable
Differences (JNDs) within one scene, corresponding to
800 to 1000 individual gray-shades. This means that a
10-bit image format with 1024 gray shades is a minimum
requirement for accurate display [14], [15]. A visible loss
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Fig. 2. Quality of image for two possible conversions to 8-bit are compared:
The upper row shows the case of the histogram first converted to 8-bit and
then stretched, while the lower row shows the histogram first stretched and
then converted. The number of gray shades visibly reduces in the first case.

in intensity-resolution is therefore given independent of the
choice of file format for the tiling. The original images from
the uCT come at 32-bit but are reduced to 16-bit. This is
sufficient quality for medical purposes [16]. TIFF allows for
high resolution but standard image formats are based on 8-bit
integers for gray-scale ranging from 0 to 255. The difference
becomes noticeable if the displayed density range is changed
and the histogram stretched as illustrated in the top of Fig. 2.
A small improvement can be achieved, by partial clipping of
the original histogram to make better use of the limited 8-bit
palette if the original image uses only a small range of the
available gray-scales as shown at the bottom of Fig. 2.

Besides the quality loss due to conversion to 8-bit, the
compression-methods of the different image-formats play a
role. The different image resolutions vary by a scaling factor
of two, meaning that each zoom level contains only a quarter
of the pixels of the previous one. This means that in total
the tiled image will contain 4/3 the amount of pixels. The
overhead of having several files instead of a single one adds
to this. JPEG uses a 2D frequency transform to convert the
image into the frequency domain and only stores the most
important frequencies. This allows for much smaller file sizes
but less quality. PNG uses lossless compression and BMP
uses none or run-length encoding (RLE) compression only.
Fig. 3 shows the difference in terms of image quality. An
increased amount of artifacts for JPEG is visible. Lossless
formats do not show major differences to the original image,
even for large image scaling. The Root Mean Square (RMS)
of the difference between the different images and the original
TIF were computed for the selected tile. Both BMP and
PNG resulted in an RMS of 0.005 while converting the
image to JPEG and then tiling it gave a difference RMS of
0.0144 and tiling the image prior to the conversion one of
0.0134. Lossy JPEG compression reduced the image size of
the multiresolution image shown in Table I by a factor of 15
which is much less than reported for normal images. This is
mainly due to tiling and the increased amount of pixels of
the multiresolution image [17]. PNG achieved the expected
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Fig. 3. Quality of JPEG compression compared to PNG based on a 20 by
20 pixel tile. Images on the left side result from the TIF being tiled and then
converted to the new file format. Images on the right have first been converted
and then cut into tiles. The JPEG images at the bottom show a lot of errors.

TABLE I
SIZE OF TILED IMAGES COMPARED TO THE ORIGINAL UNTILED TIF.
Image Orig. TIF  Tiled JPG ~ Tiled PNG  Tiled BMP
Sample 1 (32-bit) 8.13GB 138MB 855MB 2.89GB
Sample 2 (16-bit) 7.09GB 265MB 1.79GB 5.01GB
Sample 3 (16-bit) 60.8GB 2.1GB 9.53GB 21.1GB

compression ratio of a factor of 3 [18].

If the increased amount of data transfer results in an
unacceptable delay of page display, then PNG cannot be
used for the tiled images. Otherwise it is preferred, as the
quality is much greater. If the original data is several tens
of gigabytes in size the larger overall data size of PNG
compared to JPG-tiles has no major significance.

III. SPEED CONSIDERATION

The speed of web-sites is a major issue [19]. Server, network
and coding related improvements were explored in order to
ensure short website response times.

The processing/ rendering of the images occurs on the client
side. For comparison an AJAX based loading of the images
was implemented allowing for server side image processing
but was much slower than the client-side processing through
pure JavaScript. This agrees with the observations regarding
Deep Zoom that server side image generation is slow as it
increases the load on the server [20].

In order to decrease the page loading time, the JavaScript
routines called on start-up were reduced to a minimum. The
image loads on a comparatively small zoom level to keep the
number of image files transferred on page load low. For further
speed-up the code was modified to reduce the amounts of time
tiles were recomputed and loaded. A differentiation was made

between the case of tiles needing to be updated and the case
where the tiles visible might have changed. In the first case
all the tiles need to be recomputed. This occurs if the user
changes the image manipulation parameters. The second case
requires checking which tiles are within the field of view and
loading those, while removing the ones that moved out of the
displaying area. This event needs to be triggered whenever the
zoom-level is changed, or the image is panned.

A low-resolution thumbnail was placed behind the tiles
to allow quick orientation while higher resolution images
are loading. To create a better feeling of responsiveness, the
thumbnail is always loaded before the tiles and placed in the
background. Tiles will then appear on top of the low resolution
image, as they are processed. In case of quick scrolling through
the dataset, the low resolution image loads much quicker than
the tiles and improves the user orientation in the 3D stack.

Another change was made in the amount of slices the user
goes through: it was made dependent on the zoom level and
the angle of mouse-wheel movement. At higher magnification
the user moves only a single slice at a time, while at low
resolution he can move 20 images at once. This way it gives
the feeling of moving through the image more quickly, while
reducing the number of that need to be loaded.

IV. RESULTS

A sample website was built using Webmatrix 3 and PL-
upload. If the server receives new images, a message is sent
to a queue hosted on Azure which defines the image path.
A Python script on the server checks the queue frequently
for outstanding messages and creates the image tiles in a
subdirectory of the original image. It also creates a header
file for the image viewer that contains information about the
overall 3D image. The viewer requests that file using AJAX.
The pixel values and dimensions are mapped back to the
density of an object using the header file. The user can select a
Hounsfield unit (HU) range to display within the boundaries of
the scanned HU values. By adding the queue request into the
uploading process and linking the content request of the Image
viewer to the systems database, this viewer can be added to
an existing web image server.

For speed evaluation, the time to respond (TTR) and the
time to display (TTD) were recorded. The average times are
presented in Table II. The TTR defines the time it took to
display a preview after a user input, while the TTD describes
the amount of time it took till the full resolution image
was displayed. In general TTD was 3 to 4% faster for JPG
compared to PNG but 25% to 60% faster than for the untiled
image. For low zoom levels, the TTD new image slices
averaged at 90fps for panning only required loading a selection
of new tiles and was even faster (around 6ms). On mobile
devices, the advantage of JPG over PNG is much clearer with
16 to 45% speed improvement. Loading and editing the full
image on a mobile device took 16 seconds on average but was
decreased to 4 seconds by tiling. Due to the multiresolution
loading the TTR is much lower at 63ms for a workstation and
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TABLE II
TTR AND TTD USING DIFFERENT FILE FORMATS. TTD THE UNTILED
PNG ON THE TABLET WAS NOT RECORDED, AS THE BROWSER
APPLICATION CRASHED BEFORE COMPLETING THE REQUEST.

Device  Browser Average Average TTD [ms]
TTR [ms] JPG PNG BMP Untiled PNG

PC Opera 32 1401 1456 1530 3514

PC IE 20 1613 1633 1643 5013

PC Firefox 94 2962 3056 3025 3975
Mobile  Opera 354 2478 3060 3734 20436
Mobile  Firefox 239 5855 6988 8611 11429
Tablet Safari 465 6835 7481 8194 —

a fifth of a second for the mobile phone. The average speed
of displaying different size images did not differ as expected.
The reduction to equal sized tiles allows massive scalability
not only in two but also in three dimensions. Results are shown
for Opera, Firefox (FF) and Internet Explorer (IE).

Comparing PNG and JPG, differences in compression and
speed are negligible. For the given medical applications, PNG
was the better choice due to the lower quality of JPG.

For the test, the zoom level was set to ensure a maximum
number of images were loaded. Speed was measured from the
point of user input to the point of image displayed. It was
ensured that images were not cached. These were the worst
conditions possible and this is reflected in the results.

The server was hosted with IIS on Windows 8 and the
times recorded on a Windows 7 (both 16GB RAM) with
Opera 28, the results were compared to FF 35 and IE 11. Each
request required 38 tiles to be loaded. Mobile speeds were
recorded on a Samsung Galaxy Duos (Android 4, 645MB
RAM, FF & Opera, 8 Tiles to load) and iPad (iOS 5, Safari,
20 Tiles to load) using Wi-Fi with VPN. The image loading
time fluctuated massively, especially on slower devices. As
this was not tested in an isolated environment, the workload
on both - server and client - was not constant.

V. CONCLUSION

Advances in the application of uCT in e-Health lead to
growing amounts of data requiring organization and remote
viewing. Viewing should not be dependent on browser-external
solutions, as this limits the compatibility. Multiresolution im-
ages can avoid these limitations. We created an image viewer
and manipulator for 3D CT data and showed that it can be
implemented into an existing system. We demonstrate the
feasibility of this method for medical applications in several
aspects: a) Using lossless compressed image formats does
improve the overall speed of the viewer compared to untiled
approaches; b) Basic requirements including pixel based image
processing of medical image viewers can be implemented into
a web-viewer; ¢) These features do not restrict the usability
of the system for mobile or low-performance devices; d)
Using JavaScript and HTMLS these functionalities can be
implemented for all main browsers.

In the future we plan to extend the support of input
formats and reformatting options to create an image server
for practical use. For that we would like to explore direct
integration of DICOM as well as security aspects of the
transmission of medical images over the web.
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