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Cryogenic pipe freezing is a pipeline maintenance technique which can be used to isolate
sections of pipeline; the pipe is cooled externally over a short length, freezing the liquid
inside the pipe and forming a solid plug. The effect of natural convection on freezing in a
vertical pipe containing water was investigated by modelling the process. As a first stage, the
literature was reviewed and the results from previous experimental research for freezing in
vertical pipes were summarised.

An analytical model was developed, assuming one-dimensional solidification and using an
integral solution for the heat transfer coefficient for laminar natural convection adjacent to a
heated vertical flat plate. The results obtained, assuming no decay in the water temperature
during freezing, displayed good qualitative agreement with the experimental data. A method
for defining the effect of convection on freezing in terms of the pipe radius and bulk
temperature was proposed. A simple criterion based on the Grashof number for the
temperature at which turbulent mixing becomes sufficient to halt freezing was extracted from
experimental results. The formulation of a simple model of the processes which control the
bulk temperature decay was undertaken and this was incorporated into the freezing model.
The poor agreement with measurements of bulk temperature demonstrated the need for an
improved understanding of the mixing processes.

A numerical model of pipe freezing was developed using the finite volume methodology,
with the SIMPLER algorithm to predict convection, and the enthalpy method used to include
solidification. A fixed (non-transforming) grid was used and the buoyancy-driven flows were
assumed to be laminar. The numerical model was validated against experimental data and the
dependence on numerical factors such as grid density was investigated. The development of
the buoyancy-driven flows in the absence of freezing was studied and it was found that a
complex mixing region forms which controls the bulk temperature inside the freezing zone.
This flow development is dependent on the initial temperature and the pipe diameter, and has
a negligible effect on the bulk temperature in pipes over a critical size. Plug formation was
included in the model and the effects of varying the initial water temperature, the length of
the pipe and the ‘freezing' boundary condition were investigated. Interaction between the
downwards boundary layer and the upwards core flow was noted at the plug neck, with the
boundary layer becoming entrained in the core flow at the neck. The water above the neck
becomes increasingly isolated from that below the neck, causing a decrease in bulk
temperature and, if convection is sufficient to affect plug formation, neck migration up the
plug. This agreed with experimental observations. The accuracy of the bulk temperature
prediction was found to depend on the length of pipe that was modelled; this was demanding
on computer resources and an 'open' bottom boundary condition was developed as a
compromise. This allowed flow into and out of the domain and also made 1t possible to
specify the bulk temperature. The results obtained using the different modelling approaches
were analysed and the limitations of the methods discussed. Recommendations for further
development were made. A series of criteria were defined (accounting for the effect of
convection, turbulence and bulk temperature decay) to indicate which modelling approach to
apply depending on pipe diameter and initial water temperature.
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NOMENCLATURE

GEOMETRY

x horizontal co-ordinate; horizontal direction (m)

r radial co-ordinate; radial direction (m)

z vertical co-ordinate; vertical direction (m)

dr radial grid spacing (m)

dz vertical grid spacing (m)

R, interface radius (m)

R, inner pipe radius (m)

H jacket length (m)

6 angle between flow and grid orientation (radians)
VARIABLES

T temperature (°C)

H enthalpy (J/kg)

u radial velocity (m/s)

w vertical velocity (m/s)

U speed (m/s)

p pressure (Pa)

t time (s)

Q heat flow (W)

q heat flux (W/m?)
S streamfunction (mY/s)
PROPERTIES

ol thermal diffusivity (m?/s)

B expansivity (K

I (general) diffusivity

1l dynamic viscosity (Pas)

v kinematic viscosity (m?/s)

p density (kg/m?)
k conductivity (W/m K)
¢ * specific heat capacity (J/kg K)
h heat transfer coefficient (no subscript: heat transfer from water to ice interface)

¢2h

coef. for heat transfer between boundary laver and core flow

(W/m?K)

il



Nomenclature

L latent heat capacity J/kg)
€ porosity

g standard gravitational acceleration (m/s?)
MISCELLANEOUS

A area (m?)
\Y volume (m*)
A change in ..

T, ambient temperature °C)
8, velocity boundary laver thickness (m)
o thermal boundarv layer thickness (m)
A, vertical distance between plug neck and bottom of jacket as fraction of jacket length
f, solid fraction

f, immobilisation factor (Chapter 5)

IN factor for x (x=v,6;.9,) (Appendix 1)

q ratio 8,/5, (Appendix [)

F mass flow (kg/s)
B, extra source term in momentum equations (x=u,w)

SUBSCRIPTS

1 liquid

s sohd

w wall

c coolant

b bulk

1 interface

core  core

f freezing zone

m mixing zone

bl boundary laver

] jacket

v velocity boundary laver

T | thermal boundarv laver

c.w.Ls east. west, north, south (Appendix II only)

11



DIMENSIONLESS NUMBERS

Prandtl number

Grashof number
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1 INTRODUCTION

1.1 INTRODUCTION TO PIPE FREEZING

Pipe freezing is a pipeline maintenance technique which can be used to isolate
sections of a liquid filled pipeline. A jacket is placed round the pipe and filled with a
crvogen such as liquid nitrogen, which cools the fluid in the pipe causing it to freeze and
form a plug. This process is shown in figure 1.1. If this is repeated at another point, the
section in between is isolated and may be opened in order to effect a repair or add, for
instance, a valve or junction. Once the work has been completed the jacket can be
removed and the plug allowed to thaw.

Using pipe freezing can eliminate the need to shut down and drain the system and
therefore removes the need to decommission a large section of the plant. It is also less
expensive than other plugging techniques which require more complex equipment as well
as good access to the pipe. A thorough review of these alternative techniques is provided
by Burton!!!.

Although pipe freezing appears to be a simple technique, the actual processes
taking place inside the pipe as the plug grows may be complicated. For example, freezing
is very sensitive to flow in the pipe and the temperature of the liquid. It 1s also difficult
to gauge what is happening inside a pipeline during a freeze and one of the important
problems in performing a frecze lies in determining when the plug has sealed the pipe. If
the pipe is opened before the plug is totallv formed, the resulting flow will bring warmer
liquid into the cooled region, destroying the existing ice layer.

Pipe freezing is regularly used in a range of situations. For instance. pipe freezing
kits (usuallv using carbon dioxide gas as the cryogen) can be obtained from tool hire
outlets to perform freezing in domestic plumbing situations. For larger scale applications.
pipe freezing is a specialist activity and contractors rely on experience both in gauging the
likelv success of a potential freeze and in deciding when the pipe is blocked.

In order to provide a better scientific background to the subject, a research
programme, funded by several interested companies and the SEER.C., was started at
Southampton in 1981. The first two phases of this programme were mainly experimental
studies of pipe freezing under a range of conditions. These investigations have looked at
the effect of parameters such as flow, pipe diameter, orientation, initial fluid temperature
and also investigated freezing different fluids. During phases three and four (currently in

progress) the stresses induced in the pipe itself by freezing are considered.
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One of the main aims of the research at Southampton was to determine the range
of conditions under which pipe freezing can be successfully applied. The effect of natural
convection on the plug formation is one important parameter: the temperature of the fluid
in the pipe is often significantly higher than its freezing temperature. The effect of natural
convection on freezing in vertical water-filled pipes have been studied in numerous
experiments. The results from these studies showed that a complex flow field develops
which interacts with the forming plug. When the water temperature was sufficiently high,
the plug formation stopped before the plug sealed the pipe.

Further investigations were required to cover the range of conditions encountered
in practice; these included, for instance, the fluid properties, pipe geometry and
orientation, flow, freezing methods and environmental conditions. It was decided to
develop a numerical model of the freezing and convection processes in order to investigate
the interaction between convection and solidification in more detail. The main advantage
of developing a numerical model is that pipe freezing can be studied under a range of
conditions without the expense and effort required to construct, instrument and operate
new experimental rigs. A numerical investigation also offers complete data in the whole
area modelled whereas experimental studies can only provide data at positions where
instrumentation is installed (which also risk affecting the local flow). This is especially
important in the case of pipe freezing, given the inherent problems involved in observing

fluid movement and plug formation inside the pipe.

12 INTRODUCTION TO NUMERICAL MODELLING

In order to investigate the freezing process theoretically, the fundamental energy
conservation and Navier-Stokes equations for the flow and temperature distributions must
be solved. Over the past 20 years or so, techniques for solving these equations have
developed into a discipline called computational fluid dynamics (abbreviated to CFD). The
governing second order partial differential equations are turned into a set of highly
interlinked simultancous equations for the value of each dependant variable at a series of
points inside the region of interest. A computer program can be written to solve these
equations using matrix inversion or iterative techniques. For a transient process, the time
scale is also divided into a series of time steps at which the equations are solved. The
resulting computer model can be used to predict the plug shape, the temperature

distributions inside the frozen and liquid regions and the velocity distributions in the liquid
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regions throughout the freezing process. This can be used to study the interaction between
the convection and solidification processes and the effect of varying the governing

parameters can be investigated.

13 AIMS OF THE NUMERICAL INVESTIGATION

The objectives of this investigation were as follows :

1. To develop a numerical model which predicts the plug formation and the
buoyancy driven flow in a vertical pipe containing water.

2. Validate the model by comparing the predictions obtained using it with the results
obtained from the experiments.

3. To use the model to understand the way in which the plug formation and the flow
interact; in particular :
® how the freezing time is affected by convection
B the effect of increasing the initial temperature

® how the processes vary with the pipe diameter

A vertical pipe was chosen for two reasons; firstly, detailed experimental results
were available for this geometry and secondly because it can be treated as two-
dimensional (axisymmetric) and is therefore more straightforward to model than a full

three-dimensional situation.

1.4 ORGANISATION OF THE THESIS

This thesis is organised on a broadly chronological basis. In chapter 2, the
background to this investigation is established by reviewing the experimental work which
has been carried out in pipe freezing and related problems. The numerical and analytical
rescarch into pipe freezing and also into more general phase change and convection
problems is reviewed.

As a preliminary stage to numerical modelling, the importance of convection on
the freezing process was briefly studied by using an integral solution for the boundary
layer velocities and thickness to a greatly simplified situation. In addition, a simple model

of the flow development in the pipe was formulated. The method, results and limitations
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with this approach are described in chapter 3.

The detailed description of the development of the numerical model has not been
included in this thesis. The methods used in the numerical model are well established and
the development of the model included extensive comparison with published data which
does not form a major part of the investigation into pipe freezing. In order to make the
presentation of this thesis clearer, the description of the numerical model has been
summarised in chapter 4 with the detailed description moved to a separate report™.

The validation of the numerical model for pipe freezing is described in chapter 5,
comparing the predicted behaviour with the available experimental data.

The main body of results is presented in chapter 6. The development of the flow
field inside the pipe without freezing is described and the interaction between the flow and
the forming plug is investigated. The effect of varying the initial temperature, the pipe
diameter, the length of the pipe and the applied cooling rate is studied. The results
obtained using an open bottom model are described.

The conclusions, in chapter 7, draw together the results from this numerical

investigation. Finally, the proposals for further work are detailed in chapter 8.



2. LITERATURE REVIEW

The purpose of a literature review into pipe freezing is to gather together the existing
knowledge on pipe freezing and related fields which provides the background to the current
research. There are several approaches which have been used to investigate problems that are
relevant to pipe freezing. They can be split into the following areas.
® Experimental investigations: the problem of interest is reproduced as closely as possible in
the laboratory and experiments are carried out. By installing instrumentation, such as
thermocouples, in the rig, detailed information can be obtained during the experiment.
| Analytical investigations: the equations governing freezing and convection are complicated,
however by making assumptions about the general behaviour it is possible to simplify the
problem to a point at which the equations can be solved. Solution of the final equations often
requires numerical techniques, especially for evaluating complicated integrals.
® Numerical investigations: the governing equations are solved without making assumptions
about the general behaviour. The basis of the method is to divide the area of interest into a
grid of points and to relate the value of the dependent variable at one point to the values at
the neighbouring points using the governing equations. In a transient problem, the time scale
must also be divided up and the equations solved at a series of points in time. The resulting
sets of equations are interlinked and are solved either iteratively or by employing more
complicated techniques, normally using a computer program. The analytical solutions are
obtained by making fairly detailed assumptions but provide equations which are fairly quick
to solve, whereas the numerical methods require very few specific assumptions but generally
demand significant computer resources.

The literature review is split into these categories and has concentrated on natural
convection and freezing problems. Some studies combine approaches, for example
experimental research from which empirical constants are extracted and used in analytical
models; these investigations are categorised on the basis of the major part of the work. A
complete review of research into pipe freezing would cover a wide range of problems, such
as freezing flowing liquids which, although interesting, are not of direct relevance to the
current work and are therefore not included. In addition, problems involving materials which
do not solidify at a discrete temperature are not reported in great detail because there are

significant differences between these processes and those involved in freezing water.
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2.1 REVIEW OF EXPERIMENTAL WORK

The relevant experimental research consists of studies into pipe freezing and also
general investigations into freezing with convection. Firstly, the results from the entire
research programme at Southampton are summarised in section 2.1.1.1. The investigations into
the effect of convection on freezing water in vertical pipes is described in more detail in
section 2.1.1.2. Research into pipe freezing performed outside Southampton is described in
section 2.1.1.3. In section 2.1.2, relevant studies in the wider field of freezing and natural

convection are summarised.

2.1.1 Research into Pipe Freezing

2111 General Pipe Freezing Research at Southampton

Research has been carried out since 1981, investigating pipe freezing in depth. The
work is described in detail by Wiglev®™ and Bowen!"!. Detailed overall reviews are provided
by Burton'! and Tavner™; these results were used by Wiglev'® to propose a set of guidelines
for pipe freezing practice.

The first phase of the research ran from 1981 to 1985 with the general objective of
establishing the processes which control the plug formation. During the second phase (1986-
1990) the research into freezing water and crude oil was continued and the development of
non-invasive methods of gauging when the plug was closed was investigated. Phase three was
started in late 1993 with the aim of investigating the stresses induced in the pipe wall during
freezing: the results from the third phase are described by Keary!”). This work is continued in
phase four which started at the end of 1994.

Freezing was carried out in vertical pipes for a range of pipe sizes and water
temperatures and showed that the freezing time was proportional to the square of the pipe
diameter at low values of initial water temperature. As the temperature was increased, the
freezing time increased and eventually reached a limiting temperature at which a solid plug
could not be formed. The limiting temperature was lower for larger pipes. The results showing
the time to freeze in different size pipes is shown in figure 2.1 and are discussed in more
detail in section 2.1.1.2. Freezing static water in a horizontal pipe showed that natural
convection caused the ice to form faster at the bottom of the pipe, with the plug finallv

closing at a point above the centre of the pipe.
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Freezing flowing water was also explored for pipes of various size and material and
generally required longer freezing times than static water because of the increased heat
transfer into the freezing zone. The effect of initial temperature and flowrate was investigated
for vertical and horizontal pipes. These conditions, combined with the pump head, were found
to influence the success of the freeze. Investigations also showed that the ice formation could
display cyclic melting and freezing behaviour and also that the position of the plug neck could
change during freezing. Formation of multiple necks was observed in situations with high
flowrates and relatively long freezing jackets. This is an area of interest because of the danger
to the pipeline when the plug necks close and trap water in between; the confined expansion
on freezing will cause high stresses which can cause the pipe to fail.

The effect of freezing on the pipe itself was investigated and it was concluded that
the thermal stresses generated by the shock cooling lie within the elastic limit for steel but not
for materials such as glass reinforced plastic which are more sensitive to thermal shock.
However, it was noted that reducing the temperature to that of the cryogen will cause mild
steels to undergo transition from a ductile to brittle state and therefore shock loading such
pipes should be avoided. A numerical and analytical study of the stresses in the pipe wall is
currently in progress.

Freezing hydrocarbons such as fuel oils, motor oil, paraffin and various crude oils was
studied and it was found that, due to the increased convection, those with low viscosity are
more difficult to freeze. Since hydrocarbons do not solidify at a discrete temperature but
become more viscous as the temperature drops, solidification was judged by the ability of the
plug to withstand pressure. In the experiments carried out on crude oil, this was found to be
at core temperatures between -100°C and -120°C. During a freeze on live Kuwait crude oil
in a large (250mm (10") diameter, 9m (30ft) length) horizontal steel pipe, the pipe had to be
insulated to prevent heat transfer from the environment and forming a solid plug was only
possible for initial temperatures below 13°C. Freezing times were over 36 hours, compared
to around 2 hours for water in the same pipe.

The practice of freezing oil filled pipelines by introducing water into the pipe and
freezing an ice plug is common. Investigations showed that the pressures that could be resisted
by the plug were considerably lower than those held in a clean pipe because the layer of oil
on the pipe wall reduced the adhesion between the ice and the wall. In horizontal pipes the
oil collects at the top of the pipe and any drop in liquid nitrogen level could endanger the
freeze because the oil must be below -120°C to hold pressure.

Both water and oil plugs in various pipes were tested to determine how much pressure

could be safely held. Ice plugs in a 50mm (2") diameter pipe were found to withstand
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pressures of up to 207 bar (3 ksi). The ability to hold pressure is thought to be due to the
'necking' of the pipe and the strength of the interfacial bond between the wall and the solid.
These mechanisms are being studied in the current phase.

Considerable work has been carried out looking into non-invasive methods of
monitoring the progress of a plug in order to improve the methods of gauging when it is safe
to open the pipe. Monitoring wall temperatures was found to give no indication of plug close-
off. Ultrasonic methods were tried and both heat flux and acoustic emission were monitored.
Both pulse-echo and through-transmission ultrasound methods were used. Monitoring the
initial plug growth was possible but as the internal plug diameter became smaller, the signals
became more difficult to understand due to scattering caused by cracks in the ice. Both
transmitters and receivers were intolerant to low temperatures and therefore could not be
located inside the jacket. Another method which was found to give encouraging results was
the acoustic emission technique; cracking sounds are heard as a freeze progresses with a burst
of activity just before the plug closes off. This method is easier and cheaper to apply than
ultrasound, especially as the sensor can be mounted away from the freezing section, but it
provides less information about the progress of the freeze and merely monitoring for a peak
in emission could lead to a false indication of freeze off. Heat flux measurement provides
more information on the progress of the freeze. The steady state value of heat flux for a plug
with a small but finite neck diameter is calculated and when the measured heat flux drops
below that value, the plug can be said to be frozen. Because the calculation neglects axial heat
transfer and transient effects, the critical value is under-predicted, effectively incorporating a

safety factor into the method.

2.1.1.2 Freezing in Vertical Water Filled Pipes

Burton'"! studied the formation of ice plugs in vertical pipes, both experimentally and
numerically. A 100mm diameter (4") stainless steel pipe with a 200mm long jacket was used
to investigate the effect of initial temperature on plug formation. Experiments were carried out
in two ways; with the pipe blanked off at the bottom and with the bottom of the pipe left open
and placed on top of a tank. In the first arrangement the entire bulk of the water inside the
pipe was cooled during freezing whereas in the second arrangement the bulk temperature
inside the freezing zone was maintained at the initial value. Burton concluded that these two
configurations represented extreme cases of mixing between the freezing zone and the water

in the surrounding pipework.
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Burton observed that at temperatures below 20°C, the heat transfer was limited to the
freezing section and the presence of the tank made little difference. At higher temperatures,
using the tank lengthened the freezing time greatly and also resulted in more asymmetric plug
profiles with the neck offset towards the top of the plug.

Burton proposed that there are three stages in plug formation; during the first stage,
the cooled water flows down over the growing ice and is replaced by an upwards core flow.
When the plug reaches a critical size, the two flows interfere, causing the core flow to be
turned at the neck and join the downwards moving boundary layer. The top section is now
isolated and cools rapidly, freezing off first. During the third stage the plug grows axially.
This is sketched in figure 2.2. This theory was supported by the heat flux data which was
obtained from temperature measurements from different parts of the freezing section. Later
work by Bowen and Burton™ modified this theory slightly by suggesting that a mixing region
formed when the core flow and boundary layer flows started to interfere. Burton also
developed a numerical model of one-dimensional solidification; this is described in section
2221,

Further investigations were carried out by Bowen and Burton during the second phase
of the pipe freezing research, studying freezing water in vertical pipes ranging from 100mm
to 250mm in diameter. The results showed that when the initial water temperature was low
the freeze times were roughly proportional to the diameter of the pipe. Using this data, Bowen
et al® performed a one-dimensional analysis to investigate the effect of pipe diameter on the
maximum temperature which can be frozen by considering the case at which the heat fluxes
balance and therefore solidification stops. Consideration of the heat balance equation shows
that there is a critical value of the plug radius; if the plug grows to this size then it will
completely solidify. This critical plug radius is proportional to the pipe radius. Using the
relationship for the critical neck radius and assuming a constant heat transfer coefficient for
the heat transfer from the water to the freezing front, the limiting temperature is found to be
inversely proportional to the pipe radius. The proportionality constant can be defined using
the experimental results for one pipe diameter, providing an estimate of the limiting
temperature for any pipe size.

Bowen also considered the difference between the freezing time at low initial water
temperatures and that at higher temperatures and, by assuming the difference to be due to
convection, obtained an estimate of the heat transfer coefficient.

The design of the freezing jacket was also investigated and found to affect the
freezing time. This was investigated using the 100mm diameter pipe and a narrow annulus

jacket made from aluminium alloy and a larger annulus stainless steel jacket.
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The aim of the work carried out by Tavner”! was to observe the effects of convection
on plug formation in vertical pipes by using flow visualisation techniques. A vertical 100mm
diameter (4") stainless steel pipe with a 200mm long jacket was used. Tavner developed the
experimental rig in several stages, the bulk of the useful results were obtained using the final
rig. In order to allow the forming plug to be seen, the pipe was cut in half axially and a
perspex window was bolted onto the front of the half-pipe. The thermal conductivity of
perspex is three orders of magnitude lower than that of steel and so the window was
considered to be adiabatic. The other difference between using a whole and half pipe is the
shear at the window; in a whole pipe, the velocity gradient would be zero, whereas in the half
pipe, the velocity is zero. However, this will only effect the behaviour near the wall and the
overall formation of the plug should be unchanged and was still considered two dimensional.
The pipe was placed on top of a Im long, 300mm (12") diameter tank of water which could
be maintained at a desired temperature by immersion heaters. The role of the tank was to
simulate the thermal mass of water in a long length of pipe. Both flowing and static water was
frozen.

This rig allowed the plug formation to be observed and photographed. Various flow
visualisation techniques were attempted and the thymol blue method was found to be the most
appropriate. This method is described in depth by Tavner”. Briefly, the thymol-blue solution
is an indicator dye and is vellow in colour when added to the water. When a voltage is placed
across it, the solution near the cathode becomes depleted in H;O ions and turms blue. The dye
remains blue for several minutes. A cathode wire was positioned across the pipe (the pipe
itself was the anode) and a voltage applied to generate the blue dye. This made the flow
patterns visible (these were photographed). The resulting velocity profiles were W-shaped,
showing the boundary layers flowing downwards over the ice and the core flow up the centre
of the pipe. In some cases, an upwards flowing sub-layer was observed next to the ice where
the temperature was below the density inversion temperature of 4°C. The speed of the flow
was obtained by measuring the distance covered by the blue dye over a set time period.

A series of experiments were also carried out with an array of 20 thermocouples
positioned inside the freezing zone, providing data for the temperature variation inside the ice
and water as the freeze progressed.

Another series of experiments used a thermocouple, mounted on a traversing
mechanism, to obtain temperature readings at a single point throughout the freeze. The
thermocouple was positioned before the freeze began and the temperature logged as the freeze
progressed until the thermocouple became embedded in the ice. This was repeated with the

same initial conditions to obtain the temperature - time history at different positions in the
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pipe.

The three stages of plug development, deduced by Burton from temperature
measurements, were observed by Tavner although they were not as distinct as Burton
suggested. A 'mixing region' was identified below the plug, where the boundary layer and core
flow interfere. The extent of this region was found to depend on the bulk temperature. Tavner
noted that the bulk temperature of the water inside the freezing region away from the ice

started to decay soon after the freeze started.

2113 External Research on Pipe Freezing

Very little research has been carried out on pipe freezing apart from that described
above. Both Burton!" and Tavner® review the relevant literature in detail. In addition to the
research at Southampton, pipe freezing has been studied by Lannoy!®, Lannoy and Flaix""
and by Law!'?.

Lannoy and Flaix attempted to reproduce specific situations where freezes had to be
carried out. Tests were performed on horizontal and inclined steel pipes of diameters ranging
from 360mm (14") to 230mm (8.5") containing static and flowing liquid. One motivation for
the work was to observe the effect of the shock cooling on the pipe itself and also the effect
on any weld sites. The stress and strain on the pipe were measured and temperature readings
in and on the pipe wall were taken. Pressure testing of the plugs was also carried out.

The results showed that the thermal stresses induced in the pipe were lower than the
elastic limit for both austenitic and ferritic steel and that it was possible to freeze a pipe more
than once at the same location without harming the pipe. They recommended that attention
should be paid to reducing the risk of thermal shock by precooling the pipe before freezing
takes place.

Law!'¥ carried out experiments in pipe freezing and also modelled the process using
analytical and numerical techniques. The modelling is described separately in sections 2.2.1
and 2.2.2 and Tavner™ reviews the experimental results in depth. Law attempted to freeze
water, diesel fuel and kerosene in horizontal 100mm (4") and 150mm (6") pipes, under static
and flow conditions. Different jacket lengths and different methods of cooling the wall were
used and the feasibility of freezing carbon dioxide gas was also investigated. There was a
disagreement between Law's results and those obtained by Bowen"! concerning the limiting
temperature at which a plug would form in a 150mm (6") diameter pipe which can be

attributed to the fact that Law made no effort to maintain the bulk temperature inside the pipe
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during the freeze.

212 Other Relevant Studies

The work related to the unintentional freezing of pipes in cold climates concerns
situations which are significantly different to the type of pipe freezing considered here.
Freezing in cold climates generally involves liquid flowing through long lengths of pipeline
at a low ambient temperature. The geometry of the problem is different and, because the
actual temperature differences are small, there is little heat transfer by conduction or natural
convection.

General studies into natural convection with freezing have been carried out for a
variety of situations. Generally, these studies involved more simple geometries and conditions
than those found in pipe freezing. Some examples are described below.

Sparrow et all'” et al observed the effect of natural convection on the solidification
of n-eicosane paraffin. The freezing was initiated by placing a cooled rod into a vertical
cylinder containing paraffin. Their results showed that in the presence of natural convection
the shape of the solidification front was altered, the time to freeze was increased and with
sufficient initial superheat, solidification would stop at a critical thickness.

Sparrow and Souza Mendes!'" determined the local heat transfer coefficients at the
ice/water interface. The heat transfer by conduction through the solid was equated with the
convective heat transfer when the ice growth stopped, thus obtaining a steady state heat
transfer coefficient. Bathelt and Viskanta"! experimented with paraffin and obtained the heat
transfer coefficient for paraffin.

Sparrow and Broadbent!® considered the solidification of paraffin resulting from
external cooling. A vertical tube containing paraffin was immersed in a chilled water bath and
the initial superheat of the liquid and the subcooling of the bath were varied. Four component
energies were evaluated from the results and the latent heat of fusion was found to be
dominant although the sensible energies released from the subcooled frozen solid and
superheated liquid were significant at larger amounts of superheat. The effect of natural
convection was found to be small because the initial superheat decayed rapidly.

Boger and Westwater'” observed the effect of buoyancy on the melting and freezing
of water in a cavity. The sides of the cavity were insulated and the top and bottom could be
heated or cooled. They concluded that natural convection is negligible at Rayleigh numbers

lower than a critical value of 1700,
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22 REVIEW OF ANALYTICAL AND NUMERICAL WORK

The purpose of the review of analytical and numerical work was to identify research
into similar problems and to see which solution methods were used. The review was limited
to problems which combined phase change with natural convection. General literature reviews
are published regularly, for instance Patankar'® provides an excellent overview of CFD
problems, Ostrach®! has reviewed natural convection problems and Viskanta® has reviewed
heat transfer in solidifying metal.

The literature can be broadly divided into two groups; analytical solutions and
numerical solutions. In order to use analytical methods, assumptions must be applied to the
problem to simplify the governing equations, however they do provide a method of analysing
the problem without requiring lengthy computer programs. Indeed before the development of

computers, only analytical solutions could be used.

221 Analytical Studies

This section is further subdivided into three, considering phase change in the absence
of convection and with forced and natural convection. Analytical studies of freezing in pipes
published up to 1985 were reviewed by Law!'?, who also applied and extended some of the
models to pipe freezing situations. In addition, studies of natural convection driven by a

heated or cooled vertical flat plate are described.

22.1.1 Phase Change without Convection

The work by London and Seban®®!! concentrated on one dimensional (radial) plug
growth with zero superheat in the liquid and neglected thermal heat capacity in the solid. A

’)2]

similar theory was used by Luikov?®” and Shamsundar™ (although the formulation by
Shamsundar incorporated a 'shape factor' to account for the two-dimensional plug form)
resulting in the same expression for freezing time. These studies differed from the method of
London and Seban mainly in the choice of boundary condition on the outside of the solid
region, The London and Seban theory used a convective boundary condition whereas Luikov
used an isothermal boundary. The resulting relationship for freezing time was proportional to

the square of the pipe radius and inversely proportional to the difference between the freezing
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temperature and the coolant temperature.

Lannoy"” used a similar method to describe freezing and extended it to take account
of forced convection (as described in the following section). One dimensional solidification
was assumed and the rate of interface movement was formulated by a heat balance at the
interface. The steady heat flux between the solid/liquid interface and the coolant (incorporating
a heat transfer coefficient for the heat transfer between the pipe wall and coolant) was equated
with flux required to extract the latent and sensible heat energies from the liquid in order to
advance the interface position. The resulting expression for freeze time was the same as that
obtained in the previously mentioned studies except that the sensible energy of the liquid was
included.

The methods of London and Seban, Luikov, and Shamsundar were used by Law and
were found to underestimate the freezing times compared to Law's experimental results. Law
extended the model of London and Seban®" to try to take the initial water superheat and also
thermal heat capacity of the ice into account. The expression for the water superheat was the
same as that used by Lannoy and the resulting freeze time was extended by the incorporation
of the sensible heat in the ice region. Law noted that this improved the results but added that
it was based on arbitrary assumptions of the temperature distribution in the ice and water. Law
applied the predictions obtained with the Luikov model to cases with initial superheat by
introducing a scale factor equal to the superheat energy and latent heat divided by the latent

heat.

2212 Phase Change with Forced Convection

Lannoy!” extended the one-dimensional model to investigate the effect of forced
convection. An extra flux term was included in the heat balance and formulated for the case
of both laminar and turbulent forced convection. The circumstances under which freezing is
possible were investigated for varying pressure heads.

Other studies attempted to predict the steady state plug form for the two-dimensional
situation. Assumptions were made, notably concerning the velocity profile inside the pipe, the
boundary condition on the outside of the solid and neglecting axial conduction and free
convection. Mathematical analysis was carried out to obtain the solutions for the liquid zone.
The steady state temperature distribution inside the solid region is specified in terms of the
solid front radius and, by enforcing heat balance across the solid/liquid boundary, the position

{24]

of the boundary can be calculated. This is described by Zerkle and Sunderland"“", who used
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a constant external temperature whereas Sadeghipour et al® applied a convective boundary
condition. The convective boundary condition complicated matters by resulting in a section
of the pipe at the inlet where there was flow and cooling but no freezing. In order to solve
the problem, some simplifying assumptions had to be made. These two methods predicted the
steady state plug profile and were used to see whether, under certain conditions, the plug
would reach the centre of the pipe. These two methods were employed by Law to investigate
the effect of jacket length, initial temperature and flowrate on the success of the freeze. Law
noted that the first method (Zerkle et al) was overly pessimistic about the limiting flowrate
and temperatures (compared to experimental results) whereas the second method (Sadeghipour

et al) gave more realistic results.

2213 Phase Change with Natural Convection

Bowen et al’”! performed a simple one dimensional analysis and, by assuming that the
heat transfer coefficient is constant, predicted that the highest temperature that can be frozen
in a given pipe is inversely proportional to the pipe diameter. By choosing the proportionality
constant to give the limiting temperature for one pipe size from experimental results, the
limiting temperature for any pipe size was obtained.

Since 1985 several papers have been published describing analytical solutions for
natural convection and phase change. Huang® studied the effect of natural convection on
melting assuming that the temperature distribution could be obtained from the solution to the
Neumann equation (ie. conduction controlled and one-dimensional (cartesian)). By applying
simplifying assumptions to the velocity equation, the velocity distribution could be predicted
and the interface movement calculated.

Bejan®" looked at the problem of melting with natural convection in the melt. A solid
initially at its fusion temperature was placed in contact with a vertical wall which was
maintained above the fusion temperature. The solution was divided into two parts. Firstly, the
quasi-steady melting case when the liquid region was sufficiently wide that it could be divided
into a cooled boundary layer flowing downward over the solid, a warmed upwards flowing
boundary layer by the wall and a core region in between. By using boundary layer theory, the
velocity and temperature distributions in the boundary layers were specified and the velocity
and temperature distributions in the core region defined. From these equations the thickness
of the two boundary layers and the core temperature were calculated and the interface velocity

predicted. The second part was obtained by considering the early stages when the width of
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the liquid region was small and the temperature distribution inside the liquid was dominated
by one-dimensional conduction. The temperature distribution and interface position could then
be determined using the Neumann solution. By applying simplifications to the equation for
vertical velocity, the velocity profile and thence the convective flux were calculated and the
resulting interface movement predicted.

In the same year, Zhang and Bejan'®™ published a paper describing melting with
natural convection in a semi-infinite region but with conduction in the solid. The boundary
layer velocity and temperature profiles were predicted using boundary layer theory and

movement of the interface was calculated.

2214 Convection over a Vertical Flat Plate

Scale analvsis, carried out by Bejan®®!, used the governing equations, simplified for
the boundary laver and considered the magnitude of the inertia, friction and buovancy
components. Bejan then obtained relationships for the order of magnitude of the peak
boundary layer velocity and the thicknesses of the thermal and velocity boundary lavers for
the two cases of Prandtl Number greater and less than one. This was based on the assumption
of a homogenous constant property fluid. Bejan then went on to derive more exact expressions
for these quantities using integral analysis, assuming velocity and temperature distributions
inside the boundary layer. The integral analysis for a high Prandtl number fluid such as water

1s detailed in Appendix I
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2.2.2 Numerical Studies

Since the 1970s, as computer power and availability has increased, the interest in
solving problems numerically has grown. A numerical solution allows complex problems to
be solved and is especially attractive in problems where the geometry is complex, for instance
in modelling heat flow in castings or where the boundary conditions are complicated.

This section is subdivided into four problem types. Firstly, the numerical work that
has been carried out specifically into cryogenic pipe freezing is described. This is kept
separate from the research labelled 'pipe blockage' because there are fundamental differences
between the two problems. 'Pipe blockage' refers to the (normally undesired) freezing of long
lengths of pipes, typically in cold regions. The next section gives an overview of the particular
problems associated with alloy solidification and finally the fundamental research using
simplified geometries is described. In each section the similarities and differences between the
problems modelled and the current work are outlined.

The numerical methods used in each example are not described here in detail.

2221 Pipe Freezing

Numerical modelling of pipe freezing has been carried out by Burton' and by Law!?.
Burton modelled one-dimensional, radial, solidification with conduction in the water and ice
regions. Firstly, the equivalent heat capacity method was used but instability was experienced
in trying to model the discrete phase change temperature. The boundary immobilisation
method was used instead, thus solving the conduction equation in the water and ice regions
separately and using the heat balance at the interface to calculate the movement of the
interface. The pipe wall was incorporated into the model and the cryogen boiling on the wall
was simulated using a heat flux-wall temperature correlation for the outer boundary condition.
The model overestimated freezing times by a consistent amount which was attributed to the
difficulties in formulating the boiling curve for liquid nitrogen. Apart from this, the results
agreed well with experimental data at values of initial temperatures when the assumption of
zero convection is valid.

Law'™? used a finite element package (PAFEC) to model the plug formation in two
dimensions, neglecting convection. The solidification was solved using a fixed gnd and
varying the specific heat capacity to account for the phase change. The pipe wall was not

included in the solution but a convective boundary condition was applied which was
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formulated assuming that the temperature on the outside of the pipe wall was constant at
-186°C. Law observed that the predicted freezing times were less than the experimental values
and attributes this to neglecting convection. However, closer observation of the predicted and
measured temperatures on the inside of pipe wall would suggest that the cooling rate was
over-estimated by assuming that the temperature on the outside of the pipe immediately

dropped to -186°C and that this is responsible for the difference in freeze times.

2222 Pipe Blockage

Liquid-filled pipelines in environments where the ambient temperature falls below the
freezing temperature of the liquid run the risk of becoming blocked by the pipe freezing shut.
This can be prevented by maintaining a small flow in the pipe and therefore research is
needed to establish the required flowrate.

Pipe blockage problems differ from cryogenic pipe freezing for several reasons. The
ambient temperature inside the pipe will be near the freezing temperature so there will be
negligible levels of natural convection although forced convection is often included in the
investigations. In addition, the amount of subcooling will be low and the length of pipe cooled
is much longer than that used for pipe freezing.

One problem that has attracted interest is the formation of a wavy ice profile inside
the pipe due to the flow changing between laminar and turbulent. This has been investigated
experimentally (for instance, by Hirata and Matsuzawa®), analytically (eg. Wiegand and

Beer") and numerically (cg. Albert™™)

2223 Alloy Solidification

Casting has been modelled by numerous researchers both with and without natural
convection in the melt. Whilst pure substances and eutectic mixtures solidify at a discrete
temperature, binary and multicomponent alloys solidify over a range of temperatures, thus
there is a temperature (and spatial) range over which liquid and solid phases coexist in
equilibrium. This is known as a mushy region. On a microscopic scale, this region contains
complicated, usually dendritic, structures. Although complex on the microscopic scale, on the
macroscopic scale methods have been developed to model the region. This can actually make

the prediction easier because the change in properties and enthalpy occur across a temperature
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and spacial range instead of occurring suddenly at the interface. The particular problems

associated with mushy regions in alloy solidification are not relevant to pipe freezing.

2224 General Applications

Interest in phase change as a method of storing energy has also fuelled research in this

area, for instance Bellecci and Conti®*!

who modelled the transient freezing in a solar storage
module. Other areas of research encountered include crystal growth, freezing biological cells
(either cryopreservation or for food storage) and freezing porous media such as soils.

There are also a large number of papers describing more fundamental research. These
include papers describing modelling phase change with natural convection in simplified
geometries. One typical geometry is a vertical enclosure with an adiabatic top and bottom and
isothermal sides, for instance Ramachandran et al®!, Gadgil and Gobin®, Ho and Viskanta®,
Benard et al®”), Beckermann and Viskanta® de Vahl Davis et al®®. All the above examples
used a transforming grid so that the position of the solid/liquid interface was fixed in relation
to the grid. Yoo and Ro!*”! modelled the melting of a solid initially at its fusion temperature
in a rectangular cavity with adiabatic top and bottom and warmed sides. This differed from
other research in that it included the effect of a solid-liquid density change on the velocity at
the interface. In this situation with a PCM (n-octadecane) with a 5% decrease in density on
melting, Yoo et al noted that the density change was important early in the melting process.
However, Gadgil and Gobin® state results for paraffin which undergoes a 10% density
decrease on melting and quote that the effect of this is negligible in comparison with the
boundary layer velocities. The other geometry frequently modelled is a two-dimensional slice
through a horizontal cylinder and either involves phase change around the outside of the
cylinder, for instance Yao and Cherney™'! and Ho and Chen' or phase change inside the
cylinder, for instance Rieger et al'®! Sparrow et al"**! modelled melting from a warm cylinder
embedded in a cylinder containing a PCM (phase change material) at its fusion temperature.
Later, Sparrow and Ohkubo!*? considered the problem of ice formation inside a vertical pipe
using the finite volume approach, a transforming grid and the SIMPLER algorithm. This
problem differed significantly from the pipe freezing configuration in that the entire vertical
wall was maintained at one temperature and the top and bottom of the domain were adiabatic.

These situations differed from that of pipe freezing because of the constant boundary
condition and its effect on the resulting flow. Pipe freezing involves cooling only a section

of the wall. Thus a layer of ice grows from the wall to meet in the centre of the pipe and the
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flow pattern becomes disrupted as the boundary layer flows down the wall, curves over the
ice and back to the wall.

Several attempts to solve the problem of flow entering a pipe which has a step change
in the boundary conditions near the entrance, changing from adiabatic to cooled and therefore
results in a high gradient of the solid/liquid profile. Hibbert et al™*¥ used the commercial CFD
package, PHOENICS, with the enthalpy method to predict the transient plug formation with
flow but no buoyancy effects. The cooled wall condition extends from close to the entrance
to the pipe to the end of the domain. Bennon and Incroperal” also used the enthalpy method
to predict the steady state plug formation between parallel vertical plates and included the
effect of natural convection. Their predictions showed that the local cooling at the solid/liquid
interface accelerated the flow next to the interface such that flow reversal in the fluid core
could take place near the exit. Albert® modelled the flow and phase change in a similar
configuration using finite volume method and a transforming grid. Natural convection was
neglected but the turbulent flow was included in the model in order to investigate the wavy

ice formation.

2.2.3 Discussion

The problem of interest in this work is the deliberate freezing of the contents in a
section of pipeline in order to form a temporary seal. The cooling is therefore applied to a
section of the pipe wall and there are changes in boundary condition at the top and bottom
of the jacket. The problem also includes the interaction between the natural convection and
the growing plug.

The literature above is split into analytical and numerical work. In order to solve the
problem analytically, simplifications must be applied to the definition of the problem.
Analytical solutions are a good method of gaining a preliminary step in studying the
mechanisms involved in plug growth and were used by Law''? to do this. The work of
Bejan®” and Zhang and Bejan, if it were extended to cylindrical co-ordinates, could be
useful in investigating the effect of natural convection on plug formation, however, this would
still require assumptions to be made concerning, for instance, the core temperature and the
formation of separate regions above and below the plug neck could not be included. The scope
of the problem investigated in this work was considered to be too complex for analytical
solutions to be practical.

Very little analytical or numerical work has been carried out specifically into pipe
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freezing. A large number of methods have been developed and a wide range of problems have
been solved numerically but only a small number of these applications are of direct relevance
to this work. The only relevant work was by Burton!"’ and by Law''?), both of whom neglected
natural convection.

Most of the papers found in the literature review describe simplified geometries,
typically rectangular enclosures with adiabatic top and bottom, or horizontal cylinders with
phase change occurring inside or around the outside of the cylinder. The presence of two
changes in the boundary conditions (ie. the top and bottom of the jacket) was found to be
unusual. These conditions are important as they result in a steep solid-liquid interface in the
regions at the top and bottom of the freezing region and also cause a large degree of distortion
to the liquid region. The development of a numerical model of pipe freezing and natural
convection has not been attempted. Similar problems have been modelled but there are
significant disparities between them and pipe freezing which make it impossible to apply the

results to pipe freezing.
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23 SUMMARY OF PREVIOUS WORK

The important results from the previous sections are summarised into the following
sections for reference. The definition of the characteristic dimensionless numbers are included

in Appendix IV together with example values.

2.3.1 Effect of Pipe Size and Initial Temperature on Freezing

The freezing times for static water in vertical pipes for varying initial temperatures
and four pipe sizes (100mm, 150mm, 200mm and 250mm diameter) are shown in figure 2.1.
At low temperatures, the freezing times are roughly proportional to the square of the diameter,
ie. proportional to the cross-sectional area. As the initial temperature 1s increased, the freezing
time increases almost linearly and then starts to increase more rapidly until a limiting
temperature is reached at which the plug will not form. The limiting temperature 1s lower for
larger diameter pipes.

This behaviour is explained in the following discussion. If convection is negligible,
the freezing time is determined by the rate at which the latent heat and sensible heat can be
removed from the pipe. Freezing consists of removing the latent heat and the sensible heat
from the ice and also removing the sensible heat of the water. The sensible heat of the water
is proportional to the initial water temperature and both components are proportional to the
ratio of the volume to length of freezing zone (ie. the cross-sectional area). The relationship
between pipe size and freezing time when the water is initially at the freezing temperature is
predicted by the analytical models of London and Seban, Luikov, Shamsumdar and Lannoy.
The model of Lannoy and the extensions of the London and Seban and the Luikov models by
Law predict the linear increase with initial temperature.

When convection is important, there will be an extra component to the freezing time
because convection increases the rate at which heat is supplied to the ice interface and
therefore slows the ice growth. When the temperature is sufficiently high, the heat flux to the
interface can balance the rate at which heat is removed by conduction through the ice to the
cryogen and at this point the ice growth stops. The rate at which heat can be conducted away
from the interface decreases as the ice layer grows and therefore the value of initial
temperature which is sufficient to stop ice growth is lower for larger diameter pipes. The
analysis by Bowen et al implies that, if the coefficient for the heat transfer between the water

and ice can be assumed to be constant, the limiting temperature is inversely proportional to
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the pipe diameter.

232 Development of the Buoyancy Driven Flows

Burton”, and Burton and Bowen® deduced that there are three stages in plug
formation, illustrated in figure 2.2. In the first stage, the cooled water flows down over the
growing ice and an equal flowrate moves up the centre of the pipe. The second stage begins
when the plug has reached a critical size (Burton states that this happens when the neck
diameter is about 30mm in a 100mm (4") diameter pipe) and the two flows begin to interfere,
causing a mixing region at the plug neck where the boundary layer and the core flow interfere.
If the bulk temperature below the neck is maintained, the freezing in this region is retarded.
The water above the neck is isolated and the ice growth is more rapid, causing the neck to
migrate up the plug. In the third stage, the plug grows axially.

The three stage theory was broadly supported by Tavner, with the qualification that
the stages were not as distinct as Burton proposed and that the critical neck diameter increased
with initial water temperature. Tavner noted that a mixing region forms below the plug, where
the boundary layer and core flow interfere. The distance that this region extended upwards
into the freezing zone and downwards into the pipe was found to depend on the initial
temperature. The effect on the bulk temperature inside the freezing zone is discussed in

section 2.3.3.

2.3.3 Variation of Bulk Temperature inside the Freezing Zone

Tavner noted that the bulk temperature of the water inside the freezing region away
from the ice started to decay soon after the freeze started. This was attributed to the mixing
region causing stratification inside the freezing zone. At initial temperatures above about 30°C
the bulk temperature did not decay and it was therefore concluded that the mixing region had
extended down the pipe into the tank.

The role of the tank in maintaining the bulk temperature was also implied by
comparing Tavner's temperature measurements with those obtained by Burton. In Burton's
experiments the tank was located nearer the freezing section than in Tavner's rig (200mm (two
pipe diameters) compared to 400mm (four pipe diameters), respectively) and there was very

little decay in bulk temperature even at 20°C.
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234 Effect of Convection on Plug Profiles

If the cooling rate is uniform in the jacket and there is negligible convection, the ice
front will be vertical except near the top and bottom of the jacket. In practice, the process of
filling the jacket means that the plug first starts to grow at the bottom of the jacket. This 1s
augmented by the effect of convection which also causes the ice to form more rapidly near
the bottom of the jacket.

When the plug reaches a critical size, the interaction between the flow field and the
forming plug results in the water above the plug neck becoming isolated from the surrounding
water. The bulk temperature above the neck drops rapidly and the freezing rate increases. The
position of the plug neck migrates upwards, leading to the plug closing off above the mid-
point of the jacket.

Burton compared the plug profiles obtained with and without a tank. When the tank
was not used, the position of the plug neck was near the bottom of the jacket at the beginning
of the freeze and moved up the plug during the freeze so that the plug froze off at around
half-way up the jacket. The plug extended above and below the freezing zone. The bulk
temperature decayed throughout the freeze and therefore the initial water temperature had very
little effect on the shape of the ice plug.

When the tank was included in the rig, the bulk temperature inside the freezing zone
did not decay. The volume of ice formed was lower, with the plug being restricted to the
freezing zone. The neck position moved further up the plug so that the plug froze off above
the centre of the jacket; it was noted that this asymmetry increased with increasing initial
temperatures.

This effect was also noted in Tavner's results. It was modified by the extra cooling
at the bottom of the jacket (‘cooled fin'); this resulted in asymmetric plug profiles at low initial

temperatures with the neck position below the centre of the plug.
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3. DEVELOPMENT OF ANALYTICAL MODEL
OF PIPE FREEZING

Several attempts have been made to investigate freezing using analytical models of
varying complexity. These were reviewed in chapter 2. The early models®"?>** addressed the
Stefan problem in which the liquid is initially at its fusion temperature. More recently,
attempts have been made to predict freezing when the initial temperature is greater than the
fusion temperature by making assumptions concerning the change in sensible heat which
occurs during the interface movement. Other models have included the heat flow from the
liquid to the freezing front; Bowen et al® used a heat transfer coefficient derived from
experimental data for natural convection, and Lannoy"® included a forced convection
coefficient to predict freezing with forced flow.

The work by Bejan®! offers an attractive way of extending the analysis further. Bejan
predicted the flow and heat transfer due to laminar natural convection driven by a cooled or
heated vertical plate by making assumptions about the velocity and temperature profiles in the
boundary layer and thereby solving the governing equations (this analysis is reproduced in
Appendix I). This resulted in equations for the heat transfer coefficient, boundary layer
velocity and velocity and thermal boundary layer thicknesses in terms of the fluid properties,
bulk temperature and cooled wall length. The predicted heat transfer coefficients were around
50% larger than those obtained experimentally by Tavner for the same water temperature. This
was attributed to the fact that the analytical solution was derived for a fluid with constant
properties; cooling water below 4°C results in an up-flowing boundary layer next to the cooled
wall and a down-flowing layer away from the wall. In addition, the plug growth will distort
the flow field which will affect the heat transfer at the plug neck and the assumption of
laminar flow becomes less accurate at higher temperatures and in larger pipes.

The development of an analytical model of pipe freezing is described in the following
sections. In section 3.1, freezing with no decay in the water temperature in the freezing zone
is considered. In section 3.2, the variation of the water temperature is predicted by making
assumptions about the development of the flow field. Finally, in section 3.3, the two models

are linked and the effect of bulk temperature decay on the freezing time is investigated.
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3.1 DEVELOPMENT OF THE FREEZING MODEL WITH NO BULK
TEMPERATURE DECAY

A one dimensional (radial) model is described, based on a heat balance at the
solid/liquid interface at the plug neck. Estimates of freezing times for different sizes of pipe
and initial temperature are presented and approximate relationships between the governing

parameters are defined for the limiting case (when the plug will only just freeze across the

pipe).

3.1.1 Derivation

The heat conducted away from the freezing front through the solid, assuming steady

conduction and ignoring the thermal resistance of the pipe wall, is given by equation 3.1.

2% R, (1,T)
Qcond= 1 R, R,
S+ Xin2
k, kR,

c 5

T=0 (3.1)

where the conductivity in the ice, k,, depends on the coolant temperature.

The heat flux from the liquid to the interface is given in equation 3.2.

Qoo =21 R, h (Tb"Ti) T,=0 3.2)

The difference between the heat conducted away from the interface and that arriving
at the interface is equal to the change in enthalpy caused by the interface movement. In order
to account for the change in sensible heat, the assumption made by both Law and by Lannoy
was employed, ie. that the layer of liquid which solidifies was at the bulk temperature. Thus

the rate of interface movement is given by equation 3.3,

R(-T
HT,— (& C)&,
wr___ RG5hE) .
dt pL+pcT,

The heat balance was applied at the plug neck because this is the point of interest
when assessing plug closure and also because axial conduction is minimised at this position.

Bejan's prediction of heat transfer coefficient for flow over a flat vertical plate, (equation 1.16
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in Appendix 1), is formulated in terms of a distance, z, which, for this case, is the length of
cooled wall above the plug neck (the extra length due to the curvature of the ice plug was
neglected). The heat transfer coefficient decreases with increasing cooled wall length and
therefore it is expected that the plug neck will be near the bottom of the jacket. It is assumed
that the vertical position of the plug neck is proportional to the jacket length for all pipe sizes
and 1nitial temperatures and that it remains at the same vertical position throughout the freeze.

The rate of interface advance becomes equation 3 4.

R 1 [AKRa®TH R, T, o
dt  pL+pcT, H R(L+Zp R ‘
b & R,

where A, is the ratio of the length of the cooled wall above the plug neck to the total length
of cooled wall and H is the total length of the cooled wall (ie. the jacket length).
This equation can be further manipulated to investigate the effects of the governing

parameters on freezing and this is described in the following sections.

312 Results

Two investigations were carried out. Firstly, freezing times were calculated for four
pipe diameters and various initial water temperatures and, secondly, the effect of the pipe size,
jacket length and coolant temperature on the highest value of temperature which can be frozen

successfully was investigated.
31.2.1 Predicted Freezing Times
If the heat transfer between the liquid and solid/liquid interface can be neglected,

equation 3.4 can be solved to give the following equation for the time to freeze the pipe. (This

equation is presented by Law and by Lannoy.)
_ PLrecT, o (1, R, (3.5)
2 |T,| Y\h, 2k,

Further manipulation of the values of heat transfer coefficient (see Appendix I) gives
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the following relationship for heat transfer coefficient (equation 3.6).

h(z) = 25.880 T%0 77025 (3.6)
h(AH) ~ 25.880 T, (A )%

The existence of a non-zero heat transfer coefficient complicates the solution,

however, results can be obtained by employing a simple numerical approximation. The

interface position at time t+5t, making use of equation 3.6, is given by the following equation.

) 1.680
R‘t‘-bt - Rt+ 6t [25-880 Tb _ RW TC

. 3.7
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b kR

The freezing time can be obtained by repeatedly updating the interface position (set
equal to the pipe radius at time zero) until the interface reaches the centre of the pipe. (If the
heat transfer between the solid and the coolant is assumed to be perfect, then an initial ice
layer will be necessary to obtain a finite value for the gradient dR/dt.) By repeating the
process with decreasing values of the time step 8t, the estimated freezing time will converge
to the accurate solution.

A program was written to solve equation 3.7 for varying values of initial temperature
and pipe size. Freezing times for water at initial temperatures between 0°C and 30°C in pipes
of diameter 100mm (4"), 150mm (6"), 200mm (8") and 250mm (10") were obtained using the

following parameters :

T, -196°C (liquid nitrogen)
h, 2000 W/m?K  (nucleate boiling)
k, 3.67 W/mK (average in range 0°C to -196°C)
A, 1 (neck at bottom of jacket)
Vs (neck at centre of jacket)

The value for the coefficient of heat transfer to the liquid nitrogen assumes nucleate
boiling conditions; it will therefore overestimate the heat transfer at the beginning of the
freeze when the liquid nitrogen is separated from the wall by a layer of nitrogen vapour.

The resulting freeze times are shown in figure 3.1. There are four sets of curves for
the four pipe sizes and each set comprises of two curves obtained with the ratio A, set to 1
and Y. Each curve shows the roughly linear increase in freezing time as the initial temperature
increases from zero. Over this range the ratio A, has very little effect because the heat transfer

coefficient is low and the effect of the initial temperature is due to the sensible heat term
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rather than the convected heat flux term. At higher temperatures, the freezing times start to
increase more rapidly and the results obtained using the different definitions of A, diverge.
The curves rise rapidly until a limiting temperature is reached above which a complete plug
cannot be frozen. As expected, the limiting temperature is lower when the neck is assumed
to be at the centre of the jacket (A,=') than when it is at the bottom of the jacket (A,=1). The
freezing times for water initially at 0°C increase roughly proportionally to the square of the
pipe size, the limiting temperatures decrease with pipe diameter.

The corresponding experimental results for the same temperature and pipe diameter
ranges are shown in figure 2.1. Comparison between the two sets of data shows that the
general behaviour is predicted well but the actual values are less accurate. The differences can
be split into two areas, as follows.

Firstly, the predicted freezing times for water initially at 0°C are much lower than the

experimental results, typically by a factor of about 60%. There are several reasons for this
difference, described in the following four points.
® The definition of the heat removed from the interface through the ice used the steady state
temperature profile. The temperature gradient on the ice side of the interface is therefore
inversely proportional to the natural logarithm of the ratio of pipe radius to interface radius.
Experimental results obtained by Tavner showed a more linear temperature profile (ie. that
the movement of the interface acts to 'straighten out' the steady state temperature profile). This
gives a lower heat flux than the steady case and therefore using the steady state temperature
profile results in shorter overall freeze times.
® The conductivity of the ice varies with temperature. The average conductivity was therefore
defined as the average between 0°C and T,; it should have been the average in the range 0°C
to the temperature at the pipe wall. The temperature at the pipe wall, and therefore the average
conductivity, will vary throughout the freeze and incorporating this variation would complicate
the solution. Because the conductivity used in the predictions was the maximum possible
value, defining the conductivity more accurately will increase the predicted freeze times; for
example, if the value for a wall temperature of -100°C were used (2.6 W/mK instead of
3.7 W/mK), the freeze times would increase by around 38%.
B One parameter in equation 3.7 which is not known accurately is the coefficient which is
used to quantify the heat transfer between the ice and the coolant; in the case of heat transfer
to liquid nitrogen, as the wall temperature drops, the boiling changes from film boiling (with
lower heat transfer) to nucleate boiling. The previous analysis used a value from the nucleate
boiling region which will give faster freezing times.

® The jacket was filled during the initial few minutes of the experiment which would cause
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the position of the plug neck to move up the plug; the assumption of zero axial conduction
in the ice is therefore not correct over this period. The heat conducted away from interface
through the ice (and therefore the freezing rate) was over-predicted during this period.

The second observation which can be made from figure 3.1 concerns the prediction
of the highest value of initial temperature which can be frozen to block the pipe for each pipe
size; the predicted values are higher than the experimental results. The limiting temperature
is not affected by the assumptions about the steady state temperature profiles and the bulk
temperature in the pipe was deliberately maintained at the initial temperature during the
experiments and therefore the condition in the prediction was realistic for comparison with
these experimental results. The factors which affect the limiting temperature are described in
the following three points.

B Comparison between the experimentally derived heat transfer coefficients (from Tavner'™)
and the predicted values indicate that the predicted heat transfer coefficient is higher than
expected at temperatures below 25°C; at higher temperatures the heat transfer coefficient will
increase as turbulence becomes increasingly significant and therefore the predicted values may
be too low, unrealistically increasing the range of temperatures where freezing is possible.
® The value of heat transfer coefficient used to define heat flux between the ice and the
nitrogen will affect the limiting temperature. The value used here which was a maximum
using the published data from Flynn et al*®; decreasing this will decrease the limiting
temperature.

® The remaining assumption which could be responsible for the predicted limiting
temperatures being lower than the experimental data is the assumption that axial conduction
can be neglected. Axial conduction will become more important at higher temperatures; the
experimental data obtained by Burton", Burton and Bowen™ and by Tavner™ showed that
interaction between the flow and the plug resulted in significant differences in the conditions
above and below the plug neck causing the plug neck to move up the plug. This indicates that

at these temperatures axial conduction is significant.
3122 Parametric Study of Limiting Temperature

From the preceding analysis, an indication of the highest value of initial water
temperature that can be frozen was obtained for each pipe size considered. This method of

predicting the maximum temperature uses the heat transfer coefficient derived for laminar

natural convection driven by a cooled/heated flat plate. Near the limiting temperature the flow
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may become turbulent and there will be an increased risk of neck migration (and therefore a
breakdown in the flow development and increased axial conduction in the ice). This must be
taken into consideration during the following investigation into the effect of varying the pipe
size, jacket length and coolant temperature on the limiting temperature.

The plug will form a solid cylinder (ie. the pipe will be sealed) if the rate of interface
movement (dR/dt) is less than zero for all values of interface radius between the pipe inner
radius (R,) and zero. Therefore, considering equation 3.4, the first term on the right hand side
of the equation must always be less than the second term. This first term is independent of
the plug radius and for a given water temperature and pipe size remains constant throughout
the freeze. The second term varies with the interface radius; as the radius decreases, the
denominator of this term increases then decreases to equal zero when the radius is zero. There
is a maximum thermal resistance between the interface and coolant at an intermediate point
in the freeze and therefore a related minimum heat flux. The interface radius for this critical

point is given by equation 3.8,

k
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(3.8)

Therefore the condition for the plug to freeze-seal the pipe can be simplified to

equation 3.9.

k, |T,]
hT, < 5 (3.9)
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The limiting temperature is the value for which the two terms are equal. If the heat
transfer coefficient were constant, the maximum temperature which could be frozen would be
inversely proportional to the pipe radius. The limiting temperature is therefore given in

equation 3.10 (substituting equation 3.6 for the heat transfer coefficient).

1
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The effect of varying the pipe diameter, jacket length and cryogen temperature on the

limiting temperature was studied. The results are described in the following sections.
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Effect of Varying Pipe Size

With a constant coolant temperature (-196°C) and ratio of jacket length to pipe
diameter (2), the highest values of water temperature which can be frozen are plotted in figure
3.2 for the two neck positions (A,=1,%4) and two values of the heat transfer coefficient for the
heat transfer to the liquid nitrogen h, (600, 2000 W/m?K). The experimental data are also
included in figure 3.2 and it is noted that the experimental results drop off more rapidly with
increasing pipe size than the predicted values.

The lines corresponding to the Grashof number at the bottom of the jacket (2D) and
at the centre of the jacket equal to 1.3x10° are also included; this is the criterion for transition
to turbulent flow listed by Bejan™ for flow over an isothermal vertical flat plate®’ (data from
Mahajan and Gebhart*),

The experimental values lie on a line which is defined both by equation 3.9 with a
constant heat transfer coefficient (h=630 W/m?K) and by the line for constant Grashof number
(Gr,p;=2.1x10% above transition to turbulent flow). This line crosses the line defined by
limiting temperature under laminar conditions at approx. 60°C in 100mm (4") diameter pipe
using h =2000 W/m?K and (A,=1) and at approx. 48°C in 130mm (5.2") diameter pipe for
h,=2000 W/m2K and (A,="). The link between the experimental results and Grashof number
indicates that the critical temperature is possibly controlled by turbulent heat transfer in pipes
greater than a critical value. This critical point depends on the heat transfer to the liquid
nitrogen,; if the film boiling layer collapses, increasing the heat transfer, the critical diameter
is in the range 100mm-130mm (4-5.2") (the lower heat transfer under film boiling conditions
decreases the limiting temperature and therefore means that the limiting temperature is
controlled by laminar heat transfer up to a critical diameter of approximately 150mm (6")).
Turbulent mixing increases the heat transfer to the freezing front and decreases the maximum
water temperature which can be frozen successfully. If the transition criterion (Gr=1.3lx109)
is applicable, this implies that freezing will stop when the boundary layer flow has become
turbulent over ((1.3/2.1)"°=>) 85% of the jacket length. There is therefore an intermediate
region between Gr,;=1.3x10° and Gr,,=2.1x10° in which the flow is turbulent at the very
bottom of the jacket which will increase the freezing time. This implies that in pipes less than
the critical diameter, the maximum temperature is controlled by laminar natural convection
and above the critical diameter, it is controlled by turbulent convection heat transfer.
Extrapolating from the experimental results to predict the maximum water temperature by

assuming a constant heat transfer coefficient (as suggested by Bowen et al®) will therefore

3"Note that the criterion for transition between laminar and turbulent flow may vary by up to an
order of magnitude from one study to another.
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over-predict the maximum temperature in pipes less than 100mm (4") in diameter. Some
corroboration of this theory is provided by the experimental results for freezing time (figure
2.1); this shows that there is a much steeper increase in freezing time with increasing
temperature in the 150mm (6"), 200mm (8") and 250mm (10") diameter pipes than in the
100mm (4") diameter pipe.

It has been noted that the analytical solution predicted larger values of heat transfer
coefficient than those recorded from experimental data by Tavner. In addition, it was noted
at the beginning of this section that the use of the flat plate heat transfer coefficient becomes
increasingly inaccurate at high temperatures due to the breakdown in flow field; the
assumption of no axial conduction also becomes increasingly inaccurate at these temperatures.
These points must be taken into account in trying to establish the break-point between the two
controlling mechanisms (laminar and turbulent). Without improved data for the heat transfer
coefficient, an accurate prediction of maximum temperature under laminar conditions (in the

range 0-150mm (6") diameter) is not possible.

Effect of Varying Jacket Length

With constant coolant temperature (-196°C), ratio of jacket length to pipe diameter
(2), neck position (A,=1) and heat transfer coefficient between the ice and liquid nitrogen
(h,=2000 W/m?K), the relationship between the ratio of jacket length to pipe diameter and
limiting temperature of four pipe sizes (assuming laminar conditions) is plotted in figure 3.3.
This shows an approximately linear increase in the limiting temperature with increasing jacket
length. The effect is slightly greater in a 100mm (4") diameter pipe (~15°C increase obtained
by increasing the jacket length from one pipe diameter to five) than in a 250mm (10"
diameter pipe (#10°C over the same range). Using longer jackets decreases the temperature
at which the flow becomes turbulent, especially in the larger pipes and this will affect the
limiting temperature. The lines defined by (Gr=2.1x10%) at the bottom of the jacket are
included (dashed) in figure 3.3. These show that increasing the jacket length may decrease the
limiting temperature by making the flow turbulent inside the freezing zone. The existence of
a laminar region and a turbulent region may cause the formation of multiple necks in the ice

plug, with associated risks on freeze-off.

Effect of Varying the Coolant Temperature
The relationship between the limiting temperature and the coolant temperature is
plotted in figure 3.4, for four pipe sizes, with the other parameters held constant (jacket length

equal to two pipe diameters, h,=2000 W/m?K and A,=1). This shows a roughly linear decrease
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in limiting temperature with increasing (decreasing magnitude) coolant temperature. The effect
is greater in the 100mm (4") diameter pipe than in the larger pipes. These results have
practical implications for the use of carbon dioxide as a cryogen and also higher temperature

(‘controlled temperature') freezing methods.

3.1.3 Scaling Criterion for the Effect of Natural Convection on Freezing

One aim of this investigation is to develop the understanding of the processes involved
in pipe freezing so that it is possible to deduce the behaviour under conditions which have not
been studied in detail. For instance, a large number of experiments have been conducted
looking at the effect of convection on freezing using a 100mm (4") diameter pipe (Burton'"
and Tavner™™); a way of scaling these results to understand what is happening during freezes
in larger pipes has not yet been developed.

The effect of convection on freezing can be defined using the ratio of the convected
flux (at the interface) to the conducted flux (removed through the ice layer). If the thermal
resistance between the ice and coolant is neglected (h,=BIG) and the critical interface radius

is used (equation 3.8), this ratio is given by equation 3.11.

-1
Qoo _Ry ¢ AT, (3.11)
Qcond ks‘Tcl

For a fixed coolant temperature, the product 'h T, R,,' provides a measure of the effect
of convection on freezing (heat flow per unit length). This is defined as the ‘effective heat
flux' (e.h.f). Using the approximation for the heat transfer coefficient (equation 3.6), the
relationship between temperature and pipe radius (assuming that the jacket length is a constant

multiple of pipe diameters) is given in equation 3.12.

T, Ry = constant = constant effective heat flux (3.12)

Applying this relationship it can be deduced that the effect of convection on freezing
in a 100mm (4") diameter pipe with a water temperature of 20°C is equal to that at
approximately 15°C in a 200mm (8") diameter pipe.

This approach was used to produce figure 3.5, showing the effect of convection on
pipe freezing. Seven lines of equal effective heat flux (e hf.) are plotted (these are the thin

lines, including dashed line); these lines are defined by the seven values of ehf.
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corresponding to temperatures of 10°C, 20°C, 30°C, 40°C, 50°C, 60°C and 70°C in a 100mm
(4™ diameter pipe. The thick lines denote Grashof number equal to 1.3x10° at the bottom and
at the mid-point of the jacket, together with the line (Gr,;=2.1x10°) which fits the
experimental data for the maximum water temperature which can be frozen. The lines of equal
e.h.f. can be used to deduce the processes involved during freezing; for instance, both Burton!)
and Tavner™ noted that convection has very little effect on freezing below 20°C in a 100mm
diameter pipe; this can be scaled to other pipe sizes using the relationship (20x(0.05/R,,)**%)
(eg. 15°C in a 200mm (8") diameter) pipe). This scaling criterion assumes laminar natural
convection and therefore becomes inaccurate if the combination of temperature and pipe size
lie above the line (Gr,,=1.3x10°).

Burton noted that the plug neck moved up the plug during freezing when the initial
temperature was 30°C and the bulk temperature was maintained; no neck migration was noted
at 20°C. The plug neck will migrate up the pipe above the centre of the plug when the heat
flow to the interface is sufficiently large to slow freezing and when the difference in the heat
flow to the ice above and below the neck becomes significant. This can be characterised by
a constant value of e.h.f.. When this occurs the one-dimensional, flat plate based model starts
to break down. This 'breakdown' line is highlighted in figure 3.5 by the dashed line as a
suggestion of the limit of application of this scaling method. The effect on the freezing time
is partially controlled by the point during the freeze at which neck migration commences;, this
depends on the shear between the boundary layer and core flow which, in turn, increases with

increasing temperature.

3.1.4 Conclusions

To the author's knowledge, this has been the first attempt to solve the problem of pipe
freezing with natural convection using relationships derived from purely analytical studies. As
such the results have been very interesting, however, comparison with experimental results has
highlighted problems with the assumptions made during the analysis.

The predictions show the same general behaviour as that recorded in the experiments
although the definition of the heat transfer between the ice and the cryogen resulted in the
freeze times for water initially at 0°C being under-predicted.

The study of the maximum temperature which can be frozen in varying pipe sizes
yielded two useful results. Firstly, it appears that in pipes less than 100-150mm (4-6") in

diameter, the maximum temperature which can be frozen is controlled by laminar natural
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convection; in larger pipes, the flow conditions become turbulent and the maximum
temperature which can be frozen decreases. Thus the freeze-no freeze boundary on a 'map' of
temperature against pipe size consists of two sections, the first defined by constant h.T,.R,, and
the second defined by constant Grashof number (Gr,,=2.1x10°). The second result which
emerged from this study was the definition of a criterion to scale the effect of convection on
freezing between pipe sizes under laminar conditions. This analysis showed that constant
T,.R,>* implies constant effect of convection on freezing; this relationship becomes
increasingly inaccurate as the effect of convection increases and destroys the grounds for
assuming flat plate conditions (20-30°C in a 100mm (4") diameter pipe) and also as the
conditions near transition to turbulence.

In order to develop a more accurate model for predicting the freezing times for
relatively high temperature freezes it is necessary to include axial conduction. In order to do
this, a numerical, rather than analytical, approach is recommended. This would allow transient
conduction in the ice region to be included. The heat transfer to the coolant (and the time
delay caused by filling the jacket) must be defined more rigorously and the variation of the
conductivity of ice included. It will also be necessary to obtain a relationship for the heat
transfer coefficient in the water which includes the effect of the density inversion on the
boundary layer. In order to predict the freezing times in larger pipes and at higher

temperatures, the effect of turbulence on the heat transfer coefficient must be quantified.
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32 DEVELOPMENT OF THE FLOW MODEL

In the previous section, an analytical model of the freezing process was presented,
using a prediction of the heat transfer coefficient for the heat transfer between the ice and
water. The model showed good agreement with the experimental data; however, in the
experiments a tank was placed below the freezing zone which prevented bulk temperature
decay. The model was limited by the assumption that the temperature of the water inside the
freezing zone was maintained at the initial water temperature. Tavner’® observed that the
average temperature of the water inside the freezing zone away from the ice front decayed
during freezing. This was attributed to convection causing and maintaining inverted
stratification in the water. The mechanism controlling this is proposed as follows; the water
next to the cold wall cools, becomes denser and starts to fall, thereby establishing a
convection cell. The cooled layer moves down the wall and entrains water from the core
which increases the layer thickness as it moves down the pipe. Below the jacket, where the
flow is no longer cooled by the cold wall, heat transfer with the warmer entrained water
causes the water in the layer to warm up and slow down. The cooled boundary layer moving
downwards is balanced by an equal flowrate of water moving up the centre of the pipe; this
core flow is cooled by the downward flowing cold layer at the pipe wall, resulting in a decay
of the bulk temperature in the freezing zone. This in turn decreases the heat flux to the
forming ice plug.

In order to obtain an idea of the effect of initial temperature, pipe length and pipe
diameter on the water temperature, a simple analytical model was proposed to describe the
effect of cooling a section of the pipe wall to 0°C. The derivation and results are described

in the following sections.

3.2.1 Derivation

Conservation of energy in the cooled region and the mixing region (defined by the
extent of the convection-driven flow) assuming zero net heat flow out of the top of the cooled
zone and zero conduction through the pipe wall above and below the cooled zone, gives the
following equations (equations 3.13-3.15). The general arrangement of cooled region and the

mixing region is sketched in figure 3.6.
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FREEZING ZONE.

av

ary” o
pCVf_—a;_—-pCF(Tcore—Tbl)”hAj]} (3.13)

F=[wdd=A,wy

MIXING REGION.

dT, av, (3.14)
pch—‘-i-t—— =pc(Tm—Tm)—~&-t- -pcF(T . ,~Ty)

COMBINED REGIONS:
ar,., AV s (3.15)
Vtotal dt =p C( W) dt N hA 1}

The regions of interest are the freezing zone (volume V) and the mixing region
(volume V_. total volume V=V +V,). The temperature distribution is represented by four
values: T, (boundary laver), T,,. (core flow), T (average temperature in freezing zone) and
T= ., (average overall temperature). The subscripts m, bl, j, f refer to mixing region, boundary
laver, jacket and freezing zone, respectively.

The following simplifving assumptions are made in order to reduce equations 3.13-
3.15 to a form in which theyv can be solved.

T,

This will slightly overestimate T}  because it neglects the cooled boundary laver. It

Assumption 1 : T%=T,. .=
will therefore be more accurate in larger diameter pipes, when the thickness of the boundary
laver is small in proportion to the pipe diameter.

Assumption 2 T8 =T AT )=%(T, +T,)=T,,

This will slightly overestimate T,, because the temperature in the boundary laver is

n

ignored. Again. it will be more accurate in larger diameter pipes.

Using these assumptions, equations 3.13-3.15 can be rewritten as equations 3.16 and
317
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dr, hA,
Vf—g =F(TbnTbl) "—‘;'(':—Tb
. T, = 1~_hf1_1'_ T YT, (3.16)
b pcF b F at
w
F=Aywy "”'Abz'ilﬁ
dT, AV, 2hA;
Vw5, =TT —'é;—_—p_clTb 3.17)

The convection parameters, h, A, and w, are functions of T, and the cooled wall
length and can be estimated using the flat plate solutions proposed by Bejan™™ (see Appendix
1). Note that the heat transfer coefficient, h, is the average coefficient over the length of the
jacket (cooled wall) and is 33%% greater than the value at the bottom of the jacket. The time
for the flow to develop from its initial static state is ignored.

The second equation (equation 3.17) relates the bulk temperature and the volume
occupied by the convection cell. This equation cannot be solved unless the relationship
between the length of the mixing zone and the temperature distribution 1s known. It 1s
interesting to note that if the length of the mixing region is fixed, ie. if the pipe is blocked at
some distance below the freezing zone, the bulk temperature will decay exponentially to zero,
as given in equation 3.18. (The heat transfer coefficient, h, will vary as the bulk temperature

decays; h, is the effective heat transfer coefficient over the temperature range.)

Zhy Ayt

- PV otat
Tb—Tin €

(3.18)

Assuming that the jacket length is a constant multiple of pipe diameter and ignoring
the variation of the properties of water with temperature, the initial temperature decay rate will
be proportional to the bulk temperature (to the power 1.25), inversely proportional to the
length of pipe and inversely proportional to the pipe radius (to the power 0.25).

In order to develop this model further, the relationship between the volume of the
mixing region and the bulk temperature must be estimated. Two further assumptions were
therefore proposed.

Assumption 3 :

The flow turns inwards and off the pipe wall when the boundary layer temperature
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reaches the initial temperature. Having left the wall, the flow proceeds up the centre of the
pipe.
Assumption 4 :

The average heat flux to the down-flowing water is proportional to the difference
between the average temperature in the mixing region and the average temperature of the
down-flowing water. The average temperature of the downwards flow is halfway between the
average temperature of the flow leaving the freezing zone and the initial water temperature.
Similarly, the average temperature of the core flow is halfway between the bulk temperature,
T,. and the initial temperature, T,,. The coefficient, h_,, (core to boundary layer) quantifies the

heat transfer between the boundary layer and the core flow.

Employing these assumptions gives the following relationship (equation 3.19) for the

length of the mixing region.

ar,..
per L) o (121528, 5)
T Ty _hepp2n(R,-8)
mLm — ch 'Q'(Tin”’Tb“(TbJrTbl)) (3.19)
. 2pcF (Tm'sz)
" hc2b2”(Rw‘5v)th”Tb1

The governing equations can be summarised (equation 3.20) using the approximation

that the flowrate, F, is equal to (27R,6,w,,/2).

hA, Ve ar,
T,=1- ] T,- —
pcnR, & W, nR, 6, w, dt
V. =V~ 2 pCRwavwbl Tin‘TbI (3.20)
o=V R i | T T
2\ Pw My b bl
dT, av. 2hA,
Vot db=(Tm”Tb) dt:ml‘ pchb

There are three equations and three unknowns, T,,. V., (or V) and T,. Given the
level of interlinking between the three equations, it was decided to use a numerical solution

procedure. The set of equations was rewritten in approximate form (equation 3.21):
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4 /
S Tb
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where ' denotes values at previous time step.

The solution procedure for each time step (3t) was as follows :

1. calculate w,,, h (Appendix I)
2. caleulate Ty, V. Ty
3. if converged - next time step else repeat from step 1.

(Convergence was assessed by monitoring the change in T, between successive
iterations.)

Refinement to this solution procedure was necessary because problems were
experienced in obtaining convergence: divergence was noted in some circumstances. with
negative or high (>T,,) values of bulk temperature. This was tracked to the 'dT,/dt' term in the
definition of boundary laver temperature. If, at some intermediate iteration during solution.
the bulk temperature decay rate increased to more than a critical value, the boundary layer
temperature could increase, which would cause a decrease in length of the mixing region and
therefore cause the bulk temperature to decrease further, thereby causing divergence. In order
to keep this term under control, under-relaxation was used. A new term, S, was substituted
for the term '(T,-T})/8t' and this was updated during successive iterations by a((T,-T;)/5t-S).
In addition to this. the bulk temperature was under-relaxed. in each iteration, the bulk
temperature was updated by B(T,(new value)-T,). Therefore, during successive iterations. the
predictions of both T, and S (and T,;) were both converging towards their final values. Values
of 0.05 and 0.5 were required for the under-relaxation factors o and f; 8t was 5 seconds.

The definition of the coefficient of heat transfer between the upwards flow and the
downwards flow (h,,) was required in order to obtain a solution. The value of h. was
defined such that the bulk temperature dropped from 20°C to 12°C over 20 minutes. This data
was taken from bulk temperature measurements reported by Tavner™™. who also stated that the
mixing region did not reach the tank under these conditions (implied from the fact that the
bulk temperature inside the freezing zone continued to decay throughout the freeze). This gave

a value of 600 W/m?K: for comparison a value of 60 W/m?K was also used.
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3.2.2 Results

The variation of bulk temperature with time was predicted for the situation of water
initially at 20°C in a 100mm (4") diameter pipe. The resulting decay in bulk temperature is
plotted against time in figure 3.7 showing that the temperature decay rate decreases over time
but does not reach zero; therefore the bulk temperature will not stabilise until it is equal to
0°C. The decay rate was lower for the lower value of heat transfer coefficient, h;,=60 W/m?K.
The predicted bulk temperatures differed from the experimental data; the predicted decay rate
decreased over time whereas the measured data showed an approximately constant decay rate.

The length of the mixing region is also plotted in figure 3.7. There is a disparity
between the predictions and the experimental results; the predicted extent of the mixing region
was nearly 2%m (h_,=600 W/m?K) and 13m (h,,=60 W/m’K) over the 20 minute period
compared to less than 0.4m in the experiments. A further simulation was run with the mixing
region length set at 0.4m and the resulting bulk temperature plotted in figure 3.7. The
temperature decayed exponentially, as indicated by equation 3.18, to nearly 3°C at 20 minutes.
This highlights the fact that there are significant problems in the results and therefore in the

assumptions used in the derivation of the model.

3.2.3 Discussion

Five assumptions were used in the fixed length model which are discussed below.
® [t was assumed that the average temperature in the combined regions was equal to the
average of the bulk temperature inside the freezing zone and the initial temperature. If the
average temperature in the combined regions was equal to the average temperature in the
freezing zone then the temperature would drop from 20°C to 7.5°C in 20 minutes.

B The accuracy of using the prediction of heat transfer coefficient obtained from flat plate
analysis has been discussed in the previous sections; the experimental results obtained by
Tavner™ indicated that the heat transfer coefficient was less than that predicted by Bejan®®.
This will result in a slower decay in bulk temperature.

® The time required for the convection driven flow to become established and the time to fill
the jacket with liquid nitrogen were neglected. Including these effects will decrease the initial
temperature decay. The time to fill the jacket was of the order of 2 minutes and scale analysis
by Bejan estimated that the time for the fluid to move from rest to the steady state solution

was of the order of 4 minutes. Over a time scale of 20 minutes, these two effects will be
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important. If the product (h,A;) increased from zero to its final value over, say, a 10 minute
period, the temperature would decay more linearly.

® The walls above and below the jacket were assumed to be perfectly lagged; any heat flux
through the wall from the surroundings will decrease the rate at which the bulk temperature
decays.

B The assumption made by Tavner that the bulk temperature will stabilise as soon as the
mixing region reaches the tank may be incorrect; there may be an intermediate state where
the flow partially enters the tank causing a slower bulk temperature decay.

The predictions of bulk temperature and mixing length obtained using the 'infinite
pipe' assumptions (3 and 4) disagree significantly with the experimental results. Using these
assumptions, it is not possible to express the heat transfer from the core flow to the
downwards flow using a heat transfer coefficient and predict both the bulk temperature decay
and the length of the mixing region correctly. This may be attributed to the points discussed
in the previous paragraph or may be an indication that the assumptions (3-4) require further

development.

3.2.4 Conclusions

The predictions of bulk temperature and mixing length can only be considered as
qualitative. Without more experimental data, in particular measurements of the length of the
mixing region, it is difficult to establish which of the assumptions are responsible for the
difference between the prediction and the measured bulk temperature. The following
comments can be made.
® Both the fixed and the infinite length pipe models predict that the bulk temperature will
decay to (nearly) zero. The decay rate decreases with decreasing temperature and is lower in
the infinite pipe model than in a fixed length of pipe.
® Poor heat transfer from the core up flow to the down flow results in a longer mixing region
and a lower rate of temperature decay.
® The temperature decay rate depends on both the volume of the mixing region and the rate
at which it expands. The decay rate is therefore partially controlled by the initial temperature;
the length of the mixing region will be greater in the case of water initially at 40°C and
decayed to 20°C than the case of water initially at 30°C and decayed to 20°C; the rate at
which the temperature continues to decay below 20°C will be lower with an initial

temperature of 40°C than with an initial temperature of 30°C.
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® Additional investigations not detailed above showed that if the rate at which the length of
the mixing region increased was proportional to the difference between the bulk temperature
and the ambient (initial) temperature, then the bulk temperature would stabilise at a value
greater than 0°C.

B The derivation of the heat transfer coefficient and the assumption of the flow development
assumed laminar flow conditions and therefore they should not be applied under turbulent
flow conditions (discussed in the previous section).

B The derivation above has assumed that the pipe wall is perfectly lagged. Heat flux to the
down flow through the wall may alter the flow field. If the downwards flow is warmed

entirely by the heat flux through the wall, the temperature of the core flow and therefore of

the water in the cooled/freezing zone will not decay.
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33 DEVELOPMENT OF THE FREEZING MODEL WITH BULK
TEMPERATURE DECAY

The two models derived in the previous sections were combined to investigate the
effect of bulk temperature decay on the freeze times. The decrease in bulk temperature
affected the freezing rate by decreasing the heat flux from the water to the ice front during
the freeze. The assumptions used in developing the flow model were not changed and the
model was run assuming an infinite pipe length, using values of the heat transfer coefficient
for the heat flow from the core flow to the downwards flow equal to 60 and 600 W/m?’K, as
before. The plug neck was assumed to be at the centre of the jacket (A,="2) and the jacket
length was assumed to be twice the pipe diameter. The heat transfer coefficient for the heat

flux to the liquid nitrogen (h,) was equal to 2000 W/m’K.

331 Results

The resulting freeze times are plotted in figure 3.8, for 100mm (4™, 150mm (6"),
200mm (8") and 250mm (10") diameter pipes, clearly demonstrating the effect of including
a bulk temperature decay on the freezing time. With h,,, equal to 600 W/m?K the freeze times
increase gradually with increasing temperature; with h,y, equal to 600 W/mK, the freeze times
increase more rapidly and approach a limiting-type of curve. The fact that the bulk
temperature will continue to decay means that it will always be possible to freeze the pipe

given a finite (but large) length of time and liquid nitrogen supply.

3.3.2 Discussion

The bulk temperature does not level out until it reaches 0°C. This implies that it
should be possible to form a complete plug in a finite length of time, irrespective of the initial
water temperature and the pipe length. The freezing time therefore consists of the time for the
temperature to decay to below the highest value which can be frozen with maintained bulk
temperature plus the time for the pipe to freeze at that temperature. The temperature decay
rate decreases with time as the length of the mixing region increases and therefore the freezing
times will increase non-linearly with temperature. If the heat transfer to the cooled boundary

layer is poor, the bulk temperature in the freezing zone will decay very slowly and, for
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practical purposes, the freeze times will appear to display limiting behaviour.

If the flow field were controlled by an alternative mechanism, namely that the length
of the mixing region increased at a rate proportional to the difference between the initial and
bulk temperatures, the bulk temperature will stabilise above 0°C. Under these conditions,
limiting behaviour (ie. a maximum initial temperature above which it will not be possible
complete a freeze) will be encountered. This emphasises the need for an improved
understanding of the mechanisms which control the development of the flow field.

This analysis assumed laminar flow conditions and therefore cannot be used to imply
the behaviour under conditions where the combination of water temperature and pipe diameter
results in turbulent flow.

Extra heat flow into the pipe through the pipe walls will decrease the rate at which
the bulk temperature decays. This may result in the bulk temperature stabilising above 0°C

and therefore result in the freeze times displaying limiting behaviour.
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34  CONCLUSIONS

In this chapter, the freezing process and the development of the natural convection-
driven flow have been considered using simplified 'analytical' models. Firstly, freezing with
convection in the water was considered assuming that the water temperature remained constant
throughout the freeze. Convection was simulated by including the analytical solution for the
heat transfer to a vertical plate from Bejan””. The second situation which was considered was
the development of the flow field when a section of the pipe wall is cooled (without freezing)
and the effect on the bulk water temperature was predicted. The final case coupled the
previous two models together to predict the effect of a bulk temperature decay in the freezing
zone on the freeze times.

The first model demonstrated that with a maintained bulk temperature and convection
the freezing times display a limiting behaviour and there is a maximum initial temperature
above which it is impossible to form a complete plug. The maximum temperature decreased
in larger diameter pipes. This agreed with the experimental results obtained by Bowen et al®,
Differences between the predictions and the experimental data was split into two areas. The
predicted freeze times in water initially at 0°C were lower than the experimental values, this
was attributed to neglecting axial conduction and inaccuracies in the definition of the heat flux
to the liquid nitrogen. The predicted maximum values of water temperature which could be
frozen were generally higher than the experimental values and this was attributed to the
assumption of laminar conditions. The experimental results for the maximum temperature were
found to fall on a line of equal Grashof number which crossed the line defining the maximum
temperature under laminar conditions at between 100mm and 150mm (4-6") pipe diameter (the
range was due to variations in neck position and thermal resistance between the ice and the
liquid nitrogen). It was therefore concluded that two equations are required to define the
limiting temperature; below 100mm (4") the relationship®? is controlled by a critical value of
the product (h.T,R,~T,R$*%) and above 150mm (6") the limiting temperature is the
temperature at which the Grashof number (defined using the jacket length) is 2.1x10°. Further
investigations are required to define the break-point in pipe diameter more rigorously, either
through experiment or improving the prediction of heat transfer coefficient.

The effect of varying the jacket length and coolant temperature on the limiting
temperatures was also investigated. The effect of jacket length on the limiting temperature was

found to be weak; an approximately 25% increase in the maximum temperature could be

32Assuming that the ratio of jacket length above plug neck to pipe diameter remains constant.
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obtained by increasing the jacket length from 1 to 5 pipe diameters. The effect of decreasing
the coolant temperature was more significant, with large reductions in maximum temperature
resulting from decreasing the coolant temperature (for example, increasing the coolant
temperature from -200°C to -100°C decreases the maximum temperature from 60°C to 33°C
in a 100mm (4") diameter pipe).

The study of the variation of limiting temperature provided a method of scaling the
effect of convection on freezing between pipe sizes. A parameter termed the 'effective heat
flux' (e.h.f) was defined as the product (h.T,.R,,); equal values of e hf indicate an equivalent
effect of convection on freezing. The values of heat transfer coefficient predicted using the
integral analysis by Bejan were manipulated with the result that, for equal e h.f, the product
T,.R,>* is constant. (For instance, the effect of convection on freezing at 20°C in a 100mm
(4") diameter pipe is equal to that at 15°C in a 200mm (8") diameter pipe and at 27°C in a
50mm (2") pipe.) This scaling can only be applied under laminar conditions and in situations
where there is no significant neck migration because this causes a breakdown in the flat plate
conditions used in the derivation of the heat transfer coefficient. This limits this scaling rule
to below approximately 30°C in a 100mm (4") diameter pipe, 41°C in a 50mm (2") diameter
pipe and 22°C in a 200mm (8") diameter pipe.

The experimental data from Bowen was obtained with the test pipe placed over a tank,
thereby deliberately maintaining the bulk temperature of the water in the freezing zone: the
same conditions as those assumed in the analytical model. Tavner’” observed that the
temperature inside the freezing zone decayed if the convection-driven flow did not reach the
tank. In order to investigate this temperature decay in more detail, a simple model was
proposed. The bulk temperature decay in both short (finite) and infinite pipes was considered.
Freezing was not included at this stage.

The resulting predictions were compared with experimental data using Tavner's
measurements of bulk temperature during a 20°C freeze during which the flow probably did
not reach the tank. The predictions of bulk temperature obtained when the length of pipe was
fixed equal to the length of pipe above the tank decayed considerably more rapidly than the
measured temperatures. This was partially attributed to the fact that the time to cool the
outside of the pipe and the time for the water to move from rest were neglected. Other
possible causes were neglecting heat transfer through the pipe wall from the surroundings, the
assumptions made in defining the bulk temperature in the freezing zone and the definition of
heat transfer coefficient.

Predictions of the bulk temperature and length of mixing region in an infinite length

of pipe employed the assumption that the downwards flow was warmed up by heat transfer

48



Chapter 3: Development of Analytical Model

from the core flow. These results were controlled by the value of the coefficient used to
characterise this heat flux. Decreasing this value resulted in a longer mixing zone and lower
bulk temperature decay. A heat transfer coefficient was obtained to give the same drop in bulk
temperature as measured in the experiments; this predicted that the mixing region extended
six times further than the distance between the tank and the freezing zone.

The most important result from the consideration of the bulk temperature decay was
the conclusion that, under the assumptions employed, the bulk temperature would continue to
decay to 0°C and therefore it would be possible to freeze water at any initial temperature. This
then implies that the conclusion from the experimental data that there is a maximum
temperature at which it is possible to perform a freeze was a result of using a tank in the
experiments. On closer examination, this result is dependent on a number of assumptions; in
particular, the assumption of laminar flow conditions, the relationships governing the bulk
temperature decay and the assumption of zero heat flux through the pipe wall. When the
predicted bulk temperature decay was included in the freezing model, giving the third
‘analytical' model, an approximation to the limiting type behaviour was obtained using a low
heat transfer coefficient for the heat flux between the core flow and the downwards flow. The
resulting freeze times at high initial temperatures were large but finite.

At present, therefore, it is not possible to conclude whether or not the bulk
temperature inside the freezing zone will continue to decay to 0°C and therefore whether 1t
will be possible to form a plug at any initial temperature given sufficient time and liquid
nitrogen. This investigation has emphasised the need to study the heat flux to the ice front due
to both laminar and turbulent convection in the water and therefore the effect of convection
on the bulk temperature inside the freezing zone. An improved understanding of the
mechanisms which control the bulk temperature decay would allow the further development

of the analytical model.
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4. DEVELOPMENT OF THE NUMERICAL MODEL AND
POST-PROCESSING FACILITIES

There are two possible approaches that can be used in developing a numerical model:
a computer program can be written to solve the governing equations for the problem or a
general purpose CFD modelling package can be used. At the beginning of this research, the
only CFD package that was available for this work at the University was PHOENICS 87,
mounted on the University's IBM 3090 mainframe. From a brief attempt using this software
it did not appear user-friendly and there was very little expertise and support available to help
those using it. In addition, the IBM 3090 was heavily used by both undergraduates and
postgraduates and was slow on actual run-times. It was concluded that PHOENICS offered
little advantage over producing a numerical model 'in house' specifically to predict pipe
freezing.

The numerical model was developed using established numerical methods to solve the
flow and energy equations and predict the convection and freezing processes. The
development process included several validation stages during which the model was modified
to predict results for comparison with published analytical and numerical results. The model
development is described in detail in a separate report™ and is briefly summarised in the
following sections. This allows the important details to be described without devoting a large
amount of space to the technicalities of numerical modelling and validation tests, since these
are not of overall importance to pipe freezing itself.

In addition to the model, techniques for analysing the results also had to be developed.
Numerical analyses (especially transient analyses) produce an immense amount of data which
has to be examined to explain the processes taking place. The best way of doing this is to
present the results graphically. Computer software was developed which allows interactive
analysis of the results data set. A detailed description of the facilities offered by this software

s included with the details of the model development® and is summarised in section 4.2.
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4.1 DEVELOPMENT OF THE NUMERICAL MODEL

The basis of a numerical method is to divide the physical area of interest into smaller
subregions. Assumptions about the way in which the dependent variables are related to the
values in the neighbouring regions are made based on the governing equations and a set of
interlinked equations is obtained. The methods used to do this are broadly divided into finite
difference, finite volume, finite element and boundary element methods. The finite volume
methodology was chosen, partly on the grounds of computer power requirements and partly
because some (unpublished) preliminary development of a model of convection in a pipe had
been carried out by Burton using this method.

The flow problem was formulated in terms of the primitive variables (the pressure and
the radial and vertical components of velocity) rather than streamfunction and vorticity
variables. Using streamfunction and vorticity as the dependent variables reduces the number
of variables by one (the pressure drops out of the equations) in two dimensional problems but
actually increases the number of variables in three dimensional problems. The primitive
variable approach was chosen for this work partly because it yields results which are
straightforward to understand and partly because the numerical work was ultimately aimed at
modelling horizontal or inclined pipes which are three dimensional problems.

The physical processes involved in pipe freezing are complicated, even in a vertical
pipe. A thin annulus of ice grows to block the pipe: this is controlled by cooling a section of
the outside of the pipe. normally by the complex process of a crvogen boiling against the
outside of the pipe. For an accurate prediction, the pipe wall must be included in the problem
so that conduction axially along the wall and through the wall is included. The freezing
process is also affected by natural convection in the water and the geometry of this water
region gradually changes as the plug forms. The problem is further complicated because the
properties of ice and those of water vary with temperature (for instance, the density maximum
at about 4°C). The flow was assumed to be laminar which was a reasonable assumption for
most of the conditions under which experimental investigations had been carried out. Applving
flat plate correlations indicated that it is possible that the flow may become turbulent under
more extreme pipe freezing conditions depending on the water temperature and the pipe
diameter: this is discussed in the previous chapter (section 3.1.2.2).

The model was developed in stages; firstly looking at modelling the buovancy driven
flow and the solidification processes separately and then coupling the two models together to
produce the final model of plug formation 1in a pipe. The same structure is retained in the

following sections.
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4.1.1 Development of the Convection Model

The numerical method used to solve the momentum, energy and continuity equations
was the SIMPLER algorithm. This is a development of the earlier SIMPLE algorithm, both
of which were developed by S.V. Patankar®”. The name SIMPLE stands for Semi-Implicit
Pressure Linked Equations (and SIMPLER is SIMPLE-Revised). This was fully and clearly
described by Patankar and has since been used widely (for example, the modelling package
PHOENICS uses the SIMPLEST algorithm, which is also based on SIMPLE).

The physical domain is divided into a grid of control volumes (hereafter called CVs)
and the governing equations are integrated over a CV. (These 'new’ equations are actually the
original equations from which the governing equations were derived, in the limit of the size
of the CV decreasing to zero.) A set of equations is formulated for pressure, velocity (both
components), pressure correction, velocity correction and temperature. Each equation typically
involves the other dependent variables (for instance, the vertical velocity equation involves
temperature, pressure and the values of velocity at the four neighbouring CVs. This
interlinking is handled iteratively so that, for instance, the equation for vertical velocity at one
CV uses the latest calculated values for the horizontal (radial) velocity, pressure and
temperature. The resulting equations relate the value of the dependent variable at one CV to
the values at the 4 neighbouring CVs and therefore, if the equations for all the grid points are
written in matrix form, the matrix of the coefficients is populated on the main diagonal and
on the two diagonals on either side (giving a penta-diagonal matrix). (If the problem 1s one-
dimensional, the matrix is tri-diagonal.) Directly inverting the matrix 1s extremely time-
consuming in all but the simplest problems and therefore most solution methods apply
iterative techniques combined with the standard Tri-Diagonal Matrix Algorithm (TDMA)
which (as the name suggests) gives the exact solution for a tri-diagonal matrix. The method
used in this work was to apply the line-by-line method to solve each equation; the equations
were solved for a row or column of CVs at a time with the 'off-line' variables kept constant.
Multiple iterations were performed, changing the direction of the calculation (row/column) to
obtain a converged solution.

If the pressure equation is formulated using the same set of grid points as the velocity
equation, two sets of equations are obtained for pressure: one for even and one for the odd
numbered nodes. The resulting pressure distribution can resemble a checkerboard, with the
distribution on the even-numbered nodes being offset from that on the odd nodes. In order to
avoid this, the staggered grid approach was taken which meant that the pressures were solved

on a different grid to that used for the velocity solution.
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An important stage in deriving the discretised (solvable) equations from the integrated
governing equations 15 the choice to how to interpolate between nodes in order to obtain the
value of a variable on the face of a CV. Linear interpolation can be used when there is very
little flow and/or when a fine grid is used, but in stronger flows the upstream value will
become increasingly dominant. In this analysis the power-law method was used. This fits
between the central difference (linear) and the upwind (where the intermediate value is set to
the upstream value) methods and is an approximation of the so-called 'exact’ solution. The
‘exact' solution is the analytical solution for the variation between two points in one
dimensional steady flow with constant properties and without sources in a rectangular
geometry. It contains exponentials and is therefore computationally expensive to evaluate.

The model was formulated to predict convection in rectangular and radial geometries.
The set of equations for a radial geometry differed from those in a rectangular geometry in
that the areas of the CV faces varied with the radial position and that there was an extra term
in the horizontal (radial) velocity equation. The derivation of the equations for the radial co-
ordinate system was based on that used by Sparrow and Ohkubo®",

Natural convection is driven by variations in the density resulting from a non-constant
temperature distribution. One peculiarity of water is the density inversion at around 4°C;
cooling water down to 4°C increases the density but if water is cooled further the density will
decrease. This causes an up-flowing sub-layer in the boundary layer (observed in experiments
by Tavner'™). The variation of density with temperature was used in the formulation of the
velocity source term by means of interpolation from a look-up table. The variation of density
was ignored when considering continuity; proper consideration would require incorporating
an inflow to maintain overall continuity because the bulk density will increase on cooling (an
outflow will be required when the density change on solidification is considered). This was
not considered to be an important factor in the overall process and therefore was neglected.

The convection modelled was validated using two benchmark problems. Convection
in a square cavity with heated and cooled vertical walls and lagged top and bottom walls was
modelled and the resulting steady state solution compared with the published results by de
Vahl Davis and Jones® and by Markatos and Pericleous™. The fluid in the cavity was
assumed to have constant properties and a constant expansion coefficient and therefore the
conditions were easily condensed into dimensionless form. Four cases were modelled, varying
the Rayleigh number between 10° and 10° and resulting velocity and temperature distributions
were found to agree well with the published data (comparing the values of velocity at
designated points and also by means of velocity, streamline and temperature plots).

Convection in a cylinder with heated vertical and top walls and cold bottom wall was
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modelled for comparison with the results of Huang and Hsieh". Steady state velocity and
temperature distributions were presented for different combinations of Prandtl and Grashof
numbers, and Nusselt numbers describing the heat transfer at the walls were listed. The
agreement with the published data was good, with the exception of the average Nusselt
numbers over the top, side and bottom walls, possibly due to differences in the method used
to calculate the temperature gradient (not described by Huang and Hsieh). There were
problems in calculating the temperature gradient at the bottom outside comer due to the

discontinuity in the temperature distribution.

4.1.2 Development of the Solidification Model

The methods which have been used to model freezing and melting problems can be
divided into fixed grid (or weak) methods and transforming grid (strong) methods. For the
former, the equations are formulated in such a way that they are valid in both solid and liquid
regions and therefore the position of the solid/liquid interface does not need to be tracked. If
a transforming grid is used. the domain is divided into solid and liquid regions and therefore
the interface remains at a fixed position in the grid. The boundarv conditions on the interface
are zero velocity in both directions and fixed temperature and therefore the problem can be
solved in both regions separately. The interface position, and therefore the deformation of the
grid, is obtained by applyving a heat balance between the solid and liquid sides of the interface.

One of the problems in modelling water is the thickness of the boundary lavers
(Tavner's experimental results showed temperature boundary layer thicknesses of the order of
5mm): using a transforming grid would allow grid refinement in this area. However. the
degree of grid distortion which would arise in modelling the growth of the ice plug is high
and this caused concern as to the applicability of the transforming grid method to this
problem. If a fixed grid approach were taken, it would be necessary to refine the whole grid
in order to resolve the boundary laver, resulting in unwanted refinement outside the area of
interest. A study was made of the available literature (1990); this showed that the transforming
grid method had invariably been applied to problems which had involved very little grid
distortion. The literature describing problems which involved high interface gradient (Bennon
and Incropera’”” and Hibbert et al'*®}) consistently used the fixed grid method. It was therefore
decided to use a fixed grid method for this work together with a fine grid.

The equation for temperature used in the single phase models is derived from the

enthalpy equation (enthalpy is replaced by the product of specific heat and temperature). Phasc
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change problems are more complicated because the latent heat contribution to the enthalpy
varies between solid and liquid regions. There are two dependent variables in the enthalpy
equation, the temperature and enthalpy distributions. Several methods have been developed
which attempt to simplify the equation to a single dependent variable so that they can be
solved more quickly. Examples include the equivalent heat capacity method (which
incorporates the latent heat into an equivalent heat capacity) and the enthalpy method of
Voller et al'*® (latent heat change incorporated into source term). Neither method appeared to
be suitable for this problem; the equivalent heat capacity method can only be used to model
solidification over a temperature range and substituting sensible or total enthalpy for
temperature in the governing equation gives problems in incorporating the steel pipe wall into
the domain. It was therefore decided to retain the enthalpy and temperature as dependent
variables, employing the enthalpy method of Shamsundar et al®®.

Two validation tests were applied; firstly one dimensional solidification from a cold
wall in a semi-infinite (ie. cartesian) medium was modelled. The resulting interface positions
and temperature distributions were compared with the analytical Neumann solution. This
showed that the interface position moves forwards unsteadily, 'stepping' around the analytical
solution (figure 4.1). This is a characteristic of the enthalpy method and is due to the
assumption that the temperature in the CV remains at the freezing point while the interface
passes through the CV. Reducing the grid spacing makes the interface move more smoothly.
Methods of smoothing the interface movement after the enthalpy distribution has been
obtained have been suggested by Hill and Dewynne™” and Shamsundar and RoozP®. It is
noted (eg. by Lee and Tzong™) that this 'stepping' interface movement represents a drawback
to the method because it results in slow convergence. Other researchers (eg. Cao and
Faghri'®”), Shamsundar and Rooz"™") state that it also causes corresponding oscillations in the
nodal enthalpies.

Solidification of a material in a square cavity initially at its freezing temperature and
cooled on its external boundaries was also modelled for comparison with the results presented
by Shamsundar and Sparrow and Shamsundar and Rooz®". Interface positions, solid
fractions and surface integrated heat flux throughout the freeze were compared for two
combinations of Biot and Stefan number. The results were found to be nearly exactly the same
as the published data, which was reassuring because the same method, time step, grid layout
and grid density were employed in both cases. The excellent agreement demonstrated that the

method was properly employed.
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4,13 Model of Convection and Solidification

The algorithm used to predict convection iteratively called routines for calculating the
pressure, velocity, pressure correction, velocity correction and temperature until a converged
solution is obtained. The enthalpy method fits neatly into this framework, replacing the
temperature calculation stage, and the convective terms can be included in the enthalpy
equation in the same way as in the temperature equation. In order to decrease the velocities
to zero in solidifying CVs, a source term was included into the velocity equations which
forced the velocity towards zero as the liquid fraction in the CV decreased. An exponential
variation of this source term with the liquid fraction was used which caused an nitially small
then increasing decay in the velocity as the liquid fraction dropped. This is described by
Voller et al”™ and it was found to give much better stability than changing the viscosity with

the liquid fraction in the CV.
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42 DEVELOPMENT OF POST-PROCESSING METHODS

One feature of a numerical model is the quantity of data that is produced. With a
536x130 grid (used in the following chapters to model a 1022mm length of 100mm diameter
pipe), the radial and vertical velocities and enthalpy distributions add up to some
(3x56x130=) 21,840 values. Over a typical prediction of, say, 25 minutes, storing the
distributions every 30 seconds gives some 1,092,000 floating point numbers which must be
analysed to explain the processes occurring during the freeze.

The traditional method of displaying the results has been to plot them graphically -
giving snapshots of the velocity distributions or the temperature distributions. More recently,
the improvement in computer graphics has lead to more sophisticated techniques; for instance,
the results can be used to produce a simulation of the process, showing the movement of the
solid/liquid interface and movement of the liquid, using colour to show the temperature
distribution. These methods can lead to a vast improvement in the understanding of the
processes involved but are actually more demanding in terms of computer requirements than
the numerical model itself. In order to communicate the results in journals or report form, the
results must be produced on paper and preferably in black and white. (It should be noted that
the difficulties in displaying the results from a two-dimensional model are completely dwarfed
by the complexity of showing the results from a three-dimensional simulation.)

There is an extra problem associated with displaying the results from modelling pipe
freezing which is due to the high aspect ratio (long and thin) of the domain. If the results
(velocity vectors, isotherm plot, etc.) are plotted to scale, the detail in the radial direction is
very difficult to see. However, if the radial scale is expanded, the results are easily
misinterpreted. This has important consequences if the quality of the output device (printer,
photograph, etc.) is poor. In addition, since the process is transient, the development of the
plug and the flow field is of interest. It is therefore desirable to be able to display plots at time
intervals throughout the freeze on the same page which also imposes limits on the size of each
individual plots. It is necessary to choose the data (eg. number and size of velocity vectors,
number of isotherms and streamlines) carefully so that the results are communicated clearly.

Software for analysing the results was developed during this project. The software was
PC based and written in the programming language C, making the software more flexible and
interactive than FORTRAN would allow. The software made full use of the Super-VGA
screen quality and provided high quality output in black and white via a laser printer and in

colour using the standard 'bitmap' format. The traditional ways of presenting velocity (ie. as

57



Chapter 4: Numerical Model and Post-Processing Facilities

vector and streamline’’ plots) and temperature distributions (isotherm plots or colour-coding
the velocity vector and streamline plots) were used.

This program (FgMaker) was designed to be as flexible as possible so that no changes
were required to the code to plot results obtained in different grids while displaying sufficient
data (such as initial conditions and jacket position) to produce figures for reports and

presentations. The main features of this program are described in the following sections.

421 Normal Mode

In this mode, the results obtained for one point in time can be studied in depth. The
data can be examined using vector plots colour-coded for temperature, streamline plots (also
colour-coded) and isotherm plots. The velocity vectors are shown by lines drawn from the grid
point, the position of which is emphasised by a dot, in the direction of the flow and with
length proportional to the magnitude of the velocity. In 'quick vel' mode, a reduced set of
velocity vectors are drawn with arrow heads to indicate the direction more clearly. In 'show'
mode. the user can move a pointer around the grid and the velocity and temperature is
displayed on screen. The streamline for a selected point can be plotted. The isotherms can be
annotated.

A further option allows the user to 'zoom' in on an area and carry out all the above
operations. This was found to be invaluable to analyse the flows and plug formation in a long
domain. Another option allows '3zoom', where a region in the domain is selected and three

sub-plots of 1sotherms, colour-coded velocity vectors and streamlines are displaved.

422 Time Development Mode

In this mode, a series of snapshots in standard formats at user-specified times are
displayed, showing, for instance, the flow, temperature or plug development during the freeze.
The user can choose between colour-coded velocity vectors, colour-coded streamlines,
isotherms, vectors and isotherms. and streamlines and isotherms. The area which is displayed

can also be selected, this allows a 'zoom' in on areas of interest, such as the plug development

*'The streamline plot is a contour plot of the streamfunction distribution which is calculated from
the velocity distribution within the software. The definitions of streamfunction, solution method and
boundarv conditions are detailed in Appendix II.
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in the freezing zone (eg. figures 6.13a-d). The isotherm levels can be annotated.

423 Hardcopy Methods

Black and White Output (Laser Printer): The screen is written to a binary file. Either two or
four screens can be printed on the same page and a separate program (DumpFig) is used to
combine the screen-dump files together to give a binary file which can be sent to a laser
printer. The Hewlett-Packard Laserjet format was used because it is a standard format which

is emulated by most other laser printers.
Colour Output : The screen can also be 'dumped' to a file using the 'bitmap' format. This is

a standard format and allows the user to import the file into other applications and to print on

a wide range of printers.
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5. MODEL VALIDATION

A model of freezing with convection in the liquid region was developed, as described
in the previous chapter, providing a numerical model which could be used to predict natural
convection and phase change inside a vertical pipe. The component parts (ie. the separate
convection and solidification solution routines) had been validated using test cases which were
significantly different to pipe freezing. It was therefore decided that more rigorous validation
was necessary before the model could be used to explore the processes involved in pipe
freezing. Computer models are subject to errors arising from both programming (a significant
problem considering the size and complexity of the code) and from a lack of resolution in the
grid spacing and time step size. In addition, the assumptions used to define the boundary
conditions must be checked.

One complexity in modelling pipe freezing which was still unresolved was how to
incorporate the boiling nitrogen into the model. The mechanisms controlling the rate at which
the boiling nitrogen removes heat from the water are highly complex and also affected by a
range of conditions. It was therefore concluded that it would not be possible (or even
desirable) to quantify the process exactly; using a temperature dependent heat flux as the
boundary condition was chosen instead. By imposing a heat flux boundary condition as the

boundary condition to the model, the relationship between the wall temperature and heat flux

can be varied until good agreement between the predicted temperatures and experimental
results is obtained. Before this can be carried out, the numerical model must be validated.

There are three methods of validating numerical models; comparison with an exact
or analytical solution, comparison with an existing benchmark numerical solution and
comparison with experimental data. While analytical and numerical solutions offer repeatable
and reproducible solutions without requiring an expensive experimental program, they only
offer solutions under a set of simplifying assumptions. In order for a computer model to be
accepted, it should be tested against experimental results. The experimental work by Tavner®™
produced results for the temperature distribution and plug profiles during pipe freezing and
also gained some information on the convective flows during the freeze by using flow
visualisation techniques.

The freezing prediction was validated incorporating Tavner's measurements of wall
temperature for the jacket boundary condition for initial water temperatures at which natural
convection is insignificant. The boundary condition was then modified to a varying heat flux
condition and the relationship between wall temperature and heat flux optimised to duplicate
the wall temperature measurements during the freeze. The convection and solidification

models were combined and the effect of certain parameters used in the numerical method was

studied and the solution convergence behaviour was explored. The predictions of flow field
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and plug development were then compared with the experimental data obtained by Tavner and

by Burton'",

51 MODEL OF PIPE FREEZING IN THE ABSENCE OF CONVECTION

The model was used to predict the plug formation in situations where natural
convection can be ignored. The experimental results showed that this was for values of initial
temperature below around 20°C in a 100mm (4") diameter pipe. The following section
describes mode] validation using temperature measurements obtained by Tavner as the
boundary condition for the jacket. These results were presented at the Seventh International
Conference on Numerical Methods in Thermal Problems; this paper is included in Appendix
V. In the second section below, the formulation of a temperature dependent heat flux to

stimulate the boiling nitrogen is described.

5.1.1 Preliminary Model: Prescribed Wall Temperatures

The computational domain was 400mm long and 50mm wide (100mm (4") diameter
pipe). The 'Jacket' was 200mm (8") long and positioned centrally. The boundarv condition in
this region was set using experimental data and the pipe wall was not included in the domain.
Tavner had measured the temperatures at four positions on the outside of the pipe wall every
30 seconds and linear interpolation was used both in space and time to calculate the
temperatures for all the nodes lving on the boundary during the freeze. The radial heat flux
out of the pipe above and below the freezing zone was assumed to be zero and the top and
bottom of the domain were isothermal and maintained at the initial water temperature.

Both the conductivity and specific heat capacity of ice vary with temperature; the
conductivity increases from 2.2 W/mK at 0°C to 6.5 W/mK at -200°C and the specific heat
capacity decreases approximately linearly from 2.1 kJ/kgK at 0°C to 0.56 kJ/kgK, giving a
quadratic relationship between enthalpy and temperature. The density of ice is 920 kg/m*, The
density, conductivity and specific heat capacity of water were 1000 kg/m*, 0.6 W/mK and
4.2 kJ/kgK, respectively. The latent heat of fusion of water was taken as 333.5 kl/kg.

» Investigations were carried out with 40x51, 40x102 and 80x102 grids and times steps
of 1 second and 0.5 seconds. There was verv little difference between the results and therefore

the 40x51 grid and the 1 second time step were used, giving a grid spacing of 10mm in the
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vertical direction and of Imm in the radial direction.
The model was run for initial temperatures of 8°C, 23°C and 26°C (temperatures

determined by the experimental results of Tavner).

51.1.1 Results

The predictions were compared with the experimental data by considering the freezing
" time, the temperature profiles across the pipe during freezing and the plug development during
the freeze. Only the temperature profiles from the 8°C and 26°C freezes and the plug profiles
from the 23°C freeze are compared here.

Figure 5.1 plots freezing time against the initial temperature. The predicted freezing
times increase linearly with increasing initial temperature; the general trend is plotted with the
dashed line to estimate the freezing time at higher temperatures. This general trend agrees with
the experimental results for initial water temperatures below 25°C and the predicted freeze
times lie within a minute of the measured times. This difference can be attributed partly to
possible human error in assessing close-off visually and partly to neglecting the heat transfer
through the perspex window. At higher temperatures, the measured freezing time increases
rapidly because convection becomes more important.

Figures 5.2a,b show the temperature distribution inside the pipe during freezing for
the 8°C and 26°C freezes. Each sub-plot shows a cross-section through the pipe, with the
centre of the pipe on the left (dashed line) and the jacket on the right (denoted by a rectangle).
The temperature profiles are plotted for the four vertical positions at which experimental data
was available and these profiles are positioned on the plot at the corresponding vertical
positions (0%, 50%, 75% and 100% of the jacket length from the bottom of the jacket). In
each of these four graphs, the predicted temperature distribution is indicated by the line and
the experimental data is shown as dots.

The results for the 8°C freeze show excellent agreement with the experimental data
until the ice front reaches the centre of the pipe. This behaviour is also noted in the results
for the 26°C freeze. In the 26°C freeze, it can be seen that the solidification takes place more
slowly than predicted particularly at the bottom of the jacket. This is consistent with the effect
of convection causing an asymmetric plug profile.

At first sight, the difference between the predicted and measured temperatures in the
ice after close-off appears to be a major failing in the model. However, temperature

measurements made by Burton differed from those recorded by Tavner and showed flat
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temperature distributions similar to the predicted variation. The difference can be attributed
to the heat flux through the perspex window in Tavner's rig. When the temperature of the
perspex drops below 0°C, water vapour in the air on the outside of the pipe condenses and
freezes on the outside of the window, causing a significant heat flow. In addition, because the
conductivity of ice is higher than that of water, any heat flux through the window will have
a greater effect on the temperature distribution once the ice has reached the window.

The plug profiles for the 23°C freeze at 5 minute intervals during the freeze are
plotted in figure 5.3, showing excellent agreement with the experimental data (again denoted
by dots). The wall temperature data (which were used as the temperature boundary condition
for the numerical model) and the plug profiles were measured during different freezes and
therefore variations in the liquid nitrogen level account for the differences between the

predicted and measured ice profiles, especially at the top of the jacket.

5112 Discussion

The agreement between the predictions and the experimental results is excellent when
the initial water temperature is less than 26°C. Freezing times are predicted to within a minute
and the temperature distributions agree well with the measurements. The accuracy of the
temperature predictions at the bottom of the jacket is better for the 8°C freeze than the 26°C

freeze, showing that convection is becoming important by 26°C.

51.2 Development of Heat Flux Jacket Boundary Condition

A major part of modelling a practical problem lies in defining the conditions on the
boundary of the model. The wall is cooled by the liquid nitrogen boiling inside the jacket. The
liquid nitrogen enters the jacket at less than -196°C (it is stored under a slight pressure (0.5~
1 barg)) and hits the jacket and pipe walls which are at room temperature. This temperature
difference is so large that any nitrogen in contact with the wall boils rapidly and a layer of
nitrogen vapour forms between the liquid nitrogen and the wall, which insulates the wall and
liquid. As the wall cools, the temperature difference between the wall and the liquid nitrogen
drops until the vapour film layer collapses and nucleate boiling takes over. This causes a sharp
rise in the heat flux and a corresponding drop in wall temperature. This relationship between

heat flux and temperature depends on a range of conditions, such as the surface roughness and
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geometry.

The experimental results obtained by Tavner and by Burton have shown that different
boiling characteristics can be obtained using the same pipe size and orientation due to
differences in the width of the jacket annulus. Burton's jacket was wider than Tavner's and
comparison of wall temperatures shows a faster decay inside Burton's rig and shows that the
transition from film to nucleate boiling (which causes the sharp drop in wall temperature)
occurs much earlier with the larger jacket. In fact, Tavner's temperature measurements indicate
that the film boiling regime persisted for a large proportion of the length of the freeze. The
difference between the boiling characteristics of the different jackets is attributed to the ease
of dispersal of the nitrogen vapour; the larger jacket allows the nitrogen vapour to escape
easily and promotes the transition to nucleate boiling. This has important implications in
improving the jacket design and this is an area in which further research would be useful.

The boiling process is clearly complex and it would be beyond the scope of the
present work to attempt to describe it thoroughly. It was decided to define a relationship
between the heat flux and the wall temperature to simulate the nitrogen boiling in the jacket.
In order to be able to use Tavner's results to validate the model, it was necessary to establish
a relationship which simulated the characteristics of Tavner's jacket.

Two methods of doing this were considered. The heat flux could be calculated using
Tavner's measurements of temperature, however, the spacing of the thermocouples was too
large to be able to neglect axial conduction and therefore this method was rejected. Instead,
the heat flux-temperature relationship was included into the model as the outer boundary
condition and modified iteratively until good agreement with Tavner's wall temperature data
was obtained.

The numerical model described above was modified to incorporate the steel pipe wall
into the domain. This had the added advantage that the axial conduction in the pipe wall could
be included. The process of filling the jacket was also incorporated, using a fill time of 2
minutes (established from Tavner's temperature measurements). The nitrogen level was
assumed to increase linearly over the first two minutes, with the heat flux boundary conditions
only imposed on control volumes below the nitrogen level. The boundary condition above the
nitrogen level was assumed to be adiabatic; this simplification slightly underestimates the
cooling rate above the nitrogen level but is only important during the filling stage. The heat
flux imposed on the control volume which lay at the nitrogen surface was multiplied by the
proportion of the height of the control volume which was below the nitrogen level. It was
assumed that the nitrogen level in the jacket was maintained at the top of the jacket once it

was filled.
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The comparison between experiment and prediction should ideally be made using a
situation in which convection is negligible. Tavner carried out one freeze at 2.1°C and five
on water at between 17°C-20°C. (The 8°C freeze was affected by the 2.1°C freeze which had
been carried out earlier that day.) At first sight, the 2.1°C freeze would appear to be the best
choice, however, since only one freeze had been carried out at this temperature there was a
risk that this could be an atypical freeze. The results for the freezes of water around 20°C
agreed with each other well and the previous results implied that at around 20°C convection
does not play an important part in the plug formation. The 20°C results were therefore
selected.

The boiling curve was tuned to predict the temperature on the inside of the pipe wall
half-way up the jacket. The temperature measurements from the top and bottom of the jacket
were not used because, by welding the jacket to the pipe, the top and bottom walls of the
jacket acted as cooled fins and the cooling was increased in these regions. The temperature
measurements from the top of the jacket were also affected by any variations in the liquid
nitrogen level. These effects were not included in the model and so the agreement between

model and measurements was expected to be poorer in those regions.

5.12.1 Results

The relationship between heat flux and wall temperature which predicted the wall
temperatures best in the 20°C freeze is plotted in figure 5.4, together with published data from
Flynn et al“® and Hanson and Richards®",

The predictions of the inner wall temperatures at the centre of the jacket which were
obtained using this relationship are plotted in figures 5.5a,b for initial water temperatures of
17°C and 2°C, respectively, together with the experimental results. The agreement between
predicted and measured wall temperature at 17°C is excellent, both in terms of wall
temperature decay and the transition from film to nucleate boiling. During the 2°C freeze
(figure 5.5b), the predicted wall temperature drops less rapidly than the measured data and the
transition from film boiling to nucleate boiling takes place over 1 minute later than recorded
in the experimental data.

The heat flux correlation was used to predict freezing water initially at 23°C and the
resulting plug profiles compared with those obtained using the measured wall temperatures
in figure 5.6. The main difference is clear at the bottom and tops of the plug, where the plug

grows axially due to axial heat conduction along the pipe wall. In addition, because the
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'cooled fin' effect at the top and bottom of the jacket was not included, the plug growth in

these regions was slightly slower than that obtained using measured wall temperatures.

5.1.3 Discussion

The solidification routines have been validated and the boiling nitrogen boundary
condition has been established in a form which is easy to apply to the model. The boundary
condition is specific to the boiling characteristics of Tavner's jacket but could easily be

18]y for the variation of heat flux during boiling. The

modified to use other data (eg. Flynn et al
agreement between the predicted wall temperatures and the measured values was good in the
region away from the ends of the jacket. The differences at the top and bottom of the jacket
were greater than at the centre of the jacket because the extra cooling at the top and bottom
of the jacket due to the increased cooled surface area afforded by the welded jacket was not
included in the model. In addition, variations from freeze to freeze in the rate at which the
jacket was filled and in the success of maintaining a full jacket will cause small differences

between the measured and predicted wall temperatures.
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52 MODEL OF PIPE FREEZING INCLUDING CONVECTION

The conduction model was extended to include natural convection in the water, as
described in chapter 4 and in detail by Keary™™. The Navier-Stokes and continuity equations
were solved together with the energy (enthalpy) equation to give the transient flow and
pressure field development in parallel with the plug development. This added the calculations
of radial and vertical components of velocity, pressure and pressure difference into the
solution procedure. In addition, by including the effects of convection into the model, the
length of pipe below the freezing zone which is modelled becomes more important. The act
of cooling the wall causes a downwards flow next to the pipe wall and a corresponding
upwards flow at the centre of the pipe with a complicated mixing region below the freezing
zone. The definition of the bottom and top boundaries of the computational domain, both in
terms of position and the prescribed conditions at the boundary, is therefore more important
than in the case when convection is neglected. The aim of the research was to be able to
predict plug formation in an infinite length of pipe in order to obtain general results. The
experimental work by Burton (see section 2.1.1.2) demonstrated the effect of using a short
length of pipe on the bulk temperature during freezing and the corresponding effect on the
plug development. However, it was not possible to solve the problem numerically using an
infinitely long computational domain and therefore assumptions of the pipe length and the
velocity and temperature variation on the boundaries were necessary.

In order to be able to compare the results with experimental results of Tavner® and
Burton, a 100mm (4") diameter pipe was modelled. This determined the location of the
vertical boundaries. Experience suggested that the boundary condition at the bottom of the
domain was more important than that at the top of the domain. The condition of zero inflow
and a maintained temperature were applied and the top boundary was positioned
approximately 1Y diameters above the top of the freezing zone.

It was clear that, as there were no obvious ways of defining the velocity profile
immediately below the freezing zone, the length of pipe to be modelled had to be as long as
possible. The number of grid points which could be used was constrained by the available
computer power and memory and increasing the grid spacing would cause a decrease in
accuracy. It was decided to apply a zero inflow condition on the bottom boundary and observe
the effects of the closed ends by varying the length of pipe that was modelled. As an attempt
to simulate the thermal mass of water in an infinite pipe, the temperatures of the bottom and
top boundaries were maintained at the initial water temperature.

This section is divided into two; firstly (section 5.2.1), the sensitivity of the solution
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to certain numerical factors is investigated and the general behaviour of the iterative solution
described, and in section 5.2.2, the numerical model is used to predict freezing under a series
of conditions for comparison with the experimental results obtained by Tavner® and by
Burton!'.

Two pipe geometries were modelled in the following sections. A short (630mm
(25.2")) pipe with a mild steel wall was used to model the prototype rig used by Tavner. This
was a 100mm (4") diameter and 600mm (24") long mild steel pipe with the jacket located
centrally. It was placed inside a tank of water and lifted approximately 25mm (1") off the
bottom of the tank in an attempt to allow mixing with the water in the tank and to maintain
the bulk temperature inside the pipe. A longer stainless steel pipe was modelled to simulate
Tavner's final rig. The final rig included a tank section located 400mm (16") below the
freezing zone and therefore a long domain length was required to model the rig accurately.
The choice of pipe length was limited by the required grid spacing and the computer power
available. The resulting domain was 654mm long with the 'jacket' positioned 343mm above
the bottom of the domain, slightly shorter than the actual rig. In both geometries the internal
diameter of the pipe was 100mm (4") and the pipe wall was Smm (0.2") thick.

Over a 200mm (8") length on the outside of the pipe, the temperature dependent heat
flux was applied to simulate boiling nitrogen inside the jacket. This boundary condition was
applied gradually from the bottom of the ‘jacket' over the first 2 minutes to simulate the
process of filling the jacket. The wall above and below the 'jacket' was adiabatic.

The thermal properties of ice and water were described earlier (section 5.1). A look-up
table for the variation of density with temperature was incorporated into the numerical model,
including the density inversion at 4°C. The Boussinesq-type assumption was applied, ie. it was
assumed that the variation of density is only significant in the velocity source and the
variation was not included in the formulation of the continuity equation. The density,
conductivity and specific heat capacity of mild steel were 7950 kg/m?®, 52 W/mK and
460 J/kgK, respectively, and of stainless steel were 7810 kg/m®, 16 W/mK and 460 J/kgK,

respectively.

5.2.1 Sensitivity to Numerical Factors

Before a numerical model can be used, the sensitivity to numerical factors must be
examined. In this section, the effect of varying the grid spacing in both horizontal and vertical

directions is investigated together with the factor which is used to set the velocities in sohd
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regions to zero. Because the computer resources available were limited, the short pipe length,
corresponding to Tavner's prototype rig (described above), was used for the tests. The effect
of varying the time step was not investigated; a constant value of one second was used
throughout this work (experience showed that freezing takes place over a time scale of greater
than the order of seconds). The behaviour of the iterative numerical scheme is described in
section 5.2.1.3 and the effect of the numerical phenomenon generally referred to as false, or
numerical, diffusion is described in section 5.2.1.4.

The grid spacing was determined by the thickness of the thermal boundary layer in
the water next to the ice; the analytical solution by Bejan™’ (Appendix I) predicts a maximum
thickness at the bottom of the plug of 1-2mm for water temperatures below 60°C and Tavner's
temperature measurements indicated a thickness of around Smm. The grid spacing was also
restricted by the characteristic 'stepping' movement of the ice front, which is a product of
using the enthalpy method (figure 4.1).

The method used to stop the flow in solid regions has a significant effect on the
accuracy of the numerical scheme because it controls the heat convected to the forming solid.
The method used in this model was proposed by Voller et al®! and was based on the Darcy
equation for flow in a porous media. This was a purely numerical 'fix' and there was no
implication that a mushy region was present at the interface. The momentum equation was
modified to resemble the Darcy equation (8p/&xoc-u/e, where € is the porosity), providing an
extra source term in the vertical and radial velocity equations which was proportional to the
appropriate component of velocity, inversely proportional to the liquid fraction and
proportional to the volume of the control volume. As the control volume solidifies, this source
term becomes increasingly dominant and forces the velocity to decrease in magnitude. The
formulation of the source term which was employed in this research (similar to that proposed

by Voller et al) is given in equation 5.1.

B, (*-1)AVu, B, ("-DAVW (5.1)

Using an exponential gives a non-linear variation with solid fraction which causes a
slow decrease in velocity as the solid fraction increases from zero with a more rapid decrease
as the solid fraction approaches unity. The degree of non-linearity can be varied by including
a multiplying factor in the exponential term (a larger factor will decrease the initial increase
in B, B,); in this analysis, this factor was set at unity. The velocity in the solidified regions
is controlled by the factor, f,; this was set such that the velocity in solidified regions was less
than 0.05% of the velocity in liquid regions. This definition required knowledge of the

magnitude of the coefficient for the velocity at the grid point in the discretised velocity
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equations. The most significant term in this coefficient (under the conditions modelled here)
was 'pAV/St' (i.e. ~10°AV), giving a value of 10° for the factor f,.

The effect of varying grid density is investigated and described in section 5.2.1.1;
three values of grid spacing in each direction were used and the immobilisation factor was set
at 10°. In section 5.2.1.2, the effect of varying the immobilisation factor was investigated,
using threc values. The results are compared on the basis of the flow development, the
boundary layer velocity, the bulk temperature inside the freezing zone and the interface

position during the freeze.

52.1.1 Grid Sensitivity

Three values of horizontal grid spacing (0.5mm, 1.0mm and 2.0mm grid spacing) and
three values of vertical spacing (5.0mm, 8.0mm and 16.0mm) were used. This gives 9 possible
combinations of radial and vertical grid spacing. In order to simplify the exercise, the
sensitivity of the radial grid spacing was investigated with the vertical spacing set at §.0mm
and the sensitivity to the vertical grid spacing was studied with the horizontal grid spacing set

to 1.0mm. The results are described in the following paragraphs.

Flow Field

The development of the plug and flow field is shown in figures 5.7a-e. The notes in
Appendix VI explain the gencral layout used in the production of these figures. In the series
of plots, the development of the velocity and temperature distributions and the growth of the
ice plug can be scen. These plots show a large amount of information which is discussed in
more detail in the following sections and chapters. At this stage, the most important point to
note is the effect of the failure to resolve the boundary layer sufficiently which is responsible
for significant differences in flow field which is exaggerated by including the density
inversion in the model. Flow reversal is noted in situations where the local temperature is
below 4°C; smearing the boundary layer cools a larger mass of water next to the ice to below
4°C causing it to move upwards. This is visible in the flow field at 15 minutes in the 'coarse
radial' (dr=2mm;dz=8mm) solution (figure 5.7d), where the boundary layer moves upwards
and the core flow is downwards. Sub-cells (with the water moving upwards next to the ice and
downwards away from the ice) are visible from 8 minutes onwards in both the ‘coarse radial'
grid (dr=2mm;dz=8mm) and the 'coarse vertical' grid (dr=1mm;dz=16mm). This change in

flow field can be traced back to a thickening in boundary layer immediately below the plug
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neck which can be seen at 6 minutes in the 'coarse radial' grid (dr=2mm;dz=8mm), and at 4
minutes in the 'coarse vertical' grid (dr=lmm;dz=16mm). It is just visible at 15 minutes in the
'standard’ grid (dr=1mm;dz=8mm). Complete reversal of the convection cell in the freezing
zone takes place at different points in time with the different grids; in the 'coarse radial' grid
(dr=2mm;dz=8mm) the water flows downwards through the plug core at 15 minutes, whereas
with the 'standard' (dr=1mm;dz=8mm) and ‘coarse vertical' (dr=1mm;dz=16mm) grids the flow
1s static from 15 minutes onwards. With the finer grids ((dr=lmm;dz=5mm) and
(dr=0.5mm;dz=8mm)) there is still an upwards flow through the flow core at 15 minutes.
Another difference between the five sets of results is that by 2 minutes the main
convection cell predicted using the coarser vertical grid occupies a greater proportion of the
pipe length than predicted using the other grids. This is because the cooled flow is smeared
across a greater volume and therefore falls further. The effect is most noticeable with the

coarsest vertical grid.

Boundary Layer Velocity

The measured values of peak velocity in the boundary layer were obtained by Tavner
using thymol blue traces during freezing with initial water temperature of 18°C. The
measurements started 8 minutes after the freeze began and continued at intervals until the plug
had frozen across the pipe. Over this period the velocity decreased from around 5mm/s to
zero. The decrease in velocity is partly due to the drop in bulk temperature, therefore
decreasing the temperature difference between the water and the ice, and partly to the
narrowing of the plug neck, which alters the flow field and decreases the flow through the
plug neck.

The predicted values were obtained by interpolating the radial and vertical velocity
distributions to obtain values for both components on the main grid points and then calculating
the magnitude of the speed (ie. V(u?+w?)) at these points. The maximum speed of downwards
flow near to the ice was taken as the peak velocity in the boundary layer.

The variation of boundary layer velocity during the freeze is plotted in figures 5.8a.b,
together with the measured velocity data from Tavner™, showing the effect of varying the grid
density in the radial and vertical directions, respectively. The velocities are not plotted after
the flow reverses (at 11 minutes with the 'coarse radial' grid (dr=2mm;dz=8mm) and at 19
minutes with the 'coarse vertical' grid (dr=1mm;dz=16mm). The two graphs clearly show that

the radial grid spacing is more significant than the vertical grid spacing.
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Bulk Temperature

Similar results were obtained when the bulk temperature inside the freezing zone was
considered (figures 5.9a,b), with almost no difference obtained by varying the vertical grid
spacing (slightly slower initial decay with finer grid); varying the radial grid spacing was more
significant (with significantly faster decay predicted with the coarsest grid spacing). The
values predicted using a lmm radial grid spacing were closer to those predicted using a

0.5mm spacing than those obtained using a 2mm spacing.

Interface Position

Comparison of ice front position during the freeze and overall freezing times (figures
5.10a,b) showed almost no difference between the five sets of data (the initial freezing rate
is slightly slower with the ‘coarse radial’ grid, possibly linked to slightly higher boundary layer
velocity at around 3 minutes), showing that convection does not significantly affect freezing

in this case.

Discussion

From these results, it can be concluded that the solution is more sensitive to variations
in the radial grid spacing than to variations in the vertical spacing. It appears that a grid
spacing of Imm in the radial direction and of 8mm in the vertical direction gives a reasonable
prediction of the flow inside the freezing zone; certainly no significant gains can be obtained
with higher resolution in the vertical direction. Increasing the grid density in the radial
direction has a noticeable effect on the results, with a greater effect obtained by halving the
spacing from 2mm to Imm than by decreasing the grid spacing below lmm. The difference
obtained by decreasing the grid spacing below 1mm was not considered sufficiently important

to warrant the increased memory requirements and run-times of a finer grid.

5212 Velocity Immobilisation Factor

The effect of varying the immobilisation factor (f,) was investigated using the same

test case as that used in the grid sensitivity tests>'. Three tests were run, each using a 56x81

SWarying the immobilisation factor will change the level of heat apparently convected to a
solidifying control volume and therefore change the solidification rate. The results obtained from the
grid dependency tests showed that the bulk temperature dropped rapidly and that convection had very
little effect on the solidification rate. However, because the pipe length is fixed and relatively short,

(continued...)
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grid (dr=1mm;dz=8mm) and velocity immobilisation factors of 10°, 10° and 107.

Flow Field

The developing flow field through the freeze predicted using the three values of
immobilisation factor are incorporated as figures 5.11a-c. The effect of changing the velocity
immobilisation factor was highlighted by flow reversal. This was exhibited clearly in the
predictions obtained with the 'low' factor (£,=10°) which included 9 separate subcells next to
the ice plug at 8 minutes, a single complete inverted subcell at 10 minutes and full reversal
by 15 minutes. The predicted flow field obtained with the 'standard’ factor (f,=10° does not
include subcells; by 15 minutes the water in the freezing zone is stagnant and by 20 minutes
the flow has reversed. The predictions obtained using the 'high' factor (f,=107) were similar
to those obtained with the 'standard' factor (f,=10°), with the exception that the velocities were
slightly higher from 6 minutes onwards and there was still a small upwards flow through the

plug core at 15 minutes.

Boundary Layer Velocity

The peak velocities in the downwards flowing boundary layer throughout the freeze
are plotted in figure 5.12, together with the measurements taken by Tavner'™. Over the first
10 minutes, the velocities predicted using the lowest immobilisation factor (f,=10%) were
higher than those obtained with the higher values (f,=10°, 107) with very little difference
between the velocities predicted using the two higher values. The boundary layer turns to flow
upwards by 13 minutes with the lowest value (f,=10°) and therefore the velocities were not
plotted. From 10 minutes onwards the velocities predicted using the highest value of
immobilisation factor (f,=107) were slightly greater than those predicted using the 'standard'
value (£,=10°). In all cases, however, the predictions were within Imm/sec of the measured

velocities.

Bulk Temperature

The variation of average temperature inside the freezing zone (away from the ice and
boundary layer) throughout the freeze is plotted in figure 5.13. From 2 minutes onwards, the
bulk temperature predicted using the lowest value of immobilisation factor (f,=10%) decayed

more rapidly than predicted using the higher factors (£,=10° and 107). Over the initial 6

>1(...continued)
the ‘prototype rig' model is reasonably quick to run and is therefore the most suitable model for

carrying out multiple computer runs.
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minutes, there is very little difference between the temperatures predicted using the two higher
values, after which the bulk temperature predicted using the 'standard' factor (f,=10°) started
to decay more rapidly than that predicted using the highest value (f,=10"). The bulk

temperature levelled out at approximately 7°C in all three cases.

Interface Position

The interface position (minimum plug radius) throughout the freeze is plotted in figure
5.14. Differences between the three curves are minimal, due to the relative insignificance of
convection on solidification in this example. The plug radius is slightly greater with the low’
factor (f,=10°) in the period between 5 and 10 minutes than predicted using the higher values
(£,=10° 107), with no noticeable difference between the predicted position obtained with the
two higher values of immobilisation factor. After 15 minutes, this trend reverses, with similar
values of neck radii predicted using the two lower factors (f,=10° and 10°) which are slightly

smaller than that predicted with the 'high' value (f,=10").

Discussion

Whilst a low value of immobilisation factor results in higher velocities early in the
freeze by allowing higher velocities near the ice front, the combination of the density
inversion and a low immobilisation factor causes up-flowing sub-layers next to the ice front
which isolate the down-flow from the ice and therefore cause a decrease in the velocity of
the down-flowing boundary layer later on in the freeze. Using a low value of immobilisation
factor results in the cold water next to the ice front being free to move and therefore the bulk
temperature drops more quickly.

Over the first 5 minutes of the freeze, the results obtained using the two higher values
of immobilisation factor appear very similar. The results obtained with the lowest value
(f,=10%) exhibit higher boundary layer velocities, slightly retarded solidification and a greater
decay in bulk temperature, culminating in a reversal of flow direction during the second half
of the freeze. From 7 minutes onwards, differences appear between the results obtained with
the two higher factors (f=10° and 107), with lower values of both velocity and bulk
temperature predicted with the 'standard’ factor (f,=10°). This is the opposite of the behaviour
noted with the lowest value (f,=10°) where a higher bulk temperature decay was linked to
higher boundary layer velocities. It appears that small variations in the velocity and

temperature distributions during the first 5 minutes led to a slightly lower bulk temperature
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in the lower recirculation region with the 'standard’ factor (f,=10°) than with the highest
factor’? (f,=107), causing lower bulk temperatures in the freezing zone later in the freeze. This
in turn causes lower velocities and slightly faster freezing.

The results obtained with the lowest factor (£,=10°) clearly disagree with the
experimental results. This test has not been able to show that a higher value causes
significantly greater freezing rates because the effect of convection on solidification has been
minimal. Caution must be used when choosing a high value because of possible adverse
affects under conditions when convection is important; Hibbert et all*® state that a
discontinuous switch-off (equivalent to a very high value of immobilisation factor) causes
unrealistically high freezing rates. The value of 10° was therefore chosen, on the grounds that

it was the lowest value which produced reasonable agreement with the experimental results.

5213 Solution Convergence

The velocity, pressure and pressure difference distributions were predicted using a
line-by-line procedure which makes use of the tri-diagonal matrix algorithm (TDMA) to
calculate the values of the dependent variable for all the nodes on each row (or column)
simultaneously with the nodal values 'off-row' (or column) kept at the value from the previous
iteration. The solution procedure then alternated between row and column solution. The
velocity calculation was under-relaxed (only updated by a proportion (80%) of the predicted
change in nodal values between iterations) to improve convergence. The energy equation
could not be solved using the line-by-line method because there were two dependent
variables: enthalpy and temperature. Instead the more primitive point-by-point procedure was
used; each node was visited in turn and updated using the latest values at the neighbouring
nodes. This method is more time consuming than the line-by-line method and also more prone
to instability.

Modelling phase change also causes problems in solution convergence of the energy
equation due to the abrupt change in properties and velocity between water and ice. This
causes oscillations in the enthalpy-temperature distribution both in solidifying control volumes
and also at surrounding positions. This is noted to a small extent (causing temperature
variations of the order of 0.1°C) in one dimensional solidification; it is more serious in two
dimensional problems (both with and without convection) with multiple control volumes

undergoing solidification and oscillations in the rows above and below the solidifying control

>?Investigations detailed in the next chapter (section 6.1.1.1) show that the main (upper)
recirculation region mixes periodically with this lower region. 75
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volume. There is also a further effect involved in convection-solidification problems when the
velocity is forced to zero as the control volume solidifies. This effect is lessened by using an
exponential term in the immobilisation routine.

The major effect causing oscillation was found to be the change in conductivity
(0.6 W/m?K in water to 2.2 W/m?K in ice) at the ice-water interface and the problem was
more significant in two dimensional problems. Changes in enthalpy in solidifving control
volumes of the order of £1000 J/kg (equivalent to an interface movement of approximately
3um) were noted together with changes in temperature at surrounding nodes of several degrees
(greater at the nodes above and below the solidifying control volume). Occasionally, the
position of the interface oscillated between two control volumes.

The formulation of the enthalpy method used in this model assumed that the
temperature at the node in a solidifying control volume remained at zero while the enthalpv
decreased from the latent heat to zero; this causes a zig-zag (stepped) interface movement (see
figure 4.1). This can be explained by dividing the solidification of a single CV into two stages
as follows:

Stage 1: CV starts solidifying

T set to 0°C (average temperature (expected) greater than 0°C)

lee side : temperature difference therefore heat flux is less than it should be

Water side :  temperature difference therefore heat flux is greater

= enthalpy decayvs less quickly therefore interface moves more slowly
Stage 2. CV almost entirely solidified
T set to 0°C (average temperature (expected) less than 0°C)
reverse of above
= enthalpy decays more quickly therefore interface moves quickly

Hence the interface position 'steps' around the exact solution for one-dimensional
solidification. This behaviour causes problems in defining the interface profile in two
dimensional problems’*. The conductivity around the solidifying control volume was assigned
on the basis of the temperature on the sides of the control volume, giving either the
conductivity of water or of ice (except between two solidifying control volumes, when the
temperature gradient would be zero). If the conductivity were assigned on the basis of a
smoothed interface, then the change in conductivity would be more gradual. A recent paper

by Lee and Tzong"" proposed a modified enthalpy method which supplied an even latent heat

**The smooth ice profiles shown in the figures were obtained by assuming that the average
interface position (calculated by summing the liquid fractions) was located at the vertical centre of the
contro] volume and linking these positions.
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evolution during freezing (and therefore a smoother interface movement) and also included
the application of a weighting scheme to deal with the jump in properties at the interface.
This was published since this model was finalised; however, the model could benefit further
development in this area.

This problem of oscillations in the enthalpy-temperature calculation can be minimised
by only updating the conductivity distribution at the beginning of the time step. This
introduces a small inaccuracy in the position of the interface, however if the time steps are
sufficiently small this should not cause a significant overall error in freeze time.

A more crude method of dealing with the problem is to effectively ignore it in terms
of judging convergence if a large number (around 40) iterations have been performed. There
is normally a variable number of convergent iterations before the oscillations set in and
therefore, by using a constant cut-off number of iterations, sometimes the interface will move
forwards and sometimes it will be retarded and therefore the error in interface position should
cancel out over a period of time. This method is slower than the method described in the
previous paragraph because, in a two dimensional problem with a curved ice-water interface,
oscillatory behaviour is encountered regularly. (Although this does ensure a high level of
convergence in the other distributions.)

Predictions obtained using both methods showed no noticeable differences and the

first method was used because it was faster.

5214 False (or Numerical) Diffusion

False diffusion is a problem found in most numerical discretisation schemes. It is
encountered in situations when the flow is not aligned with the grid direction and there is a
significant gradient of the dependant variable in the direction perpendicular to the flow,
resulting in a local artificially increased diffusion coefficient for the dependant variable. This
problem originates from the assumption that the flow across the control volume faces is

(591 quotes an approximate relationship for the value of this

locally one-dimensional. Patankar
extra coefficient (I')) from de Vahl Davis, given in equation 5.2 which expresses I'; in terms
of the flow velocity (U), density, grid size (Ax,Ay) and the angle (8) between the flow and
the horizontal direction.

The diffusion coefficient for water in the momentum equation, ie. viscosity, 1s
approximately 10 kg/ms, whereas the diffusivity in the energy equation (k/c) is an order of

magnitude lower (0.14x10? kg/ms). Under 'standard' conditions for the convection problem
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I - pU Ax Ay sin20
7 4(Ay sin®® + Ax cos’9)

r™%g-45°) = LY (-A’f_]

(5.2)

i |1e
(Ax=1mm, Ay=8mm, U=10mm/s, p=10°) the maximum value of the false diffusion coefficient
is approximately 50x10° kg/ms, an order of magnitude greater than viscosity and two orders
of magnitude greater than the thermal diffusivity. In order to reduce the false diffusivity to
less than the thermal diffusivity, a grid spacing in the horizontal direction of approximately
0.04mm (Ax=Ay) would be required (ie. 2 50mmx1000mm domain would require a
1250x25000 grid).

In the case of pipe freezing, significant angles between the grid and the flow direction
and a high gradient of both temperature and velocity perpendicular to the flow direction will
arise at the ends of the plug. The angle between the interface and the grid at the bottom of
the plug will be greater than that at the top, partly as a result of applying the jacket’ boundary
condition gradually to simulate the process of filling the jacket and partly due to the effects
of convection; in addition, the velocity is higher at the bottom of the plug. Any effects of
false diffusion on the solution will therefore be most noticeable below the plug neck.

Both velocity and temperature calculations will be affected by this to some degree
because both experience an increase in diffusivity; the effect on the temperature distribution
will be greater than that on the velocity calculation. This will affect the temperature
distribution by gradually smearing the high temperature gradient at the interface as the flow
moves downstream giving an artificially thickened thermal boundary layer. The false diffusion
coefficient is also proportional to the speed of the flow and therefore the effect will be more
significant for higher values of initial temperature.

In addition to the top and bottom of the plug, false diffusion may also affect the
solution at the point where the boundary layer flow turns off the wall to flow inwards and
across the pipe before returning to the freezing zone up the centre of the pipe. At the point
that the water leaves the pipe wall, there will be both temperature and velocity gradients in
the direction perpendicular to the flow.

One way of avoiding false diffusion around the plug would be to use a transforming
grid to model the solidification process, producing a grid which is aligned with the flow
direction. This method of modelling solidification was considered (described briefly in chapter
4 and in more detail by Keary"”) and was rejected because there were doubts as to its

suitability for a problem which would include a high degree of distortion. The effect of false
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diffusion can be minimised by using a discretisation scheme which takes into account the two-
dimensional flow, for instance, the Skewed Upwind Differencing Scheme (SUDS) proposed
by Raithby®. This includes more neighbouring control volumes in the discretisation scheme
and therefore increases the complexity of the solution.

At this stage it was envisaged that false diffusion would produce localised effects at
the bottom of the plug and cause little effect on the overall freezing time, which is controlled
by the conditions at the plug neck. In the results obtained for the grid sensitivity tests (figures
5.7a-e), the angle between the grid and the ice interface increased as the ice plug grew, giving
a maximum angle of approximately 25° (between the interface and the vertical direction) at
20 minutes and 35° at 25 minutes, after the plug has closed off. The angle between the flow
and the grid will be greater in stainless steel pipes, because the conductivity of stainless steel
is 31% of that of mild steel and therefore the plug will be confined to the freezing zone to
a greater extent. There appears to be no indication of false diffusion below the plug because
by the time that there is a significant angle between the grid and the flow, the bulk
temperature and velocity, had decreased. The flow reversal when the temperature dropped
below 4°C complicated the flow and obscured any effects of false diffusion. At the point
where the boundary layer flow leaves the pipe wall there is an indication of the action of false
diffusion. The locally increased thermal diffusivity increases the volume of cooled water in
the region where the boundary layer leaves the wall and moves diagonally across the grid.
This will tend to drag the boundary layer further down the pipe. Once the flow is moving
horizontally, the flow is aligned with the grid and therefore there is no false diffusion. False
diffusion is therefore responsible for making it appear that the boundary layer turns abruptly
through 90° when leaving the pipe wall. This effect may be responsible for the variation in
the height of the bottom of the main convection cell with grid density; the effect will be more

significant with coarser grids (compare figure 5.7a and 5.7¢).
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5.2.2 Validation Tests

These tests were carried out to compare the predictions of flow field and freezing time
with the experimental results obtained predominately by Tavner™. With the exception of the
boundary layer velocities which were measured in the prototype rig, the experimental results
were obtained in Tavner's final rig. This was a 100mm (4") diameter stainless steel pipe, Im
long which was placed above a tank to simulate the thermal mass of a length of pipeline. The
jacket was 200mm (8") long and located 0.4m above the tank.

The numerical model of the prototype rig used the 56x81 grid used in the previous
tests, giving a grid spacing of 1mm (0.04") in the radial direction and a grid spacing of 8mm
(0.32") in the vertical direction. The model of the longer final rig used the same grid spacing
in the radial direction; the vertical grid spacing inside the freezing zone was 8mm (0.32"),
with a coarser 10mm (0.4") spacing used away from the freezing zone. The jacket was located
223mm (8.9") above the bottom of the domain. This resulted in a grid with dimensions 56x81
to model 630mm (25.2") length of pipe and 56x82 to model 654mm (26.16") length of pipe.

The following validation tests were defined to compare the experimental results with
the predicted results.

1. Freezing times for initial temperatures from 0°C to 40°C.
2. Velocity in boundary layer at vertical mid-point of the jacket during freeze of water

initially at 18°C (comparison with experimental results obtained in prototype pipe

rig.)
3 Bulk water temperature inside the freezing zone throughout the freeze.
4, Plug profiles.

The model was run with initial water temperatures of 8°C, 18°C, 26°C and 40°C. The
first three were values of initial temperature for which Tavner had performed instrumented
freezes. In each case, the model was run until the ice plug had reached the centre of the pipe
(ie. freeze-off); the temperature and velocity distributions were stored on the computer at the
end of every 30 seconds of predicted time.

These results were presented at Eurotherm 30: Heat Transfer in Phase-Change

Processes: Melting and Solidification. This paper is included in Appendix V.
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5221 Results

The results from this series of four runs were analysed using the comparison tests in
order to investigate how well the model predicted the pipe freezing process. The experimental
data obtained by Tavner were mainly used for comparison but some comparison with the

results obtained by Burton was also carried out. The results are described in the following

sections.

Freezing Times

The predicted and measured freezing times are plotted against initial temperature in
figure 5.15, together with the experimental results obtained by Burton and by Tavner®.

The freeze times recorded by Burton with and without the tank are the same at 20°C
but as the initial temperature increases the time to freeze increases more rapidly when the
tank is included into the rig. The freeze times recorded by Tavner increase in the same way
as those obtained by Burton using a tank but are consistently longer due to the differences
in the jackets.

The predicted freeze times agree with Tavner's results at temperatures below 25°C
because the boundary condition was established specifically for Tavner's jacket. Above 25°C,
the predicted freeze times obtained when convection was included increase slightly more
rapidly than those predicted when convection was ignored but much less rapidly than the

measured freeze times obtained using a tank. The predicted freeze times increase with the

initial temperature in the same way as those recorded by Burton when the tank was not used.

Boundary Layer Velocities

The variation of boundary layer velocity during the freeze is plotted in figure 5.16,
together with the measured velocity data from Tavner”, showing excellent agreement with
the predicted velocities, with the predicted and measured velocities lying within 1mm/sec of

each other.

Bulk Temperature

The bulk temperature was obtained from the experimental data by taking the
temperature data at locations which lay away from the ice and the thermal boundary layer.
Tavner simply averaged these temperatures; weighting the temperatures with the radius at
which they were measured in order to obtain a volumetric average temperature did not affect

the value significantly. These values are plotted in figure 5.17 for the 8°C, 18°C and 26°C
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freezes. The predicted bulk temperatures were calculated using the temperatures at all the
control volumes which lay away from the thermal boundary layer (Z(TAV)/Z(AV)) and also
plotted on figure 5.17.

Comparison of predicted and measured bulk temperature shows that the predicted

values decayed more rapidly than the measured temperature.

Plug Profiles

The predicted ice plugs are plotted in figures 5.18a-d. The ice plugs grew slightly
more rapidly near the bottom of the jacket at the beginning of the freeze but appeared to be
roughly symmetric by the end of the freeze. There was no great difference between the
predicted profiles for the four freezes. This agrees with the observation made by Burton that

the ice plugs formed in a short closed pipe are symmetric about the vertical centre of jacket.

Description of Plug Formation and Flow Field

In figures 5.18a-d, the velocity and temperature distributions during the freeze are
plotted for the four freezes. The plug formation and flow field are similar in all four freezes,
with the plug growing more slowly at the higher initial temperatures. The development of the
flow field and the plug is first described for the 18°C freeze and then the differences in the
40°C freeze are described.

The water next to the cold wall is cooled and moves down the wall. At some point
below the freezing zone, the flow leaves the wall and flows inwards across the pipe. The
temperature of this flow is still lower than that of the water in the bottom of the pipe which
remains at the initial water temperature. Some of the flow turns to drop down the centre of
the pipe. The remainder turns and flows up the centre of the pipe. Thus two recirculation
regions are established, one on top of the other. The temperature of the core flow decreased
more rapidly than the temperature in the lower part of the pipe. The upper region occasionally
extended into the lower section and the temperature distribution below the plug was extremely
complicated. This agrees with Tavner's observations of the presence of a complex mixing
zone.

Later in the freeze (at 15 minutes) a separate recirculation region can be seen above
the plug neck which agrees with the three stage plug development theory postulated by
Burton. However by this time, the bulk temperature has decayed significantly (and faster than
measured during the experiments by Tavner and by Burton) and the flow subsides.

In the 40°C freeze, similar processes take place but the plug formation is initially

much slower over the first 10 minutes and does not become significant until the bulk
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temperature inside the pipe has dropped to around 10°C. The flows in the lower recirculation
region are more vigorous than those for the lower temperature freezes.

The angle formed between the ice interface and the grid is approx 30° after 15
minutes in the 18°C freeze and therefore it is possible that the solution at the bottom of the
plug will become affected by false diffusion. However, over this period the bulk temperature
dropped to approximately 7°C and therefore convection decreased and the flow field became

increasingly affected by the density inversion.

5222 Discussion

The bulk temperature decay inside the freezing zone is caused by the boundary layer
flow cooling the upward core flow into the freezing zone. The predicted bulk temperature
decays more rapidly than the measured temperature because a smaller mass of water is cooled
in the model. In the experiments with the tank, the mixing region could extend downwards
to occupy a greater volume than in the model; in addition, the temperature inside the tank was
maintained using heaters. The predictions agree more closely with the experimental results
obtained by Burton when a tank was not included.

At higher values of initial temperature the heat transfer takes place over a longer
length of pipe. The plots show that the flow falls further below the bottom of the freezing
zone in the 40°C freeze than the 18°C freeze. Therefore in the higher temperature freezes the
length of the domain will become more important.

No significant effects caused by false diffusion at the top and bottom of the plug were
noted because the development of a significant angle between the plug and grid coincided
with a significant decrease in the bulk temperature inside the freezing zone. Under the
conditions where false diffusion would be expected, convection and therefore the flow field
subsides.

On the basis of these results it was clear that the model was predicting convection and
solidification well in a closed length of pipe and to that extent the model had been validated.
However, the length of the domain which was used was inadequate to predict the plug
formation at higher initial water temperatures because the bottom of the domain affected the

development of the flow field.
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53 CONCLUSIONS

A simple model of plug formation was defined using measurements of wall
temperature as the boundary condition and ignoring convection. The agreement between the
predictions of freezing time, temperature distribution and plug development and the
experimental results was excellent at initial water temperatures below 26°C. This validated
the solidification model under pipe freezing conditions.

A relationship between the wall temperature and heat flux was developed to simulate
the boiling nitrogen in the jacket.

The full model of convection and freezing with a temperature dependent heat flux
boundary condition was validated against the experimental results obtained by Tavner and by
Burton. The agreement between the predicted and measured boundary layer velocities
obtained at lower temperatures gave confidence in the convection and solidification modelling
routines. At initial temperatures up to 25°C, the agreement between the predicted and
measured results was excellent with the exception that the predicted bulk temperature decayed
more rapidly than the measured temperature. Above 25°C, the model failed to predict the
characteristic rapid increase of freezing time and predicted roughly symmetric plug profiles
rather than the highly asymmetric plugs formed in the experiments. Comparison with the
experimental results obtained by Burton in a closed pipe and in an open pipe placed on top
of a tank showed that the problem lay in the length of pipe modelled. The pipe length
modelled was too short and therefore the entire contents of the pipe were cooled and the
freezing rate was increased.

There were no indications of false diffusion in the results, however it was noted that
the point at which false diffusion would become important (ie. when the ice growth had
caused a significant angle between the flow direction and the grid), the effect of convection
had decreased because the bulk temperature had decayed.

It was therefore concluded that the numerical model was predicting convection and
solidification well in a closed length of pipe but the length of the domain was found to have
a significant effect on the plug formation, especially at higher initial water temperatures. This
was noted in the experimental results, in which the problem was addressed by increasing the
length of pipe below the freezing zone and placing the pipe above a tank in which the water

temperature was maintained.
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6. RESULTS

When the predictions of the flow development during solidification were examined
in the previous chapter, an interesting and unexpected behaviour was observed. The cooled
boundary layer ran down the wall and became warmer; however, while it was still cooler than
the surrounding fluid, it became detached from the wall and turned to flow inwards. The outer
layer continued to fall down the pipe, away from the pipe wall and the rest turned to flow up
the centre of the pipe, decreasing the bulk temperature inside the freezing zone. Thus a
recirculation cell was established with cooler and therefore more dense fluid apparently
supported above warmer, less dense fluid. This flow structure remained throughout the freeze,
although the size of the convection cells and flow pattern within them was observed to vary.

In this chapter, the development of this flow field is investigated and the mechanisms
which control it are discussed (section 6.1). In section 6.2, the interaction between the flow
field and plug formation is investigated for different initial water temperatures, different
lengths of pipe and with different boundary conditions (this forms the main bulk of the results
of this thesis). The results obtained when flow was allowed across the bottom boundary of
the numerical domain are described in section 6.3. The understanding of the processes
involved in pipe freezing obtained from the analytical model are employed to define a ‘map’
of the recommended modelling method over a range of pipe sizes and initial water
temperatures. This 1s described in section 6.4 and the results from the chapter are summarised

in section 6.5,

6.1 STUDY OF NATURAL CONVECTION WITH NO FREEZING

In order to investigate the factors which control this flow pattern, the model was
simplified. The freezing process was not included and the wall was removed from the domain,
with an adiabatic boundary condition imposed above and below the jacket position. The jacket
was simplified to an isothermal 0°C wall section. The top and bottom of the domain were
assumed to be isothermal at the initial temperature.

The same flow pattern was observed in this simplified situation, showing that it was
unrelated to the solidification process. The model was run for a series of conditions to
investigate the effect of pipe diameter, length and initial water temperature on the convection
patterns. (Simulations were also carried out for a rectangular vertical duct with a cooled
section of wall and similar results were obtained, showing that the flow pattern is not

restricted to the radial geometry.)
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6.1.1 Description of Flow Field

The underlying processes are discussed for convection in a 100mm (4") diameter pipe
containing water initially at 20°C with a 200mm (8") section of cooled wall (referred to as
the jacket"). This is used as the 'standard' and the variations on this caused by diameter, length

and initial temperature are described in the following sections.

6.1.1.1 Development of the Flow Field

The predicted flow in a 100mm (4") diameter pipe containing water initially at 20°C
is shown in figures 6.1a-d. The development of the flow over the first 2 minutes at 5 second
intervals is shown in figures 6.1a,b and the flow structure at half minute intervals over a 10
minute period is shown in figures 6.1c,d. The development of the velocity and temperature
distributions is described in the following paragraphs.

This flow development appears to be a complex interaction of various transient
processes, which are described in detail below. This description represents the Author's current
understanding of the process. In an attempt to make the description clearer, key points are
highlighted using #talics.

By imposing 0°C on the wall, a small flow was induced and a convection cell
established. Over the first 15 seconds this cell becomes distorted; it stretches downwards as
the velocities increase and becomes distorted at the top in order to feed the flow as it
accelerates down the wall and the centre of recirculation drops down the cell. The flowrates
increase over the time period, especially below the cooled zone where the thickening of the
layer of downwards flowing water causes a corresponding increase in upwards flow.

The velocity, streamline and temperature distributions at 15 seconds are shown in
more detail in figure 6.2a, where the area of interest has been expanded. In the isotherm plot,
the thickening of the thermal boundary layer down the 'jacket' is clearly visible. The average
temperature in the boundary layer when it leaves the wall is approximately 18°C. The
boundary layer flow is sandwiched between the pipe wall on its outer face and the core flow
moving in the opposite direction on its inner face. The shear at the interface between the
boundary layer and the core flow decelerates the boundary layer flow and opposes the
buoyancy forces, making the boundary layer tumn off the wall before it has warmed up to the
initial temperature. There appears to be a maximum thickness for both layers, when an

increase in the thickness of one layer will reduce that of the other, which forces a large
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increase in the velocity in that layer to maintain the flowrate and therefore increases the shear
at the interface between the two flows. The maximum thickness of the boundary layer (in
these results) is approximately 16mm, 32% of the pipe radius.

Closer inspection of the flow field at 1 second intervals (not included here) shows that
the temperature of the flow leaving the wall decreases gradually. Over the next 5 seconds the
cell stretches further downwards and a separate recirculation region forms below the point at
which the boundary layer leaves the pipe wall (note the upwards flow at the wall at 20
seconds in figure 6.2a). This is formed because the water immediately below the main
convection cell is cooled (by the cooled water leaving the wall) and drops, causing an up-flow
next to the pipe wall. This up-flow pushes the boundary layer flow off the wall, augmenting
the shear effect and pushing the boundary layer inwards. As time goes on the temperature of
the boundary layer when it leaves the wall decreases further (all these processes develop
gradually and therefore the decrease in temperature is not sudden) and this therefore drives
the separate recirculation region further. The separate region gradually increases in size,
pushing the diverted boundary layer towards the centre of the pipe. This effectively decreases
the pipe diameter and therefore 'chokes' the boundary layer flow. A portion of the flow,
consisting of the cooler, outer part of the boundary layer, continues to move downwards,
forming a secondary region; this is balanced by a return flow moving rapidly up the centre
of the pipe. The remainder of the boundary layer, which is still below the initial bulk
temperature, is tumed to move back up the pipe to the freezing zone, causing the bulk
temperature to decay.

The early stages of this development are visible at 25 seconds (figure 6.2b). Complex
flow patterns form within the main convection cell which interfere with and destroy the
thickening of the down-flowing layer below the cooled zone. Although the thickening of the
boundary layer was initially responsible for the development of the separate region, once the
separate region 1s established it is stable.

The secondary region gradually (approximately linearly) stretches down the pipe,
together with the separate region. The height of the bottom of the main convection cell levels
out over the second minute (see figure 6.1b) and the bulk temperature inside the freezing zone
decays. When the secondary region reaches the bottom of the domain (at 120 seconds), it
breaks off the main region and falls down the pipe, separating the two regions. The lower
region slowly stabilises, stratified, with the cooler cell dropping to the bottom. At around 4
minutes, the flow in this region has subsided and the cooled flow from the main convection
cell starts to extend into the lower region again. There is therefore a periodic motion, with

the secondary region forming, dropping to the bottom, and breaking off. The height of the
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bottom of the main cell varies as the flow patterns change, moving upwards when the regions
are separate and dropping down as the secondary section reforms.

When the main cell is separate, the rate of bulk temperature decay in the cooled zone
increases. When the secondary region reforms the decay rate decreases. In the closed length
of pipe modelled here the lower region is cooled and so the decay rate is greater than it
would be if the pipe was infinitely long.

In summary, the development of the flow can be described in three stages, depicted
in figure 6.3. During the first stage a convection cell is established which stretches downwards
as the velocities increase. The thickness of the down-flowing layer increases and reaches a
critical size when interference between the down-flow and up-flow occurs. This marks the
beginning of the second stage. The shear between the boundary layer and the core flow
opposes the movement in the boundary layer, with the result that the boundary layer turns and
moves upwards when it is still cooler than the initial temperature. This sets up a separate
recirculation region immediately below the position at which the boundary layer leaves the
wall, causing an up-flow at the pipe wall which forces the boundary layer off the pipe wall.
The boundary layer is diverted around this new separate region, which continues to grow and
partially blocks the pipe. The outer cooler part of the boundary layer continues to fall down
the pipe (forming the secondary region), returning to the freezing zone as a relatively fast,
'hot' core flow. The inner part of the boundary layer turns to move up the pipe to the freezing
zone, resulting in a decay in the bulk temperature inside the freezing zone. In the case of
water initially at 20°C in a 100mm (4") diameter pipe, the point at which the boundary layer
leaves the wall stabilises. The secondary section stretches down the pipe and when it reaches
the bottom (stage 2a in figure 6.3) it breaks off from the main cell and falls down the pipe.
During the third stage, the top region is separate from the bottom and the flow in the lower
part of the pipe slowly subsides. The bulk temperature decays more rapidly. The second and
third stages then repeat with the secondary section reforming, stretching down the pipe and
dropping off. Throughout the process, the temperature inside the pipe and especially in the

cooled zone decreases and therefore convection subsides and the stages become less distinct.

6.1.1.2 Comparison with Predictions from PHOENICS and Flow-3D
These results were compared with the predictions of the flow development obtained

using two general purpose commercial CFD packages; PHOENICS-1 4 (shareware version of
the 1987 PHOENICS code) and Flow-3D. These packages were both used to model natural
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convection inside a pipe with a cooled section of the boundary. The flow development over
the first 30 seconds was modelled for a 100mm (4") diameter pipe containing water initially
at 20°C. The resulting flows developed in the same way as those described above. These

results are described in more detail in Appendix III.

6.1.13 Effect of Pipe Diameter on Flow Development

In the description of the flow development above, two controlling mechanisms were
isolated: shear between the boundary layer and the core flow, and a choking effect, with the
separate cell reducing the working area of the pipe and turning cooled water back up the pipe
to the freezing zone. Both effects will become weaker in larger diameter pipes although shear
between the boundary and the core flow will become significant in the freezing zone when
the plug reaches a critical size. The following study of the effect of varying the pipe diameter
on the flow development is split into two: firstly, the flow development over the initial minute
was studied to confirm that these effects become weaker in larger pipes and secondly, the

flow development and bulk temperature decay over 5 minutes are described.

Initial Flow Development

The flow development was predicted in pipes of diameter 50mm (2"), 100mm (4"),
150mm (6") and 200mm (8") using a constant cooled wall length of 200mm (8") to give
similar conditions in the boundary layer. The cooled wall length was fixed rather than scaled
with the pipe diameter in order to investigate the effect of the pipe diameter on the flow
development without varying the conditions in the boundary layer. The results were plotted
at four points in time which approximately spanned the time at which the second stage
started. Two criteria were used to select this point: the point at which an up-flow first
appeared next to the outer boundary and secondly, the point at which water at below 19°C
started to move upwards in the core flow. The velocity, isotherm and streamline plots are
shown in figures 6.4a-c. Several key points can be extracted from these plots; the second
stage can be seen to start earlier in smaller pipes and the length of the convection cell at this
point is correspondingly smaller. The velocity of the core flow is greater in the smaller pipes
(as expected) and the boundary layer thickness when the second stage starts is approximately
one third of the pipe radius in all cases, Comparison of the velocity (and streamline) plots and
the isotherm plots (figures 6.4a-c) show that the appearance of the lower separate recirculation

cell has less effect on the temperature distribution in the larger pipes; for instance, at the point

89



Chapter 6: Results

(16 seconds) at which an up-flow becomes visible in the 50mm (2") diameter results, the
temperature of water moving up the centre of the pipe is in the range 16-20°C and is
decreasing steadily; at the equivalent point in the flow development in the 200mm (8")
diameter pipe the water temperature in the core is greater than (approx.) 18.5°C. These results
are drawn together in figure 6.5, showing the height of the bottom of the main convection cell
against time for the four pipe sizes, together with the temperature in the boundary layer when
it leaves the wall. In the 50mm (2") diameter pipe, the bottom of the main convection cell
levels out and there is a significant decrease in the temperature of the water leaving the wall
(by 30 seconds the temperature is 7°C below the initial temperature). The effect is still
significant in the 100mm (4"); by 30 seconds the temperature of the water leaving the wall
is 32°C below the initial temperature and over the next minute the main convection cell
gradually levels out. As the pipe diameter increases, the effect both on the position of the
convection cell and on the temperature of the water leaving the pipe wall decreases and it can
be concluded that in pipes above 200mm (8") in diameter, the separate cell will form but will
have little effect on the resulting velocity and temperature distributions.

In summary, the boundary layer thickness increases rapidly until the shear between
the core up-flow and the boundary layer becomes significant; this takes place slightly later
in larger pipes giving a corresponding increase in the length of the convection cell. Once this
has happened, a separate cell forms below the main cell which diverts the boundary layer
from the wall. In a small pipe, this occupies a significant proportion of the pipe and therefore
starts to block the pipe and forces most of the boundary layer to turn and move up the pipe;
the height of the bottom of the main cell levels out. In larger pipes, the separate region exists
but has a weaker effect on the velocity and temperature distributions, so that the main cell
continues to fall down the pipe and there is less decay in bulk temperature. It appears that in
pipes greater than 200mm (8") in diameter (with 200mm (8") cooled wall) the effect on the

conditions in the {reezing zone will be negligible.

Flow Development over 5 minutes

The effect on the flow development over a longer term was also investigated under
the realistic conditions of scaling the jacket length with the pipe diameter. This is normal pipe
freezing practice and the length of the jackets used in the experimental programme were twice
the diameter of the pipe. In order to investigate the flow patterns inside different diameters
of pipe, the cooled wall length was scaled accordingly. The flow development was predicted

over a 5 minute time interval using pipe diameters of 50mm (2"), 150mm (6") and 200mm
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(8"); the length of the domain was defined so that the length of pipe below the jacket was
constant and the same as that used in the predictions obtained for the 100mm (4") diameter
pipe.

Figure 6.6a shows the development of the flow pattern over 5 minutes in the 50mm
(2") diameter pipe containing water initially at 20°C. The development of the flow patterns
is similar to that in the 100mm (4") pipe, but the height of the main convection cell levels
out higher than that in the 100mm pipe (approximately 120mm (4.8") below the jacket bottom
compared to 170mm (6.8") in the 100mm (4") diameter pipe) and the bottom of the secondary
cell drops more slowly. The secondary region hits the bottom (approximately 730mm below
the jacket bottom) in around 3 minutes and breaks off, reforming by 42 minutes. The
maximum thickness of the down-flowing layer is 8mm at 10-15secs (32% of the pipe radius).

Figure 6.6b shows the development of the flow pattern in a 150mm (6") diameter
pipe. The flow pattern is similar but the secondary region reaches the bottom of the pipe
before the height of the main convection cell stabilises. The maximum thickness of the down-
flowing layer is 25mm (at 20-25 seconds), 33% of the pipe radius. It is interesting to note that
the flow does not reach the bottom of the domain until sometime between 2 and 2% minutes,
later than in the 100mm (4") diameter pipe. This is discussed below.

The flow development in the 200mm (8") diameter pipe is plotted in figure 6.6¢ and
is similar to that in the 150mm (6") pipe. The height of the bottom of the main convection
cell does not stabilise before the flow reaches the bottom of the domain (again between 2 and
2% minutes). The maximum thickness of the down-flowing boundary layer is 33.5mm at
30secs (33.5% of the pipe radius).

The bulk temperature decays more rapidly in smaller pipes. In figure 6.7, the average
temperature in the cooled region (away from the boundary layer) is plotted against time for
the 50mm (2"), 100mm (4"), 150mm (6") and 200mm (8") diameter pipes for the time prior
to the flow reaching the bottom of the domain. The trend of bulk temperature decay from
measurements for Tavner's instrumented 19.7°C freeze is also plotted. This demonstrates that
in pipes of 150mm (6") diameter and above there is very little decay in bulk temperature and
also shows good agreement between the predicted and measured temperatures in the 100mm
(4") diameter pipe over the first 2 minutes, at which point the secondary region reaches the
bottom of the domain.

The length of time for the flow to reach the bottom of the domain is controlled by
the rate at which the main convection cell drops down the pipe and the rate at which the
secondary region drops down the pipe. In the 50mm (2") and 100mm (4") diameter pipes, the

bottom of the main convection cell levels out and the extension of the mixing region is
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determined by the secondary region. The main region levels out higher in the smaller pipe
(in addition, the velocities are lower because the cooled wall length is shorter) and therefore
the flow takes longer to reach the bottom of the domain. The length of time for the flow to
reach the bottom of the domain in the 150mm (6") and 200mm (8") diameter pipes is
primarily controlled by the main region, which stretches down the pipe relatively slowly. It
therefore appears that the case of the 100mm (4") pipe diameter is a maximum for the rate
at which the flow drops down the pipe.

In summary, the maximum thickness of the down-flowing layer was approximately
one third of the pipe radius when the initial water temperature is 20°C. The 'choking' effect
is greater in smaller diameter pipes, where the main convection cell stabilises at a higher level
and the bulk temperature decays more rapidly. Above 150mm (6"), the effect is not

sufficiently strong to stabilise the height of the main convection cell.

6.1.14 Effect of Initial Temperature on Flow Development

The flow patterns in the 100mm (4") diameter pipe were predicted for initial
temperatures of 10°C and 30°C. These velocity and streamline plots are shown in figures
6.8ab.

The maximum thickness of the boundary layer decreases with the water temperature;
18mm, (36% of the pipe radius) at 10°C, 16mm (32%) at 20°C and 13mm (26%) at 30°C.
The higher velocities at higher temperatures result in increased shear between the two layers
and therefore decrease the critical boundary layer thickness.

The variation of height of the bottom of the main convection cell with time for
different initial temperatures is shown in figure 6.9. As the temperature increases, the
buoyancy forces increase causing the main convection cell to drop further down the pipe.
When the initial temperature was above 30°C, the height of the bottom of the main cell did
not appear to level out before the secondary region reached the bottom of the domain.

The distances between the bottom of the jacket and the tank used by Burton and by
Tavner arc also marked on figure 6.9. As a result of positioning the tank at different distances
from the freezing zone, the bulk temperatures inside the freezing zone decayed at different
rates. To quote Tavner'® "the results from Burton's work show that bulk temperatures in the
earlier rig were well maintained by heat exchange with the reservoir" (Burton's coldest freeze
using the tank was 20°C) and (from Tavner's work) "...it appeared that the mixing region was

not extending as far as the tank at temperatures below about 30°C". This is explained by the
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predicted flow development. The break-point at which the main region would enter the tank
is slightly above 20°C in Burton's rig compared to somewhere between 25°C and 30°C in
Tavner's rig. Similar trends are noted when the freezing times obtained in the two sets of
experiments are compared; Tavner's measurements start to increase more rapidly above around
25°C, slightly higher than the temperature at which Burton's freeze times start to increase
more rapidly.

The bulk temperature inside the cooled zone initially decays more rapidly for higher
initial temperatures. The heat flux from the water to the cooled wall is proportional to the
temperature difference between the water and the cooled wall and therefore the temperature
decay rate is higher for higher initial temperatures. This agrees with the predictions obtained

using the simple analytical flow model described in chapter 3.

6.1.15 Effect of Pipe Length on Flow Development

The importance of the pipe length is linked to the effect of the secondary section
hitting the bottom of the pipe. When this happens the bulk temperature both in the cooled
region and in the lower section of pipe decays more rapidly. There is a rapid drop in bulk
temperature when the secondary region reaches the bottom of the pipe because the main
region becomes isolated from the water below.

If the pipe length is so short that the main cell reaches the bottom during the first
stage then the convection cell occupies all the pipe and the water inside the pipe stratifies,
cooling the entire contents of the pipe. If the pipe length is such that the bottom of the main
cell is only a few pipe diameters above the bottom of the pipe when the secondary section
forms then the secondary section reaches the bottom of the pipe quickly and breaks off from
the main region giving a single recirculation region in the lower region. The secondary region
does not reform.

The situations in which the domain lengths modelled here would be sufficient to
model an infinite length are those with temperatures below 20°C in the 100mm (4") diameter
pipe (with a slightly larger temperature range in the 50mm (2") diameter pipe and a smaller
range in larger pipes). In these situations, the flow will not reach the bottom of the pipe over
a large proportion, if not all, of the freeze time. Therefore in situations conditions where
convection has a significant effect on freezing, the conditions below the freezing zone are

important.
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6.1.1.6 Implications to the Analytical Model

The predictions obtained from the numerical model have shown that, in pipes less
than 200mm (8") diameter, the flow development is affected by a ‘choking’ mechanism which
increases the bulk temperature decay. The analytical model (chapter 3) was developed without
including this flow development; this will be responsible for the poor agreement between the
analytical and experimental results. In addition, Tavner's™ inference of the length of the
mixing region, which was used to estimate this heat transfer, was not correct because he
judged that it was not possible for the secondary region to enter the tank if the bulk
temperature decayed.

The predicted flow development in a 100mm (4") diameter pipe is more complex than
that assumed in the analytical model. The mixing processes (and effect of diameter and initial
temperature) would be very difficult to formulate into the analytical model. However, if the
main interest lies in larger pipes, the results from studying the flow development show that
the bulk temperature decay will decrease in the larger pipes and therefore the analytical model
which assumed a maintained bulk temperature (section 3.1) would provide a reasonable

estimate of the freezing behaviour, subject to the limitations described in full in chapter 3.

6.1.1.7 Comparison with Experimental Results

There are no experimental results which directly confirm the predicted flow field,
however, there is indirect corroboration for these results, as follows:

The height at which the bottom of the main convection cell levels out in a 100mm
(4") diameter pipe at different initial temperatures can be correlated against the effect of
varying the location of the tank on the bulk temperature. This was described in detail in
section 6.1.1.4.

The predicted development of the flow field limits the heat transfer with the water
away from the freezing zone, increasing the decay in bulk temperature in the freezing zone.
The predictions agreed with the experimental results up until the flow reached the bottom of
the pipe (in the predictions). This was shown in figure 5.17.

To obtain experimental confirmation of these results, the flow and/or temperature in
the mixing region below the freezing zone must be monitored using flow visualisation
techniques such as those applied by Tavner™” to the flow in the freezing zone. The fast core

up-flow could not have been noted by Tavner because he observed the flow across a
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horizontal chord located away from the perspex plate (it is also possible that the presence of
the perspex front plate may have altered the flow pattern).

Both Burton and Tavner measured the temperature inside the freezing zone using an
array of thermocouples and therefore their results were examined to see whether there were
signs of a warmer core flow. Burton located the tank close to the freezing zone and therefore
the boundary layer would have entered the tank, destroying the ‘choking' mechanism.
Examination of Tavner's data shows that the column of thermocouples near the centre of the
pipe consistently read between 0.5 and 1°C greater than those at the neighbouring locations,
however, the proximity to the front perspex plate and the possible effect of this on the local

flow makes it difficult to draw definite conclusions.

6.1.2 Boundary Layer: Comparison with Integral Solution

The predicted boundary layer velocities and the heat transfer coefficients were
extracted from the results obtained for the flow development in a 100mm (4") diameter pipe
at the mid-point of the jacket and compared with the values predicted using the integral
solution for convection over a flat plate by Bejan™ (see Appendix I). This analytical solution
was derived assuming that the fluid properties (p, B, v, k, ¢) were constant which is not true
for water; the values of velocity and of heat transfer coefficients were calculated using the
properties halfway between the initial temperature and the cooled wall temperature (0°C).

A difference between the numerical predictions and integral solution for boundary
layer velocity was anticipated due to the difference in conditions at the top of the jacket in
the two models. The flat plate solution assumes that the boundary layer velocity is zero at the
top of the cooled plate (or at the bottom of the heated plate), which is not the case for
convection inside small diameter pipes. The numerical model predicted a fast core flow in a
100mm (4") diameter pipe which continues (slowing down) above the freezing zone; this
causes a corresponding flow down the outside of the pipe, with the result that the water above
the top of the jacket is not static. The boundary layer velocity will be slightly greater than the
integral solution. The core flow and therefore the velocity at the top of the jacket will
decrease in larger pipes. Figure 6.10 shows the relationship between the maximum boundary
layer velocity and the bulk temperature. The velocities predicted by the numerical model are
slightly greater (approximately 2mm/s) than the analytical solution but lower than those
predicted using the fluid properties at the bulk temperature.

The heat transfer coefficient was calculated from the numerical predictions of the
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temperature distribution, assuming a linear temperature profile. Figure 6.11 plots the heat
transfer coefficient against bulk temperature; the values obtained by Tavner® are also
included in the figure. The numerical predictions lie within the scatter of the experimental
results at bulk temperatures below 18°C, rising to approximately 50% greater than the
experimental values at 26°C.

The integral solution for the heat transfer coefficient fits the relationship given in

equation 6.1.
flat plate: h(z) =25.880 T, 770% (6.1)

The heat transfer coefficient obtained from the numerical data obtained in a 100mm
(4") diameter pipe fits the following relationship (see Appendix I). (This was based on the
assumption that the relationship between heat transfer and cooled wall length is the same as

the flat plate theory.)
numerical: h(z)=18.594 T 770% (6.2)

The ‘numerical' heat transfer coefficient is approximately 72% of the 'flat plate' value.
This is probably due to the density inversion at 4°C which decreases the velocity immediately
next to the ice and therefore decreases the heat transfer. The 'mumerical’ heat transfer
coefficient at the centre of the jacket is approximately equal to the 'flat plate’ value at the
bottom of the jacket.

Repeating the calculation for maximum temperature (chapter 3) with this relationship
for heat transfer coefficient gives a maximum temperature of 70°C with the neck at the
bottom of the jacket (A,=1) and 63°C (A;=)2) in a 100mm (4") diameter pipe. The former
moves the position at which the ‘critical effective heat flux’ crosses the line defined by critical
Grashof number to a smaller pipe diameter (approximately 75mm (3")), subject to the

limitations imposed by neck migration.
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6.1.3 Conclusions

The development of the flow field has been investigated and three stages in the
process have been described. The controlling factors have been isolated and the effect of the
pipe diameter and length investigated.

A mechanism has been isolated which limits the size of the main convection cell; this
is caused by the formation of a separate convection cell below the main cell which partially
blocks the pipe. This alters the flow field such that the cooled flow leaves the wall and flows
back up the centre of the pipe, resulting in a temperature decay in the cooled zone. The cooler
outer part of the boundary layer continues to fall down the pipe diverted by the separate
region, and a secondary region forms which quickly stretches down the pipe. The separate
convection cell supports the main cell by providing a flow up the wall. When the secondary
region reaches the bottom of the domain (with zero inflow boundary condition), it becomes
separated from the main cell and falls down the pipe. The flow field in the lower region
gradually stabilises. When the flow has subsided, the secondary region reforms and the
process repeats itself periodically. The temperature in the cooled zone decays more rapidly
when the two regions are isolated than when the secondary region exists, because there is
mixing with the bulk of water below the main region. The temperature in the Jower region
gradually decays and therefore all the water inside the pipe is cooled.

The same flow development was predicted using two general purpose CFD computer
packages (PHOENICS and Flow-3D); this is described in more detail in Appendix HI.

Increasing the pipe diameter reduces the 'choking' effect; the separate recirculation
region forms but has less effect on the subsequent flow development. The predictions imply
that these processes will have negligible effect on the flow development in pipes above
200mm (8") in diameter; in such conditions the boundary layer will continue to fall down the
pipe until the temperature is near ambient (initial). Any decay in bulk temperature under these
conditions will be due to heat loss from the core flow to the boundary layer flow, which will
also decrease in larger pipes (where the boundary layer is less significant).

An increase in the initial water temperature will increase the buoyancy forces which
drive the flow development and therefore will increase the size of the main convection cell.

The numerical predictions showed that the flow development is complex and varies
with temperature and pipe diameter. Attempting to include this in an analytical model would

be difficult.
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6.2 STUDY OF FREEZING WITH NATURAL CONVECTION IN A
CLOSED PIPE

In this section, the effect of including plug formation was studied. The processes
involved in the plug formation were studied and the effect of varying the values of the key
parameters was investigated. The factors which were considered to be important were the pipe
diameter and length, the initial water temperature, and the boundary condition on the outside
of the pipe inside the freezing jacket and above and below the jacket. The parameters selected
for this study were the pipe length, initial water temperature and the boundary condition
inside the jacket.

The effect of increasing the pipe diameter was not investigated. This had been studied
in the absence of solidification and it was shown that the convection cell stretched further
down the pipe in larger pipes. This, combined with the proportional increase in jacket size,
meant that there would be a substantial increase in the size of the numerical domain and it
was decided that this was not possible given the computer power available. The effect of
varying the boundary condition above and below the jacket, in order to model heat transfer
with the surroundings, was not investigated in depth. The heat fluxes involved with heat
transfer with air are low; Simonson®® indicates heat transfer coefficients of approximately
1.6 W/m?K for a 100mm (4") diameter pipe in air at 20°C, giving maximum heat fluxes of
around 32 W/m? under these conditions compared to around 20 kW/m? to the liquid nitrogen.
In the following investigations, the pipe was assumed to be perfectly lagged above and below
the freezing zone.

Values of initial water temperatures between 8°C and 40°C were used. The results for
initial temperatures of 8°C, 18°C, 26°C and 40°C had been obtained as part of the validation
procedure (chapter 5) and these four values of temperature were used in the other parametric
tests.

The predictions of the flow field detailed above (chapter 5 and section 6.1) indicated
that the length of pipe was important to the freezing process because of its effect on the bulk
temperature of the water in the freezing zone. The effect of increasing the length of pipe
below the jacket was investigated. Several domain lengths and grid sizes were used
throughout the development of the model, however, the results which are presented here were
obtained using two lengths of pipe.

The final parameter which was studied was the definition of the boundary condition
which simulated the liquid nitrogen boiling inside the jacket. The predictions of freezing

described in the previous chapter (chapter 5) applied the boundary condition which had been
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developed to simulate Tavner's freezing jacket. For comparison, the effect of applying an
isothermal (-196°C) boundary condition was investigated. This was a 'best case' to describe

a highly efficient jacket design.

6.2.1 Effect of Initial Temperature and Domain Length

The effect on the velocity and temperature distributions of varying the initial water
temperature and the pipe length were investigated applying the heat flux correlation described
in chapter 5 as the boundary condition. Four values of temperature and two pipe lengths were
used, giving eight sets of results. The plug formation and flow field in the short (654mm
long) pipe were available from the validation exercise (chapter 5). The models were redefined
to describe a longer pipe length (1094mm) and used to predict the plug formation with the
same four values of initial temperature.

The resulting distributions were examined in three ways, studying the development
of the flow field during the freeze and also the interface position and bulk temperature inside

the freezing zone away from the interface.

62.1.1 Temperature and Domain Length: Effect on the Flow Field

In the preceding sections the flow pattern induced by convection in the pipe without
freezing was studied. The existence of a mechanism which acts to keep the cooled water in
the area of the freezing zone was discovered and investigated. The effect of the initial water
temperature and the pipe diameter was found to be important in determining the volume of
water which is cooled. Some differences between the no freezing and freezing situations were
expected, partly because of the slight difference in the boundary condition and also due to the
distortion of the shape of the water region by the forming plug. However, in general it was
expected that the results of varying the initial temperature, pipe diameter and pipe length
obtained for the no freeze situation would be cqually applicable to the situation with freezing.

The flow and plug development predicted using the short pipe length are shown in
figures 5.18a-d (chapter 5). The results obtained in the longer pipe length are shown in figures
6.12a-d. In order to make the results clearer and to allow direct comparison with the results
obtained in the short pipe length, the results in the top section of the pipe (corresponding to

the domain of the short pipe model) were plotted in figures 6.13a-d. These figures contain a
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large amount of information concerning the development of the flow field, temperature
distribution and plug formation.

There are similarities between all the results obtained, with the general flow
development following the three stage scheme described above (section 6.1.1.1). The time at
which the different stages began varied with the different pipe lengths and initial

temperatures. The results from the eight sets of data are summarised in the following table.

8°C 18°C 26°C 40°C
Time at : Short | Long || Short | Long || Short | Long || Short | Long
End of stage 2 2 1 1 1 1 1 1
1 (mins)
End of stage 7 12% 2 3% 2 2% 1% 2
2 (mins) Gw)' | any
End of stage 7% | (16 4 9% 3% 5 SEP* | SEP’
3 (mins)

Repetitions YES NO? YES | YES YES | YES NO NO
2-37
(YES/NO)

Dist. between 84 84 116 100 124 116 156 140
btm of main
cell to btm of

jacket (mm)

Lo S45mm 3 3 4 4, 6 8 9% 15
(mins)
Tk 8 8 14 14 16 16 16 19
@ <45mm
°C)
Time to 19%2 19%2 22 23% 24 28% 28Ys 37

freeze (mins)

100



Chapter 6: Results

The superscripted numbers refer to the following notes :

1. The number in brackets is the time at which the flow reached the bottom of the pipe.
In all other cases, this coincided with the end of the second stage.

2. In the 8°C simulations, the flow field developed in a different way after one cycle
was completed. In addition, sub-cells appeared next to the ice plug where the
temperature was below 4°C.

3. In the 40°C simulations, the flow in the lower region did not subside and the two
regions remained separate after the flow reached the bottom of the pipe for the

duration of the freeze,

The flow field development and the plug formation were similar irrespective of initial
temperature and pipe length. The flow field developed through the three stages and was
accompanied by a bulk temperature decay. When the temperature in the freezing zone
dropped to around 15°C, the layer of ice on the wall became noticeable. The flow subsided
more rapidly in the shorter length than in the longer length, partly because the bulk
temperature inside the freezing zone decayed more rapidly in the shorter pipe and partly
because the secondary region, which provided a temporary relatively warm core flow, did not
reform as often in the shorter pipe as in the longer pipe length. The main convection cell
dropped slightly further in the short pipe length.

As the plug forms, the main recirculation region becomes distorted and as the water
flows through the neck of the plug, interference between the up flow and down-flow takes
place, forming subcells inside the main region above and below the plug neck. The water
above the plug neck becomes increasingly isolated from the water below the neck and the
temperature drops. After freeze-off, the recirculation at the top of the plug subsides giving
stratified layers above the plug in the temperature range below 4°C and recirculation above
that. Immediately below the plug in the water at 0-4°C the recirculation persists.

The flow field development was similar to that observed in the absence of freezing
with the exception that there was a significant difference in the height at which the convection
cell levelled out. This was higher with freezing than without to the extent that, even when the
initial temperature was 40°C, the main convection cell levelled out above the position of the
tank in Burton's and Tavner's experimental rigs. A possible reason for this is discussed in

section 6.2.4.
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6212 Temperature and Domain Length: Effect on the Freezing Time

The freezing times obtained with the four values of initial temperature (8°C, 18°C,
26°C and 40°C) and the two domain lengths (654mm and 1094mm) are plotted in figure 6.14.
The freezing times recorded by Tavner are also plotted. There is little or no difference in the
freezing times at low initial temperature (8°C) but as the initial temperature is increased the
freeze time in the longer pipe increases more rapidly than that in the shorter pipe, rising to
nearly 10 minutes difference at 40°C.

There are therefore two effects; increasing freeze time with increasing length of pipe
and increasing difference in freeze time between the two pipe lengths with initial temperature.
The first is due to the fact that the bulk temperature inside the freezing zone drops more
rapidly in a shorter pipe, thus giving faster freezing for the same value of initial temperature.
The difference between the two values of predicted freeze times increases with initial
temperature due to the increasing importance of convection at higher temperatures.

The experimental results indicate that there is a rapid rise in freezing time with
increasing initial water temperature above 25-30°C. The numerical predictions, with both pipe
lengths, failed to duplicate this behaviour because the water temperature in the freezing zone
dropped more rapidly in the numerical simulation than in the experiments. This was partly
due to the fact that the numerical model used a closed length of pipe and therefore included
a smaller mass of water. The measured freezing times may also over-estimate the freezing
time in an infinite pipe by including a tank in the rig and maintaining the temperature of the

water in the tank using heaters.

6.2.1.3 Temperature and Domain Length: Effect on the Freezing Rate

In figures 6.13a-d, it was noted that the plug formation was slow until the bulk
temperature had dropped below 15°C. In order to investigate this in more detail, the minimum
radius of the ice plug (the neck radius) was plotted against the bulk temperature inside the
freezing zone (figure 6.15) for the eight combinations of initial temperature and domain
length. With the exception of the 8°C results, all the results followed one curve, showing that
the freezing rate was slow at temperatures above 20°C and increased rapidly when the
temperature dropped below 20°C. For initial temperatures of 18°C and 26°C, the plug grew
until it reached the radius dictated by the bulk temperature, after which it followed the same

curve as the 40°C results. Because 8°C is below the critical temperature of approximately
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15°C, the plug growth took place with very little variation in bulk temperature. There was
very little difference between the short and long pipe results for all values of initial
temperature. Thus it appeared that the plug growth was controlled entirely by the bulk
temperature. This implied that the plug formation proceeded as a series of steady state
temperature distributions and that the ice only grows because the bulk temperature decays.

Tavner measured the position of the interface and the bulk temperature during two
separate sets of experiments. There were two values of initial temperature for which there
were both sets of results (18°C and 23°C) and there were values of bulk temperature available
from the 8°C freeze and interface positions from a 6°C freeze. These values were included
(using linear interpolation to obtain the interface positions at the same times as those at which
the bulk temperature was calculated) in figure 6.15. This showed that the ice formation in the
experiment was much less dependent on the bulk temperature than predicted by the numerical
model. The ice formation is slightly more temperature dependent at 23°C than at 6°C and
18°C, indicating a similar trend to the predicted results but with a large offset in the
temperature range at which it occurred.

This difference could be attributed either to over-prediction of the heat flux from the
water to the ice front or under-estimation of the heat flux into the boiling nitrogen, therefore
making the heat flux from the water proportionately more important. The peak boundary layer
velocities at the plug neck during the freeze were extracted from the data and plotted in figure
6.16 together with the predicted velocities obtained without freezing. The values predicted
during freezing were found to vary with bulk temperature in much the same way as the values
obtained without freezing, with slight differences becoming apparent below 15°C, where the
values predicted during freezing were slightly greater (maximum of about 4mm/s) than those
predicted without freezing. It was therefore concluded that the problem lay in the definition
of the heat flux into the liquid nitrogen; this is investigated in more detail in the following

section.

6.2.2 Effect of Varying the Jacket Boundary Condition

In the previous section, the effect of varying the initial water temperature and the pipe
length were investigated using a temperature dependent heat flux as the boundary condition
inside the jacket. This relationship was set up to predict the wall temperature data measured
by Tavner during a series of instrumented freezes. This allowed a finite cool-down period

which was necessary because it was noted from Tavner's measurements of wall temperature
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that cooling the wall to near -196°C required a significant proportion of the freezing time.
Tavner's freezing jacket was welded onto the outside of the pipe, thereby creating two cooled
fins (ie. forming localised regions with high rates of heat transfer out of the pipe). The
boundary condition used in the previous section was established using temperature
measurements taken in the centre of the jacket and did not include the ‘cooled fin' effect and
therefore under-estimated the heat transfer to the liquid nitrogen. (Tavner's design was not
realistic; jackets are not welded onto the pipe in practice.)

The boundary condition was changed so that the temperature on the outside of the
pipe inside the jacket was assumed be -196°C throughout the freeze after the first 2 minutes.
This was effectively a 'best case' scenario describing the limiting behaviour with a perfectly
efficient jacket design. A fill time of 2 minutes was still applied, with the condition above the
liquid nitrogen level (which rose linearly from 0 at the beginning of the freeze to 200mm at
2 minutes) assumed to be adiabatic.

The model was defined to use the long (1094mm) pipe length and was run with initial
temperatures of 18°C, 26°C and 40°C.

6221 Jacket Boundary Condition: Effect on the Flow Field

The main effect of changing the jacket boundary condition was that the freezing rate
increased and therefore the time scale over which the plug formed was shortened in relation
to the time scale of the flow field development. The bulk temperature was higher for a given
ice thickness and therefore the effect of convection was more significant. This changes the
flow field, having a more significant effect at the higher initial temperatures.

Figures 6.17a-c show the development of the plug and flow field for the 18°C, 26°C
and 40°C freezes. The area of interest has been enlarged in the black and white plots shown
in figures 6.18a-c.

When the results from the 18°C freeze, obtained using the two boundary conditions,
were considered with respect to the plug size rather than time, it was noted that there were
very few differences in the development of the flow field. The bottom of the main convection
cell levelled out higher up the pipe when the isothermal boundary condition was used.

In the 26°C freeze, there were several qualitative effects of the change in boundary
condition. Firstly, there is a significant ice layer after 2 minutes, when the bulk temperature
is around 20°C. At 4 minutes, a subcell forms inside the main cell half way up the plug. The

plug forms first near the bottom of the jacket, due to imposing a fill-time, but because the
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regions above and below the plug neck become increasingly 1solated during the freeze, the
water above the neck cools more rapidly which increases the ice formation in this region
causing the plug to freeze off nearer the top of the plug. This agrees with the flow field
described by both Burton and Tavner.

In the 40°C freeze, there is a significant amount of ice at 2 minutes, with a
corresponding bulk temperature of around 26°C. Between 2 and 4 minutes the flow field
changes from its normal form and the boundary layer flowing down over the ice becomes
detached from the ice at the bottom of the plug and continues to fall down the pipe. After
this, the flow inside the freezing zone subsides, with the only significant movement taking
place below the plug. The vertical asymmetry of the plug is pronounced.

In all cases, the final position of the main convection cell was higher than when the
heat flux boundary condition was used and the height of the cell in both of the freezing cases
was higher than in the 'no freezing' case. This was attributed to false diffusion®’ increasing
the thickness of the boundary layer at the bottom of the plug. This decreases the distance over
which the boundary layer falls before the shear between the core flow and the boundary layer
becomes significant and ultimately caused the bottom of the convection cell to level out
higher than in the no-freeze situation. This effect was greater using the isothermal boundary
condition because the initial plug growth at the bottom of the jacket was faster, causing a
larger angle between the flow and the grid at the bottom of the plug early in the freeze. This
would slightly decrease the accuracy of the predictions by causing a small increase in the bulk

temperature decay because the size of the main convection cell was under-predicted.

6222 Jacket Boundary Condition: Effect on the Freezing Time

Increasing the rate of heat removal reduced the freezing time by more than 50% at
lower values of initial temperature. The reduction in freezing time when the initial
temperature was 40°C was more dramatic (65%). This appears to be caused by the change
in the flow pattern (at 2-4 minutes) and the resulting decrease in convection in the freezing

zone.

$1The thermal diffusivity (and to a lesser extent the momentum diffusivity) is artificially increased
in regions where the flow direction is not aligned with the grid orientation (described in more detail
in section 5.2.1.4).
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6223 Jacket Boundary Condition: Effect on the Freezing Rate

In the descriptions of the flow field, it was noted that there was significant ice growth
when the bulk temperature was higher than 15°C. This is shown in figure 6.19 which plots
includes the data for the plug growth and bulk temperature obtained using both boundary
conditions. Despite using an isothermal boundary condition, the experimental results were not
replicated and the predicted freezing rates were less than the experimental results. This
implied that the heat flux from water to the ice front was over-predicted in the numerical
model. As before, the peak velocities in the boundary layer at the centre of the jacket
throughout the freeze were extracted from the four sets of data. These are plotted against the
bulk temperature in figure 6.20, together with the values obtained in the absence of freezing.
This shows that when the isothermal (-196°C) boundary condition was used much higher
values of boundary layer velocity were obtained. There was, in effect, forced convection in
these freezes which decreased the freezing rate. It was noted that these high velocities and
corresponding heat fluxes were limited to the initial part of the freeze, with decreasing effect
as the plug formed. Given the complexity of the flow field, it was difficult to determine the
cause of the problem but the fact that the high velocities appeared under conditions which
included both significant plug formation and convection indicated that it could be a result of
false diffusion. Until this point it had been assumed that false diffusion would cause localised
inaccuracies in the temperature and velocity distributions near the top and bottom of the plug,
together with a small increase in the bulk temperature decay rate. These results implied that
the effects were more extensive. It is possible that the artificially thickened boundary layer
above and below the plug neck increases the velocity in these regions and drives more flow
through the plug neck. This results in forced convection over the ice surface and causes lower

freezing rates.

6.2.4 Discussion

In this section the main results of the investigation into the effect of initial
temperature, pipe length and boundary condition on pipe freezing in a closed pipe are
discussed.

The flow field forms in such a way that a proportion of the cooled down-flow is
returned to the freezing zone up the centre of the pipe. The flow which continues to drop

down the pipe (the secondary region) does so away from the pipe wall; it turns from the wall,
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flows inwards and then continues to drop down the pipe. This causes a flow which moves up
the centre of the pipe and therefore brings relatively warmer water into the freezing zone from
below the main convection cell. The bulk temperature inside the freezing zone drops and
therefore the heat supplied to the ice front decreases, with corresponding increase in freezing
rate. When the secondary region reaches the bottom of the pipe it breaks off from the main
region, leaving two separate regions. This causes the bulk temperature inside the freezing
zone to decay more rapidly. When (if) the secondary region reforms there is an increase in
bulk temperature. Repeated reforming and separation of the two regions causes occasional jets
of warmer water up the centre of the pipe. In the numerical model, a closed length of pipe
was used and therefore the bulk temperature inside the freezing zone decreased more rapidly
than it would in an infinite pipe length.

The flow field is affected by the pipe diameter, with the cooled flow falling further
down the pipe in larger pipes leading to a lower temperature decay. These geometric aspects
are important when considering a freezing site; a tank or junction onto a horizontal pipe
below the freezing zone will destroy the mechanism which causes the bulk temperature decay
if the main convection cell falls into it, but should have a minimal effect if it lies below the
lowest point that the cell will reach. The location of the lowest position is dependent on the
pipe radius and the initial temperature. All these factors must be taken into account when
trying to predict the time to carry out a particular freeze.

The rate at which heat can be removed from the pipe partly determines the rate of ice
formation. The plug growth is controlled by the balance between the heat flux arriving at the
ice/water interface and the rate at which heat is removed from the interface through the ice.
In order to predict the plug growth (and therefore freezing time) the heat flux out of the pipe
must be quantified. The rate at which the heat is removed to the boiling nitrogen depends on
a large number of factors; in this investigation two methods were used. The bulk of the results
used a temperature dependant heat flux which cooled the outside of the wall gradually. In
addition, faster cooling was obtained by imposing -196°C on the outside of the pipe wall.
Using the first boundary condition, the freezing rate was strongly dependent on the initial
temperature, to the extent that plug formation was not significant until the bulk temperature
had dropped below 15°C. With the isothermal (-196°C) boundary condition, freezing took
place much more quickly, being significant for bulk temperatures of over 30°C. This
demonstrated that increasing the rate at which heat is removed from the pipe leads to a
decrease in the importance of the heat flux arriving at the interface.

As stated above, an accurate prediction of the plug formation depends both on

predicting the rate at which the heat is removed from the pipe and also the rate at which the
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heat arrives at the ice-water interface. In modelling a closed length of pipe, the bulk
temperature, and therefore the heat flux arriving at the interface, decayed more rapidly than
it would in an infinite length of pipe. Comparison with the experimental results obtained by
Tavner showed that using the heat flux boundary condition gave good agreement in freezing
time for initial temperatures of 8°C, 18°C and 26°C. However, the bulk temperature decay
in the 18°C and 26°C freezes was more rapid than in the experiments and the predicted
freezing rates were morc dependent on the bulk temperature than those observed in the
experiments. The isothermal boundary condition increased the rate at which heat was removed
from the pipe, leading to lower freezing times than those recorded in the experiments.
Because this higher heat flux matched the higher decay in bulk temperature in the predictions,
the shape of the plugs was more realistic than those obtained applying the heat flux boundary
condition. In addition, separation of the boundary layer from the ice was noted in the 40°C
freeze, which is a phenomenon observed in practice (both by Burton" and by Tavner™).
There is doubt over the accuracy of the convection model when the isothermal -196°C
boundary condition was used. The magnitude of the boundary layer velocities at the beginning
of the 26°C and 40°C freezes were higher than expected. This disappeared later in the freeze
when the bulk temperature decayed and was not significant when the heat flux boundary
condition was used. This implies that the combination of plug formation and a relatively high
bulk temperature (more than 25°C) gives rise to problems in the flow prediction. This was
attributed to the effect of false diffusion which increases the mass of liquid which is cooled
and therefore increases the boundary layer velocity. In addition, the bottom of the main
convection cell was closer to the bottom of the jacket with the isothermal -196°C boundary
condition than with the heat flux boundary condition. This was attributed to the fact that a
thicker boundary layer will result in increased shear between the core up-flow and the
down-flow which increases the 'choking' effect and slows the boundary layer flow more

rapidly.
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63 DEVELOPMENT OF AN OPEN BOTTOM MODEL OF PIPE
FREEZING

The results obtained modelling convection and freezing in a closed length of pipe are
limited because the convection cell drops rapidly down the pipe, especially in large diameter
pipes and at high water temperatures, and cools the entire contents of the pipe. Using a closed
pipe it is possible to freeze water at any initial temperature and therefore the model cannot
be used to study freezing in long pipes at high temperatures. Increasing the length of the pipe
which is modelled is not a satisfactory solution because it places an exorbitant demand on
computer requirements. A large number of control volumes were required to model even a
short length of pipe because a high grid refinement is required to resolve the boundary layer
next to the ice and the complex flow field below the freezing zone.

In order to develop the numerical model further, an open bottom model was proposed.
The bottom of the domain was located a short distance below the bottom of the freezing
jacket and flow was allowed across the boundary. The temperature of the core flow and
therefore the bulk temperature inside the freezing zone was controlled. By excluding the
mixing region, inaccuracies are introduced to the predicted velocity and temperature
distributions inside the freezing zone; in particular, the fast core flow caused by the boundary
laver being diverted towards the centre of the pipe will not be predicted. These inaccuracies
are offset against the great savings in solution times and memory requirements. The open
bottom model offers great improvements in modelling larger diameter pipes when the
'choking' effect is less significant and therefore the flow field will be more accurate and the
bulk temperature can be maintained. In addition, by using an open bottom model, the effect

of false diffusion in a simplified flow field can be investigated.

6.3.1 'Open' Boundary Condition

The open boundary condition required radial and vertical components of velocity and
pressure on the boundary which were compatible with the solution inside the domain to avoid
turning the flow at the boundary (ie. as a result of limiting the flow across the boundary) but
without making the velocities higher than necessary, which would cause increased convection.
Continuity is enforced throughout the domain and so, with the boundary velocities included
as unknowns in the solution, the resulting velocity distribution will exhibit equal flowrates

into and out of the domain. The normal method of modelling an outflow boundary condition
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is by specifying the outlet pressure distribution (usually constant);, inlet conditions are
normally specified by fixing the velocity distribution. A brief survey of the literature
describing the formulations of open or 'pseudo’ boundary conditions (for instance, Nakamura
et al®! and Kakag!®') showed that either the pressure and one component of velocity (the
value or the gradient in the respective direction) could be set, with the other velocity
component calculated via continuity, or both components of velocity (or gradients in
respective directions) could be set, in which case the pressure would drop out of the
equations.

Several methods of formulating the boundary condition were used. The results
described in the following sections were obtained by fixing the pressure on the boundary
(constant across the pipe) and setting the gradient of radial velocity in the radial direction to
zero, the vertical velocity was calculated during the solution procedure from continuity. An
alternative approach of fixing the both radial velocity and the gradient of vertical velocity (in
the vertical direction) equal to zero was used to produce the results which were presented at
the Tenth Intemational Heat Transfer Conference and included in Appendix V. This method
was found to be very sensitive to the location of the boundary with respect to the bottom of
the freezing jacket.

The temperature boundary condition was split in two; in the outer region where the
water was flowing out of the domain, the gradient of temperature in the vertical direction was
zero; in the inner region, over which the water flows upwards, an isothermal boundary
condition was used.

The open boundary condition causes problems in the prediction of the flow
development over the initial minute, when the convection cell forms and stretches down the
pipe; at the point when the bottom of the cell reaches the boundary, the assumptions
concerning the pressure and radial velocities were not valid. In addition, there will be a step
change in the temperature of the upwards core flow when the bottom of the convection cell
drops through the bottom of the numerical domain. Attempts to try to predict the transient
flow development in the pipe resulted in a failure to converge early in the solution. An
alternative approach was taken. The freezing jacket was replaced by an isothermal (0°C) wall
condition and the model run to predict the resulting steady state velocity distribution (using
heavy under-relaxation, large time step and a maximum number of iterations per time step).
Once a steady state flow distribution was obtained, the freezing boundary condition was
introduced and, from that point on, the transient freezing and convection problem was solved.
This is slightly inaccurate at low initial temperatures when there is significant plug growth

during the period over which the flow field develops. This should become less important in

110



Chapter 6: Results

higher initial water temperature when the plug growth is initially slow. The prediction of the
steady state velocity distribution also allowed validation of the model (checking that the open
boundary condition would not cause divergence). The peak boundary layer velocities were

compared with those predicted in a closed pipe without freezing.

6.3.2 Convection in an Open Bottom Pipe

The open bottom model predicted convection and solidification using a 56x52 grid
to model a 384mm (15.36") length of 100mm (4") diameter pipe. The bottom of the jacket
was 42mm (1.68") from the bottom of the domain. )

The steady state velocity, temperature and pressure distributions were predicted for
initial and core flow temperatures of 10°C, 20°C, 30°C and 40°C. An infinite number of
velocity distributions exist which satisfy the velocity and continuity equations for this
problem: the further condition of no change over successive 'time' steps was imposed to
obtain the steady state solution. The convergence to the steady state was slow and required
a large number of iterations. These steady state velocity, streamline and temperature
distributions are plotted in figures 6.21a.b. showing increasing boundary layer velocities and
thinner boundary lavers with increasing temperature.

In addition to obtaining the starting distributions for the freezing simulations. the
model was also run with a minimal wall thickness to obtain the boundary layer velocities for
comparison with the closed pipe - no freezing results. The resulting values of peak boundary
laver velocity at the centre of the jacket are shown in figure 6.22: they show excellent

agreement with the predicted values obtained in a long closed pipe.

633 Convection and Freezing in an Open Bottom Pipe

The plug development was predicted for an initial temperature of 20°C. The initial
velocity and temperature distributions were set at the steady state results which had been
obtained without including freezing. The 'jacket' freezing condition was isothermal -196°C and
a fill-time of 2 minutes was used; the wall was maintained at 0°C above the liquid nitrogen
level and at -196°C below the nitrogen level. The wall condition was adiabatic above and
below the jacket.

The plug development is shown in figures 6.23ab. At 4 minutes a scparate

111




Chapter 6: Resulls

recirculation region forms above the plug neck (the neck radius is 33.5mm). After this, cooled
water becomes increasingly trapped above the neck and the core flow is turned at the neck.
The neck position migrates up the plug and the plug becomes increasingly asymmetric. This
predicts the three stage plug formation, agreeing with the experimental observations of
Burton'", Burton and Bowen'®, and Tavner'”.

This interaction between the core flow and the boundary layer at the plug neck is
controlled by the shear between the two flows and is therefore the same as that which takes
place below the freezing zone causing the complex flow development. The critical plug neck
radius will be greater at higher values of water temperature because, with the higher
velocities, the shear between the boundary layer and the core flow will be greater. This agrees
qualitatively with the experimental results of Tavner, however, the critical plug size 1s much
larger than that observed by Burton and by Tavner. This is due to the fact that the boundary
layer velocities are much higher than expected (this is discussed in more detail in the
following paragraphs) and therefore the shear between the boundary layer and the core flow
is increased and the critical ice thickness is lower.

After 15 minutes, the solidification rate drops off and the plug and flow field appear
to have reached a steady state, implying that it is not possible to freeze water initially at 20°C
when there is no bulk temperature decay even with a highly efficient jacket. This is in
complete contradiction with the experimental results of Burton, who froze water at
temperatures up to 45°C while maintaining the bulk temperature by including a tank in the
experimental rig. However, the form of plug development, with neck migration, is similar to
that noted in the experiments at higher temperatures.

The maximum predicted velocity at the bottom of the jacket was 27mm/s at 472
minutes after the freezing condition was imposed. This is about 35% greater than that
obtained without plug formation. The velocity at the bottom of the jacket levels out at
22mm/s, 10% above the steady level without solidification. The increased velocity effectively
adds a forced convection component to the free convection and leads to a plug formation
which resembles the experimental results obtained for higher temperature freezes.

The probable cause of these results is false diffusion. Closer examination of the
temperature distribution in figure 6.23a shows that the boundary layer increases in thickness
below the plug. Thus a thicker layer of water is cooled and the velocities increase. This
increase in flow is initially fed by pulling more water down over the ice surface but when the
ice layer is thicker than the boundary layer (at 4 minutes), it can pull water into the domain
through the open bottom; the up-flow immediately below the neck increases (see figure

6.23a). False diffusion is at a maximum when the flow is at 45° to the grid direction, which
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is possible at the bottom of the plug. False diffusion is also proportional to the speed of the
flow and therefore has a greater effect at higher initial temperatures. In addition, this positive
feedback in the system causes the velocities to increase until the convected heat flux is

sufficiently large to melt the plug.

6.3.4 Conclusions

The open bottom boundary condition appears to be an acceptable method of
modelling convection in a vertical pipe and will be more accurate in larger diameter pipes
(200mm-+), with special treatment required to predict the initial formation of the convection
cell. The main difference between the open bottom condition and an infinite pipe is that there
may be some bulk temperature decay in an infinitely long pipe. There are also differences in
the flow field: the closed model will predict a fast core flow in smallish pipes but this will
become less important in larger pipes (greater than 200mm in diameter). The open bottom
pipe model predicts steady state convection inside a pipe for the case where there 1s no decay
in bulk temperature. This is useful for modelling convection and freezing in large diameter
pipes and at high temperatures where a closed pipe would predict a decay in the bulk
temperature, with a resulting decrease in the level of natural convection.

The predictions of plug formation indicate clearly the interaction between convection
and plug growth. Once the plug neck reaches a critical size, the core flow and boundary layer
start to interfere at the plug neck causing the water above the neck to become increasingly
isolated from the water below. The relatively warm core flow is turned at the plug neck to
move down the ice front and the water above the neck cools rapidly, accelerating
solidification and making the position of the neck move up the pipe. This agrees with the plug
formation process proposed by Burton!! and confirmed by Burton and Bowen!® and by
Tavner"),

When freezing was introduced the predicted velocities were much higher than those
predicted with an isothermal (0°C) wall section. The predicted flow was sufficiently fast to
stop freezing in water initially at 20°C and produced a plug profile which resembled that
observed in experiments at initial temperatures of above 40°C. In the closed pipe model the
bulk temperature and velocities decayed as the plug grew and therefore the increase in
convected heat flux was only obvious when the ice growth was plotted against bulk
temperature. In the open bottom pipe model, the effect was far more obvious because the bulk

temperature was deliberately maintained at the initial temperature.
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1t was established that the cause of the high velocities was false diffusion. Essentially
in the regions where the flow was not aligned with the grid the thermal diffusivity was locally
increased, ic. above and below the plug neck, especially at the very bottom of the plug. This
caused a thicker boundary layer, a greater volume of cooled water and therefore higher
velocities in the boundary layer. The combination of high angle between the flow and grid
direction and the low thermal diffusivity of water, made this problem important in modelling
convection and freezing in situations where the convection is significant. The problem was
therefore more noticeable when the isothermal (-196°C) jacket boundary condition was used,

because it resulted in more significant plug growth before the bulk temperature had decayed.

64 RECOMMENDATIONS FOR SELECTION OF THE MODELLING
METHOD

The method of scaling the effect of convection on freezing between different sizes
of pipe which was proposed in the chapter 3 was used to create a 'map’ showing which type
of model (ie. conduction only, convection, turbulent, analytical, open bottom, etc.) is required
under which conditions (water temperature and pipe size). This is plotted in figure 6.24 and
explained below.
® Neglecting convection was found to predict the freezing times adequately in a 100mm (4")
diameter pipe for water temperatures less than 20°C; this will scale with 'effective heat flux'
(e hf) and can be extrapolated to different pipe sizes, giving the region shaded blue in figure
6.24. This is valid for pipes diameters up to around 250-300mm (10-12") where the conditions
approach the transition from laminar to turbulent.
® Between 20°C and 50°C in a 100mm (4") diameter pipe laminar natural convection must
be included in the model to predict the freezing process accurately. This region is shaded pink
in figure 6.24.

m Above about 30°C (value taken from experimental data obtained by Burton!! with
maintained bulk temperature in the freezing zone), convection and solidification interact,

12 can be

changing the flow field and the plug shape. Below this point, the analytical mode
used to provide an estimate of the freezing time. This process depends on the effect of the
convective heat flux and therefore scales with e.h.f.. The area over which the analytical model

can be used is shown in figure 6.24 using diagonal (/) shading. Above this temperature, the

$Developed further as suggested in chapter 8.
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numerical model must be employed to describe the two-dimensional convection, conduction
and solidification processes.

# The region shaded red represents the region where a turbulence model must be incorporated
into the numerical model to predict freezing accurately.

B The region shaded grey indicates the region where a successful freeze is not possible.

B These observations assume that the bulk water temperature in the freezing zone remains at
the initial temperature throughout freezing and are overly conservative for pipes less than
100mm (4") diameter when the bulk temperature will decay during freezing.

® In pipes greater than 200mm (8") in diameter, the bulk temperature decay can be neglected
and therefore an open bottom pipe model®® can be used. This area is indicated in figure 6.24
using horizontal (=) shading.

B Below 100mm (4") diameter, the bulk temperature decay will become more significant and
therefore the effect of convection on freezing will become less important. The bulk
temperature decay must be modelled to describe the freezing process and therefore a closed
pipe model must be used. Convection is less important because the bulk temperature drops
during freezing and therefore, apart from at very high temperatures, false diffusion will be less
critical. The existing closed pipe model could be used to describe freezing under such
conditions.

B Below 200mm (8") the open bottom model will over-estimate the freezing time and the
effect of convection on freezing, and (unless a long®* domain is used) closed model will
under-predict the effect of convection and freezing time. The two approaches could be used
to provide upper and lower bounds for freezing times.

® The formulation of the boundary condition inside the jacket is critical to the accurate
prediction of the freezing time. Assuming that the outer wall temperature drops immediately
to the coolant temperature provides a 'best-case' scenario for the freezing time. In the previous
sections it was demonstrated that using a heat flux - wall temperature relationship which was
close to published data for the boiling curve of liquid nitrogen approximately doubled the

freeze time.

%3Developed to reduce false diffusion.

%“The length of which increases with temperature and pipe diameter.
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6.5 CONCLUSIONS

An analysis of the effect of convection on pipe freezing has been described in this
chapter. The results have shown that a complex flow field forms when a section of the pipe
wall is cooled. This is an important new result and forms one of the main results of this
thesis. This flow field intially consists of a single convection cell, however, shear between
the boundary layer and the core flow slows the boundary layer flow with the result that it
turns off the wall before it has warmed up to the initial (ambient) temperature. This cools the
water immediately below and establishes a separate convection cell below the main cell. The
water in the separate cell flows upwards next to the pipe wall and pushes the boundary layer
off the pipe wall, supporting the main cell. The cooler, outer region of the boundary layer
continues to drop down the pipe, diverted from the wall by the separate cell and forms a
secondary region off the main recirculation cell. This water warms up and tumns to flow back
up the pipe to the freezing zone as a relatively warm and fast central core flow. The inner
layers of the boundary layer are tumed to move up the pipe, giving a two-part core flow
consisting of a 'warm' fast central region and a cooler slow outer region. The principal effect
of this on freezing is a decay in the bulk temperature inside the freezing zone during freezing,
accelerating solidification. A three stage flow development was proposed (this is distinct from
the plug-flow development process proposed by Burton!'! and modified by Burton and
Bowen'® and by Tavner?®): in the first stage the flow field consists of a single convection cell
and the second phase starts when the separate cell formed below the main cell and covered
the development of the secondary region. When the flow reaches the bottom of the pipe (the
third stage), it breaks off the main region and the flow in the lower section of the pipe
subsides. The bulk temperature decays more rapidly in the main region which is now isolated.
The second and third stages repeat, with the secondary region reforming, stretching down the
pipe and breaking off, although the decaying bulk temperature makes the stages less distinct.

This flow development is dependent on the pipe diameter and the initial water
temperature. The majority of the numerical simulations were carried out for a 100mm (4")
diameter pipe, in which the bulk temperature decayed from 20°C to 19°C over the first 2
minutes and the height of the bottom of the main region levelled out when the initial
temperatures was below 25-30°C. In smaller pipes, the boundary layer thickness formed a
significant proportion of the pipe diameter and caused a more rapid decay in bulk
temperature. In larger pipes the effect of the separate region was weaker and the decay in
bulk temperature was lower (from the data presented here it appears that the effect is small

in pipes greater than 200mm (8") in diameter). Increasing the difference between the
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temperature of the water and of the cooled wall increases the buoyancy forces and also
decreases the thickness of the boundary layer leaving the freezing zone. The main convection
cell drops further.

A similar interaction between the boundary layer and the core flow was noted later
in the freeze, when interaction between the boundary layer flowing down over the ice
interacts with the core up-flow through the plug neck. The regions above and below the neck
become increasingly isolated as the plug develops, causing faster solidification in the upper
region and the position of the plug neck moves up the pipe. This was observed during
experiments by Burton!), Burton and Bowen'® and Tavner'™ and was the main effect which
caused the second stage in the three stages stages plug development. At higher water
temperatures, the thickness of the boundary laver is lower and therefore the critical neck
radius at which this happens decreases, as noted by Tavner.

The predictions of boundary layer velocity and of the heat transfer at the cooled wall
were compared with the analytical flat plate solution by Bejan'®!, showing that the analytical
solution under-predicts the boundary layer velocity by approximately 2mm/s and over-predicts
the heat transfer coefficient by approximately 39%.

When a closed length of pipe was modelled, after the flow reached the bottom of the
domain, the entire contents of the pipe will be cooled and the bulk temperature inside the
freezing zone decreased more rapidly than expected in an infinite length of pipe. Allowing
flow across the bottom boundary allows the temperature of the return flow to be specified.
In the investigations carried out, the core temperature was assumed to be maintained at the
initial temperature and therefore modelled the situation where a tank of water at the initial
temperature was placed a short distance below the freezing zone. This approach allowed the
interaction between convection and ice formation to be observed, showing the increasing
separation by the plug neck and giving good qualitative agreement with the experimental
results.

The development of the flow field is affected by any change in pipe diameter.
Including a tank in an experimental rig will change the flow development if the main
convection cell reaches the tank but should be less significant if it stabilises above the tank.
This observation was made in the experimental work performed by both Burton and Tavner
from temperature measurements during pipe freezing. This agreement between the
experimental and numerical results provides corroboration for the numerical results. The
results indicate that the tank will have a less significant effect in larger pipes and it can be
proposed that the position of the tank will be of little importance in pipes greater than 200mm

(8") in diameter. The improved understanding of the flow field will be important in the design
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of experimental rigs and in interpreting the results from experiments in which tanks were
used.

Although the infinite pipe was used as the ideal for this model, in real situations it
is more likely that there will be either an obstruction below the freezing zone, for instance
a bend or valve, or that there will be a junction with a larger diameter pipe. There may be
significant heat flux through the pipe wall which may affect the convection patterns, either
in causing an up-flow next to the wall which disrupts the down-flow or by accelerating the
flow downwards further. The predictions described above do not cover these actual conditions
but they do provide an indication of the behaviour in these conditions.

The freezing process is governed by the convected heat flux from the water and the
heat flux into the liquid nitrogen. Assuming a highly efficient jacket (ie. isothermal -196°C
jacket boundary condition) in the closed pipe model gave an improved idea of the interaction
between the plug growth and convection because plug formation took place before the bulk
temperature had decayed significantly. This was made more obvious when the temperature
of the core flow was deliberately maintained at the initial temperature by using the open
bottom boundary condition. The distortion of the flow field by the growing plug was
predicted showing that the cooled boundary layer flow mixes with the core flow at the plug
neck, leading to a separate convection cell forming above the plug neck. The water above the
plug neck becomes increasingly isolated and therefore cools more rapidly. The neck position
moves up the plug making the predicted plug profile increasingly asymmetric. This agrees
qualitatively with the experimental results but the effect of false diffusion increases the
velocities, making the predicted plug profiles resemble the experimental results obtained at
higher temperatures or with forced convection. It must be concluded that the model is not
accurately predicting the freezing when the bulk temperature is sufficiently high to cause
significant flow. However, the results confirm that the model successfully predicts the
interaction between flow and plug formation noted in the experiments.

Finally, the analytical and numerical models were pulled together to define a series
of criteria which show the type of model necessary to model freezing for a range of pipe

diameters and initial water temperatures.
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7. CONCLUSIONS

The aim of this research was to develop a numerical model of plug formation inside
a pipe which could then be exercised to study the effect of varying the freezing conditions.
This understanding, combined with an accurate model of the cooling process, could be used
to predict whether a freeze is possible and how long it will take under certain conditions. It
should be emphasised that this work, by itself, did not aim to produce such a predictive tool,
this work concerned the research into the mechanisms involved in pipe freezing by developing
and using a numerical model.

In this chapter, the main results from this research are presented in the context of their
significance to pipe freezing and the relevance of the different modelling methods which were
used in this research is discussed. The research concentrated on the effect of natural
convection on freezing in vertical pipes containing water which is initially static; the freezing
method was taken to be liquid nitrogen.

This chapter includes a brief review of the pertinent experimental results which
formed the understanding of the process at the beginning of this work. The modelling carried

out for this research is separated into analytical and numerical modelling.

7.1 EXPERIMENTAL RESULTS

The results from a detailed experimental programme at Southampton studying freezing
water in vertical pipelines (Burton!'], Bowen and Burton™ and Tavner™) were reviewed. These
are briefly described in the following points.
® The freezing time is proportional to the cross-sectional area of the pipe (assuming constant
jacket length to diameter ratio) when the initial temperature is near 0°C and increases
approximately linearly with increasing initial temperature until convection becomes important.
There is an intermediate region where the freezing time increase more rapidly with increasing
temperature, reaching a limiting value where it is no longer possible the freeze a complete
plug. This limiting temperature is lower in larger pipes.
® When the ice thickness reaches a critical size the boundary layer and core flows start to
interfere at the plug neck and the water above the neck becomes increasingly isolated from
that below the neck. The water temperature drops more rapidly above the neck, accelerating
freezing and therefore making the position of the plug neck move up the plug. The critical
neck radius increases with initial temperature (and therefore boundary layer velocity).

® It was noted that the water temperature inside the freezing zone dropped during freezing
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in a 100mm (4") diameter pipe. When a tank was placed near the bottom of the freezing zone,
the bulk water temperature was maintained in the freezing zone. When the distance between
the freezing zone and the tank was increased, it was noted that there was a critical

temperature below which the bulk temperature decayed and above which it was maintained.

7.2 ANALYTICAL MODEL

The analytical model assumed that the problem was one-dimensional and that the
buoyancy-driven flows were laminar. The effect of convection was included via an analytical
solution for the heat transfer coefficient for the induced flow over a heated vertical flat plate.
This led to a simple finite difference formula which was solved numerically to predict the
freezing time. Attempts to incorporate a simple model of the bulk temperature decay by
considering the mixing between the boundary layer and core flow did not prove to be
successful when the results were compared with experimental data for bulk temperature. The
results obtained from the numerical model indicated that the actual mixing mechanisms were
more complex than assumed in the derivation of the simple analytical model and also
demonstrated that it was not strictly possible to infer the length of pipe over which mixing
takes place from the bulk temperature measurements. It was therefore not possible to obtain
agreement between the numerical and analytical results and a more complex description of
the mixing process is required. The following discussion assumes that the bulk temperature
in the freezing zone remains constant.

The analytical model provides a quick estimate of the freeze time, it can be applied
to different pipe sizes, fluid temperatures, jacket lengths, cooling methods and even to
different fluids and, used together with a turbulence criterion (inferred from experimental
data), it produces estimates of the maximum temperature which can be frozen. The
disadvantages and errors in the method can be split into two; those which over-estimate and
those which under-estimate the freezing time.
® The freeze times were increased because the heat transfer coefficient for the heat flow from
the water to the freezing front was greater than both the experimental and the numerical data
(attributed to the fact that the coefficient was derived assuming constant fluid properties). In
addition, the initial period in which the fluid starts to move from static is neglected and
despite attempts to do so, no method of successfully incorporating the temperature decay of
the water in the freezing zone was formulated.

B The {reeze times are under-predicted if the combination of jacket length (ie. pipe diameter)
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and water temperature are such that the boundary layer becomes turbulent which increases
heat transfer to the ice interface. In addition, as the plug forms the flow field becomes
increasingly distorted, increasing the heat flow from the water to the ice below the neck and
decreasing it above the neck. The flat plate assumptions, which were used to predict the heat
transfer coefficient, become increasingly inappropriate and therefore the accuracy of the
analytical model decreases. This is augmented by the fact that axial conduction, which is
neglected in the analytical model, increases as the plug becomes asymmetric, with the result
that the freezing rate decreases.

The problems with the analytical model can therefore be split into the following
areas :
® heat transfer coefficient : over-predicts for laminar flow, not formulated for turbulent flow.
The laminar values were modified by making use of numerical results; further development,
for instance using an empirical correlation would be required to describe turbulent heat
transfer,
® bulk temperature decay : important in pipes less than 200mm (8") in diameter, and
® breakdown in similarity to convection over a flat plate. This occurs when the shear between
the boundary layer and core flows through the plug neck reaches a critical level; the critical
neck radius is therefore controlled by the velocity and thickness of the boundary layer
(ie. water temperature and jacket length).

The first point can be improved on within the existing framework. The latter two
points indicate regions where the one-dimensional approach breaks down. Neglecting bulk
temperature decay will over-predict the freezing time and under-predict the maximum
temperature; this may limit the application of pipe freezing in situations where it could be
successful but it does provide a conservative estimate. The third point indicates the major
failing in this approach; the analytical model will be over-optimistic of the success of a freeze
under conditions where convection is important.

The simplicity of the analytical model led to the formulation of a method of scaling
the 'effect of convection' between different pipe sizes and temperatures. This suggests that the
effect of convection is proportional to the product of the radius (or diameter) and the water
temperature raised to the power 0.446. Given the previous discussion, this is only applicable
for conditions where convection exists but does not significantly affect freezing. The
experimental data for the maximum temperature which can be frozen successfully lie on the
line of equal Grashof number (equal to 2. 1x10° based on the jacket length). This suggests that
the limiting behaviour, in these results, is controlled by transition to turbulent flow. If this 1s

the case (given that it is inferred from only three data points), this criterion should be
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applicable to pipes greater than 150mm (6") diameter. Below this point, freezing may be
limited by the laminar heat flux; this will be affected by the breakdown in one-dimensional

behaviour.

73 NUMERICAL MODEL

The numerical model predicted the forming two-dimensional ice plug both without
and with convection driven flows by solving the governing Navier-Stokes equations. The
finite volume methodology was used with a fixed (non-transforming) grid; the SIMPLER
algorithm was used to predict convection and the enthalpy method used to model the freezing
process. The computer code was developed specifically for this application and was
extensively validated during its development against published benchmark tests. The resulting
model of convection and solidification was validated against experimental results. The
numerical model was used to predict natural convection inside a pipe with no freezing,
freezing in the absence of convection and, finally, freezing and convection. Most of the
investigations were carried out for a long but closed length of pipe; a further development
was to impose an 'open’ boundary condition below the freezing zone. The results can be
summarised as follows :
® the bulk temperature decay is primarily due to the formation of a complex flow field below
the freezing region. This is set up by shear between the boundary layer (which becomes
thicker by entrainment) and the core flow which, by a series of stages, establishes a separate
recirculation region immediately below the point at which the boundary layer leaves the wall.
This separate region diverts the boundary layer off the wall and effectively decreases the pipe
diameter, 'choking' the flow. The cooler outer part of the boundary layer continues to fall
down the pipe and warms up while the remaining part turns to flow back up the pipe to the
freezing zone, causing a decay in the local bulk temperature. The height of the bottom of the
main region may level out or fall slowly; further investigations using longer pipe lengths are
required to determine whether the bulk temperature continues to decay. Without this
information it is not possible to conclude whether or not it is possible to freeze water at any
initial temperature (a turbulence flow model will be required at higher temperatures). The bulk
temperature decay is controlled by the length of the main part of the convection cell and
increases with water temperature; the ‘choking' effect decreases with increasing pipe diameter.
It is not a significant effect in pipes greater than 200mm (8") diameter.

® [nteraction between the boundary layer and core flow at the plug neck, again controlled by
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shear, is observed.

® Modelling a closed pipe length ultimately cools the entire contents of the pipe. This
becomes important in cases where convection is significant; modelling too short a length
results in the bulk temperature dropping to a point which convection is not important.
Therefore, a significant length of pipe must be included below the freezing zone (for instance,
0.730m length was insufficient to model freezing in water initially at 18°C in a 100mm (4")
diameter pipe). Further investigations would be necessary to determine the required pipe
length.

B Modelling freezing using a fixed grid under conditions where convection is significant
results in significant false diffusion. This is important below the plug neck where it increases
the thickness of the layer of water cooled by the ice, increasing the boundary layer velocity
and therefore increasing the flows in the pipe.

B An accurate formulation of the cooling process to required in order to compare the
predictions with experimental results; this controls the relative importance of convection on
the freezing process.

® The open bottom model (developed further to remove false diffusion) can be used to predict
convection in cases where the bulk temperature does not decay (eg. large pipe, above tank).

This method also allows a decay in bulk temperature to be specified explicitly.

74 RECOMMENDATIONS FOR MODELLING PIPE FREEZING

Consideration of the one-dimensional analytical model gave a method of scaling the
effect of convection on freezing which was applicable while the flow remained laminar and
the separation on the water above and below the plug neck did not cause neck migration.
This, together with a criterion for the transition to turbulent flow, gave rise to a 'map’ of the
relationship between water temperature and pipe diameter with convection and turbulence.
This was used to produce recommendations on the type of modelling approach which should
be used for a given pipe size and initial water temperature.

It was noted that if the water temperature was less than 20x(0.05/R)°*** (and the flow
was still laminar) the freezing time could be obtained either by the analytical model or the
numerical model (with or without convection).

At Grashof numbers of near 1.3x10° and greater, a turbulence model will be required.
At pipes greater than 300mm (12") diameter, with the exception of very low water

temperatures, a turbulence model will be required irrespective of the water temperature. In

123



Chapter 7. Conclusions

order to model the effect of convection on freezing at temperatures at which neck migration
occurs, a numerical model is required. If convection is important throughout the freeze, the
fixed grid approach will not be accurate”’; this applies to water temperatures above 35-40°C
in a 100mm (4") diameter pipe and for decreasing temperatures in larger pipes. The closed
pipe-fixed grid should be applicable in pipes less than 100mm (4") in diameter because the
'choking' mechanism will naturally cause a decay in the bulk temperature. The open bottom
method should be applied to model pipes greater than 200mm (8") in diameter. The
intermediate region could either be modelled with a closed pipe which would increase the
bulk temperature decay and therefore under-estimate the freeze time, or using the open bottom
model which would over-estimate the freeze time. A compromise scheme is possible, in which
the open bottom model is used, together with a estimate of the bulk temperature decay rate

which is explicitly incorporated into the model.

"1The required further developments to the model are discussed in more detail in the following
chapter.
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8. RECOMMENDED FURTHER WORK

A numerical model! has been developed which predicts the plug formation and natural
convection flows inside a pipe during pipe freezing. The prediction of the velocity distribution
is not accurate under conditions which combine plug formation and significant buoyancy
effects. In order to develop the model further, the solution method must be altered to
minimize the effect of false diffusion. One method of achieving this is to improve the
discretisation scheme so that it is accurate when the flow is not aligned with the grid
orientation. This requires consideration of a greater number of neighbour control volumes in
the discretisation scheme and therefore will result in an increase in solution time.
Alternatively, the alignment between flow and grid would be improved by using a
transforming grid to model the solidification process. This has the added advantage that, since
the position of the interface in the computational grid is fixed, it is possible to refine the grid
next to the interface without refining the entire grid. However, it is possible that there will
be problems in applying a transforming grid method to a situation which would involve a
high degree of grid distortion. A third option for solving the problem would be to reformulate
the model using a less structured adaptive mesh, either using a completely unstructured mesh
or to employ a 'block’ structure grid”’ such as that used in the CFD package Flow-3D. This
would allow extra refinement where required and an adapting mesh could maintain the
orientation of the control volume faces perpendicular to the direction of the flow.

The third option requires a totally different approach to the problem and is not a
realistic alternative if the model development is to continue using code written 'in-house’. This
is an excellent point at which to re-assess the overall approach to modelling pipe freezing.
Over the period that this research has been carried out, commercial CFD codes have
developed enormously; they have become more user-friendly (mostly menu driven through
graphical interfaces) and are available on a range of computers, from mainframes to Personal
Computers. Such packages offer the advantage of pre-written code which has been validated
and also optimised to maximise the solution speeds and also offer a range of options, such
as griding methods and turbulence models. If a package was chosen which used a less
structured mesh, it would be possible to locate the grid refinement only in the regions of
interest, which would result in savings in the number of grid points and therefore
improvements in performance. On the down side, the things that can be modelled are
generally restricted by the available options and therefore it may not be possible to model,

for instance, a complicated boundary condition or relationship between variables.

"'Based on a topologically orthogonal grid (ie. a deformed orthogonal grid) in which areas with
different grid resolutions can be used.
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If the code development continues 'in-house’, one way of reducing the solution times
is to modify the code and change the type of computer used to exploit the faster processing
capabilities offered by parallel computing methods. The solution speeds are increased by
splitting up a calculation into separate processes which are farmed out to separate processors
and performed in parallel. It is therefore ideal in situations where a number of calculations
are carried out starting from the same data set; if a process has to wait on another process
then the gain is decreased. Southampton University is at the forefront of developing such
methods and well-supported hardware and software facilities are available. There are several
parts of the solution process which could be carried out in parallel, for example, the
calculation of equation coefficients and the 'line-by-line' solution procedure used to calculate
each variable.

Savings in run-time by using a package are possible if an unstructured grid or a
transforming (adaptive) grid is used however, they may still be less than the conceivable
benefits from parallel processing. At this point in time, commercial packages which take
advantage of parallel architecture are available but are not common. The advantages of using
a package in terms of speed of developing a model must be weighed against possible
increases in run-times.

Some method of increasing the solution speeds will be essential for further
development of the numerical model. The possible directions in which the investigation could
continue are described in the following paragraphs. These areas fall into two groups, model
application and further model development.

One area which has not been covered in this research is the effect of heat flux through
the wall below the freezing zone; cooling the wall would effectively accelerate the downwards
flowing cooled boundary layer whereas warming the wall could cause an up-flow next to the
wall which would interfere with the boundary layer. The possibility of isolating the water in
the freezing zone by a convection cell formed below the freezing zone driven by a warmed
section of the wall could be investigated.

Another application of the model is to investigate freezing in a vertical pipe which
is joined at some point below the freezing zone to a horizontal pipe which contains flowing
water. The flow at the junction between the two pipes will be fully three-dimensional and
therefore either a three-dimensional model will be necessary or it may be possible to
approximate the flow below the freezing zone to fit a two-dimensional model.

The effect of an upwards or downwards net flow (ie. forced or mixed convection) on
plug formation is also of interest. This would be a straightforward development of the open

bottom model (if the problem of false diffusion is solved) with the inlet boundary conditions
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defined by fully developed isothermal pipe flow.

The majority of pipe freezing situations involve horizontal pipes. In a horizontal pipe,
the flow mainly takes place in the vertical plane perpendicular to the pipe axis. Observations
made during experiments show that there is also axial, rolling, flow which causes mixing with
the water outside the freezing zone. Both the process of filling the freezing jacket and the
effect of convection cause a fully three-dimensional plug form and flow field. The existing
model can be extended to three dimensions, by including the calculation of the tangential
velocity and a method of handling the singularity at the centre of the pipe. The resulting
model would predict freezing in horizontal or inclined pipes but will be very demanding on
computer requirements.

In order to model convection at higher temperatures and in large pipes, a method of
accounting for turbulence will have to be incorporated into the model. It is not possible to
predict the intricate detail of turbulent flow but the overall effects can be predicted. Such
models (for example, the k-g¢ model) introduce exira variables which must be calculated as
part of the solution procedure to estimate the effect of turbulence.

The investigation could be extended to model freezing a range of fluids; freezing
hydrocarbons was investigated in the experimental work. Hydrocarbons gradually thicken as
the temperature decreases and do not solidify at a discrete temperature; this could be included
into the numerical model. The fluid properties are very different to those of water and
therefore the flow field will develop in a different way. In particular, the highly convective
nature of some hyvdrocarbons means that the mixing with fluid outside the freezing zone and
heat flux from the environment will be important.

The analytical model could be developed further to include the effect of the flow
development predicted by the numerical model. By studying the rate at which the main
convection cell drops down the pipe in the numerical results for the no-freezing case (this
requires a long domain) for different pipe diameters, the analytical model could be modified
to give more accurate estimates of the bulk temperature decay and the freezing time. In
addition, this understanding of the bulk temperature decay could be applied to the open
bottom pipe model as the temperature boundary condition.

If the models are developed further to include these options, they will provide two
predictive tools which can be applied to investigate freezing under a range of conditions. This
will be useful both in further analysis of pipe freezing and in predicting the behaviour in

specific cases of interest to pipe freezing contractors.
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APPENDIX |
ANALYTICAL SOLUTION FOR BOUNDARY LAYER
THICKNESS AND VELOCITY

Bejan™ analysed the buoyancy driven flow over a heated vertical flat plate in a semi-
infinite medium using both scale and integral analysis methods. The fluid was assumed to
have constant properties and the flow was assumed laminar. This produced useful
relationships for the velocity and boundary layer thickness in terms of the driving temperature
difference. length of heated wall and the fluid properties. These relationships are used

throughout this work and the derivation is therefore described in the following sections.

All SCALE ANALYSIS

In the boundary layer. the governing momentum and energy equations can be

simplhified to equation 1.1,

v ow__ Fw
— AW =v —— +g 3(T- T,
“ax waz vaxZ 8P(I-1)
(L1)
or _oT  &T
U AW = O
ox 0z  ox?

In the thermal boundary laver. thickness &; (varies with z) and length H, the energy

equation can be approximated to give the following balance (~ implies 'of the order of').

AT AT AT
' H ey
o, H 57 (12)

convection conduction

Mass conservation in the thermal boundary laver gives :

~

(1.3)
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e
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From equations 1.2 and 1.3. it can be seen that both convection terms in equation 1.1

arc of order wAT/H and therefore the relationship between w and 8, is given in equation 1.4.
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W~ — (14)

The momentum equation 1s governed by the inertia, friction and buoyancy forces in

the thermal boundary layer, as shown in equation 1.5,

ulv—,wy— or —\-’—gi ~  gBAT
p (1.5)

or

Inertia Friction Buoyancy

From mass conservation, the two inertia terms are of order w*H and w~aH/82.

Dividing equation 1.5 by gBAT and substituting for w, gives the following balance.

4 4
A\ Ray'prt |2 Raj 1
o7 Op
Inertia Friction Buoyancy (16)
3
Ra,= 8BAT H
oV

The balance between inertia and friction is therefore decided by the Prandtl number:
if the Prandtl number is high. the thermal boundary laver will be controlled by the friction-
buovancy balance whereas at low Prandtl number the inertia-buoyancy balance is important.

The Prandtl number of water varies between 134 at 0°C and 3.6 at 50°C,
considerably greater than unity. The flow 1s therefore controlled by the friction-buovancy

balance. thus ;

5, ~ H Ra;™®
(L.7)

(44 0.5
W o~ e RaH
H

In addition to the thermal boundary laver, an extra (outer) laver of fluid is entrained
by the viscous action by the thermal boundary laver; this laver 1s unheated and restrained by

its inertia. The total velocity boundary laver thickness is §,.
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w% ~v2
5, (L.8)

5, ~ H Ray"> pro3

Thus, the ratio of velocity to thermal boundary layer thickness is of the order of (VPr):
the higher the Prandtl number, the larger the laver of entrained fluid.

Al2 INTEGRAL ANALYSIS

The governing momentum and energy equations in the boundarv laver are integrated

from the wall (x=0) to a point (x=X) sufficiently far from the wall in the stagnant isothermal
cold reservoir. to give equations 1.9 and 1.10.

X X
d o » ow
G [wdx=-v| %] +gB [(T-T)dx (19)
alra|G) e[
—fl-}w(T *T)dx=oc(§z) (1.10)
dey ox ) o

The velocity and temperature distributions are assumed (note that V is a characteristic
value of velocity and neither the maximum nor the average).

T-T, = AT ¢ " AT=T,-T,
~x/% -x{8
w = Ve (1-¢ (L11)

V, 8, 8; = Rz) (unknown)

A third equation is required to determine the three unknowns (V. 8., §,)'". Bejan

suggests making use of the fact that the inertia terms are zero next to the wall. giving
equation 1.12.

""The established results obtained through integral analysis by Squire!® assumed that the thermal
and velocity boundary laver thicknesses were equal.
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0= v-@i‘2 + gB(T,-T) (1.12)
ox?

The three equations can be solved for V, 8, and 8, making use of the relationships
§~2"", V~z'7 (equation 1.7-1.8).

The ratio 6,/3; (=q) can be obtained by solving equation 1.13.

1
e
3ol 5 (L13)
6 g+2 o,

The equations for the boundary layer thicknesses, 8, and 8, and the velocity, V, are
given by equation .14

31025
8,2, Raz—o.zs Pros, £, - 96(qg+1)(g+2) J
' "\ 25 ¢%q+0.5)

50 ;, Ra "z fa;-( 8(‘1+0'5)<q;1)(q+2)f'25 (L14)
3q
0.5
Ve & Ra® =(8(q+0.5)(q+1))
D R 5 3q(g+2)

The relationship between the characteristic velocity. V, and the maximum boundary
laver velocity V. is given in equation 1.15.

1

Vo=V @ (1+@) ¥ (19

The heat transfer coefficient at the cooled wall is defined by equation 1.16 and
increases with the length, z, raised to the power -0.25.

k, ar
() = —L %4
@ AT dx 0

3 (1.16)
T
) kl Ra 0.25

faz

T
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Al13 PREDICTED VALUES FOR CONVECTION IN WATER

Equations 1.14-1.16 were used to calculate the boundary layer thickness and velocities
for various values of temperature difference. The wall temperature was assumed to be at 0°C
and the water at 0°C, 10°C, 20°C, 30°C, 40°C and 50°C. The fluid properties were evaluated
half-way between the water and the wall temperature. The cooled wall was 200mm long

(equivalent to the length of a 2D jacket in 100mm (4") pipe).

AT (°C) Pr q Vo 8, &, (mm) | h (W/m?*K)
(mm/s) (mm)

0 134 4.6 0 0 0 -

10 112 4.2 3.1 124 3.0 192
20 9.5 39 113 6.1 1.6 370
30 8.1 3.6 19.0 42 12 484
40 7.0 34 26.7 35 1.0 580
50 6.1 32 351 29 09 671

A spreadsheet was set up which stored the properties of water and calculated the
values of boundary layer thickness, velocity and heat transfer coefficient for given cooled wall
lengths. An example of this (H=0.1m) is shown on the following page.

In order to manipulate the heat transfer coefficient more readily, an approximate
relationship in terms of the length, z, and the bulk temperature was obtained. The length
appears in the definition of h as (z°%°); a least squares regression was carried out to find the
values of the two constants A and B for which (h=AT?z°?") for bulk temperatures from 10°C
to 100°C. (The best fit line for the equation log (h z°**) = log A + B log T, was found.) The

resulting relationship is given in equation 1.17; the two sets of data are plotted in figure 1.

h(z) = 25.880 Ty*07 0% (1.17)

AlS
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APPENDIX 11
STREAMFUNCTION CALCULATION

In order to produce a streamline plot, the streamfunction distribution must be
calculated from the velocity distribution. The relationship between streamfunction, S, and the
two components of velocity (in radial co-ordinates) is given in equation II.1 (from Kakag et

al’®*),

_1as 108 (IL1)

roz r or

u:

This is manipulated as follows :

0
= e R = 2 Y (r2un+ Yoo
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_19(0as),8 _13
v ( )_ (IL2)

This gives the same equation as that which describes steady state conduction,
formulated in terms of streamfunction rather than temperature and with a source term of
-(i;+1,). A simple finite volume method can be used to obtain the distribution of
streamfunction inside the domain; a grid of control volumes (CVs) is defined, the integrated
source term is evaluated for each CV, the boundary conditions are chosen and the equations
are solved using an iterative (line-by-line - TDMA) method.

The integrated source term is given in equation I1.3.
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w s

Evaluation of the source term is simpler if the control volumes for the streamfunction
calculation are staggered from the 'main' control volumes (CVs), as shown in figure I1.1. The
radial velocity grid points are then located on the north and south sides of the CV and the
vertical velocity grid points on the east and west sides; therefore no interpolation is required

in order to calculate the integrated source term.
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APPENDIX 111
COMPARISON WITH FLOW DEVELOPMENT PREDICTED
USING PHOENICS AND FLOW-3D

A3.1 COMPARISON WITH THE PREDICTIONS FROM PHOENICS

The CFD package PHOENICS-1.4 was used to predict the convection-driven flows
inside a pipe with a section of cooled wall. The aim of this exercise was to check that the
flow development predicted using the 'pipe freezing code' was not due to a mistake in the
computer program.

PHOENICS was developed at Imperial College, London, and is distributed bv CHAM
Ltd. It is based on the finite volume method and uses the SIMPLEST algorithm to solve the
governing equations. Version 1.4 is the shareware version of the 1987 code; it includes built-
in models. such as turbulence and 2-phase flow, but the shareware version does not allow

user-written FORTRAN routines.

A3 1.1 Description of Model

The pipe model was developed from case 251 in the library of examples: this
modelled the steady state laminar natural convection in air in a two-dimensional square box
with heated and cooled side walls. This was modified to describe transient convection in a
cvlindrical cavity containing water, with a section of the outer surface cooled to 0°C.

The pipe geometry was as follows :
® Radius 50mm (48x1mm,4x0.5mm) (as before)
® [ength 480mm (70x8mm) (grid spacing as before)

# Cooled wall length 200mm (25x8mm) (as before)
& Distance between bottom of cooled wall and bottom of domain 280mm (35x8mm)

The boundary conditions were applied as follows :
® Initial temperature 20°C
® Adiabatic boundary condition applied above and below the cooled section
# [sothermal at the top and bottom (maintained at the initial temperature)
® Zero velocity parallel to the boundary on top, bottom and sides (symmetry condition at
centre)

The Boussinesq velocity source term was used with constant properties (3=2.1E-3/K)
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because it was not possible to include temperature dependent properties. A transient
simulation was used with the run terminating at the time specified in LSTEP (in seconds).
The model was run for the cases LSTEP=15,20,25,30.

The input file (written in the PHOENICS Input Language (PIL)) is listed in I111.1.2

and the results are described in I11.1.3.

A3.12 PHOENICS Input File

TALK=T:RUN( 1, 1);VDU=VGAMOUSE

GROUP 1. Run title and other preliminaries
TEXT(NATURAL CONVECTION IN A VERTICAL PIPE
This is based on the PHOENICS-81 example 251 (Laminar natural convection in a cavity')
The simulation is transient; the run stops at the time specified in LSTEP (in seconds).

GROUP 2. Transience; time-step specification
STEADY=F.LSTEP=30;TFIRST=0.0;TLAST=1.0.TFRAC(1)=-LSTEP.TFRAC(2)=1.0

GROUP 3. X-direction grid specification
CARTES=F

GROUP 4. Y-direction grid specification
NY=52.YVLAST=1.0:YFRAC(1)=-48.0.YFRAC(2)=.001: YFRAC(3)=4.0: YFRAC(4)=.0005

GROUP 5. Z-direction grid specification
N/Z=70.ZWLAST=1.0:ZFRAC(1)=-70.0.ZFRAC(2)=.008

GROUP 6. Body-fitted coordinates or grid distortion

GROUP 7. Variables stored, solved & named
SOLVE((P1L.VI,WIHI}SOLUTN(PLY.Y,Y NN N):;NAME(H=TEMP

GROUP 8. Terms (in differential equations) & devices
TERMS(TEMP.N.Y.Y.Y.Y.Y)

GROUP 9. Properties of the medium (or media)
RHO1=1000.0:ENUL=1,002E-6:PRNDTL(TEMP)=7.0

GROUP 10. Inter-phase-transfer processes and properties

GROUP 11. Initialization of variable or porosity fields
FIINIT(P D=0.0:FIINIT(V 1)=0.0; FIINIT(W 1 )=0.0:FIINIT(TEMP)=20.0

GROUP 12. Convection and diffusion adjustments

GROUP 13. Boundary conditions and special sources

* OUTER WALL - WITH FRICTION INNER WALL DEFAULTS TO SYMM
PATCH(OUTWALL NWALL.1.1.NYNY,I,NZ TFIRST.LSTEP)
COVAL{OUTWALL.W1,1.0,0.0)

* JACKET BC 0DEG 36--60
PATCH(UJCKTNWALL,1,1 NY NY,36,60, TFIRST LSTEP)

COVAL(JCKT,TEMP.1 /PRNDTL(TEMP),0.0)

* TOP OF DOMAIN - NO SLIP +ISOTHERMAL
PATCH(TOPDOMHWALL,1,1,1 NY NZ NZ TFIRST,LSTEP)
COVAL(TOPDOM.TEMP, 1 /PRNDTL(TEMP),20.0):COVAL(TOPDOM.V1,1.0,0.0)

* BOTTOM OF DOMAIN - NO SLIP +ISOTHERMAL
PATCH(BOTDOM,LWALL,1,1,1,NY,1,1 TFIRST LSTEP)
COVALBOTDOM,TEMP.1 /PRNDTL(TEMP).20.0).COVAL(BOTDOM.V1,1.0.0.0)

* BUILT-IN BOUSSINESQ APPROXIMATION FOR BUOYANCY SOURCE TERM

PATCH(BUOY phasem.1,1,1,NY.1,NZ, TFIRST LSTEP):COVAL(BUOY,W1,FIXFLU GRND3)

GROUP 14. Downstream pressure for PARAB=TRUE.

GROUP 15. Termination of sweeps
LSWEEP=200

GROUP 16. Termination of iterations
LITER(P1)=-30:ENDIT(P1)=1.E-3:LITER(V1)=30:LITER(W1)=30:LITER(TEMP)=30

GROUP 17. Under-relaxation devices
RELAX(VILINRLX.0.1):RELAX(WI1,LINRLX,0.1);OVRRLX=1.0

GROUP 18. Limits on variables or increments to them

GROUP 19. Special calls from EARTH to GROUND

* FOLLOWING VALUES ARE USED IN BOUSSINES(Q FORMULA
* RSGI=ABUOY*AGRAV*TREF
* RSG2=-AGRAV*ABUOY
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* ABUOY=2 874E-3;AGRAV=-981.2.TREF=0.0
RS8G1=0.0:RSG2=0.00210:R8G 10=1.0
GROUP 20. Preliminary print-out
ECHO=F
GROUP 21. Print-out of variables
GROUP 22. Spot-value print-out
IYMON=3:1ZMON=20;NYPRIN=NY/5;NZPRIN=NZ/5 NPLT=1
GROUP 23. Field print-out and plot control
* TEMPERATURE AND VELOCITY PROFILES
PATCH(PROF PROFIL,1.1,1,NY NZ/2 NZ/2 TFIRST L STEP)
PLOT(PROF,W1,0.0,0.0).PLOT(PROF,TEMP.-10.0,10.0)
* TEMPERATURE CONTOURS
PATCH(CONT ,CONTUR,1.1.1,NY,1 NZ TFIRST,LSTEP)
PLOT(CONT,TEMP,0.0,10.0)
STOP

A313 Results

The predictions of velocity and temperature distribution at 10, 15, 20, 25 and
30 seconds are included as figures IIl.a-e. The cooled wall section in indicated by the grev
rectangle outside the domain: the centre line of the pipe is on the left-hand side. These images
were produced by the PHOENICS post-processor, PHOTON.

These results were compared with the predicted velocity and temperature distributions
shown in figures 6.1a and show excellent agreement. At 10 seconds (figure I11.a) the cooled
boundary layer falls down the wall, leaving the wall at around 17-20°C. At 15 seconds (figure
IIb) the boundary layer is visibly thickened towards the bottom of the cell and the
temperature of the upward-flowing water is less than 20°C. By 20 seconds (figure 1ll.¢) an
upward flow is visible below the convection cell, with the boundary layer being pushed
towards the centre of the pipe. This continues at 25 and 30 seconds (figures I11.d-e). with the
upward core flow increasing in velocity as it is pushed towards the centre of the pipe. A
complex flow pattern inside the main convection cell is visible at 30 seconds (figure Ill.e),
which agrees with the predictions obtained using 'pipe freezing' code (for instance, see figure
6.1a).

A32 COMPARISON WITH THE PREDICTIONS FROM FLOW-3D

. The CFD package Flow-3D was developed by AEA Technology, Harwell. This was
mounted on the University's Solaris computer service in late summer 1994. Flow-3D is a
complex. state-of-the-art CFD package and was developed based on the finite volume

approach. This package was used to predict the flow development over the first 30 seconds
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in a 100mm (4") diameter pipe under the conditions described above di1.1).
The input file is listed below. Note that the properties of water were not specified

directly. water was selected as the working fluid and Flow-3D assigned properties

accordingly.

A321 Input (Command) File

e 3k s sk sk e ok ok 3k sk sk sk sk ke ok sk e sk ke e ok ok ke ok ik ok sk Sk ok e ok sk o s ok ok 3k ok e ok ok s ke 3k ok ok ok sk ok ok ok ok ok ok ok */
* NATURAL CONVECTION IN A PIPE WITH COOLED WALL */
/* ALISON KEARY 22/11/94 */
/7% e oK ke sk e ok ke ok ke ok e ok sk ok s ok ke ok e ok o st e e o ok o sk ok ke ok ke sk ke o ke o s sk ok ok e ok e o e sk e sk ke ok ok ok ok ok ok */
>>FLOW3D

>>SET LIMITS
TOTAL INTEGER WORK SPACE 5000000
TOTAL CHARACTER WORK SPACE 2000
TOTAL REAL WORK SPACE 2000000
MAXIMUM NUMBER OF BLOCKS 1
MAXIMUM NUMBER OF PATCHES 30
MAXIMUM NUMBER OF INTER BLOCK BOUNDARIES 0
>>0OPTIONS
TWO DIMENSIONS
RECTANGULAR GRID
CYLINDRICAL COORDINATES
AXIS INCLUDED
LAMINAR FLOW
HEAT TRANSFER
INCOMPRESSIBLE FLOW
BUOYANT FLOW
TRANSIENT FLOW
>>MODEL TOPOLOGY
>>CREATE BLOCK
BLOCK NAME 'BOX'
BLOCK DIMENSIONS 70 52 1
>>CREATE PATCH
PATCH NAME 'CNTRE'
BLOCK NAME BOX'
PATCH TYPE 'SYMMETRY PLANE'
LOW J
>>CREATE PATCH
PATCH NAME "OJCKT
BLOCK NAME 'BOX'
PATCH TYPE "WALL'
PATCH LOCATION 135525211
HIGH ]
>>CREATE PATCH
PATCH NAME 'JCKT'
BLOCK NAME 'BOX’
PATCH TYPE '"WALL'
PATCH LOCATION 36 60 52 52 1 1
HIGH J
>>CREATE PATCH
PATCH NAME 'AJCKT
BLOCK NAME 'BOX'
PATCH TYPE 'WALL'
PATCH LOCATION 61 70 52 52 1 1
HIGH J
>>CREATE PATCH
PATCH NAME BTM'
BLOCK NAME 'BOX'
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PATCH TYPE '"WALL'
LOW |
>>CREATE PATCH
PATCH NAME 'TOP
BLOCK NAME 'BOX'
PATCH TYPE 'WALL'
HIGH I
>>MODEL DATA
>>AMBIENT VARIABLES
U VELOCITY 0.0000E+00
V VELOCITY 0.0000E+00
PRESSURE 0.0000E+00
TEMPERATURE 2.9300E+02
>>TITLE
PROBLEM TITLE 'CONVECTION IN A PIPE'
>>PHYSICAL PROPERTIES
>>STANDARD FLUID
FLUID '"WATER'
STANDARD FLUID REFERENCE TEMPERATURE 2.9300E+02
>>BUOYANCY PARAMETERS
GRAVITY VECTOR -9.810000E+00 0.000000E+00 0.000000E+00
BUOYANCY REFERENCE TEMPERATURE 2.9300E+02
>>TRANSIENT PARAMETERS
>>FIXED TIME STEPPING
TIME STEPS 30* 1.000000E+00
INITIAL TIME 0.0000E-+00
BACKWARD DIFFERENCE
>>SOLVER DATA
>>PROGRAM CONTROL
MAXIMUM NUMBER OF ITERATIONS 50
PRESSURE REFERENCE POINT BLOCK 'BOX'
PRESSURE REFERENCE POINT 35 25 1
OUTPUT MONITOR BLOCK 'BOX'
OUTPUT MONITOR POINT 35 25 1
MASS SOURCE TOLERANCE 1.0000E-07
ITERATIONS OF VELOCITY AND PRESSURE EQUATIONS 5
ITERATIONS OF TEMPERATURE AND SCALAR EQUATIONS 5
ITERATIONS OF HYDRODYNAMIC EQUATIONS 1
SOLVER DEBUG PRINT STREAM 20
>>EQUATION SOLVERS
U VELOCITY 'STONE'
V VELOCITY 'STONE'
PRESSURE 'STONE'
>>CREATE GRID
>>SIMPLE GRID
BLOCK NAME 'BOX'
DX 70%* 8.000000E-03
DY 48* 1.000000E-03 4* 5.000000E-04
DZ 1.000000E-02
>>MODEL BOUNDARY CONDITIONS
>>WALL BOUNDARY CONDITIONS
PATCH NAME 'BTM'
TEMPERATURE 2.9300E+(02
>>WALL BOUNDARY CONDITIONS
PATCH NAME 'OJCKT'
HEAT FLUX 0.0000E+00
>>WALL BOUNDARY CONDITIONS
PATCH NAME 'AJCKT'
HEAT FLUX 0.0000E+00
>>WALL BOUNDARY CONDITIONS
PATCH NAME "JCKT
TEMPERATURE 2.7300E+02
>>WALL BOUNDARY CONDITIONS
PATCH NAME 'TOP
TEMPERATURE 2 .9300E+02
>>STOP
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A3 22 Results

The velocity and temperature distributions at 30 seconds are shown in figure 111.2.
This shows complete agreement with the existing predictions of the flow development. In
particular, the cooled boundary layer can be seen to leave the wall before it had warmed up

to the initial temperature and formation of the secondary region is visible,

A33 CONCLUSIONS

The CFD packages PHOENICS and Flow-3D were used to model the natural
convection flows inside a 100mm (4") diameter pipe. Excellent agreement with the flow
development predicted using the specific ‘pipe freezing' code was obtained, giving confidence
in the proposition of a three stage flow development and the existence of a 'choking'

mechanism.
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APPENDIX IV
DIMENSIONLESS NUMBERS:
DEFINITION AND TYPICAL VALUES

Pipe freezing is a transient process involving natural convection in the liquid, phase
change and boiling heat transfer to the cryogen. In the following sections, the dimensionless
numbers associated with the three main processes (natural convection, freezing and the heat

transfer to the coolant) are summarised. Typical values for these numbers are included.

A4.1 Natural Convection

One component part to the problem is the effect of natural convection on the freezing
process. the flow may be laminar or turbulent and will affect freezing to differing extents. The
dimensionless groups describing natural convection driven flow are as follows; the Prandtl
Number (which is the ratio of momentum to thermal diffusivity), the Grashof Number (relates
buovancy. inertia and viscous forces) and the Ravleigh Number (product of Grashof and
Prandtl Numbers). (The Reynolds Number is used when there is flow in the pipe (ie. forced
or mixed convection).) The Nusselt Number is used to describe heat transfer by natural or
forced convection.

There are numerous experimental and also theoretical studies of the heat transfer over
a heated or cooled vertical plate in a semi-infinite medium. These results (eg. Rogers and
Mavhew®” and Osisik!®®!) relate the average Nusselt number to Ravleigh number and Prandt!
number. The characteristic dimension is the length of the heated (or cooled) plate. Theoretical
analvsis by Bejan™® provided order of magnitude relationships for the boundarv laver
thickness and velocity in terms of the fluid properties and temperature difference.

The criterion listed bv Bejan for transition between laminar and turbulent flow over
an isothermal vertical flat plate is given as a Grashof number'™' of 1.3x10° (data from
Mahajan and Gebhart"*"").

Calculating values for the Prandtl, Rayleigh and Grashof numbers is complicated by
variations in the properties of water over the temperature range, especially the viscosity and
the volumetric expansion coefficient. The viscosity drops off markedly with increasing

temperature (for instance, the viscosity at 27°C is roughly half of that at 0°C) whereas the

™INote that the criteria for transition between laminar and turbulent flow may vary by up to an
order of magnitude from one studyv to another.

A4l



Appendix IV: Dimensionless Numbers

expansion coefficient increases with temperature from less than zero at 0°C to greater than
zero above 4°C. Thus the boundary layer next to the ice consists of an upwardly buoyant
laver where the temperature is below 4°C and a downwards moving layer above 4°C. The
way in which the values of the properties are chosen makes a significant difference to the
values of Ravleigh and Grashof numbers (and to a lesser extent, the Prandt] number).

The Prandtl Number for water decreases with temperature from around 13 at 0°C to
around 3.6 at 50°C. This shows that the thermal boundary laver will be thinner than the
moving layer of water (the velocity boundary layer). The velocity boundary layer consists of
two parts; a cooled layer and a further outer layer which is entrained by the moving cooled
laver.

The values of Grashof and Rayleigh Numbers also depend strongly on the definition
of a characteristic length. For pipe freezing, there are two dimensions of interest: the pipe
diameter (or radius) and the jacket length. However, because the jacket length is normally
proportional to the pipe diameter (normally 2 or 3D), either dimension can be used although
a consistent definition must be used if comparing two situations. Values of Rayleigh, Prandtl
and Grashof number were evaluated using fluid properties halfway between 0°C and the
initial water temperature. Taking the case of a 100mm (4") diameter pipe with a 2D jacket
(200mm long) and an initial water temperature of 20°C as an example, the Ravieigh and
Grashof numbers are 760x10° and 80x10°, respectively, based on the jacket length and 95x10°
and 10x10° respectively. based on the pipe diameter.

The Grashof and Rayleigh numbers are used to express the transition between laminar
and turbulent flow conditions. No experimental results were available which demonstrated the
point at which the flow conditions change from laminar to turbulent and therefore
experimental results obtained for natural convection over a cooled or heated vertical plate
were considered. Kreith and Bohn'®” state that transition takes place at a Rayleigh number of
10°. Bejan'™! however, suggests that transition takes place at a Grashof number of 1.5x10°
with a Prandtl number of 0.71 (Rayleigh number of 1.1x10°) and at a Grashof number of
1.3x10° with a Prandtl number of 6.7 (giving a Rayleigh number of 8.7x10°). While it is
recognised that such criteria are only order-of-magnitude estimates, it does appear that the
Grashof number offers a better way of quantifying the transition criterion than the Ravleigh
number.

The convected heat flux is expressed non-dimensionally using the Nusselt Number,
Estimates for the heat transfer coefficient are available from experimental data, for instance
Tavner calculated heat transfer coefficients from temperature measurements and obtained a

wide scatter of values over the range 0 to 600 W/m?K and Bowen et al® obtained values in
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the range 5 to 315 W/m?K in the temperature range 10°C to 50°C. Bejan's integral analysis
gives a value of around 370 W/m2K under these conditions. The resulting values of Nusselt
numbers are 0-200 (Tavner), 2-105 (Bowen) and 135 (Bejan) (using the jacket length as the

{67

characteristic dimension). The empirical correlations provided by Rogers and Mayhew'*” and

by Osisik™®™ give Nusselt Numbers of 96 and 104, respectively.

A4.2 Freezing Process

The dimensionless number used to characterise freezing is the Stefan Number which
is the ratio of the sensible heat to the latent heat. For freezing using liquid nitrogen, tyvpical
values of Stefan Number are around 0.80 with a liquid temperature of 0°C and 1.05 at 20°C.

Another dimensionless number which is often used in conduction processes is the
Fourier Number. This is a dimensionless time which indicates how far heating or cooling
effects have penetrated a solid body. For phase change problems, the dimensionless time is
modified to include latent heat effects by using the product of Fourier and Stefan Numbers.

Taking the characteristic length in the Fourier Number as the jacket length, the
Fourier Number for freezing in a 100mm diameter pipe is (7.4x107°t) and the product (Fo.Ste)
is (5.9x107t) for an initial temperature of 0°C and (7.8x107°t) at 20°C (t is time in seconds).

A43 Cooling Process

The cooling process i1s governed by the liquid nitrogen boiling against the pipe wall.
This is a complex process and the heat flux varies significantly with the wall temperature as
the boiling process passes through the film and nucleate boiling stages.

The dimensionless number which is used to quantify the cooling process is the Biot
Number. This is the ratio of internal thermal resistance in the solid to the surface resistance.
Biot number expresses the ratio of conduction within a body (usually solid) to the convection
at the surface (or at the boundary), its value indicates where the main resistance to heat
transfer lies: for example Biot number less than 0.1 implies that most of the resistance is at
the surface and therefore isothermal behaviour within the solid can be assumed.

In order to evaluate this an average heat transfer coefficient must be estimated from
the heat flux-temperature boiling curve. Typical heat transfer coefficients for boiling nitrogen

arc 900 W/m3K and 2200 W/m?K in the film and nucleate boiling regimes (respectively) from
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Lannoy and Flaix""! giving a Biot Number of 3.5 and 8.5 for mild steel and 11.3 and 27.6
for stainless steel. If the thermal resistance of the pipe wall is neglected and the Biot Number
1s referenced to ice, values of 50 and 120 are obtained. This shows that the thermal resistance
within the ice and steel cannot be neglected and the thermal resistance in the ice is more

significant than that in the steel pipe wall.
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APPENDIX V
PUBLICATIONS

Three papers were written and presented during the course of this research. They are
reproduced and included in the following sections. Note that the reference and figure numbers

for each paper apply to that specific paper.

A5.1 The development of a two dimensional numerical model of freezing in a vertical
water filled pipe
A.C. Keary, R.J. Bowen, A.C.R. Tavner
Numerical Methods in Thermal Problems, Vol VI, pp.175-185

Pineridge Press, Swansea, UK.

This was presented at the Seventh International Conference on Numerical Methods
in Thermal Problems, held at Stanford University, California, U.S.A. on July 8-12th 1991.
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THE DEVELOPMENT OF A TWO DIMENSIONAL NUMERICAL MODEL
OF FREEZING IN A VERTICAL WATER FILLED PIPE

A.C.Keary, R.J.Bowen, A.C.R.Tavner

Department of Mechanical Engineering, University of Southampton, UK

SUMMARY

Cryogenic Pipe Freezing is a technique used for isolating sections of a
liquid filled pipeline. A jacket is attached to the pipe and filled with a cryogen
causing the liquid in the pipe to freeze and form a plug.

In order to obtain a clear understanding of this process, a finite-difference
model was developed using the enthalpy formulation to predict the conduction
and solidification processes in a vertical pipe. Experimental data were used for
the wall temperatures in the cooled region and the predicted temperature
distributions were found to compare well with those from the experiments. The
model was run for a range of initial water temperatures and it was found that
as the temperature increased the accuracy of the predictions became worse,
showing the increasing importance of convection under these conditions.

NOMENCLATURE

H Enthalpy A Area

T Temperature \Y Volume

k  Thermal conductivity ) Distance between nodes

g Density T; Freezing temperature

¢ Specific heat capacity Tt Reference temperature

L Latent heat

Subscripts Superscripts

E,W,N,S,P ! Value at last time step
Neighbouring nodes

S Solid

L Liquid






the time to close the pipe off increases, eventually reaching a limiting
temperature above which a solid plug cannot be formed.

A complete model of plug formation is being developed, however as a first
step convection has been neglected and a model based only on the conduction
and solidification processes has been developed. A finite volume approach has
been taken incorporating the solidification using the enthalpy method and using
experimental data for the wall conditions.

The experimental work was carried out using liquid nitrogen to freeze a
vertical 100mm diameter pipe which provided temperature data and ice plug
profiles for water with initial temperatures varying between 8°C and 26°C. This
paper presents the development of a numerical model of ice plug formation in
a pipe and compares the results with experimental data.

2. GOVERNING EQUATIONS

The geometry of the application suggests it should be modelled in two
dimensions in radial coordinates. By applying conservation of energy in the
absence of heat sources, sinks and convection, the relationship between enthalpy
and temperature, in 2D radial (r,z) co-ordinates, is given by equation (1).

a 1 4 oT d or
—a—t(Pm —E-gz_-(rk-é}-)"""é—z- (k"gg) (1)

This is valid everywhere in the domain except on the solid/liquid interface
itself, where the time derivative is not defined in the usual sense, since the value
of enthalpy jumps by L on solidification. However, because the interface
occupies zero volume, integrating over a control volume, using the finite volume
method, results in a set of descretised equations which are valid over the entire
domain. This is described in more detail by Shamsundar and Sparrow [1].

Taking the standard finite volume method [2] with an implicit formulation,
equation (1) is descretised giving the following relationship between the
temperature and enthalpy for the control volume AV around node P bounded
by East, West, North and South nodes :
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4. VALIDATION TESTS

The method was first tested against the 1D analytical solution to the
Neumann problem [4] for freezing in a semi-infinite domain. Several test cases
were employed to cover a range of freezing rates. Predictions of interface
position were found to be within 5% of the exact solution and, by selecting the
grid spacing and time step correctly, the results became identical to the exact
solution.

A two dimensional model in cartesian co-ordinates was also developed to
predict the transient freezing of a substance initially at its freezing temperature
in a square container and cooled by convection on the outer surface. The results
were found to be within one percent of the published results [1,3].

5. DESCRIPTION OF EXPERIMENTAL RIG

A series of freezes of nominally static water were carried out which
produced a collection of measurements which could be used for comparison
with the numerical model. The experiments were conducted on a 100mm
diameter vertical pipe with an 200mm freezing jacket. In order to observe the
plug formation in the freezing section, the pipe was cut in half lengthways and
a perspex window bolted on across the open side. Perspex is a poor conductor
of heat so the heat transfer through the window was assumed to be minimal.
This was confirmed by comparing the freezing times with those for similar
freezes in a whole pipe and finding good agreement. This is described in more
detail in [5].

A series of freezes was carried out with 20 thermocouples in the pipe.
These were arranged in groups of five and positioned across the pipe at 0,
100mm, 150mm and 200mm above the bottom of the jacket. This provided
measurement of the temperature at the pipe wall and inside the freezing section.
The thermocouples were placed on a radius extending to the back of the pipe
and so, with the exception of the more central ones, were mostly unaffected by
the presence of the perspex wall.

6. DESCRIPTION OF MODEL

The solution domain is shown in figure 3. The boundary conditions for the
domain indicated in the sketch are as follows:
(1) Wall temperatures obtained from the experimental data were imposed on the
wall to simulate the presence of the jacket. The measured temperatures were
recorded every 30 seconds so linear interpolation was used both in space and
time to calculate the temperatures for the nodes lying on the boundary.
(2) The top and bottom of the domain were maintained at the initial water
temperature to emulate the thermal mass of water above and below the
modelled section.
(3) The centre of the pipe is naturally adiabatic. The wall above and below the
jacket was assumed adiabatic for the sake of simplicity. The conduction of heat
up and down the wall away from the jacket and the heat transfer through the
wall to the ambient room temperature were neglected therefore and assumed to
cancel out.


















Experimental work has shown that the value of initial temperature at which
convection becomes significant is lower for larger pipes. As the aim of this
research is to develop a full model of pipe freezing which can be applied to any
combination of pipe size and initial temperature, the next stage will be to
introduce convection into the model.
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INTRODUCTION

Cryogenic Pipe Freezing is a pipeline maintenance technique used for isolating sections of
a liquid filled pipeline without requiring that the system is drained. A jacket is attached to the pipe
and filled with a cryogen such as liquid nitrogen causing the liquid in the pipe to freeze. By
freezing two plugs, the section between them is isolated and work may be carried out on it. Once
this has been completed, the jacket can be removed and the plugs allowed to thaw. This process
is inexpensive and uncomplicated compared to other plugging techniques; however, the success of
the method is sensitive to the flow and temperature of the liquid in the pipe.

Due to the general lack of understanding of the process, a research programme was started
at Southampton in 1981. Over the past eleven years, a large amount of data has been collected from
experimental investigations. Although a wide range of pipe conditions have been explored it would
not have been feasible to investigate all possible variations. The development of a numerical model
of the pipe freezing process was therefore considered essential.

DEVELOPMENT OF THE MODEL

The finite volume approach was used and the development of a full model of plug formation
was tackled in stages. The case of a vertical pipe was chosen so that the problem was two-
dimensional. Firstly, a model was developed which predicted the convection inside the pipe using
the SIMPLER algorithm proposed by Patankar [1]. Next a model of the solidification and
conduction processes, neglecting the effects of convection, was developed using the enthalpy
method [2] to solve the phase change problem.

The final stage was to couple the two models together in order to investigate the effect of
convection on the plug formation. The fluid velocity in a solidifying control volume was forced to
zero as the volume froze by imposing a velocity source term. This is described by Hibbert et al [3]
who used it to model solidifying water and metals.

The convection and the solidification solution methods were tested against the appropriate
available benchmark tests and showed good agreement with the published data. The solidification
model was used to predict plug formation and was also tested extensively against experimental data.
A paper [4] describing this work was presented at the 7th International Conference in Numerical
Methods in Thermal Problems in July 1991.

DESCRIPTION OF THE EXPERIMENTAL RIG

Experimental research provided measurements of freezing times, plug profiles, and
temperature and velocity distributions inside a 1m length of 100mm diameter pipe with a 200mm
jacket placed centrally on the pipe. In order to observe the plug formation and any flows inside the
freezing section, the pipe was cut in half lengthways and a perspex window bolted across the open
side. The pipe was placed over a tank of water to simulate the thermal mass of the liquid in the
pipeline. By using flow visualisation techniques, the convective flows inside the pipe could be
measured and photographed together with the plug shape. In addition, a series of freezes on
nominally static water with thermocouples inside the pipe were carried out, using water of varying
initial temperatures. This is described in more detail in [5].



DESCRIPTION OF THE MODEL

For the test runs, a 654mm length of 100mm diameter pipe was modelled, with the top of
the jacket 111mm from the top of the pipe. There was therefore 343mm of pipe below the jacket
compared to 400mm in the experimental rig. No tank was included in the domain, although the
bottom wall was maintained isothermal. The outer wall condition above and below the freezing
zone was assumed to be adiabatic.

A 56x82 grid was chosen, giving a grid spacing of Imm in the radial direction and of
between 5Smm and 10mm in the vertical direction with the spacing set at 8mm inside the freezing
zone. A time step of one second was used.

The physical properties of water and ice vary with temperature and these variations were
incorporated into the model. The nitrogen boiling in the jacket was simulated by formulating a
relationship between heat flux and wall temperature which resulted in good agreement between the
measured and predicted values of the wall temperatures throughout the freeze.

Experimental work has demonstrated that, for a 100mm diameter pipe, the time to freeze
increases in a generally linear fashion for initial temperatures below 25°C and then increases more
rapidly until a limiting temperature of around 50°C is reached beyond which a solid plug cannot
be formed. The model was run for initial water temperatures of 8°C, 18°C, 26°C and 40°C to
investigate this behaviour.

RESULTS AND DISCUSSION

Figure 1 shows the flow field and temperature distribution developing during the 26°C
freeze. The results are plotted at two minutes intervals up to 10 minutes and 5 minute intervals
after that until plug closure. The plots show a slice through the pipe with the wall on the left and
the centre of the pipe shown as a dashed line on the right.

Cooling the wall inside the freezing zone causes a downwards flow of water at the wall.
When the plume leaves the freezing zone the flow next to the wall slows down as it is no longer
being cooled. This trips up the plume, forcing it to flow inwards. Thus two convection cells are
established with an upper cooled cell supported on top of a lower cell. A complicated mixing zone
develops below the forming plug where the two cells meet with pockets of warmer water trapped
inside cooler fluid. When the ice reaches a critical thickness the flow through the neck decreases,
isolating the liquid above the plug from that below.

Figure 2 shows the measured and the predicted values of boundary layer velocity as the
freeze progresses. The prediction is excellent, with the two values lying within 0.5mm/s of each
other. With the exception of the 40°C freeze, the predicted freeze times lie within a minute of the
measured freezing times and they increase more rapidly with initial temperature than those obtained
when convection is ignored.

When the bulk temperature of the water inside the freezing zone was examined, it was
observed that the predicted value dropped more rapidly than the measured value. An isothermal
outer boundary condition was incorporated into the model in order to test whether this was due to
heat flux through the wall above and below the freezing zone, but this was found to have no effect
on the decay of bulk temperature. _

The temperature of the water inside the freezing zone is controlled by the temperature of
the core flow of water returning up the pipe. At about 5 minutes, the two convection cells become
established which then control the temperature of the return flow. In the experiments, the presence
of a tank resulted in the temperature of the lower cell being maintained. By using a closed domain
in the numerical work, a smaller mass of water was cooled and therefore the temperature of the
lower cell, and hence of the mixing region and return flow, dropped more rapidly.

The water temperature inside the freezing zone controls the rate at which freezing occurs
and at higher values of initial temperature, when convection is more important, the freeze time is
markedly affected. In the 40°C case, the predicted freezing time was around 30 minutes, some §
minutes slower than when convection was not included but still 23 minutes faster than the measured
value.
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ABSTRACT

A numerical model was developed in order to
investigate the effect of convection on freezing during
cryogenic pipe freezing in a vertical pipe. In order to simulate
an infinite length of pipe, flow was allowed across the bottom
boundary of the numerical domain. The temperature of the
water entering the domain was kept fixed at the initial water
temperature and the interaction between the flow and the
forming plug was predicted. The developing plug was found to
distort the convection cell, causing the regions above and
below the plug neck to become more and more isolated as the
plug developed. Cooled water was trapped above the neck and
the bulk of the relatively warm water entering the domain was
turned at the plug neck, maintaining the temperature of the
region below the plug neck. When the temperature and
velocities were significantly large, the ice formation in the
region below the neck was retarded, causing the position of the
neck to move up the plug.

The results obtained in this investigation were limited
by the simplifications made in formulating the velocity
boundary condition. However, the predicted plug profiles
resembled those measured during experiments and therefore the
results can be considered as giving a qualitative description of
the processes involved during freezing in a vertical pipe.

1. INTRODUCTION TO PIPE FREEZING

Cryogenic pipe freezing is a pipeline maintenance
technique used for isolating sections of a liquid filled pipeline
without requiring that the system is drained. A jacket is
attached to the pipe and filled with a cryogen such as liquid
nitrogen. The liquid inside the pipe is cooled and starts to
freeze, forming a plug which grows inwards from the wall to
block the pipe. Freezing two plugs isolates the section of pipe
between the plugs which can then be worked on. Once the
work has been completed, the jackets are removed and the
plugs allowed to thaw. This process is inexpensive and
uncomplicated compared to other plugging techniques;
however, the success of the method is sensitive to the flow and
temperature of the liquid in the pipe.

Due to the general lack of understanding of the
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process, a research programme was started at Southampton in
1981. Over the past twelve years, a large amount of data has
been collected from experimental investigations. Although a
wide range of pipe conditions have been explored it would not
been feasible to investigate all possible variations. The
development of a numerical model of the pipe freezing process
was therefore considered essential.

2. DEVELOPMENT OF THE NUMERICAL MODEL

A model was developed to predict the formation of
an ice plug in a vertical pipe including the effects of
convection. The finite volume approach was used and the
velocity and pressure equations for the buoyancy driven flow
in the water were solved using the SIMPLER algorithm
proposed by Patankar (1980). The energy equation was
formulated in terms of enthalpy and solved using the method
described by Shamsundar and Sparrow (1977) and Shamsundar
and Rooz (1988). The variation with temperature of the
conductivity and specific heat capacity of ice and the viscosity
of water was incorporated into the model and the definition of
the buoyancy source term included the density inversion at
4°C.

During the development of the model, it was tested
against published, analytical and experimental results. The
convection model was used to predict convection in a square
cavity for comparison with the results of Markatos and
Pericleous (1984) and de Vahl Davis (1983} and also compared
with the results of Huang and Hsieh (1987) for convection in
a cylinder. A one-dimensional solidification model was tested
using the analytical solution to the Neumann problem; the two-
dimensional model was used to predict freezing in a square

.cavity for comparison with the results of Shamsundar and

Sparrow (1975). The solidification model was then used to
predict freezing in a pipe in the absence of convection and the
results compared with experimental results, as described by
Keary et al (1991).

In order to model an infinite length of pipe, the
problem was initially formulated as a long length of pipe with
closed ends. The aim was (o position the top and bottom of the
domain sufficiently far from the freezing zone so that they
would have a negligible cffect on the flow and the freezing.



The pipe wall was included in the domain and the presence of
a jacket was simulated by a cooled section of the pipe wall.
When the resulting predictions of convection and freczing were
examined, it was noted that the cooled flow dropped rapidly
down the pipe and therefore the use of a closed boundary
condition at the bottom of the domain led to a decrease in the
bulk temperature inside the pipe because the finite mass of
water was being cooled. This problem became more important
at higher values of initial temperature, when the use of a
limited mass of water resulted in much faster freezing times
than those recorded in the experiments. In particular, the
experimental results showed a rapid rise in the freezing time
when the initial temperature was greater than 30°C in a
100mm diameter pipe, which led to a limiting value of initial
temperature above which it was not possible to form a plug.
The predicted freezing times showed a nearly linear increase
in freezing time with initial temperature.

Attempting to extend the length of pipe which was
modelled increased the computer power and memory
requirements with very little improvement in the predictions
because the cooled flow dropped rapidly down the pipe. In
addition, because the flow field was complex, it was not
possible to coarsen the grid without decreasing the accuracy.

3. DESCRIPTION OF THE OPEN PIPE MODEL

In order to improve the predictions, it was clearly
necessary to be able to control the bulk temperature inside the
freezing region. This controls the heat flux arriving at the ice-
water interface which, together with the rate at which the heat
is removed through the ice layer to the cryogen, controls the
rate of ice formation. The model was modified to allow flow
in and out across the bottom of the domain. The temperature
of the water flowing into the domain could then be specified
which effectively controlled the temperature of the water inside
the freezing zone.

The open pipe boundary was positioned a short
distance below the freezing jacket. The definition of the
velocity on this boundary required large simplifications to be
made. The radial component of velocity was assumed to be
zero, therefore only allowing flow in the vertical direction.
Initially, the gradient of vertical velocity in the vertical
direction (dw/dz) was set to zero but this was found to predict
velocities which increased rapidly over the first minute to
values one or two times greater than those obtained in a closed
pipe. This was attributed to a failure to take account of the
initial development of the flow field, during which the
convection cell forms and stretches down the pipe. The model
was then modified to use a closed long pipe to predict the
initial development of flow field and then switch to an open
pipe to predict the rest of the freezing process.

The boundary condition inside the jacket was
formulated in various ways in order to try to simulate the
complex process of the cryogen, nitrogen, boiling inside the

‘jacket. The results presented and discussed here are for the
*best case’ jacket where the temperature on the outside of the
pipe wall falls to -196°C immediately that the jacket is filled.

A fill time of 2 minutes was assumed, with the boundary
condition above the nitrogen level assumed to be adiabatic. The
boundary condition on the wall above and below the jacket was
adiabatic. The top of the domain was maintained at the initial
water temperature. The boundary condition on the bottom of
the domain was defined to allow the temperature of the
upwards core flow to be set; the boundary condition was
adiabatic where the flow direction was downwards and
isothermal at the initial temperature when the flow direction
was upwards.

4. RESULTS

The model was used to predict the flow and plug
formation with initial water temperatures of 10°C and 20°C.
The resulting plug form and flow field at one minute intervals
throughout the freeze are shown in figures 1 and 2 for the
10°C and 20°C freezes. Each plot shows a slice through the
pipe, with the centre of the pipe on the left and marked by a
dashed line and the position of the 'jacket’ marked outside the
pipe on the right hand side. The development of the velocity
and temperature distributions throughout the freeze is shown by
the velocity vector plots (1.2 and 2.a), streamline plots (1.b
and 2.b) and isotherm plots (1.c and 2.¢). The isotherms inside
the ice region are not shown and the plug outline is also shown
on the vector, streamline and isotherm plots. The
streamfunction was computed from the velocity distributions
and the streamline plots are shown here because they provide
a clearer picture of the flow field than the velocity vector plots.
In all cases, eight equally spaced streamlines were plotted.

The results at 10°C are shown in figure 1.a~c. The
effect of simulating the action of filling of the jacket can be
seen, with the ice first forming near the bottom of the jacket
and then spreading upwards over the first two minutes. This
causes the asymmetry in the plug profile, with the position of
maximum ice thickness (the plug neck) offset towards the
bottom of the plug. This general shape is maintained
throughout the freeze, with the plug finally closing off less
than halfway up the jacket. The development of the flow field
can be examined in more detail by Jooking at the streamline
plots. The convection cell is formed when the wall is cooled.
The boundary layer at the bottom of the plug is colder and
therefore thicker and faster than that in the top half of the plug
and therefore a major proportion of the core flow feeds the
flow at the bottom of the plug, as shown by the greater density
of streamlines in this region. As the plug develops, the
distortion of the water region near the plug neck causes some
interaction between the down- and up- flow as it passes through

" the plug neck and a subcell forms inside the main convection

cell above the plug neck. This is visible at 2 minutes, after
which it becomes bigger, so that an increasing proportion of
the cooled flow is turned at the plug neck. This affects the
temperature distribution because cooled water is trapped above
the plug neck and the bulk temperature in this region drops. As
the plug grows, the bulk of the flow entering the domain is
turned at the plug neck and flows back down the ice front. The
temperature below the neck is therefore maintained while the









region above the neck becomes increasingly isolated and the
temperature decreases.

In the 20°C freeze, the development of the flow field
is similar, however because the temperature and velocities are
greater, the heat transported to the ice/water interface below
the neck is more significant. This retards the solidification in
this region and causes the position of the plug neck to move up
the plug. This can be seen in figures 2.a-c, which show the
neck near the bottom of the plug at the beginning of the freeze
and then moving up the plug, being approximately halfway up
the plug at 6 minutes and being located towards the top of the
jacket by ten minutes.

These plug profiles resemble those formed in
experiments carried out by Burton (1986) and Tavner (1992).
Both Burton and Tavner observed that water is trapped above
the forming plug and Burton noted that the position at which
the plug froze off was over halfway up the jacket when the
bulk temperature inside the freezing zone was maintained.

5. DISCUSSION

The interaction between the plug formation and the
development of the convection driven flow field has been
examined for two values of initial temperature. This has given
a good insight into the mechanisms involved in plug formation,
however, these results can only be considered as qualitative
because great simplifications were made concerning the flow
at the bottom boundary. The predicted velocities were larger
than those predicted in a long closed pipe and therefore the
effect of increasing the temperature was exaggerated.

This problem was caused by the simplifications which
were made in formulating the velocity boundary condition. The
predictions obtained using a closed pipe showed that the flow
field was complex and therefore the assumption of zero
velocity gradient in the vertical direction on the bottom
boundary is not adequate. Mixing between the cooled down
flow and the upward core flow, which is expected in smaller
pipes (when the thickness of the boundary layer is significant
is comparison to the pipe radius) was also found to be
important in a 100mm diameter pipe, causing a complicated
flow field. This effect decreases as the pipe size increases and
the flow field becomes less complex. It is therefore expected
that it will be possible to formulate a boundary condition which
predicts the velocity distribution adequately in larger pipes.

6. CONCLUSION

A model has been developed which predicts plug
formation in a vertical pipe without the limitations of a closed
pipe length. The effect of convection on the forming plug can
be seen, with the plug forming more rapidly near the top of the
plug when the initial temperature is significant. The accuracy
of the results is limited by the difficulty in defining the velocity
boundary condition on the open boundary because the flow
field inside a 100mm pipe is complicated because mixing takes
places between the cooled boundary layer and the core flow.

One of the main motivations for developing a
numerical model was to be able to predict the plug formation
in larger pipes. It would require a massive increase in
computer power to model a closed large diameter pipe and
therefore the open pipe model will be essential. Fortunately,
because the flow is less complicated in larger pipes, it is
anticipated that it will be easier to obtain an adequate
formulation for the boundary condition. The next stage is
therefore to develop the model further with the aim of
predicting freezing in large pipes.
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APPENDIX VI
NOTES ON THE FIGURES

The figures showing the numerical predictions of the flowfield and the temperature
distribution were produced using post-processing software which was developed as part of this
project. This software is briefly described in chapter 4 and in more detail by Keary?,

The velocity distributions are presented using velocity vector or streamline plots; the
temperature distribution is indicated either by isotherms (in the black and white figures) or
by colour coding. Although the colour plots have greater initial visual impact, they actually
convey less information; the difference of several degrees may lie in the ability to distinguish
between different shades of orange. Both methods are used in the following set of figures;
colour plots were used where visual impact was required and the black and white plots were

preferred where more detail was needed.

A6.1 General Format

Three different methods were used to prepare these figures: the bulk of the figures
show the development over a period of time, however, some figures show a zoom of the
results obtained for one point in time either with or without the whole-field results.

The results (vectors, isotherms, streamlines) are shown for each point in time
superimposed on the boundaries of the numerical domain. This shows a section through the
pipe. with the centre line on the left hand side denoted by a dashed line. The position of the
Jacket, or cooled wall section, is indicated by a rectangle on the right hand side. If the
numerical domain included the pipe wall this is included in the figure.

The velocity vectors are plotted from the grid point, position of which is denoted by
a filled circle at the grid point, pointing in the direction of the flow and proportional to the
speed of the flow in length. Arrow heads were not used because they were found to obscure
the vectors (see the output from PHOENICS, Appendix III). Isotherms, where used, are
labelled with the appropriate temperature (in degrees Celsius) wherever possible without
obscuring the other results. Streamlines are drawn using eight evenly spaced values of
streamfunction; the value of streamfunction represented by a streamline will therefore vary
from plot to plot.

" The plug profile. where applicable, is included in the plot. No vectors (grid point) or

1sotherms are plotted within the plug and therefore it is visible as a block white area.
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Appendix VI: Notes on Figures

A6.2 Figures showing Development over a Period of Time

The general lavout used in the preparation of these figures was to show the results
twice; the velocity and temperature distributions (isotherms or colour-coding) are plotted
above the streamline plot (colour-coded for colour plots). Streamline plots were included as
well as velocity vectors plots because they were found to convey more information on the
flowfield. this was partially due to the long-thin domain which meant that the vertical
component of velocity conceals the horizontal flows in vector plots. The velocity vector plots
show the direction of the flow.

Multiple plots show the development over a period of time. The time interval between
plots is normally uneven, being closer at the beginning of the simulation. The aim in
preparing each figure was to display the important stages during the flow development and/or
freeze on one page. Thus the plots are reduced in size if necessary. In several cases. the
results in an 'area of interest' (for instance, the freezing zone) are plotted separately (for

example. the predictions obtained for the 'long' domain).
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