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by Helen Katherine Dyne

This work considers the requirements for a windshear detection system 
suitable for general aviation aircraft and evaluates a possible method for 
detecting windshear.

Initially, the phenomenon of windshear is introduced, and the hazard 
presented to aircraft by low-altitude windshear, and particularly by 
microbursts, is discussed. The work examines models for describing the 
various forms of atmospheric disturbances.

The existing ground-based and airborne techniques for detecting windshear 
are examined. General aviation aircraft differ from transport aircraft in the 
cost and sophistication of their on-board systems: the instrumentation 
commonly available on this class of aircraft and the sensors which could be 
used to measure the required aircraft parameters are discussed.

A method for estimating the wind acting on the aircraft using a minimum 
number of measurements of control inputs and aircraft parameters is 
presented. The technique is derived from the theory of observers and uses a 
linear, time-invariant model of the aircraft. The effect of model and sensor 
inaccuracies is considered.

The forms of wind which constitute a hazard are examined and used to 
derive algorithms to determine when the wind conditions constitute a 
dangerous windshear. The windshear detection system comprises the wind 
estimation and hazard evaluation stages, and the performance of this under 
various wind conditions is assessed. The operational requirements of the 
system are also addressed.
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THE WINDSHEAR PHENOMENON

1.1 Introduction

Windshear is a phenomenon which is of great interest and concern to the 
aviation community: it is a significant weather hazard to aircraft. There has 
been considerable research into the design of windshear detection and 
warning systems for larger, transport aircraft, but a low-cost system suitable 
for general aviation aircraft has not yet been developed. This thesis 
describes a technique for estimating the wind components acting on an 
aircraft and indicating the extent of the windshear hazard to the pilot. The 
method is applied to the design of an airborne detection system for general 
aviation aircraft.

Although the SI system of units is now recognised as standard, it has not 
been generally accepted within the international aeronautical industry. 
International conventions and air traffic procedures require that an aircraft's 
akhude ^ mea^n-ed mhxk, wbke hmia%kaldikan«a deKrkx^ui 
kilometres. An aircraft's airspeed is calibrated in knots, but the vertical 
speed is measured in feet per minute. Wind components are usually 
described in knots. The units used in this work are those which are 
conventionally used by authorities in the field of aeronautics but, where 
appropriate, the SI equivalent has been included. Table 1.1 provides a 
comparison of these units.

Table 1.1: Conversion Factors
Conventional Unit SILhut Alternatives

1 foot (ft) 0.3048 m -
1 knot (kt) 0.5148 m/s 1.6890 ft/s, 101.34 ft/min

1.1.1 Outline of Thesis

The phenomenon of windshear, and the hazard it presents to aircraft, is
introduced in this chapter.

The response of an aircraft to changing winds is examined in Chapter 2 
together with the analysis of the effect of wind on the aircraft's energy. 
Mathematical models of atmospheric disturbances are described. These can



be used in the analysis of an aircraft encounter with various wind 
phenomena.

Chapter 3 examines both ground-based and airborne methods of detecting 
windshear and considers the relative merits of the different technologies. 
The systems and instrumentation generally found on typical general aviation 
aircraft are described. Sensors which could be used in an airborne detection 
system to measure the various parameters associated with aircraft motion are 
also considered.

Chapter 4 describes how a technique for estimating the longitudinal 
components of the wind acting on an aircraft can be developed, using 
observer theory as its basis. The method is evaluated using computer-based 
design and simulation tools.

The performance of the estimation algorithm is affected by changes in the 
aircraft dynamics at different phases of flight, as well as by limitations in the 
sensing of required parameters. Chapter 5 examines how these factors affect 
the estimation of the wind components.

The form of the estimated wind components requires evaluation to determine 
whether they constitute a windshear condition. Chapter 6 considers the 
properties of an hazardous windshear and examines the effectiveness of 
criteria which are designed to assess the wind hazard. Finally, an optimum 
method of providing a warning to a pilot is considered.

In Chapter 7 the performance of the combined wind estimation and 
evaluation algorithm is assessed. The requirements for the system as a 
whole are discussed, and the suitability of the system for use as an airborne 
windshear detection system on general aviation aircraft is considered.

1.2 Windshear

Windshear is a phenomenon which relates to changes in the wind conditions 
and is defined as: "A change in the wind speed and/or direction in a very 
short distance in the atmosphere". [1] When considering the effect on an 
aircraft of a change in wind, an airspeed change in excess of 15 knots (-7.5 
ms'i) or a vertical speed change in excess of 500 feet per minute 
(-2.5 ms‘1, 5 kts) over a short period of time is classed as a windshear because



(It idiexse a sigpiificajit effect ()ri1iie auuMzraft caua re^isult. "Tliis
feature distinguishes windshear from gusts, which are sudden wind changes 
of smaller magnitude, and turbulence which comprises higher frequency 
iatm()si)he!ric clLstualbances. TTuuHbulerice iria)r affesct tbie aiixzraff cxarrbrol aund 
ride cpialit)^ l^ut, iri g;eneral, h (icxes riot pirotliKze a isijgruficaint efh^ct cui thus 
flight trajectory. The characteristics of these phenomena are discussed 
further in Chapter 2. Windshear can be described as a rate of change of 
wind; however, in aircraft analysis, it is frequently described in terms of the 
rruDdmuan tvind cliarig^! vviiich is rrw!asure(i ()ver a siuort, tmt iirispiecified, 
time or distance.

Although the effect of wind on aircraft dynamics is well known, it is only
rekitiveb^ receritb/; las a nssuh ()f seT/erad niajor iiccicleiits, thait Ifie liauzarci of 
i//in(islieair to airoraft duririg lcr//-altitu(ie fifuises ()f fUg^bt \rLz. itake-off, 
approach and landing has been fully recognised. Five of the major accidents 
which prompted windshear investigations are shown in Table 1.2. [2,3,4]

Table 1.2: Windshear Accidents
Date Location Casualties
Jiirie 1S)75 JFK Airport, New York 112 fatalities

June 1976 Philadelphia, PA
12 injuries
0 fatalities

July 1982 New Orleans, LA
87 injuries

153 fatalities

August 1985 IZkallas/TFt lA/oiUi, TT):
9 injuries

135 fatalities

July 1994 Charlotte, NC
25 injuries

37 fatalities
21 injuries

In total, between 1964 and 1985, windshear was a contributing factor in 
incidents involving 619 fatalities and 231 injuries. In the USA approximately 
50% of all fatal accidents are weather related - a statistic which has remained 
constant for 30 years. [5]



1.3 Forms of Wiodshear

Windshear can arise from a variety of meteorological conditions where air 
masses of differing properties, such as temperature or humidity, interact, or 
where windshear is induced by the local terrain. The principal causes are 
summarised in this section. [1,2,6, 7,8]

1.3.1 Air Mass Fronts

An 'air mass' front arises when masses of air of different temperature or 
humidity come into contact with each other. Their differing properties mean 
that they do not mix readily and the boundary between the two bodies of air 
can exhibit temperature gradients and large changes in airflow. Frontal 
systems commonly occur as a result of air circulation around regions of low 
pressure in the form of warm or cold fronts. A vertical cross-section of a 
frontal system is shown in Figure 1.1. [1]

A cold front forms when colder air, which is more dense, moves towards a 
body of warm, less dense air. The cooler air pushes below the warm air and 
a transition zone or 'front' develops along the boundary between the two air 
masses. The severity of a windshear is determined by the temperature 
differences between the two bodies of air, and strong shears may occur when 
that difference exceeds 6°C. The thickness and temperature gradient of the 
transition zone are also indicative of the windshear hazard: a narrower zone 
causes a stronger shear and it has a larger temperature gradient across it.

A warm front occurs when the warm air advances towards cooler air and 
rises above the denser air mass. The velocity of the advancing air is greater 
at higher altitudes than close to the ground and so a vertical wind gradient 
develops.

Frontal systems may give rise to thunderstorm conditions, 
discussed separately in Section 1.3.3.

These are

1.3.2 Sea Breeze Front

A sea breeze front, a form of frontal system which occurs in coastal regions, 
is produced by the diurnal temperature differences between the land and the 
sea. Since the sea has a much higher specific heat capacity it changes



Figure 1.1: Cross-Section of a Frontal System
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Figure 1.2: Formation of a Downburst



temperature much more slowly than the land. During the day the air over 
the land is warmer than that over the sea, causing a circulation of the air to 
develop. Usually, the circulation intensifies from a light sea breeze in mid- 
moming to a stronger wind during the afternoon when the resulting sea 
breeze front may move inland. At night the temperature difference is 
reversed and so the wind blows from land to sea. Sea breezes occur 
regularly during summer months. In areas with temperature climates, such 
as the British Isles, they generally only produce moderate windshear of less 
than 10 knots, but in warmer, tropical climates sea breezes are usually in 
excess of 20 knots. [8]

1.3.3 Thunderstorms

Thunderstorms are generated by both frontal systems and 'air mass' weather 
conditions. An air mass thunderstorm is generated by local heating of the air 
at the earth's surface. The warm, moist air begins to rise and cool to form 
droplets as cumulus clouds. As this continues the droplets become too large 
to be supported by the updraft and begin to fall. The descending downdraft 
cools the surrounding air and drags that air with it, increasing the intensity 
of the flow. This usually results in intense precipitation at ground level. On 
reaching the ground the downdraft spreads in all directions and, in some 
cases, it may curl to form a horizontal vortex ring. A diagram of a typical 
downburst is shown in Figure 1.2. [1] The precipitation continues until the 
extent of the downdraft cuts off the heated updraft and inhibits circulation; 
the thunderstorm then begins to die and the downdraft to weaken. The 
principal difference between an air-mass thunderstorm and a frontal 
thunderstorm is that the frontal storm is often tilted, allowing the 
precipitation to fall at a distance from the updraft, and so the downflow may 
be intensified and sustained for longer.

1.3.4 Microbursts

The level of hazard associated with a downdraft is related to its size. It is 
only relatively recently that a small-scale, intense downdraft known as a 
'microburst' has been identified. [9] These microbursts have downdrafts up 
to 3 km in diameter which may spread horizontally on reaching the ground 
to a diameter of up to 5 km. Their small size means that the wind speeds 
change rapidly over a relatively short distance, which makes them especially 
hazardous to aircraft. Microbursts are not always associated with heavy rain



and thunderstorms; some occur in high-altitude clouds in which the 
precipitation has evaporated at a considerable height above ground level. 
These 'dry' microbursts are particularly difficult to identify since the weather 
conditions and cloud formations appear benign, but the windshear produced 
may be as severe as a wet microburst.

Both wet and dry forms of microburst are similar in their intensity, size and 
duration. The microburst is short-lived, developing to maximum intensity 
ioaui average (ofs^ to (xn^nnumhes. y\A:erth^! kuthd stages (^hxnnatk»^, 
when the downdraft has reached the ground, the microburst expands 
horizontally and increases in intensity for approximately five minutes. The 
intensity doubles to a maximum during this period. The intensity of a 
microburst reaches 50 knots (~25 ms'l) on average, but microbursts with 
wind changes of nearly 100 knots have been recorded. [1] In general the 
microburst dissipates approximately ten to twenty minutes after ground 
contact. Figure 1.3 shows the intensity distribution of microbursts at ground 
lei/el irieaisured clmnbag; the stuciy iji thie the stud]^ is (ie;x:ribi2cl
in Section 1.5. [1]

1.3.5 Gust Fronts

iglist iiiorit is jpiDclueeci aus tlie horizxDrital cmtflcrwr ()f a clowml^urst iricrvess 
outwards from the location of the downburst. The outflow meets with 
warmer air and evolves into a front. Behind the front there is a region of 
unsteady air which gives rise to windshear and turbulence. The gust front 
may extend up to tens of kilometres from the location of the downdraft, by 
which time it is considerably weakened, or it may remain close to the 
d()\\rn(ir6Lft jpiocluceci it, (iejpeiinciirig ()ri tlie iiaihm! c)f tlie (icyvvncirajh
and the surrounding air conditions.

1.3.6 Terrain-Induced Windshear and Mountain Waves

Natural features of the terrain can affect the flow of air in such a way that an 
aircraft flying in the vicinity may experience sudden changes in conditions. 
Airports situated near breaks in mountain ranges or abrupt changes in terrain 
are prone to gusting winds, which may be severe.

"Variahor^in die(ibMX±k)n ofth^wurd as it passes (yvertb^ccH^kniMc^ the 
hBirain are ofbai prodixzed. IVkyuntaui verves occur vdien vvuid at high



Figure 1.3: Microburst Intensity Distribution

Figure 1.4: Annual Occurrences of Thunderstorms Worldwide



altitude crosses a mountain range. On the lee side there is a region of lower 
pressure which creates a strong airflow down the contours of the slope, 
producing waves in the air currents, and these may result in strong 
windshear and turbulence. Mountain waves are a frequent occurrence in the 
Rocky Mountain region of the USA. The phenomenon is being investigated 
further following an aircraft accident at Colorado Springs, in March 1991, 
when it was considered as a possible cause. [10]

1.3.7 Solitary Waves

A solitary wave is an isolated circulation in the air which may be produced 
either where a gust front or sea breeze front decays, or by wind flowing 
down slopes. [11,12] These waves have an updraft at the leading edge and a 
downdraft of similar strength at the trailing edge, and the circulation may 
extend horizontally for distances ranging from a few hundred metres up to 
ten kilometres. The waves move slowly and are relatively long-lasting. 
They are observed frequently in some areas of Australia.

1.3.8 Low-Level Jet Stream

Frictional effects of the earth's surface produce a boundary layer which 
typically extends to a height of five hundred feet and, as a consequence, 
aircraft often experience an increase in the magnitude of the wind 
immediately above the ground. Larger wind changes are sometimes 
produced when there is a strong temperature inversion at low altitudes, i.e. 
where air temperatures close to the ground are cooler than those above. This 
can cause a strong current of air near the ground. Such conditions are 
typically generated by diurnal processes during the night, as a result of 
radiant cooling of the air, or by frontal activity where a cold front advances 
on warmer air to produce a temperature inversion. The low-level jet 
streams' produce rapid changes in the wind velocity with altitude and are a 
hazard to aircraft during low-altitude operations. [1, 2,13]

1.3.9 Tornadoes

Tornadoes and other high speed atmospheric vortices such as water spouts 
and dust devils form under thunderstorm conditions and have extremely 
strong windshear associated with them. The development of conditions 
resulting in tornadoes can be identified, and they can be detected and



tracked by weather radar during their formation and development to enable 
the region surrounding them to be avoided by aviation.

1.4 Windshear Hazard

The degree of hazard of a windshear condition to aircraft is related not only 
to the magnitude of the shear at low altitude but also to the ability to predict 
and forecast the event. Conditions which are large in scale, slow to develop 
and slow-moving are more easily predicted and therefore pose much less of a 
threat than smaller, faster developing events which generate windshear of a 
similar severity. An examination of aircraft accident statistics shows that, of 
fifty-one windshear-related accidents, sixty-five percent were associated with 
thunderstorm conditions, usually containing microbursts, and another 
fourteen percent were related to frontal systems; the other windshear 
generating conditions made a smaller contribution. Table 1.3 shows the 
number of accidents and incidents in which the weather system listed was the 
primary cause.

Table 1.3: Windshear Hazard [1]
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Weather System Number of Accidents /Incidents
Storms 33
Front 7
Strong Surface Winds 2
Unstable (Turbulent) Air 2
Temperature Inversion 1
Sea Breeze Front 0
Mountain Wave 0
Unknown 6
Total 51

The microburst is the most severe windshear threat to aircraft and its small 
size makes it very difficult to detect using standard aviation weather 
detection systems. Thunderstorms are most prevalent in tropical regions, as 
can be seen in Figure 1.4 [1], and so these areas are likely to be susceptible to 
microburst formation. However, because of the low density of air traffic in 
these regions only a few windshear accidents have been recorded. An area 
which has a much higher volume of air traffic is North America, and 
research in the USA has revealed that there are two main areas which are
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particularly susceptible to microbursts: in the southern states around the 
Gulf of Mexico thunderstorms are prevalent and, on average, occur on more 
than sixty days per year. From statistics collected it is suggested that 
approximately five percent of thunderstorms in that region produce 
microbursts. [1] In the high plains and mountainous regions of Central USA, 
e.g. near Denver, conditions are dryer and dry microbursts are relatively 
common. As a consequence, the majority of windshear-related accidents 
have occurred in the USA. Some regions of Australia have also been found 
to be prone to dry microbursts.

1.5 Windshear Investigations

The first aircraft accident attributed to windshear was in 1974 in Sydney, 
Australia, when a downdraft and outflow were recognised to have caused 
rapidly varying winds close to the ground. During the investigations into 
the accident at John F. Kennedy Airport in New York in the following year. 
Professor Theodore Fujita of the University of Chicago first hypothesised the 
existence of a phenomenon which he called the downburst. This was 
authenticated during the Northern Illinois Meteorological Research On 
Downbursts (NIMROD) project in 1978 using Doppler radar techniques.

In 1982 the Joint Airport Weather Study (JAWS) was carried out by the 
National Center for Atmospheric Research (NCAR) and the University of 
Chicago. [1,2,5] Over one hundred microbursts were observed and 
information on their frequency, characteristics and detectability was 
collected. The study enabled the characteristics of microbursts to be 
quantified.

In 1983, following the accident at New Orleans International Airport, the 
American National Academy of Sciences (NAS) was contracted by the 
Federal Aviation Authority (FAA) to study the hazard to aircraft posed by 
windshear. The study was broad and included an investigation into the 
knowledge of windshear phenomena, the effectiveness of detection and 
measurement systems, the communication of warnings, the adequacy of 
pilot training and the effects of windshear on aircraft performance. The 
committee was also asked to recommend any research and development 
needed to combat the risks. [2]



The recommendations presented by the committee were for a short-term 
programme of information, education and pilot training and an improvement 
and extended use of the 'Low-Level Wind Shear Alert System' (LLWAS) 
which was already in use at some airports. In the medium term it was 
recommended that airborne windshear detection systems should be 
developed further. The longer-term plan was to research and develop 
enhanced ground-based and airborne detection systems using technologies 
which were still in the early stages of development.

1.6 General Aviation and Windshear

1.6.1 Aircraft Accidents and Incidents

The windshear accident statistics have yielded useful information on the 
meteorological and geographical effects which produce hazardous 
windshear. Nearly all these data relate to transport aircraft and there is 
relatively little information about general aviation aircraft accidents or 
incidents which have been caused by windshear.

In the United States general aviation aircraft outnumber carrier aircraft by a 
factor of fifty and the total general aviation flying hours are five times those 
of air carriers. The National Transportation Safety Board (NTSB) have 
indicated that approximately 40% of general aviation aircraft accidents are 
weather-related, but relatively few have been attributed to windshear. [2] 
Although general aviation aircraft may have more flexibility in their 
scheduling of flights, it has been shown that the possibility of predicting and 
therefore avoiding the most threatening windshear events is poor, and so 
general aviation aircraft are not significantly less susceptible to windshear 
than transport aircraft. [2] A more feasible reason is that such general 
aviation accidents and incidents are only investigated if there are fatalities 
and these investigations need not include trained meteorologists. 
Furthermore, these aircraft are not equipped with flight data recorders and 
so the ability to positively identify a windshear related accident is much 
reduced.
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1.6.2 General Aviation Pilots

A general aviation pilot is not, in general, professional and so he has much 
greater difficulty in achieving and maintaining flying skills. [2,14,15] After



a pilot's basic flying skills have levelled-off, human factors research has 
shown that the ability to recognise situations and interpret alternative courses 
of action continues to increase. As a consequence an 'expert' pilot shows a 
greater integration of skill when exposed to a stressful situation, whereas 
such integration breaks down for a less-experienced pilot, even though he 
may be equally competent at each of the tasks individually.

The task of flying a general aviation aircraft is significantly different from 
that for a transport aircraft. The operating procedures for air traffic control 
are geared to the requirements of airline operations, and, as a consequence, 
they are less suited to general aviation, with their single pilot and more 
limited on-board systems. In addition, general aviation pilots may receive 
less instruction and information about the routes and airports being used 
than commercial pilots. Instrument flying of general aviation aircraft is 
particularly prone to errors, and accidents during instrument approaches 
have been shown to be seventeen times more likely for general aviation 
aircraft accident compared to transport aircraft. [14]

The differences between professional and private pilots have been 
emphasised by a comparison of the causes of accidents involving general 
aviation aircraft being flown by both private pilots and airline pilots. [14] 
This showed that the major causes for the private pilot accidents were 
weather related and were caused in part by pilot inexperience and 
misjudgement. In contrast, overconfidence and the taking of excessive risks 
were the principal causes of accidents among the airline pilots.
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A general aviation pilot is likely to be less able to recognise and respond to a 
windshear situation than a professional pilot since a windshear is an 
abnormal event with which the general aviation pilot will be unfamiliar. An 
on-board windshear detection system could both identify and provide an 
alert for the hazard before the pilot has assessed the situation, and could, 
thereby, assist the pilot to take avoiding action.
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2 THE EFFECT OF WIND ON AIRCRAFT

2.1 Aircraft Dynamics

2.1.1 Aircraft Equations of Motion

The derivation of the linearised equations of motion of an aircraft, and the 
notation used in these equations, are summarised in Appendix A. The 
longitudinal motion of an aircraft flying straight with wings level is described 
by equations 2.1 to 2.4

w = X^(«+Wg)+X^(w+Wg)-gcos0(,e+^Xg6 
w = ZXu + w^)4-Z^(w + w^) + LZ(,(/ + gsin0o6+%Zg6

6 =g

(2.1)

(2.2)

(2.3)
(2.4)

The combined inertial and wind velocities are equivalent to the air-relative 
velocity because the air relative velocity is defined as:

w +
(2.5)
(2.6)

The wind velocity will, therefore, directly affect the motion of the aircraft.

2.1.2 Aircraft Flight Characteristics

The state equation, equation A23, representing the longitudinal flight 
dynamics of an aircraft for small perturbations is in standard form for 
analysis of a linear system. The aircraft's flight characteristics can be 
deduced by examination of these equations. [6,16]

Both the pilot's control inputs and the gust variables are considered to be 
inputs to the dynamic system. Transfer functions which relate the effect of 
each input on each state can be derived and in every case the denominator of 
this function is identically the characteristic polynomial of the system which 
can be found by evaluating the relationship in equation 2.7, i.e.

det|Xf-A| = 0 (2.7)
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This yields a quartic polynomial in lambda and, often, this can be factorised 
into two quadratic factors where each factor represents an oscillatory mode of 
the aircraft; they are classically known as 'phugoid' and short period' modes.

+ (Dp;, )(X? + 2^^(D^X + (0^) = 0ph sp sp 'spt (2.8)

Here ^ represents the damping factor and co the natural frequency of the 
mode and the subscripts ph and sp refer to the phugoid and short period 
modes respectively.

The phugoid is a lightly-damped, long period oscillation in which there is an 
exchange of potential and kinetic energy causing both speed and height to 
oscillate: It principally affects the aircraft forward speed, u, and pitch 
attitude, 0. The short period mode is a high frequency, relatively highly- 
damped mode and can be most clearly seen in its effect on the aircraft heave 
motion, zv, and the pitch rate, q. In some aircraft the short period mode is 
not oscillatory but is instead simply composed of two decaying transients; 
this is the case for the dynamics of Cessna 402B aircraft which is used in 
subsequent chapters.

For an aircraft to be dynamically stable the roots of the characteristic equation 
must have negative real parts. The static stability of an aircraft is also 
significant when considering the response of an aircraft to an input. An 
aircraft is statically stable if, in response to an input, it produces forces and 
moments which tend to oppose the effect of the input and return the aircraft 
to an equilibrium. An input to the longitudinal mode of the aircraft will 
directly or indirectly cause a pitching moment about the centre of gravity and 
so it is the stability derivative which determines whether the aircraft is 
statically stable.

M„oc aM
dw (2.9)

An input which produces a 'pitch up' motion produces a corresponding 
increase in angle of attack and hence in heave velocity, w. If is negative 
then a pitch down moment will result which reduces the effect; the aircraft is
statically stable. The sign of M,, depends on the relative positions of the
aircraft's centre of gravity and the point through which the total lift vector
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acts, the neutral point; for positive static stability the centre of gravity 
should be forward of the neutral point.

2.2 Aircraft in Wind

2.2.1 Aircraft Response to Windshear

Figure A3 shows the sign convention for the components of a wind acting on 
an aircraft; in stability axis co-ordinates the trim angle of attack is zero. An 
examination of each of these components shows its effect upon the aircraft 
and gives an indication of its relative importance to the total response to a 
windshear. The following analysis considers the free response from 
equilibrium of an aircraft flying straight and level. The Cessna 402B model 
is used for these simulations and the matrices of the state equations are given 
m Appendix A. [17]

An aircraft which encounters an increase in headwind or decrease in 
tailwind, when flying in equilibrium, shows an immediate corresponding 
increase in its airspeed. The aerodynamic forces vary as the square of the 
airspeed and so the lift and drag forces and pitching moment are all 
increased. As a result the aircraft pitches up and begins to climb. A 
statically stable aircraft develops a restoring pitching moment which reduces 
the angle of attack and the lift and, after a decaying oscillatory response, it 
returns to its original airspeed. The flight trajectory is now parallel to the 
original 'no shear' trajectory but at a higher altitude, and the aircraft's 
inertial speed is reduced by the magnitude of the shear. Figure 2.1 shows the 
initial response of the airspeed, , the inertial speed, w, and the attitude of 
the Cessna 402B aircraft to a step change in the wind component, u^, acting 
along the x-axis of the aircraft, and the effects of the same event over a longer 
duration. An increasing tailwind or decreasing headwind will produce the 
opposite result by reducing airspeed and hence the aerodynamic forces. The 
airspeed will again return to the equilibrium airspeed for a statically stable 
aircraft and the final flight trajectory in this case will be below the original 
equilibrium trajectory. It should be noted that the average microburst 
produces horizontal wind speed changes of approximately 50 knots over a 
short period and so the resulting effect without any control input could be 
approximately fifty times greater than those shown here. The effect of a 
shear (ramp) input rather than a step input is discussed next.
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Windshear may be described in terms of the resultant flight path 
improvement or deterioration: if the resulting trajectory is above the original 
path then the shear produces a flight path improvement and if it is below, 
there is a deterioration. Figure 2.2 shows a performance enhancing shearing 
wind of magnitude one knot per second. In this case the airspeed shows a 
larger variation than in Figure 2.1, but it still oscillates about the equilibrium 
value. However, the altitude shows a steady and significant increase of 
approximately 500 feet per minute. A performance decreasing shear of equal 
magnitude would result in a corresponding loss of altitude, and so a 
seemingly small rate of change of wind can cause serious hazards at low 
altitudes over a prolonged period. Both performance-increasing and 
performance-decreasing shears will cause problems for a pilot who is 
attempting to follow a fixed path e.g. a glideslope.

An updraft/downdraft shear affects the aerodynamic forces. The initial 
effect this time is a change in the angle of attack. An aircraft encountering an 
updraft experiences an increase in the angle of attack which increases the 
aerodynamic forces of lift and drag causing the aircraft to begin to gain 
altitude and the airspeed to reduce. Again, a statically stable aircraft 
produces a pitch down response which reduces the angle of attack and 
increases the airspeed and the aircraft returns to its equilibrium angle of 
attack and airspeed. Relative to an inertial reference, e.g. a ground-based 
observer, the aircraft is climbing. Figure 2.3 shows the initial step response 
of a typical aircraft to an updraft, w , acting the aircraft and the effects of the 
same event over a longer duration. It is particularly significant that a 
constant updraft produces a continuous change in altitude which is 
analogous to that produced by the shear of Figure 2.2, but of smaller 
magnitude. The updraft produces very little effect in the aircraft airspeed or 
ground speed. In contrast to an updraft, a downdraft reduces the angle of 
attack, reducing the aerodynamic forces and causing the aircraft to sink. 
The resulting motion returns to the original airspeed and angle of attack but 
the aircraft is descending relative to inertial references.

On a conventional aircraft, for which the X-Z plane is a plane of symmetry, a 
cross-wind shear from either direction has a similar effect. The shear affects 
the aerodynamics side force and the yawing and rolling moments causing the 
aircraft to yaw into the wind and roll away from it. The aircraft eventually 
stabilises with its wings level, but the heading is not restored and the aircraft
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flight path turns towards the upwind direction. The airspeed and altitude 
are not affected initially by a lateral shear, but may show a small variation if 
it is prolonged. The principal effect of the shear is to increase the pilot 
workload by requiring corrective action.

An analysis of aircraft performance in windshear has attempted to quantify 
the hazards. It is suggested that 75% of the microburst windshear hazard 
arises from the longitudinal component of the wind, 25% from the 
downdraft and only a small percentage from the cross-wind component. [18]

2.2.2 Microburst Encounter

An aircraft passing through a microburst while on approach to a runway 
experiences large and rapid changes in both longitudinal and vertical wind 
components. On entering the microburst, following a glideslope, the 
aircraft will first encounter the horizontal outflow which increases the 
headwind causing the aircraft to rise above its intended path as shown in 
Figure 2.4. [21] A pilot who is unaware of the situation will attempt to 
regain the intended glideslope and airspeed by lowering the nose of the 
aircraft and reducing the thrust. However the outflow is followed by the 
core of the microburst, the downdraft, which causes the aircraft to sink 
rapidly and then by the outflow which decreases the headwind component 
and again causes loss of altitude and airspeed. In a wet microburst, these 
effects may be exacerbated by the effect of heavy rain which can reduce the 
lift produced by the wings. [19] The ability of the aircraft to climb out of the 
microburst will depend on its intensity relative to the reserve power of the 
aircraft and the effectiveness and timing of the pilot's response to the 
changing situation. Analysis of windshear encounters indicates that 
typically only five to fifteen seconds are available to recognise and respond 
after an aircraft has entered a windshear. [20]

2.2.3 Aircraft Energy in Windshear

An aircraft's ability to manoeuvre freely to maintain its flight path depends 
on its having sufficient energy to achieve the manoeuvre. A measure of the 
severity of a windshear can be related to the change in aircraft energy. [21] 
The relationship is derived by considering the effect of wind on the ability of 
an aircraft to climb.
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An aircraft's total energy comprises its kinetic and potential energies.

E = +tngh (2.10)

where % is the true airspeed, m is the mass of the aircraft and h is the 
altitude. It is useful to express this in terms of the specific total energy, E,, 
which is the energy per unit weight.

(211)

It can be seen from this that the energy of an aircraft is distributed between its 
altitude and its airspeed so, for a given specific energy, a pilot is able to 
increase altitude only by allowing the airspeed to reduce and vice versa. 
Increasing the thrust of the aircraft will increase the specific energy allowing 
both parameters to be controlled.

The rate of change of specific energy, or specific power of the aircraft, is a 
measure of the potential rate of climb, A .

E.=K=vA + h
g

(2.12)

A windshear can have a significant effect on the specific energy and specific 
energy rate of an aircraft. A shear in the longitudinal plane affects both 
airspeed and altitude and so it produces a change in the specific energy. A 
windshear which causes flight path deterioration i.e. a decreasing headwind 
or increasing tailwind, or an increasing downdraft, reduces the specific 
energy of the aircraft. In contrast lateral shears have little, if any, effects on 
these parameters.

The air-relative flight path angle is most often considered in piloting 
situations as this relates the pitch attitude, 0 , measurable from the aircraft 
instruments, to the angle of attack which governs the aerodynamic forces 
and moments acting on the aircraft. However, it is the inertial flight path 
angle which determines the rate of climb relative to the ground. The rate of 
climb and potential rate of climb can be related to the aircraft's inertial flight 
path angle, y,, by examining the co-ordinate system in Figure 2.5.
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/j = V|. siny,. (2.13)

;%p = %smy^ (2.14)

% is the inertial speed of the aircraft. Substituting these expressions into 
equation 2.12 produces a relationship between the actual and potential 
inertial flight path angles and the aircraft's airspeed.

%siny,=%siny^-%, (2.15)

The windshear affects the energy state of the aircraft and therefore alters the 
available energy which would enable it to gain height. The effect of a 
windshear on the air-relative inertial flight path angle can be examined by 
considering the rate of change of airspeed in the presence of a windshear.

T DV =—cos a------ vsiny^ +G^ CZ16)

where T and D are the aircraft thrust and drag respectively, a is the angle of 
attack and y^ is the air-relative flight path angle. G, is the component of 
wind parallel to the total airspeed vector.

Setting the airspeed change, , to zero allows the potential air-relative flight 
path angle to be found i.e. the potential air-relative climb angle if the airspeed 
is held constant.

-1 Tcosg-D G^
mg

(2.17)

The relationship between air-relative and inertial flight path angle is:

y, = sm ^%siny« +GzCOsy<
Vi (2.18)
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where % is the inertial speed of the aircraft and is the component of wind 
orthogonal to the total airspeed vector. The equation can be simplified 
because the magnitude of the air-relative flight path angle is usually small 
and so cosy^ can be set to unity.

The potential inertial flight path angle is derived by setting the airspeed rate 
of change to zero. In this case y^^ from equation 2.17 can be substituted for 
y^ in equation 2.18.

^'^Tcosa-D G,)
---------------------- 1-----i. t't (2.19)

The relationship between the actual and potential inertial flight path angles 
has already been derived in equation 2.15. The expression for the potential 
inertial flight path angle can be substituted into this equation and the factors 
which affect the inertial flight path angle can then be derived.

y, = sm-1 ^Tcosa-D Q Gz 
\

(2.20)

The aircraft's ability to climb can be traded for airspeed as discussed earlier, 
and can be increased by increasing the thrust. The effect of the wind on the 
flight path angle can now be seen. The terms in equation 2.20 which relate 
the wind components to the flight path angle are known as the 'F-factor'.

(221)

This factor is frequently used as a measure of the degree of hazard of a 
windshear. A large negative value indicates a significant performance 
decreasing shear whereas a positive value results from a performance 
increasing shear. It should be noted that the signs in the F-factor expression 
in this thesis differ from those from NASA references because the sign 
conventions used to define the wind co-ordinates differ.

The F-factor can be related to the parameters in the equations of motion 
already derived. The x-axis of the stability axis system points into the 
relative wind and so the trim angle of attack is zero. Therefore the total
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airspeed is equivalent to the x-axis airspeed and the wind components are 
identical to those described in the stability axis co-ordinate equations:

(2.22)

(2.23)

(2.24)

The revised F-factor expression is given in equation 2.25.

(2.25)

The use of this factor is discussed further in Sections 3.2 and 6.3.

2.2.4 Escape from a Windshear Encounter

The recommended action is to avoid all windshear situations, as some shears 
are too strong to be successfully traversed once entered. However, if a 
windshear is unintentionally encountered the pilot must act to maximise the 
possibility of surviving the shear. Normal piloting techniques place 
emphasis on maintaining airspeed to effect flight path control, but in a low 
altitude windshear such an approach is likely to worsen the outcome. The 
recommended action for a windshear encounter on either take-off or 
approach is to climb out of the shear by pitching up to an angle a little below 
the stall angle; the suggested target pitch attitude is 15°, and by maximising 
thrust. The altitude must be increased at the cost of airspeed and the pilot 
should therefore control the vertical flight path of the aircraft using pitch 
attitude control. No attempt should be made to regain airspeed until the 
aircraft has sufficient altitude and there is no risk of ground contact. 
[1,22,23,24]

To familiarise airline pilots with these techniques an extensive programme of 
recurrent pilot training using simulators is undertaken. Without this 
training, a pilot may hesitate to respond in a way that differs from standard 
flying procedure. In addition, abnormal stick forces may be required to 
counter the loss of lift and the pitch-down tendency of the aircraft which is
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caused by the loss of airspeed. [25] The Air Line Pilots Association (ALFA) 
in the USA disagreed with the recommendations and disliked the directive to 
fly at angles of attack which were approaching stall conditions. The 
association's preferred strategy was to hold some energy margin in reserve to 
prevent or soften ground impact. [26]

Alternative escape strategies have been analysed. [21,27,28] The results 
suggest that there is relatively little difference between strategies in the 
ability to escape a windshear. The best recovery strategy is to maintain the 
smallest rate of climb necessary for obstacle clearance, lowering the nose to 
reduce the rate of climb on take-off if necessary. However, the study 
showed that the most significant effect in enhancing survivability of a 
windshear was produced by providing an earlier time of alert. It was found 
that advancing the time of warning by five seconds had a far greater effect on 
the chances of surviving the windshear than a change in the escape strategy.

2.2.5 General Aviation Aircraft and their Response to Wind

General aviation aircraft differ from transport aircraft in their response to 
windshear in several significant ways. The principal differences arise from 
their lower flying speeds which means that a given windshear represents a 
larger proportion of the aircraft’s airspeed and so the effect is more 
pronounced. The speed margin, i.e. the difference between the minimum 
operating speeds during take-off and landing and the aircraft's stall speed, is 
defined as a percentage of the stall speed and is therefore lower for general 
aviation aircraft; as a consequence general aviation aircraft are less able to 
penetrate strong wind shears such as those present in microbursts.

The lower airspeeds also mean that a general aviation aircraft will traverse a 
shear more slowly than a transport aircraft. This allows the pilot more time 
to recognise and respond to the shear but also makes the aircraft more 
susceptible to the z-axis component of the shear. From the discussions in 
Section 2.2.1 it can be seen that whilst an encounter with a decreasing 
headwind component at a slower speed reduces the rate of loss of airspeed, 
the z-axis component of the shear produces an increase in the loss of altitude 
at low airspeeds.
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Although the speed margin of a general aviation aircraft is usually 
significantly lower than that of a transport aircraft, the difference in the 
acceleration margin is often much less. The ability of an aircraft to accelerate 
is not itself particularly important to an aircraft during a windshear 
encounter, provided stall speeds are avoided. However, the acceleration 
margin also indicates reserve capability to climb out of the windshear 
because, in energy terms, the acceleration can be exchanged for an improved 
rate of climb as shown in equation 2.12.

2.2.6 Windshear Susceptibility on Take-Off, Approach and Landing

Windshear is known to be a hazard during low-altitude phases of flight, but 
analysis of the flight phases shows that many more accidents occur during 
the final phases of flight than during take-off. This may arise for several 
reasons related to both aircraft performance and human factors. [2,23,29,30]

During take-off the aircraft is at maximum thrust and set to climb away from 
the runway, whereas an aircraft on the approach phase of flight has a lower 
thrust setting and the airspeed is being reduced in preparation for landing; 
the windshear escape configuration is very much more closely allied to that 
required for take-off. The climb angle and glideslope angle, typically +7.5° 
and -3° respectively, mean that the aircraft spends a longer time at low 
altitude, and hence with a lower specific energy, during approach.

The pilot has a considerable workload on approach, not only in terms of 
controlling the aircraft, but also because of the very significant quantity of 
radio communications from the differing air traffic control/airport tower 
controllers who are responsible for the various phases of the approach and 
landing. The landing manoeuvre requires a greater precision from the pilot 
than the take-off, where the exact path of the aircraft is less important. In 
addition, the consequences for a pilot of a commercial aircraft of a missed 
approach causing a go-around manoeuvre and a delay in landing are more 
severe than those of a delayed take-off, and so the pilot is likely to feel a 
greater pressure to complete the landing. Finally, the pilot who is at the end 
of the journey may be considerably more fatigued and be slower to recognise 
the symptoms of windshear unless alerted to the situation in a clear and 
unambiguous way.
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2.3 Mathematical Models of Atmospheric Disturbances

For analytical work on aircraft behaviour in wind it is useful to apply 
mathematical models of wind phenomena. Suitable models are developed in 
this section.

2.3.1 Classification of Atmospheric Disturbances

Atmospheric disturbances can be generalised for the purposes of aeronautics 
in three basic forms: turbulence, gusts and windshear. Turbulence is a high 
frequency, relatively small amplitude, random disturbance. Such air 
motion is always present to some extent in the atmosphere but it occurs at 
significant intensities as convective turbulence around clouds formations or 
as clear air turbulence. In contrast gusts are lower frequency, larger 
amplitude disturbances which can be reasonably accurately described for the 
purposes of wind-loading investigations as deterministic events. Windshear 
are again relatively low frequency, deterministic phenomena but they are 
generally of larger amplitude than gusts and are therefore considered to have 
a significant effect on the flight trajectory of an aircraft. The amplitude 
threshold between gusts and windshear is in the region of 15-20 knots. The 
distinctions between these three phenomena are made artificially for the 
purposes of simplifying the analysis; in practice the wind field encountered 
by an aircraft will contain some or all of these features.

The x-axis and z-axis wind components encountered by four transport 
aircraft can be seen in Figures 2.6 to 2.9. These exhibit qualities of 
turbulence, gust and windshear. The wind conditions encountered by 
Aircraft 1 which are shown in Figure 2.6 appear benign until the sudden loss 
of headwind combined with an updraft/downdraft shear which occurs after 
approximately 140 seconds. Aircraft 2, in Figure 2.7, is subjected 
principally to gusting winds, especially along the x-axis, with higher 
frequency turbulence superimposed. Aircraft 3 in Figure 2.8 encountered an 
initially increasing headwind and then a sudden reduction of approximately 
60 feet per second over a two minute period followed by a further headwind 
increase and decrease. The z-axis component of the wind shows a 
considerable amount of high frequency, turbulent characteristics. Figure 2.9 
shows that Aircraft 4 is subjected to some gusting wind in the first 100 
seconds before the more violent windshear events which peak after 
approximately 330 seconds. In examining these figures it should be noted
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that all the aircraft were at cruising altitudes of approximately 33000 feet 
when these events were encountered whereas it is the low-level effects which 
are of most concern in windshear studies.

2.3.2 Gust models

As already described, a gust can be modelled as a deterministic function 
(although the timing of the occurrence may be random). The most widely 
used model for a discrete horizontal gust is the l-cos' gust. The gust is 
described by equation 2.26 where A is half the resulting gust amplitude, co is 
the frequency of the gust and f is the independent time variable.

Gust(t) = A(l- coscoO (2.26)

The period of the gust is usually chosen to match that of the phugoid mode of 
the aircraft as this will maximise the dynamic loading. This is achieved by 
setting the frequency according to equation 2.27 where Tj,,, is the period of the 
phugoid mode.

fo = ■
2n (2.27)
'■ph

This form of gust is specified in the FAA's Technical Standard Order [31] 
which specifies the required performance of an airborne windshear detection 
system for transport aircraft. It is used to test the systems to ensure that they 
are not triggered by non-hazardous gusts. For this purpose the peak 
amplitude (2A) is set to 15 knots and the frequency is set to values between 
0.3 to 2 rads/sec which results in a duration of between 3 and 20 seconds.

2.3.3 Turbulence Models

Turbulence is a form of wind where the wind velocity is a random function of 
both space and time. It cannot therefore be represented as a deterministic 
process but requires the use of statistical methods. Two representations 
which model turbulence as a stationary, random process are widely used in 
aeronautical studies - the Von Karman model and the Dryden form. [4, 6,32]

The Dryden model is a simpler representation and is therefore more 
frequently used. The FAA requires that windshear detection systems for
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transport aircraft do not produce nuisance alerts when subjected to 
turbulence. The TSO [31] specifies that the systems must be tested using a 
Dryden turbulence model and the parameters which characterise this are 
defined at various different altitudes. The method by which the model is 
used to generate a turbulence profile is described in Appendix C.

Figure 2.10 shows the form of the x-axis and z-axis turbulence derived from 
the specification at two different altitudes and airspeeds (the same band- 
limited white noise sequence is used to generate the turbulence components 
at the two airspeed and altitude settings). The turbulence model for an 
aircraft at 1500 feet with an airspeed of 150 knots shows a slightly smaller 
intensity and greater amplitudes at low frequencies than the modelled 
turbulence at 100 feet and 150 knots airspeed.

2.3.4 Windshear Models

Models of typical wind components can be used to investigate the windshear 
problems, and these vary from the simple longitudinal models to complex 
'S-dimensional' models which are the type more frequently used for piloting 
studies in aircraft simulators. [13,33] The models may be generated 
mathematically from a knowledge of windshear characteristics or by using 
data collected from aircraft, air traffic control (ATC), and meteorology 
sources after a windshear encounter to reconstruct the components of the 
wind.

Figure 2.11 shows a simple one dimensional mathematical representation of a 
symmetric microburst. The horizontal component models the characteristics 
of the microburst outflow using a sine function to simulate the initial 
headwind increase followed by a performance-decreasing shear. The 
vertical component is a T-cos' function and represents the downflow at the 
core of the microburst. The model can be easily varied to provide differing 
test conditions and both components can be tuned' to the natural phugoid 
mode of the aircraft to cause resonance and maximise the induced load. The 
equations for the two windshear components are:

Wg (f) = - A^l+cos(-^))

(2.28)

(2.29)
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x-axis wind component

T
-#k

w/t) = A,sin(^)

Wg (t) = - A, (1+cos(-^))

Figure 2.11: Mathematical model of a Downburst
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T is the period of the microburst and and are the amplitudes of the 
x-axis and z-axis components respectively.

Reconstruction of a windshear from recorded data was first achieved 
following the accident at John F. Kennedy Airport in 1975. Figure 2.12 
shows a profile of the microburst and sea-breeze front which produced the 
strong wind variations and the trajectory of the aircraft. [6] The components 
of the shear are shown in Figure 2.13. The non-symmetric form of the 
microburst and the interaction of the sea-breeze front produce significant 
differences from the model in Figure 2.11. This is a useful windshear model 
because it is taken from an actual low-level windshear encounter and 
contains both rapid transitions and slow variations in both wind components.

The wind components shown in Figures 2.6 to 2.9 were reconstructed from 
data from flight data recorders and the Air Traffic Control radar records by 
researchers at NASA Ames. [34,35] Parameters not recorded, such as angle 
of attack and sideslip, were calculated using the known parameters and the 
aircraft's performance characteristics and the wind components were then 
found using state estimation methods.

The digital flight data recorder on the LI Oil aircraft which crashed at Dallas- 
Fort Worth Airport in 1985 and that on the following aircraft provided a very 
detailed set of flight data which, together with the ATC recordings, allowed 
the wind components to be estimated with a considerable degree of 
confidence. [36,37] A number of models of the microburst which caused the 
accident have been generated. Figure 2.14 shows the substantial similarities 
between the wind components derived from the actual data and those from a 
model of a microburst using two vortex rings. [38] The use of mathematical 
models of this sort often has significant advantage compared with using the 
actual wind components because the location, intensity and form of the 
microburst can be easily altered to provide differing windshear conditions 
and the model provides a three-dimensional representation which causes the 
effect of the wind on the aircraft to vary depending on the aircraft course and 
the pilot's reaction. For this reason mathematical models of windshear 
derived from actual windshear encounters are often used in flight simulation. 
The ring vortex model of a microburst windfield defines the windfield in 
terms of the position relative to the vortex centre, the vortex radius, core 
diameter and circulation. By altering these parameters the intensity of the
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Figure 2.12: Cross-Section of JFK Windshear showing Aircraft Flight Path

Figure 2.13: JFK Windshear Components



39

ACTUAL

Figure 2.14: DFW Wind Components and Vortex Model of the Windfield
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microburst and path of the aircraft through the shear can be varied to 
investigate warning and escape strategies. Figure 2.15 shows the wind 
encountered by an aircraft which traverses the microburst through the centre 
of the vortices at altitudes of 2500 feet (approximately the same as that 
encountered by the aircraft on go-around) and 1000 feet i.e. just below the 
large vortex ring. The trajectories of the aircraft relative to the vortex rings 
are shown in the upper diagram. It can be seen that the lower altitude path 
encounters larger horizontal changes as the aircraft passes through more of 
the outflow but the updraft/ downdraft changes are reduced because the 
aircraft is not flying so close to the centres of the vortex rings.
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3 WINDSHEAR DETECTION

As the awareness of the dangers associated with low altitude windshear 
increased the need for systems to detect these hazards became more apparent. 
Both ground-based and airborne windshear systems have now been 
developed and research into enhanced detection methods is still in progress.

3.1 Ground-Based Detection Systems

3.1.1 Low-Level Windshear Alert System

In the early 1970s the Federal Aviation Authority initiated the development 
of a network of anemometers situated on or near airports to monitor wind 
changes. The system, known as the Low-Level Windshear Alert System 
(LLWAS), was designed to detect gust fronts which at that time were 
considered to be the principal windshear hazard to aviation.

In its original form the system comprised a small network of six anemometers 
i.e. a centrefield anemometer and five outlying anemometers positioned three 
kilometres from the centre and linked to a minicomputer. The centrefield 
site was used to keep a two minute moving average of the wind velocity. 
Each outlying sensor was read every ten seconds and the reading compared 
with the centrefield average; a difference in excess of fifteen knots (7.5 ms'^) 
caused an alert to be passed to the air traffic controllers. [39]

This system provided an operational means of monitoring wind velocities but 
had several inherent problems which reduced its reliability for detecting 
windshear. The most serious was the poor spatial resolution which enabled 
a gust front to be detected but could allow a microburst to pass between the 
anemometers and traverse the airport. The LLWAS system installed at 
Dallas/Fort Worth Airport in August 1985 failed to detect the microburst 
which caused the LlOll to crash until ten minutes after the accident had 
occurred because of inadequate resolution. [40,41] In addition, the system 
appeared to produce alerts when aircraft did not experience adverse wind 
effects and this caused a loss of confidence in the system among pilots. [42] 
Yet another drawback was in the presentation of the data. The wind 
magnitude and direction at each anemometer were presented to the air traffic 
controllers, and read in the same format to the air crew. This made it 
difficult to relate the windshear in the vicinity to the hazard it presented for a
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particular runway - a problem which was observed in the findings of the 
investigation into the accident at New Orleans International Airport in July
1982.43]

The LLWAS performance was measured during the Joint Airport Windshear 
Study (JAWS) which placed a large number of wind-measuring sensors over 
an area extending thirteen kilometres from Stapleton Airport, Denver, and 
monitored all windshear activity for a period of eighty days. The windshear 
occurrences recorded were compared with the LLWAS alarms and the 
correlation was found to be highly erratic, especially in the detection of 
microbursts. As a consequence, a programme to improve the system was 
begun.

The goals for the new program were to improve LLWAS by increasing the 
sensor density, by developing new algorithms which could specifically 
detect microbursts as well as other types of windshear and by improving the 
method of communicating a windshear event to the air traffic controllers. 
This resulted in the current enhanced system which consists of up to sixteen 
anemometers placed 2.5 km apart. The detection algorithm calculates the net 
airflow in each segment of the network grid which enables differentiation 
between the various forms of windshear. The warning display for the air 
traffic controllers gives specific information on the winds affecting the 
runways rather than information on the wind speed and direction at each 
anemometer. The microburst detection rate has improved from around 
twenty-five percent for the original system to eighty percent, and the number 
of hdse akunns is {dgpiAcantly inxhiaxi. [1,2,5] TT^ iipgtaded system 
proved its effectiveness in July 1989 when a Boeing 737 received an alert of a 
90 knot windshear on approach to Stapleton Airport, Denver. Although 
sceptical of the LLWAS warning, the pilot decided to execute a missed 
approach and began to climb and accelerate. The aircraft subsequently 
encountered a 95 knot windshear which caused a 50 knot airspeed loss and 
400 feet loss of altitude. [44]

The upgraded LLWAS system is now deployed at over 100 airports is the 
USA. Although this provides useful and timely information on the surface 
windfield within the airport perimeter, the system has significant 
deficiencies in providing a comprehensive warning system. It is only able to 
measure the wind speed and direction at ground level and this prevents the
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identification of a microburst until it has reached the ground and begins to 
rapidly intensify. A more significant problem, perhaps, is the restriction of 
the system to on-airport' measurements for determining levels of windshear 
hazard. A windshear at some distance from the airport may still be a 
considerable danger to aircraft which, during typical operations, are below 
1000 feet (330 m) for 6 km on approach and for 2.5 km on takeoff - based on a 
3° glideslope and a 7.5° climb respectively. [29]

3.1.2 Terminal Doppler Weather Radar

Radar has been used for many years to detect storms and other weather 
phenomena by measuring the radar returns from precipitation. Pulsed 
Doppler radar enables the velocity of the precipitation, and hence the 
airflows in which it is contained, to be measured and thus provides 
additional information on which to base weather predictions. A nation-wide 
network of Doppler radar for weather forecasting purposes has been installed 
in the USA to predict and track severe storms, and this system can provide 
some protection to aircraft at cruise altitudes. [45] A similar technology can 
be used for measurement of localised wind velocities around airports and a 
dedicated ground-based windshear detection system based on this principle. 
Terminal Doppler Weather Radar (TDWR), has been developed. [18,46,47, 
48]

The radar scans the atmosphere above and around the airport and measures 
the radial component of wind velocity at a range of up to 80 km. The 
preferred location for the radar is at approximately 15 km from the airport 
and as close to the centrelines of the runways as possible. This positioning 
ensures that the measured winds correspond as nearly as possible to the 
headwind changes experienced by aircraft using the runways. Accurate 
estimation of a headwind component is most important for those systems 
where only a single component can be measured since headwind changes 
pose the greatest threat, as discussed in Section 2.2.1.

The system scans every minute at an altitude of approximately 100m and 
through an azimuth of 120° to detect the presence of any hazardous surface 
winds. In addition, a series of scans at varying elevations up to a height of 
6 km are repeated every 2.5 minutes, and these are analysed by the system to 
ascertain whether the early symptoms of microburst formation exist. If this
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is the case, and the characteristic surface wind patterns associated with a 
microburst are subsequently detected, a warning may be given even if wind 
velocities do not exceed the usual threshold in anticipation of the intensifying 
microburst. A 360° scan is made every five minutes which enables any 
frontal systems or storms at long range to be detected.

The system uses 5 cm wavelength 'C band' radar which was selected from 
considerations of the required compromise between performance factors viz. 
clutter suppression, range/velocity resolution, signal attenuation and size of 
antenna. Ground clutter, unwanted reflections from objects around the 
airport, was one of the major obstacles to be overcome in the development of 
the system.

The system performance differs for wet and dry microbursts. A wet 
microburst has significant precipitation and the radar reflection is stronger 
than that of a dry microburst. This difficulty was overcome by performing a 
series of trials in areas where wet or dry microbursts prevail and developing 
the algorithm to maximise the probability of detection while keeping the false 
alarm rate low. The design requirements for the system were for a 90% 
probability of detecting a reportable windshear in the vicinity of the airport 
and a false alarm rate of less than 10%. The performance achieved has been 
shown to be significantly better, with 97% of windshear detected.

The warnings are transmitted to the air traffic controllers who convey the 
whereabouts of the windshear to the pilots and adjust the airport operation, 
e.g. choice of runway, accordingly. An amalgamated airport weather 
information system which will principally comprise LLWAS and TDWR data 
is being developed and this will eventually have a transponder data link to 
the aircraft to fully automate the warning process.

3.1.3 Low-Cost Microburst Radar

The Terminal Doppler Weather Radar is being installed at 44 major US 
airports. The system is considered too expensive for other airports, being of 
the order of $3-$5 million. An alternative system for these sites is being 
evaluated. This uses technology developed for airborne detection systems 
discussed in Section 3.2.2. The 'Microburst Prediction Radar' uses X-band 
radar to scan a full hemisphere every twenty seconds. The system measures
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the velocity of moisture particles to determine whether a downdraft is 
present and thereby evaluates the hazard. The system, which costs $500 000 
- $700 000 was predicted to detect 96% of microbursts with a false alarm rate 
of 1%. Reports of testing of the system during 1992 indicate that during this 
evaluation the system detected 100% of microbursts with a false alarm rate of 
1% and an average advance warning of 3.1 minutes. [49]

3.2 Airborne Detection Systems

3.2.1 Reactive Detection Systems

Airborne systems may be divided into two categories 'reactive' and 
'forward-looking'. Reactive systems measure the response of the aircraft to 
its environment in order to determine whether windshear is present. 
Systems of this sort have been in service for some years, and legislation by 
the FAA, which required the installation of windshear detection systems in 
all transport aircraft with more than 30 seats by the end of 1993, resulted in 
the retrofitting of many such detection systems. [50,51]

These systems aim to detect the windshear at least five seconds before the 
effects of the shear becomes apparent to a pilot from normal instrument 
displays and also to provide an unambiguous warning at this time. (This 
contrasts with standard flight instruments which do not effectively display 
the symptoms of severe windshear.) Most reactive systems alert the pilot 
with an aural warning which annunciates 'windshear' three time; a red light 
labelled 'windshear' on the instrument panel or electronic display is lit for the 
duration of the encounter. [31] Some systems advise the pilot of a significant 
performance enhancing' shear as well as hazardous performance-decreasing 
shears using an amber light and, in some cases, an aural caution alert. The 
pilot is then aware of abnormal wind conditions which may indicate the 
onset of a microburst.

Many systems provide escape guidance to the pilot and this is usually in the 
form of a moving pitch limit on the Attitude Direction Indicator. [52, 53] 
Immediate action by the pilot to climb out of the shear by maximising the 
thrust and increasing the pitch attitude can substantially improve the chances 
of surviving the encounter.
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All the devices installed at present measure the velocity or acceleration of the 
airmass by comparing the inertial and air-relative motion variables in the 
longitudinal plane of the aircraft and thereby compute the 
headwind/tailwind and updraft/downdraft components of the wind. [54, 55, 
56, 57,58] This is accomplished by taking data from the onboard systems 
such as the Inertial Reference System (IRS) and the Digital Air Data 
Computer (DADC) as well as further inputs from angle of attack sensors and 
flap settings. Typical costs of the windshear detection modules alone are in 
excess of $30 000.

The Boeing wind shear detection criterion is based on the total energy 
methods as described in Section 2.2.3. The F-factor, which gives an 
indication of the specific rate of change of energy caused by windshear, is:

(3.1)

A large negative value indicates a strong performance-decreasing shear. 
This equation can be simplified for the purposes of the detection system to an 
equivalent relationship

F =
Ju-li,)

g
+ (Y,_Y,) (3.2)

Figure 3.1 shows an implementation of this detection method for the Boeing 
737-300, -400 and -500 aircraft. [20] The horizontal wmdshear component is 
calculated by comparing the rate of change of true airspeed with the inertial 
acceleration. The vertical wind contribution to the F-factor is derived by 
calculating the inertial and air-relative flight path angles and combining the 
result. The parameters required for the estimates of the horizontal and 
vertical contributions to the F-factor are taken from the on-board IRS, DADC 
and a vane measuring the angle of attack. The gain scheduling blocks are 
used to reduce the sensitivity of the algorithm when the aircraft is above 500 
ft of radio altitude and the gust filtering reduces the likelihood of turbulence 
triggering the alarm; both of these measures reduce the probability of 
nuisance alerts.
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A warning is given whenever the F-factor threshold is exceeded. The non- 
dimensional thresholds are 0.12 for take-off and 0.11 for approach. The 0.11 
threshold corresponds to a pure longitudinal shear of 2.1 knots per second or 
a pure vertical downdraft of 11% of the forward speed.

The aural alert is in the form of two warning tones followed by a voice saying 
'Windshear' three times. At the same time a visual warning is given with the 
word 'windshear' appearing in red on the Electronic Attitude Direction 
Indicator. This persists for the time that the aircraft is within four degrees of 
the stick shaker angle of attack and for a minimum of five seconds. The 
system is active up to an altitude of 1500 feet (~500m) above ground level. 
Flight guidance is provided by the system to assist the pilot in the control of 
the flight path during the windshear encounter; this targets pitch attitude 
instead of airspeed. [52]

The Honeywell Windshear Detection System also takes data from the IRS, 
DADC and angle of attack vane but it processes these data differently. [59] 
Instead of calculating the effect of the windshear on the aircraft energy, as is 
the case with the F-factor approach, the rate of change of both longitudinal 
and vertical wind are calculated directly and these are used to determine 
whether a hazardous windshear is present. Further inputs to the system viz. 
calibrated airspeed, pressure altitude and flap position plus knowledge of 
the weight on wheels' and 'take off/go around' (TOGA button) settings 
enable the windshear computer to determine the phase of flight and function 
accordingly. The system is only armed to warn of windshear during take­
off, approach and go-around phases of flight, unless a pilot override is 
applied. Honeywell provide cautionary alerts during performance 
enhancing windshear encounters.

3.2.2 Forward-Looking Detection Systems

In contrast to the reactive systems, forward-looking systems are required to 
provide a predictive warning of events 2 km to 4 km ahead of the aircraft 
which, at typical speeds of approximately 150 knots, provides 30 - 60 
seconds warning before the shear is encountered. Various technologies are 
being employed to achieve this and all of these primarily measure the 
headwind/tailwind component of the wind. The principle features of these 
are summarised below.
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Doppler weather radar, already installed in aircraft, uses the change in 
frequency of the signal reflected from water droplets in the air to give a 
measure of the velocity of the atmosphere. However, these do not have the 
capability of detecting windshear effectively and so in recent years several 
manufacturers have enhanced or modified their units by increasing the 
power and altering the pulse widths to make them more suitable for this 
purpose. During the last few years three versions of Doppler radar systems, 
which scan the atmosphere ahead of the aircraft through a 40° azimuth, have 
been undergoing flight trials prior to seeking regulatory approval. [60] It is 
expected that such systems should be able to provide an advanced warning 
of 45 to 90 seconds which would enable the pilots to avoid the shear 
completely. The principal problems which faced this proposed solution 
were distinguishing the windshear from ground clutter and the requirement 
to predict dry as well as wet microbursts. Sophisticated signal processing 
algorithms have been developed to overcome the problem of ground clutter, 
which is much worse than for ground-based detection systems - airborne 
systems have reduced power, and the returns from the terrain can appear to 
move in a similar way to a weather return because of the aircraft motion. 
Research has shown that the X-band radar (8-12 GHz) used in all three of the 
systems works well in wet conditions but that K-band radar (12-18 GHz) 
performs better for dry microbursts. [61] In practice the advanced warning 
time generally reduces towards 45 seconds in less humid air: radar 
techniques are unable to detect shears in completely dry conditions, but such 
conditions are rare.

An alternative, but similar, technique being investigated is Doppler lidar. 
Light detection and ranging (lidar) measures reflections from tiny particles, 
or aerosols', in the atmosphere and it has been shown that even in clear 
conditions there is still sufficient backscatter for Doppler measurements to be 
made. [62] Early airborne research systems tested during the late 1970s and 
1980s showed the potential of the technology to predict windshear 20 to 40 
seconds ahead but required large apparatus. [63] Technological advances 
have reduced the volume of the equipment but it remains relatively bulky. 
The method is not subject to ground clutter problems, but it is attenuated by 
rain which reduces the performance. The systems use a carbon dioxide laser 
at present; the use of shorter wavelength lasers promise superior 
performance and smaller size in the longer term, but the technology is less
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advanced. [64,65]
$100 000.

The cost of a lidar system would be of the order of

A possible method of optimising the performance in both wet and dry 
conditions is to use a hybrid system which would comprise both radar and 
lidar detection. This has been put forward and discussed by the researchers 
in the field but is not being developed, perhaps because the cost is too great.

Infrared systems for windshear detection are also being developed. [1,63, 66] 
These are based on the technology already used for turbulence prediction. 
The system samples infrared energy at two wavelengths, 14 and 15 microns, 
which measures the temperature of the carbon dioxide component of the 
atmosphere at 3.5 km and 0.5 km ahead of the aircraft respectively. The 
temperature is known to vary across a shear in relation to its intensity and so 
the difference in temperature gives an indirect measure of the shear intensity 
and can be associated with a hazard factor. The system is able to detect both 
wet and dry microbursts, but there is a large increase in attenuation of the 
signal in heavy rain. The sensors have a narrow field of view of a few 
degrees and so another sensor measures temperature outside the aircraft to 
detect windshear which approach unseen. It is anticipated that infrared 
system will be able to provide 30 to 60 seconds advanced warning of a shear 
and would cost in excess of $50 000.

The developers of forward-looking radar systems have not finalised the 
warning format. Present systems based on weather radar produce displays 
either on a dedicated radar display or on a multifunction display. A 
windshear alert consists of a red striped segment to show the position of the 
hazard and the word 'windshear' written in red at the top of the display. 
The pilot is also provided with an aural warning similar to that provided by 
reactive systems.

3.3 General Aviation Aircraft Windshear Requirements

General aviation aircraft usually do not have the sophisticated avionic 
systems, such as the inertial reference systems or the digital air data 
computers, installed on transport aircraft and therefore the methods already 
described cannot be applied to this class of aircraft. There is a requirement 
then for a low-cost system suitable for general aviation aircraft.
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As described in Section 2.2.5, a general aviation aircraft is slower moving 
than a larger transport aircraft and as a result has a reduced stall margin and 
less excess power to climb out of the shear. The requirement to warn as early 
as possible is crucial.

A further reason for providing a warning system relates to general aviation 
operations as these may take place at remote airfields with minimal ground- 
based aids and none of the ground-based windshear detection systems 
described in Section 3.1. An average general aviation pilot flies relatively 
few hours per year and has little recurrent training. As a consequence the 
pilot is less likely to be able to identify a windshear from visual or instrument 
indications, or to react appropriately.

3.4 Aircraft Instruments

Aircraft cockpits are fitted with instruments which convey to the pilot the 
information required to fly the aircraft safely. The technology of the 
instruments and the quantity of information varies considerably depending 
on the class and age of aircraft. The instruments can be categorised 
according to their function viz.: primary flight instruments, navigation, 
communication and indicators which display settings and environmental 
information. The primary flight instruments provide the fundamental 
information required by the pilot to be able to control the aircraft effectively, 
and the parameters displayed are related to the aircraft's flight dynamics.

The standard primary flight instrument cluster comprises an Airspeed 
Indicator, an Attitude Indicator which is also known as an Artificial Horizon, 
an Altimeter, a Turn Co-ordinator, a Heading Indicator and a Vertical Speed 
Indicator. The measurements made by these aircraft instruments may also 
be of use in a low-cost windshear detection system and so the design of these 
instruments for small general aviation aircraft is discussed below.

3.4.1 General Aviation Flight Instruments

The term general aviation' covers a broad spectrum of aircraft types and 
costs, so that the instrumentation for this class of aircraft varies considerably 
and the more expensive and larger aircraft may have systems comparable 
with those for commercial aircraft. However, it is the less-sophisticated 
aircraft which have lower-technology instrumentation for which a windshear
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detection system is intended; the aircraft used as a model in subsequent 
chapters, the Cessna 402B, is an example. The instrumentation for these 
general aviation aircraft is mostly of traditional design. A typical instrument 
panel is shown in Figure 3.2.

The effect of wind on the longitudinal and lateral motion of the aircraft was 
discussed in Section 2.2, where it was shown that it is the change in 
longitudinal motion of the aircraft which produces the greatest hazard and 
which is therefore most likely to be of use in detecting a windshear. The 
principal instruments which measure and display parameters which relate to 
the aircraft's longitudinal motion are described below. [67]

The Airspeed Indicator measures the aircraft's speed through the air. A 
Pitot-static gauge is fitted to the exterior of the aircraft and the total pressure 
and static pressure of the air is conveyed to the indicator via tubing. The 
subsonic calibrated airspeed in knots, Uc, is derived as a function of the 
difference between the two pressures, AP, measured in millibars, as shown 
in equation 3.3. [68]

U =6614876 i
f

U013.25 ,

2
^7

-1 (3.3)

The density of the air varies with altitude and so calculation of the 'true 
airspeed' requires correction for this. Such a correction is not made in the 
standard airspeed indicator and so the parameter displayed is the indicated 
airspeed' or 'calibrated airspeed' for which the reference density is that of 
standard atmospheric conditions at sea level. The derivation of the airspeed 
is traditionally achieved mechanically and the airspeed indicator has a 
capsule which deflects according to the Pitot-static pressure difference and 
drives a system of non-linear mechanical linkages and gears to produce an 
airspeed indication.

The attitude indicator shows the aircraft's pitch and roll angles. It 
traditionally uses a displacement gyro to maintain a 'level platform' within 
the instrument and this is used to indicate the position of the horizon relative 
to the aircraft. The gyro is either driven pneumatically or electrically.
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The altimeter measures the altitude of the aircraft and displays it in feet. 
Atmospheric pressure varies with altitude and so by measuring pressure the 
altitude can be deduced. However, the barometric pressure also changes 
according to the weather and so the pilot must calibrate the altimeter to 
correct for this before each flight by applying an offset which relates to the 
ambient pressure. The altimeter is usually mechanical and uses linkages and 
gears to implement the altitude-pressure relationship. The equation relating 
static pressure, Ps, and altitude, h, is described in equation 3.4 for altitudes 
below 36000 feet. [68]

^ = 145442
f r p 0.190263 \
1-

V ll013.25j y
(3.4)

The vertical speed indicator measures the rate of climb or descent of the 
aircraft in hundreds of feet per minute. The measurement is, again, based 
on pressure variation with altitude: the vertical speed is a function of the 
difference between the current static pressure and the static pressure which 
has been delayed for a short time. As a consequence of the time lag the 
instrument shows a small delay in displaying the vertical speed of the 
aircraft.

The turn co-ordinator and the heading indicator are concerned with lateral 
aircraft motion and need not be considered when studying longitudinal 
motion.

It is apparent from these descriptions that the traditional instruments are 
unlikely to provide outputs suitable for use in a detection system. Newer 
technologies are becoming available viz. solid-state sensors and efficient and 
low-cost microprocessors and systems. As instruments based upon these 
technologies replace the traditional instruments the likelihood of signals 
being available from such instruments is increased.

3.5 Aircraft Sensors

For windshear to be detected from the aircraft motion requires some means of 
measuring the dynamics of the aircraft. Some of these measurements may be 
available from instruments already fitted to the aircraft, but the discussion in
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Section 3.4 indicates that it is likely, in general, that the measurements must 
be made independently by sensors incorporated in the detection system.

The change in the longitudinal motion of the aircraft produces the greatest 
hazard during windshear conditions and so to detect this hazard the system 
must measure some of the longitudinal flight parameters viz. inertial forward 
and heave velocity, air-relative forward and heave velocity, pitch rate, pitch 
attitude or angle of attack. These parameters are related by the equations of 
motion described in Section 2.1.

The linearised aircraft equations describe the motion of the aircraft in terms 
of small perturbations from a linearised 'trim' flight condition. It is, 
therefore, the small perturbation values of the parameters which are likely to 
be required. In a trim condition, the aircraft is either in unaccelerated steady 
climb, descent or level flight and so the aircraft has a constant pitch attitude 
and the pitch rate is zero. The air-relative and inertial airspeed and heave 
velocities are also constant but the inertial and air-relative quantities may 
differ if the aircraft is experiencing a steady wind such as might occur in a 
high altitude jet stream.

The extraction of the perturbed quantity from the total value of the parameter 
is usually achieved by using a high pass filter with a sufficiently low cut-off 
frequency that the frequencies related to the dynamic response of the small 
perturbation model of the aircraft are not attenuated but such that the more 
slowly-varying components of the signal are removed. This is commonly 
referred to as a 'washout' filter.

3.5.1 Pitch Rate and Pitch Attitude

The pitch rate can be measured directly using a rate sensor which measures 
the rate of angular motion about a fixed axis. As the trim pitch rate is zero 
the small perturbation values of the pitch rate are identical to the total 
measured pitch rate. The pitch attitude can then be obtained by integration.

A displacement gyro could be used as an alternative. The output of this 
would be the pitch attitude and the signal would require differentiation to 
derive the pitch rate, but this would generate inaccuracies for measurements 
made during turning manoeuvres.
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3.5.2 Inertial Forward and Heave Velocity

Determination of the inertial forward and heave velocities can be most easily 
accomplished by the use of accelerometers mounted on the aircraft and 
aligned with the aircraft's body axes. The sensors would measure the 
acceleration of the aircraft in a body-fixed axis system. However, the 
measurement would include both the linear acceleration component, the 
centripetal components which arise because of the rotation of the body-fixed 
axis system in inertial space and the gravitational acceleration. The forward 
and heave accelerations about the centre of gravity are therefore:

= W + PV - QU -geos 0 cos 0
(3.5)
(3.6)

These can be reduced to a linearised form when considering small 
perturbations from a trim condition using the methods summarised in 
Appendix A and become:

a^g=w-Lro(^ + gsin0o6
(3.71
(3.8)

For many flight requirements, because both the trim flight path angle and the 
pitch attitude are small, the gravity terms can be simplified using small angle 
approximations to give

(3.9)
C3d0)

If the body-axis system were aligned with the stability-axis system then the 
equations would be further simplified by substituting Wg = 0. However 
such an alignment cannot be defined arbitrarily because, although the 
stability-axis system is body-fixed, the alignment with respect to the 
principal body-axes varies according to the trim condition. In practice, 
however, the error in making this assumption is usually small.

The inertial forward and heave velocities can now be derived as:
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(311)

(3.12)

The inertial forward velocity requires measurement of an estimate of the 
haivvard acodwadon and die pikh aditude die inediad haa/e
velocity requires knowledge of the heave acceleration, the trim value of the 
inertial forward velocity and the pitch rate.

If the accelerometer is not mounted at the centre of gravity the equations for 
the x-axis and z-axis accelerations must include extra terms. For example, if 
an accelerometer, aligned with the z-axis, is mounted on the x-axis at a 
distance forward of the centre of gravity, the acceleration measured is 
shown in equation 3.13.

C3d3)

3.5.3 Air-Relative Forward Velocity

The air-relative forward velocity can be determined using pressure 
measurements in an analogous method to that used in the Airspeed Indicator.

A measurement of the Pitot-static pressure differential will enable the 
indicated airspeed to be calculated from equation 3.3. If true airspeed is 
required the air density, or air pressure, variation with altitude could also be 
measured. However, at low levels where windshear is a hazard, the 
difference between the indicated and true airspeed is negligible.

For linear flight dynamics purposes it is often not the total airspeed, U^, 
which is required but the trim value of the airspeed, and the small
variation, u^, from that value.

(3.14)

The small perturbation can be derived using a 'washout' filter and a low pass 
filter will extract the trim value. Alternatively, the trim value can be 
determined by subtracting the perturbed quantity from the total value or vice
versa.
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3.5.4 Angle of Attack

The angle of attack is related to the air-relative forward and heave velocities 
by the equation given below:

a= (3.15)

smaU perhirbahon equadon expnMwed hi ada sy^^mi
becomes:

a=
+ Wfl

or a
U.Qa

C3T6)

The angle of attack can be measured directly by a vane which is free to rotate 
ind^ainMreamcUuiisinmmhKlcMitheiMdeTiorc^Thw^ahxTafL

3.5.5 Vertical speed

Modem low-cost pressure sensors now have sufficient accuracy and
resolution that the vertical speed could be calculated by measuring the rate of 
cliarige (if static jpreissure and calciilatinjg ttue rate ()f cfiarige erf (ildtucle usin;;
equation 3.4. The pressure change/vertical speed relationship varies with 
altitude but for the low altitudes with which hazardous windshear is 
associated the relationship can be assumed constant.

3.5.6 Performance of Sensors in a Windshear Environment

The performance of the sensors used in a windshear environment should not
Ibe sigpaificantb^ !iffecte(l li): thie effexdbs ()f tbie ailiriomial \\ruiclfield. Iri ai 
iiiicrc^iurst thue staidc piiessiire is hicely bo fluctuaite auicl s() it is iio long^^r 
direxzth^ i-elated to altitcwie aexxordin;; to eqiaation :3.4. Sensors \\diidi iise 
stadcjaressure to (ieinh/e flig^it puiraanetens suchaus vertical sj^eed aure likeb^ to 
have some inaccuracies on their output as a result. However, this effect does 
riot iriduce errors iriairspieexl sensiirigiAXhiere tfie clihisrencelietiAreen tfie totail 
IPitot' firessune auicl tlie static {iressune is iiieaisured, ais tfie slkitic iireKisLLPe 
component of the total pressure will fluctuate in the same way.
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THE WIND ESTIMATION ALGORITHM

4.1 Adaptation of Observer Theory to the Estimation of Unknown 
Inputs

This chapter derives methods for estimating the components of wind acting 
on an aircraft. The algorithms are based on observer theory, and the 
fundamentals of the theory are summarised in Appendix D. The Luenberger 
Observer enables the state vector of a system to be estimated if the system's 
matrices and the inputs to the system are known.

An inverse problem can sometimes exist; namely determining some of the 
inputs to the system. If the system's matrices are known and some, or all, of 
the state variables of the system can be found, then it may be possible to 
apply Luenberger Observer techniques to this problem.

The system equation D1 can be expressed in a slightly different form.

X = Ax + Bu + Ed (4.1)

where x is the state vector as before. The input to the system has been split 
into two vectors; u represents the known inputs and d is a vector of 
unknown inputs, which may be thought of as disturbances to the system. 
B and E are the matrices associated with the inputs u and d respectively. 
The division of the inputs in this way has not altered the generality of the 
system equation which can still be expressed with a single input vector as

x = Ax + [B } E] (4.2)

The output equation is unchanged;

y = Cx (4.3)

An observer can be constructed of the form:

X, =(A-KC)x.+Ky + Bu (4.4)
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Although the observer equation, appears identical to the standard equation of 
D18, the implementation differs. The disturbance input, d, being unknown, 
cannot be used as an input into the observer and so the observer 
representation is incomplete.

If the error between the system state vector and the observer state vector is
defined as

e = X - X. (4.5)

then the error can be calculated from equations 4.1, 4.3 and 4.4.

e = (A-KC)e + Ed (4.6)

This can be compared with the error equation for a standard observer.

e = (A-KC)e (4.7)

It can be seen that there is an additional term in equation 4.6, caused by the 
unknown disturbance. Whereas the standard observer error decays to zero 
in the steady state, the steady-state error here is non-zero and is related to the 
disturbance input. If the dynamics of the disturbance are significantly 
slower than the dynamics of the estimator the steady error, found by setting 
e to zero, is:

(A-KC)e = -Ed (4.8)

Provided that A - KC is non-singular

e = -(A-KC)-'Ed (4.9)

Alternatively, the disturbing input vector may be required and this can be
determined as

d = -EXA-KC)e (4T0)

where E"" is the pseudo inverse of the matrix E
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The equations 4.6, 4.9 and 4.10 relate the error in the observer state variables 
to the disturbance. The application of Luenberger observer techniques to this 
type of problem may therefore be used to find the disturbance itself. Any 
such method must rely, however, on having sufficient knowledge of the 
state vector.

4.2 Estimation of Wind acting on an Aircraft using a Single Aircraft
State Variable

An aircraft with an unknown wind acting upon it may be considered as a 
specific example of the general problem described above; and so it may be 
possible to estimate the wind components using some technique derived from 
these methods. Such a method could then be used as a basis for windshear 
detection. A further restriction must be placed upon the method if it is to be 
practical, namely, that the number of state variables required as inputs to the 
detection algorithm should be a minimum. This restriction minimises the 
number of sensors required by the detection device and thereby limits the 
cost. The feasibility of measuring the aircraft state variables, and the sensors 
required, were discussed in Section 3.5. The design of any system using 
such a technique also assumes that the inputs applied to control the 
longitudinal dynamics of the aircraft are known, and so, for a conventional 
aircraft, knowledge of the elevator deflection and the engine thrust would 
also be required as a minimum.

The wind vector described in equation A26 comprises the x-axis, z-axis and 
pitching wind terms. It is the linear velocity components which are likely to 
be of most use in a windshear detection system. The pitching wind is related 
to the z-axis wind by equation A22.

The wind estimation method is discussed and evaluated in the following 
sections. The computer-aided design package MATLAB [69] and simulation 
package SIMULINK [70] were used to generate the results. The aircraft 
parameters were based on the Cessna 402B, and these are given in
Appendix B.

A simplified wind estimation problem is addressed initially, in which the 
pitching wind term, and hence its effect on both the aircraft and observer, is
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assumed to be zero. The consequences to the algorithm of a pitching wind 
term is considered later in the analysis in Section 4.5.

4.2.1 Airspeed Estimation using Pitch Rate

An observer can be constructed to estimate the state variables associated with 
the longitudinal dynamics of an aircraft. As a starting point, the pitch rate is 
chosen to be the state variable fed back from the aircraft to the observer 
because this can be measured directly using a pitch rate sensor, as described 
in Section 3.5. The equations for the aircraft are identical to those above, 
equations 4.1 and 4.3 with the disturbance input now expressed as the wind 
velocity components.

X = Ax + Bu + Ew,ind (4di)

y = Cx 0L12)

where

C = [0 0 1 o] (4.13)

The wind vector and E matrix, which were defined in equations A26 and 
A29, are reduced because the pitching wind term is ignored

Wkd = 0114)

E =
z..

X..

0 0

(4.15)

Equation 4.11 is equivalent to equation 4.16

x = A(x + w) + Bu 0116)

where
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w =
w ind

0
0

(4.17)

isince tlie in^DUt rnjitrix, IE, jk)r tlie ivincl Ls a siity^ma^brbc ccwifuiituigr of tlie first 
tvy() (xalumiis (]f .Ai. TThie \ralues of lAie elements (3f ifie thuund arid fcnarlii
columns of A do not affect the result, being multiplied by zero elements of 
the vector w.

The error equation for the difference between the observer state vector and 
the aircraft state vector is

e = (A-KC)e + Ewind (4.18)

so, if the wind variations are much slower than the observer dynamics, in 
steady state

e = -CA-.I(C)-:]Eiv,,, (4T9)

A - KC will be shown later to be non-singular.

The pitch rate is the only state variable being fed back to the observer, 
consequently the matrix KC is zero in every column except the third. The 
first two columns of A - KC are identical to E, and so

(A-KC)-'E =

1 0 
0 1
0 0 
0 0

01.20)

This simplifies equation 4.19.

e = ■

1 0 
0 1 
0 0 
0 0

wind 01.21)

Expanding this, the first two elements of e can be expressed as
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or

U -14 = -Wg (4.22)
tv-We =-Wg (4.23)

11, (4.24)
W, = (4.25)

It can be seen by comparing equations 4.24 and 4.25 with 2.5 and 2.6 that w, 
aua(l setdeik) tbie air-rebitiveixDriArarcl andlie^ivie v(!L](]ti(%;]res;)(K:tive!l/ alter 
tiue trarisioit rexqporuse lias (liecl arKra)\ Tlie maigrutucie auaci seihiirig tirne of 
tlie traunsieait rexqzKxru&e is chetenriuiExi try tlie c^^seiirveir jgaJn rruitrix, I(, ;\diicti
can be calculated using the optimal techniques described in Appendix E. 
The choice of weighting matrices in the performance index requires a 
c()m]promise tietwoen tliosw: ivlhicli ixssult in a ikist {^ettliag; tirne cinti iitose 
which limit the magnitudes of the observer gains and transient overshoot to 
an acceptable level. The design of the observer gain is discussed further in 
Section 4.2.3. The robustness of the observer to variations in the matrix 
elements is examined in Chapter 5.

4.2.2 Calculation of the Wind Vector using Estimated Air-Relative Speeds

The knowledge of the approximate air-relative speeds alone is of little use in 
determining the wind components, but equations 2.5 and 2.6 show that the
wind can be calculated as the difference between the air-relative velocities 
and the inertial aircraft velocities. A means of calculating or approximating 
the inertial aircraft velocities from the known variables is therefore required.

An examination of equation 4.16 shows that the inertial speeds and wind
components can be combined as the air-relative speeds in the state equation. 
If it is assumed that the observer state variables are sufficiently accurate as 
measures of the air-relative speeds and that the pitch attitude can be readily 
calculated by integration of the pitch rate, then all the state variables
required to evaluate equation 4.16 are available. The remaining variables
which are required are the control inputs. These are used in the observer 
implementation and are, therefore, available to the estimation system. The
full aircraft state equation including the effects of the wind vector can be 
modelled in the form

Xg, = Ax + Bu (4.26)
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X =
w,

e
(4.27)

TThizinociel 'sHbite'i/ect()r:K^ a^Dprroocuiiatestlie aircraiAst«U:e )/ex^k)r )(; ttieredkire 
the first two state variables, and provide estimates of the inertial
velocities of the aircraft. An estimate of the wind components can now be 
generated as the difference between the first two estimator state variables, 
which approximate the air-relative velocities, and the first two model 'state' 
variables. The observer and model are, therefore, being used to estimate an 
input disturbance and this contrasts with the standard use of observers which 
is to estimate unknown states. A block diagram representation of the 
aircraft, observer and model is shown in Figure 4.1. Plots of the resulting 
estimates for unit steps in each of the wind components are shown in Figure 
4.2.

The plots show that the estimation of the wind components, especially the w 
estimate, is poor. The transient response has a duration of approximately 
fifteen seconds, during which time the errors are large. A significant feature 
of the both estimates is that, even after the initial transient has died, they do 
not achieve the desired steady value, but have a steady offset.

The effect of such errors on the estimation of wind during a windshear event 
is shown in Figure 4.3, which is the response of the estimation system when 
the 'JFK windshear' wind components are applied. (The JFK profile has been 
altered slightly by allowing the x-axis wind to initialise from zero using a 
half-period '1-cos' function. The time history of both components has been 
increased correspondingly. The maximum downdraft occurs after 176.2 
seconds, which corresponds to time zero in Figure 2.13 and 2006 GMT in 
Figure 2.12.) The estimate of the x-axis component during a fast change in 
wind speed shows large errors and this corresponds with the errors observed 
in the transient response in Figure 4.2. The error is significantly less during 
the periods for which the wind is relatively steady. The effect of the offset in 
the steady state, which was observed in the previous figures, appears to be 
negligible. The z-axis wind estimate, in addition to exhibiting larger
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wind vector

Figure 4.1: Schematic of Aircraft, Observer and Model
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Figure 4.3; Estimate of JFK Wind Components using Pitch Rate
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transient errors, is significantly worse during the phases when the wind is 
slowly-varying, and the steady state error is related not only to the wind 
component being estimated but also to the value of the x-axis component. A 
general examination of the plots shows that, despite these significant 
inaccuracies, the estimates give an indication of the nature and time of 
occurrence of the important features of the windshear.

The performance of the observer is demonstrated in Figure 4.4. These show 
the estimates of the air-relative velocities when the system is subjected to a 
unit step in each of the longitudinal wind components in turn. The actual 
air-relative velocities are also plotted, and it can be seen from this that the 
observer is functioning as expected and, after initial transients, the estimates 
settle to the aircraft's air relative speeds.

The errors in the estimation of the wind components must therefore arise 
from the errors in the observer state variables during the transient response. 
This has been confirmed by simulation. If the aircraft's air-relative velocities 
are fed into the aircraft model instead of the estimated air-relative velocities, 
then the inertial velocities, and hence the wind components, settle to their 
desired values, the only errors being the results of numeric resolution errors 
during simulation.

The contribution of the errors in each of the components of the estimated air- 
relative velocity to the resulting errors in the wind estimates was tested by 
passing into the aircraft model firstly the estimated air-relative forward 
velocity with the accurate air-relative heave velocity, and secondly the 
accurate air-relative forward velocity and the estimated air-relative heave 
velocity. The results showed that the inaccuracies in the forward velocity 
component yielded the greater errors in the wind estimation.

4.2.3 Examination of the Transient Errors in the Air-Relative Velocity 
Estimates

The errors in the wind estimation are produced as a result of the transient 
errors in the observer state variables. The transient response of the observer 
is determined by the eigenvalues of the observer state matrix, A-KC, which 
are determined by designing a suitable observer gain matrix, K, as 
discussed in Appendix E. The transient response will be faster for higher
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gains, but the overshoot in the estimate and the amplification of any noise in 
the feedback will also be greater.

The gain matrix for the observer for the Cessna 402B was designed to be the 
result of optimising a performance index, /, of the form shown below.

/ = (e^Qe + y^Ry)df (4.28)

The weighting matrix Q was chosen to be a diagonal matrix; R is a scalar. 
For the results shown in Figures 4.2, 4.3 and 4.4, the initial values of all the 
elements were selected by a standard method [89] but further improvements 
were achieved by varying the weighting and observing the effect on the 
transient response, so that it was largely a heuristic method. Such an 
approach can be efficient when using modem CAE packages and fast 
computers.

However, the transient response was found to be the principal source of 
error in the estimation technique described above and so the methods of 
designing the observer gain matrix and the choice of the weighting matrices 
were considered further.

It can be seen from Figures 4.2, 4.3 and 4.4 that the wind estimation error 
settles to a non-zero value although the observer error in estimating the 
aircraft's air-relative velocities settles to zero. This is because the model state 
vector is derived in part by integrating the estimates of the air-relative 
velocities, and the errors in those estimates are thereby integrated to produce 
offset errors in the derivation of the inertial aircraft velocities. It is desirable, 
therefore, in designing the observer gain, that the cumulative errors in the 
observer estimates are considered as well as the maximum error, settling 
time and size of the gains applied.

The settling time is related to the eigenvalues of the observer state matrix 
A-KC, which are the poles of the observer. Specifically, the rate of 
exponential decay of the error in the observer is determined by the real part 
of the eigenvalue for both complex and real eigenvalues. For the error to 
decay the eigenvalue must have a negative real part. The speed of decay is 
dependent upon the magnitude of the real part and, for the observer, a large 
negative real part is desirable because this indicates fast exponential decay of
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the transient error associated with that eigenvalue. It follows that the 
duration of the transient response of the observer as a whole is governed by 
the eigenvalue with the smallest negative real part and so this gives a useful 
method for considering the settling time of the system.

The effect on the transient error, cumulative error, gain and settling time of 
varying each element of the weighting matrices, while holding the remaining 
elements constant, was monitored. The errors are expressed as a percentage 
of the magnitude of the step input applied. The cumulative errors were 
obtained by integrating the absolute value of the error over a 30 second 
duration, by which time the error had, in general, become negligible. The 
results are shown in Figures 4.5 to 4.9; Figures 4.5 and 4.6 have a linear 
ordinate scale whereas the other figures have a logarithmic x-axis. It is 
apparent from these plots that the variation of the weighting matrix elements 
produces, in general, a compromise between the requirement to have small 
maximum and cumulative errors in the observer transient, have a fast 
settling time and to keep the elements of the observer gain matrix to a 
reasonable magnitude. All the elements were varied over the same range of 
values and yet the magnitude of the effect in each of the parameters varies 
considerably. The element appears to have the most significant effect and 
produces very large changes in the magnitude of the observer gain and in the 
settling time for the system, whereas the variation in q^-^and q^^ produced 
relatively little effect. Varying the single element of R produced large 
changes in the observer gain, but its effect on the other parameters was less 
significant.

It is interesting to compare these results with the weighting parameters for 
the observer used to produce the previous air-relative velocity estimates, 
which was designed by choosing the weighting matrices using heuristic 
methods to select the best performance. For the original design the single 
element of R was not altered from unity as similar optimisation of the 
performance index could be obtained by varying all the elements of Q by the 
inverse of any desired weighting element for R. The details of this design 
are given below.

Weighting Matrices:

Q = diag[l 0.001 0.001 lOO] (4.29)
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and
R = [l] (4.30)

Observer Gain Matrix:

K =

1250
166
0.7
-9.0

(431)

Observer Aircraft
-6.6167 -6.6174
-2.1034 -21092

-0.3339 + 0.3415; -0.0035 + 0.1504;
-0.3339 - 0.3415; -0.0035 - 0.1504;

Table 4.2: Errors in air-relative velocity estimates
X axis velocity (% input) z axis velocity (% input)

Maximum errors 234 92
Cumulative errors (30s) 739 101

The settling time associated with the complex eigenvalues of the observer is 
significantly faster when compared to the corresponding aircraft eigenvalues, 
which relate to the aircraft’s phugoid mode. The remaining two eigenvalues 
show relatively little change, but remain relatively fast. In this application 
the similarity of the observer and aircraft eigenvalues does not cause 
problems in the performance of the observer, although this would appear 
possible from equation DIO. However, it remains desirable that the 
observer dynamics settle faster than the aircraft dynamics. In this case the 
speed of settling has been achieved at the cost of relatively high gains in the 
observer gain matrix.

It was considered that little improvement could be gained by using the 
results from Figures 4.5 to 4.9 to make adjustments to the weighting matrices, 
and so the observer gain matrix was not changed.
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4.2.4 Methods of Improving the Air-Relative Velocity Estimates

The estimation of the velocities has relied on the fact that the steady output of 
the observer is equivalent to the air-relative velocities, and an effort was 
made to reduce the errors induced by the transient response to a minimum. 
An alternative approach is to examine the observer 'error' equation, equation 
4.6, as a whole and consider whether this can be applied in any way to 
improve the air-relative velocity estimates. If the effect of the transient can 
be approximated, then it may be possible to reduce the error in the observer 
estimation.

The difference between the observer and the aircraft state vectors, e, is 
given by equation (4.6).

e = (A-KC)e+EwEnd 0^32)

For the first two observer state variables to represent the air-relative velocities 
at all times is desirable that

e(l) = M„ = u + u^ 
e(2) = w= w + w„

(4.33)
(4.34)

The error equation, equation 4.32, represents four simultaneous equations. 
In order to solve for the two unknown wind components only two of the four 
equations are required. In matrix form the equations are

e = Ge + Ew,End 0135)

where e, E and G are subsets of e, E and A-KC representing the two 
simultaneous equations. The equation can be rearranged to give

wEnd
— n-iAE e-E^Ge 0136)

In order to perform this calculation two of the four possible equations must 
be chosen to satisfy the requirement that E is not singular. Equation 4.37 
shows that this precludes the use of the fourth equation representing 0 , 
because the corresponding row of the E matrix contains only zeros, but any 
two of the first three row can, in general, be used.
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E =

0 0

(4.37)

In addition, not all the variables required to solve the equations are available 
and so, to maximise the known values, the third equation, q, is used 
together with either the first equation representing u or the second 
representing w. Using the first and third equations for u and q respectively, 
the E and G become

E = a. 01.38)

and

G =
X.. X.. -K -g

[M, a. aq-k, oj (4.39)

where and fcj are the first and third element of the observer gain matrix, K. 

Equation 4.36 can be expanded to give

fn fi2 
.fix fzz

fn fn 
fix fll.

8x1 8x2 8x3 8x4
.821 822 823 824

^ u-u^'^ 
w-w^

(4.40)

where represents the (f,/)th element of E h

As before, because of the relationship between E and A, the expanded 
equation yields a simple result for the first two columns of E G ,

1 0 1^3
_0 1 /Zgg ^24. 0141)

here k represents the (z,;)thelement of E G
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This enables the air-relative speeds to be separated from the rest of the 
equation, thus:

'1 oTu" Vu /u'
AJ+

.0 -fll fl2- L
1 0 /lj3 /li4

-Ue
-w,

6 -8,
(4.42)

The variables required to evaluate this expression are: the difference between 
u and lij, q and q^ and the last two elements of the error vector, q-q^ and 
8-6,. The observer parameters w,, q^, 8,, li, and g, are known, as is 
the aircraft's pitch rate, q, which may be differentiated or integrated to yield 
q and 6 respectively. The remaining unknown is therefore the rate of 
change of the aircraft's forward velocity, u.

The aircraft model evaluates the approximate inertial velocities of the aircraft. 
If it is assumed that the air-relative velocity estimates can be improved by 
application of the algorithm above, then the inertial velocity approximations 
will show a corresponding improvement. The forward speed, u„, may then 
be sufficiently close to the inertial forward speed, u, to feed back into the 
estimator improvement algorithm and reduce the observer errors.

This was implemented in simulation and the results for a step input in each 
of the wind components are shown in Figure 4.10. This can be compared 
with the results from the original method in Figure 4.2. It is apparent that 
not only has the technique failed to improve the transient, but it has 
significantly degraded it. For both wind components the errors in the 
estimate are now very much larger and the settling time appears unchanged. 
When a change in the x-axis wind is applied to the aircraft the steady state 
errors are larger, but the steady response of the z-axis estimate to a z-axis 
wind shows an improvement.

The performance of this method in estimating a typical wind shear profile, 
the 'JFK windshear', is shown in Figure 4.11 and this can be compared with 
Figure 4.3. As observed in the step response, the magnitude of the error in 
both wind components is very much larger, especially during the periods of 
rapidly varying winds. The estimate for the x-axis component during 
periods of steady wind conditions returns to zero and so is significantly
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Figure 4.11: Estimate of JFK Wind Components using 'Enhanced' Observer
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worse than the estimate of Figure 4.3 without the compensation for transients. 
The estimate of the z-axis wind component shows similarities to the x-axis 
wind profile, albeit inverted and magnified.

The results show that the method of improving the estimate by correcting for 
the transient errors is not having the desired effect. This is because the 
assumption that the inertial velocity derived from the aircraft model is a 
sufficiently accurate estimate of the actual inertial velocity is incorrect. The 
errors in the estimate in the inertial forward velocity from both x-axis and 
z-axis winds are shown in Figure 4.12. Although the estimate of the z-axis 
wind follows the actual parameters fairly accurately after the transient has 
passed there is a steady state error in the x-axis estimate in the inertial speed, 
these errors are passed into the transient-compensation algorithm and are 
sufficiently large to negate any improvement which could have been gained 
from the method. For such a technique to be of use requires a means of 
initialising the error in the inertial velocity estimate to zero and thereby 
reducing the error propagation caused by the feedback from the model to the 
transient compensation algorithm. The results, in Figure 4.13, are derived 
by passing the actual inertial velocity into the transient-compensation 
algorithm, rather the estimated velocity, and these show that the method 
could be used to improve the transient errors in the estimator if an accurate 
measurement of the inertial forward velocity were available.

4.3 Estimation of Wind acting on an Aircraft using Two Aircraft State 
Variables

The use of the pitch rate to estimate the wind velocities shows some 
approximation to the actual velocities but the resulting errors are too large to 
allow accurate windshear detection. However, the method shows that 
approximations, albeit poor, of both the air-relative velocities and the 
inertial velocities, can be made from a system by using a single state variable. 
The improvement which can be gained by measuring two aircraft state 
variables in now considered. This requires additional sensor data and so 
increases the cost of the device.

The acceleration acting along the z axis through the centre of gravity can be 
measured and this, together with the pitch rate allows the heave acceleration, 
w, to be evaluated approximately. This acceleration can then be integrated
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Figure 4.13: Estimate of JFK Wind Components using Actual Inertial Velocity
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to give the heave velocity, w, which makes a second state available to the 
detection system. The practical implications of this were discussed in 
Section 3.5.

4.3.1 Observer Design

Two state variables are now available for feedback into an observer and these 
can be used to produce an observer to minimise the errors between the 
aircraft and observer state vectors. However, the purpose of the observer 
implementation is not to estimate the aircraft state vector but to facilitate a 
simple method of estimating the wind vector. The observer designed for the 
previous system fed back the pitch rate state variable only and produced 
estimates of the air-relative velocities. The same observer design can be used 
again in the new system so that the observer state variables representing the 
air-relative forward and heave velocities approximate these parameters as 
before. The errors produced by this observer are therefore unchanged and 
are shown in Figure 4.4.

Alternatively, both the heave velocity and the pitch rate can be considered 
for use as inputs to the observer. The output matrix then becomes:

C =
0 1 0 o' 
0 0 10

(4.43)

The gain, K, of the observer is designed using optimal techniques and 
produces a matrix of dimensions [4x2]. The steady state error of the observer 
is, as before, given by equation 4.44.

e = -(A-KC)-^Ew ind (4.44)

However, the performance of the observer in differs from that when only the 
pitch rate is used, since the matrix KC is non-zero in both the second and 
third columns. and therefore equation 4.20 is not applicable. As a 
consequence the first two observer states do not settle to the air-relative 
velocities, but to a combined function of the wind inputs, viz.

(4.45)
(4.46)



where n,^ represents the (i,j)th element of (A-KC)'^E.

The air-relative velocities cannot be readily derived from these equations and 
therefore this form of the observer was not implemented. The observer 
already designed, which uses a single input, pitch rate, was used for the 
remaining analysis of the wind estimation using pitch rate and heave 
velocity.

4.3.2 Compensation of Transients in the Air-Relative Velocity Estimates

The transient error in the observer estimation was found to be the significant 
source of inaccuracies in the estimation of the air-relative speeds and 
therefore the wind vector. Section 4.2.4 described a method designed to 
improve the observer estimate by modelling the effects of the transient 
response as closely as possible. A similar technique can be applied for the 
present system where w, and hence w, are available.

The difference between the aircraft and observer state vectors was given in 
equation 4.32, which represented four simultaneous equations. It was 
shown in equation 4.36 that the wind vector could be related to the error 
vector by using just two of these four simultaneous equations. Equation 4.42 
then showed the relationship between the air-relative velocities and the 
observer and aircraft parameters when the first and third simultaneous 
equations in u and q were used.

The system using two state variables measures, indirectly, both pitch rate 
and heave velocity and, as a consequence, it is more suitable to solve for the 
air-relative velocities using the second and third of the simultaneous 
equations in wand q. Use of this equation means that the air-relative 
velocities can be evaluated directly without requiring feedback from the 
aircraft model.

89

+ '1 o' 7n fn

0 1 v9-9'/
1 0 hi3 hu 
0 1 hts hzi

( -Ue ^

9-9'
6 -6,

(4.47)
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y^and inov^repreMa^ekHnentsck^ived kornldMiaKXMidiMididurd
simultaneous equations following the methods derived in Section 4.2.4.

There is still a further simplification which can be made to the transient- 
(X)mpengated esdmadon. Ek)th the airfelatrve and th^ inerdal heave 
velocities are available and so it follows that the z-axis wind component can 
be calculated directly.

fn fn 

fll fl2

( W-We^ 1 0 hi3 hu
0 1 /Z23 hii 9-9'

6-6,

(4.48)

The results of this algorithm in enhancing the observer's estimates of the 
velocities is shown in Figure 4.14. This shows the x-axis airspeed estimates 
and the z-axis wind component estimates when the aircraft is subject to a unit 
step in the x-axis and z-axis wind components separately. The error in the 
estimate of airspeed when an x-axis wind is applied can only just be 
distinguished fn^n th^ aKtual ahspeed amd ao dae estinmte is a large 
improvement on the basic observer response shown in Figure 4.4. The 
estimate of airspeed with a z-axis wind shows a small transient error which 
has become insignificant within two to three seconds.

([jonsiclerijagriaow tfie z-sixis wind estimat€!s in tlie lowner ;)lo1i;, tlie rruigpiitucle
of the error resulting from an x-axis wind is negligible when compared to the 
size of the wind applied. The z-axis component again shows a small, 
tramsiier^errcxr ^/Irkzh (iexza^rs to toeccrmeinegligplale witliin sExzoiicls. ISoth 
these estimates show a very large improvement compared to the estimates 
obtained with the system using a single state variable shown in Figure 4.2.

TTfie (XDrriperusaticMn stag;e ()f tlie aljgcrritbrn cauncels tire Ibrarisient emrons iri tbue
observer and therefore reduces the design requirement to optimise the 
transient performance. The optimisation was originally achieved by a 
suitable choice of the observer gain using optimal techniques which involved 
careful selection of the weighting matrices. However, a stable observer can 
be designed with the weighting matrices both set to be equal to the identity 
matrix. The gain matrix then becomes:
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K =

194.92'
-29.41
019

-041

(4.49)

If this observer gain is implemented in the wind estimation method, the 
transient-compensated observer produced similar errors to these shown in 
Figure 4.14. The non-optimal design of the observer has a negligible effect 
on the errors produced when this method is used.

A block diagram of the transient compensation method, based on equation 
4.48, is shown in Figure 4.15.

4.3.3 Calculation of the x-axis Wind Component

It remains to determine the inertial forward velocity of the aircraft to evaluate 
the x-axis component of the wind. The inertial forward speed, u, can be 
found from a simulated aircraft 'model' as before.

Figure 4.16 shows the resulting estimates for unit step changes in both wind 
components (the z-axis wind estimates are repeated from Figure 4.14). The 
errors in the x-axis wind estimates are of similar magnitude and duration to 
those for the air-relative forward velocity estimates of Figure 4.14 and so the 
inertial velocity estimate can be seen to have contributed negligible errors.

The response of the system to a typical windshear is shown in Figures 4.17, 
which show the estimates of the wind components and the corresponding 
errors when the 'JFK' windshear profile is applied to the aircraft. It can be 
seen that the errors remain very small even when there are large wind 
transients. This method of wind estimation is, therefore, likely to be 
suitable for windshear detection.

4.4 Estimation of Wind acting on an Aircraft using Pitch Rate and 
Airspeed Measurements

The system described in Section 4.3 uses two state variables; pitch rate was 
chosen as one of the state variables as this can be measured directly, and the 
second state variable was chosen to be the inertial heave velocity which can
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be derived using a relatively simple accelerometer as the sensor. As an 
alternative the airspeed could be measured, and the method for doing this to 
obtain the trim airspeed, , and the perturbed quantity, , is discussed 
in Section 3.5. Although the airspeed is not an aircraft state variable, it is 
related to inertial forward velocity by the x-axis wind component, and so 
may be of use in the wind estimation. This system will be useful for 
consideration in Chapter 5 and so the design of the estimation algorithm, 
which is analogous to the two input system already described, is 
summarised below.

The system and output equation for the aircraft are:

x = Ax + Bu + Ew ind

y = Cx + Dw ind

(4.50)

0151)

where

C =
10 0 0 
0 0 10

(4.52)

and

D =
1 0
0 0

0153)

The same observer as used in the previous designs can be implemented, and 
this uses only the measured pitch rate as an input. However, it is also 
possible to configure a two input observer using the additional airspeed 
input. The observer equation is:

Xg = Ax, +Bu+Ky-Ky, (4.54)

and when using both airspeed and pitch rate as inputs, the error equation 
becomes:

e = (A-KC)e+(E-KD)wind (4.55)
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As the first two columns of (A-KC) and (E-KD) are identical, the steady state 
error of the system now becomes;

e = -(A-KCr(E-KD)w^ =

1 0 
0 1 
0 0 
0 0

wInd (4.56)

The first two states of the observer settle to the air-relative forward and heave 
velocities and so this observer is suitable as part of the detection system.

The observer gains were optimised using similar techniques to those of 
Section 4.2.3 (although the advantage gained, when using the observer 
transient compensation, is small). The weighting matrices used were:

Q = diag[l 1 1 lO] 

R = diag[3 l]

(4.57)

(4.58)

The gains required to optimise the observer were significantly smaller then 
those for the system using pitch rate and heave velocity viz.

K =

10.8 -0.05
056 081
0.02 0.06

-k83 0.02

(4.59)

The observer estimate can be compensated for transient errors in a similar 
manner to that described in Section 4.2.4 using the simultaneous equations in 
« and q to yield equation 4.42. For this to be possible requires that the 
inertial forward velocity be known to the transient compensation algorithm 
and, although this is not available as a measured value, the model produces 
an estimate of this parameter which can be fed back into the transient 
compensation algorithm (as was attempted for the system using a single state 
variable in Section 4.2.4).

The airspeed is a measured quantity and so the observer and transient 
compensation are only required to generate the air-relative heave velocity
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estimate. This parameter is then passed into aircraft model with the 
airspeed, pitch rate and pitch attitude as the vector x so that the equation for 
the model is, as before;

= Ax + Bu (4.60)

The model produces estimates of the inertial forward and heave velocities 
and so the wind components can be estimated as the difference between the 
airspeed and the inertial forward velocity, and the air-relative and inertial 
heave velocity estimates.

The system was simulated and the results when using the 'JFK' wind 
components as input are shown in Figure 4.18. The transient errors are most 
noticeable when the wind components are rapidly changing, but they are 
small when compared to the wind magnitudes. There was no discernible 
offset in the estimates of the two wind components.

4.5 Effect of Pitching Wind Component

The estimation techniques which have been developed have assumed that the 
wind is composed only of a x-axis and z-axis component and that there is no 
contribution from a pitching wind component. In practice, such a 
component will also affect the longitudinal dynamics of the aircraft. A 
pitching wind can be represented as a scaled rate of change of the z-axis wind 
as derived in Appendix A.

Uo
0161)

The pitching wind component can be calculated, therefore, from the wind 
components already used to test the algorithm, and its effects can be 
included in the simulation.

The system matrices now include the terms associated with the pitching wind 
component. These are the state equations summarised in Appendix A. The 
wind vector and its associated input matrix are;
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(4.62)

E =
z„

0

0
Zn) Zij
Mm M,-2M:6Uo 
0 0

(4.63)

The additional terms in the matrix affect the estimation of the x-axis and 
z-axis wind components.

4.5.1 Estimation using Pitch Rate and Heave Velocity

The results produced by the wind estimation algorithm when the pitch 
component of the wind is included in the simulation are shown in Figure 
4.19. Although the estimates of both components follow the general profile 
of the actual components, there are significant errors which are associated 
with the periods when the z-axis components are changing most rapidly and, 
therefore, when the component of pitching wind is significant. The errors in 
the x-axis wind component, in particular, are very significant. These errors 
can be explained by examining the error equation of the observer:

e = (A-KC)e + Ew ind (4.64)

This equation can be rearranged by dividing the input matrix, E, to clarify 
the analysis:

e = (A-KC)e + E.
u„

+ E. (4.65)

where E,^ represents the first two columns of E, which is identical to the E 
matrix used in the earlier derivations, and Eq represents the third column, 
which comprises the elements associated with the pitching wind.

The steady errors in the observer are:
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e = (A-KCrE +(A-KCrE a (4.66)

This can be compared with the error in the observer using pitch rate and 
heave velocity but when the pitching wind was ignored, equation 4.44. 
There is an additional term in the steady error, which is related to the 
pitching wind input. It is desirable that the observer states settle to the air- 
relative velocities, but in this case there is an additional steady error 
resulting from the pitching wind which produces an offset in the estimation. 
(If the z-axis wind is steady, the pitching wind component is zero because of 
the relationship in equation 4.61, and no offset will be produced. However, 
some turbulence is present during all flights and this will cause the z-axis 
wind to vary. The components of pitching wind generated may be 
significant.)

The effect of the pitching wind component on the transient-compensation 
algorithm of the observer can be derived from equation 4.65 using the two 
simultaneous equations in pitch rate and heave velocity. This produces 
additional terms in equation 4.48 as shown:

"pi" r/n fn]
+

pk

Here p, represents the zth element of Euw'^Eq.

^ -Ue ''

1 0 hi3 h4~ W-We

0 1 9-9'
Le-eJ

Eq.

(4.67)

Whereas the transient compensation previously produced an accurate 
estimation of the airspeed and z-axis wind, the output is now confused with 
the effects of the pitching wind component. The relationship between the 
pitching wind component and the z-axis wind means that the right-hand side 
of equation 4.67 can be simplified as follows.

^ Pi - 1

+
>1*

9g =
LIq

.pk Pi .
W.- — Wgu. j

(4.68)
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The time derivatives can be expressed in Laplace terms where s is the Laplace 
operator. Wg is the small perturbation value of the z-axis wind component 
from the trim value and the initial value of this is assumed to be zero.

9g =

/ pi ^
Lio

V

(4.69)

The equation for the z-axis wind must be solved first. If the sign relating the 
functions of Wg and xbg were additive then the z-axis wind could be 
calculated by applying low-pass filtering to cancel the effect of the pitching 
wind component, since:

1+s Pi
a

Uo
(4.70)

0 y

However, Wg cannot be derived from equation 4.69 in this way because 
dividing the equation for Wg by the term (l-s(p2/LIo)) implements an 
unstable filter. An alternative, approximate method must be used instead. 
A low-pass filter was found to improve the z-axis wind estimate by reducing 
the high-frequency effects of the pitching wind component. The estimate of 
a z-axis wind produced by this method when using a first order filter with a 
0.1 Hz cut-off frequency can be seen in Figure 4.20.

Equation 4.69 implies the airspeed estimate could be improved by adding the 
pitching wind term of equation 4.69 to the airspeed estimate produced by the 
transient compensation because:

Ua
^ Pi . ^

U-0
Pi
Uo

(4.71)

In practice this is not possible. The filter used in the estimation of the z-axis 
wind introduces a time lag. As a result, the compensation derived from this 
parameter is not in phase with the airspeed estimate, and so the estimate is 
degraded.
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Figure 4.20: Improved JFK Estimation using Pitch Rate and Heave Velocity
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However, the x-axis wind estimate is derived by subtracting the inertial 
aircraft velocity from the airspeed and so the error in the airspeed caused by 
the pitching wind component is present in the estimate, albeit with further 
errors introduced by the aircraft model. It seems likely, therefore, that the 
estimate of this wind component could be improved by application of 
compensation at this stage.

The x-axis wind compensation was tested and found to require the following 
several stages. A low pass filter stage is required to produce a delay in the 
estimation of the x-axis wind component to matched that in the z-axis 
component. The compensation term of equation 4.71, can then
be added to the x-axis wind estimate to reduce the errors arising from the 
effects of the pitching wind component. A further low-pass filter stage is 
required to remove high frequency transient errors in the estimation 
introduced by the differentiation of the z-axis wind in the compensation. 
This was also selected to be a first-order filter with a cut-off frequency of 0.1 
Hz.

The result of the simulation of the revised algorithm with the pitching wind 
component present produced the results shown in Figure 4.20. The estimates 
of both wind components show a delay which is caused by the low-pass 
filtering - the filter characteristics were chosen to be a compromise between 
the elimination of the transient errors caused by the pitching wind 
component and the delay produced in the estimated wind component. The 
implications of the delays in the estimation for timing of the alert are 
considered in Chapter 6. The z-axis wind estimate still exhibits a small 
'overshoot' error during the periods when the wind changes rapidly, but this 
is significantly smaller than the errors shown in Figure 4.19. The x-axis 
estimate follows, in general, the actual wind component, but shows 
discrepancies during periods when the pitching wind component is 
significant. These are caused by residual errors in the compensation and also 
by the errors in the estimate of the inertial velocity.

A block diagram of the system incorporation the pitching wind compensation 
is shown in Figure 4.21.
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ESTIMATED X-AXIS
WIND COMPONENT

Figure 4.21: Schematic of Revised Wind Estimation Method
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4.5.2 Estimation using Pitch Rate and Airspeed

The inclusion of the pitching wind terms in the wind estimation algorithm 
which uses pitch rate and airspeed produces the results shown in Figure 4.22. 
The x-axis wind estimate remains a reasonably accurate estimate of the wind 
component. The pitching wind component produces very significant errors 
in the estimation of the z-axis wind. The estimate appears to be similar to the 
inverted wind profile but with additional transient and oscillatory errors.

The equation for the observer's transient compensation, analogous to 
equation 4.67, becomes:

>1* r/n /ul ^W-We'' "1 0 hu hu
+ 9f = v9-^v 0 1 h23

C -Ue ^

9-9'
,8-6^

(4.72)

The pitching wind component can be replaced by the equivalent z-axis wind, 
in accordance with equation 4.61. However, the right-hand side of the 
equation cannot be simplified to produce a relationship in Wg and Wg, as 
was achieved in Section 4.5.1, because it the air-relative heave velocity not 
the z-axis wind which is being estimated. Therefore it is not possible to 
implement a compensating filter to extract Wg, as was attempted for the 
algorithm using pitch rate and heave velocity.

Although the estimate shows some resemblance to the wind component being 
estimated, the errors are large and so it is unlikely the approximate methods 
for improving the estimate would yield satisfactory results. The method of 
wind estimation using pitch rate and airspeed is, therefore, suitable for use 
in estimating only the x-axis wind component, whereas the method of 
estimation using pitch rate and heave velocity produces promising x-axis and 
z-axis wind estimates.

4.6 Summary

The technique for measuring the wind components acting on an aircraft could 
be based upon methods used in the design of observers for time-invariant 
linear systems.
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Figure 4.22: Effect of Pitching Wind on Estimation using Pitch Rate and Airspeed
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The problem of estimating the x-axis and z-axis wind components, without a 
pitch component, was considered first. The use of a single state variable, 
the pitch rate, in the estimation algorithm produced large errors in the 
estimation. These arose principally as a result of transient errors in the 
observer and could not be satisfactorily compensated. A system using two 
state variables, heave velocity and pitch rate, to estimate the wind 
components produced better results which could be further improved using a 
transient compensation algorithm to reduce the effects of the transient errors. 
A similar technique produced good estimates when a system measuring the 
pitch rate and airspeed was simulated.

Incorporation of a pitching component introduces errors in to the estimates of 
the wind components. The effect on the estimation method which uses pitch 
rate and airspeed is to produce a significant error in the z-axis estimate. 
When the pitch component is incorporated into the algorithm using pitch rate 
and heave velocity measurements it produces transient errors in both the 
translational wind components. However, these errors can be compensated 
by adding further stages to the transient compensation algorithm, although 
this causes a delay in the estimation process.

It should be emphasised that the purpose of such an algorithm is not to find 
the wind components accurately, but to allow an assessment of the 
magnitude of the wind variation over a short period, to decide whether there 
is a windshear hazard. The result above show that, in principle, such 
methods are likely to be adequate for these purposes. The practical 
implications of both of the methods are discussed in the next chapter.
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5 PRACTICAL DESIGN OF THE WIND ESTIMATION ALGORITHM

5.1 Effect of a Change in Flight Condition on the Estimation

The wind estimation algorithms described in Chapter 4 were designed for a 
specific aircraft flight condition viz. takeoff at sea level. However, aircraft 
dynamics differ with each flight condition and these differences are evident 
in the changes in the stability derivatives. Therefore, the differences result 
in variations in the elements of the matrices associated with the state equation 
of the aircraft, viz.

x = A;X+B,.u + E,.Wi„^ (5.1)

where i is an index which indicates the corresponding flight condition.

If flight conditions other than take-off at sea level are considered then the 
matrices of the observer and the model will no longer be identical to those 
assumed here for the aircraft and hence the dynamics of the aircraft and the 
wind estimation system will cease to be matched. Such a mismatch can 
induce errors in the estimation, a situation which can be demonstrated by 
changing the aircraft matrices in the system designed in Chapter 4 to model 
different flight conditions. The stability derivatives and parameters 
corresponding to a number of flight conditions for the Cessna 402B are given 
in Appendix B. Data are available for five flight conditions viz. take-off, 
climb at sea-level, approach at sea-level, climb at 5 000 feet and cruise at 
20 000 feet. As windshear is most hazardous at low altitude it is the sea-level 
flight conditions which are most relevant to this work.

Alternative wind estimation techniques using the pitch rate and either the 
heave velocity or the airspeed were described in Chapter 4 and both were 
found to be feasible methods, although further development would be 
required before the method using airspeed and pitch rate could be used. It is 
the performance of these methods at low altitudes with differing flight 
conditions which is now considered.
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5.1.1 Change in Aircraft Modes with Flight Condition

The matrices which define the state equation, 5.1, for the various flight 
conditions are shown in Appendix B, together with their associated 
eigenvalues and the frequency and damping of the corresponding modes.

It was seen in Section 2.1.2 that the short-period mode governs the high 
frequency dynamic response of the aircraft and the phugoid mode results in a 
long-period oscillatory motion. From an examination of the Cessna 402B 
data in Appendix B it can be observed that the real parts of all the 
eigenvalues are negative, hence the aircraft possesses dynamic stability. For 
most of the flight phases the short period mode has two real eigenvalues and 
does not produce an oscillatory response. The response is composed instead 
of two exponentially decaying transients and the speed of decay is 
determined by the magnitude of the eigenvalue. Only in the condition of 
cruise at 20 000 feet is the short period mode oscillatory (just), with a period 
of 1.4 seconds and a very heavy damping factor of 0.94, which results in a 
very rapidly damped oscillation. The speed of decay of the response means 
that the short-period mode is unlikely to contribute significantly to the errors 
in the wind estimation algorithm, even if the mode is poorly modelled. In 
contrast, because the phugoid mode has both low frequency and damping, 
any errors in the modelling which affect this mode can contribute to errors in 
the estimation to a far greater extent and over a longer duration. A summary 
of the phugoid data is tabulated in Table 5.1.

Table 5.1 Cessna 402B - Phu^oid Modes
Flight Phase Period (seconds) Damping

sea-level take-off 4T9 0.023
sea-level climb 4T6 0.044
climb at 5 000 feet 43.3 0.040
cruise at 20 000 feet 59.8 0.082
sea-level approach 42.5 0T48

All the sea-level flight conditions have a very similar phugoid period of 
approximately 42 seconds. The climb at 5000 feet condition is comparable at 
approximately 43 seconds and so the cruise condition is once again the 
exception, with a period of nearly 60 seconds. However, it is not necessary 
to take this mode into account when modelling the aircraft dynamics for a
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windshear detection system because although the phenomenon of windshear, 
and particularly the microburst, occurs at heights greater than 1000 feet it is 
only regarded as hazardous to aircraft below that height. The phugoid mode 
is lightly damped for all conditions but there is some variation; the difference 
in damping between the sea-level conditions of take-off and approach being 
particularly relevant. The effect on the estimation algorithm of changing the 
flight condition of the aircraft is likely to be related to these modal variations.

5.1.2 Wind Estimation using Pitch Rate and Heave Velocity

Figure 5.1 shows the results of a simulation of the wind estimation algorithm 
using pitch rate and heave velocity measurements, with flight conditions 
different from the design condition of sea-level take-off viz. climb at sea- 
level, approach at sea level and climb at 5000 feet. Although it is beyond the 
bounds of the microburst hazard, the latter condition is included because it 
represents a flight condition above sea-level and so prevents the analysis 
from being too restricted. The plots will be discussed when a further 
modelling requirement resulting from the changing flight conditions has been 
incorporated, which is now examined.

The simulations use the derivative of the heave velocity from the aircraft 
model as an input to the estimator although it is not available as a direct 
measurement. In practice this input is likely to be derived from the z axis 
component of acceleration as described in Section 3.5, i.e.:

(5.2)

The aircraft trim inertial speed, varies with the flight condition, but the 
value which is used to calculate the derivative of the inertial heave velocity 
for use in the estimation remains unchanged, and so further inaccuracies 
arise. Figure 5.2 show the results of repeating the simulations after changing 
the calculation of the derivative of the inertial heave velocity to include the 
inaccuracies resulting from the use of the nominal trim airspeed.

A comparison of the results from the simulation of climb at sea level show 
that there is a very small error caused by the changes in the elements of the 
aircraft matrices, as may be seen from Figure 5.1. When the approximation
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error in the derivation of the heave velocity is included the total error in the 
z-axis wind estimate is increased and exhibits a modal characteristic of 
approximately the same period as the phugoid mode of the aircraft, see 
Figure 5.2.

The flight condition which represents climb at 5000 feet indicates that the 
change in the elements of the matrices produces a result similar to that for 
sea-level climb, although the errors are greater. An oscillatory error can just 
be distinguished in the x-axis estimate in Figure 5.1.

In the simulations for a sea-level approach, the errors are significantly larger 
for the x-axis wind component. The oscillatory errors are much greater in 
this case because the sea-level approach flight condition has a relatively 
heavily-damped phugoid mode compared to the mode corresponding to the 
sea-level take-off condition which was modelled in the observer. The errors 
induced by the derivation of the heave velocity appear to be relatively 
insignificant when compared to those which arise from the change in the 
elements of the aircraft matrices. It should be noticed, however, that 
despite the large oscillatory errors, the mean estimate still follows the wind 
profile.

5.1.3 Wind Estimation using Pitch Rate and Airspeed

Figure 5.3 shows the result of changing the flight condition when the 
estimation algorithm is based on the use of pitch rate and airspeed. This 
includes the effect of the pitching wind which produced estimation errors 
when the aircraft and observer matrices were matched, as shown in Figure 
4.22. In general, the estimate of the x-axis component is satisfactory and 
exhibits only small oscillatory errors. The estimate of the z-axis component 
is poor, as would be expected since the method failed to produce a 
satisfactory estimate when the estimation and aircraft matrices were matched.

The errors in the z-axis estimate are caused in part by the effects of the 
pitching wind, but some significant errors are generated by the mis-matching 
of the aircraft and estimator matrices. Figure 5.4 shows the effect of the 
change in flight condition on the estimation using pitch rate and airspeed 
when the pitching wind is forced to be zero throughout the simulation. The 
estimate of the z-axis component shows large oscillatory errors which are
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once again related to the phugoid response of the aircraft. In addition, the 
z-axis component exhibits an offset error, particularly in the central region of 
the plots i.e. between 80 and 180 seconds. The sea-level approach condition 
produces the largest errors in both the x-axis and z-axis components. It is the 
variation in the damping factor produced by the change in flight condition 
which appears to govern the magnitude of the errors in the estimation.

5.1.4 Variation of Stability Derivatives as a Function of Airspeed

The derivation of the elements of the coefficient and driving matrix elements 
was summarised in Appendix A where they were found to depend 
principally upon the stability derivatives of the aircraft. Equations A9 to A12 
show the general form of the linearised longitudinal aircraft dynamics and 
equation A27 shows the matrix elements, for an aircraft flying straight and 
level, derived from the linearised model. The stability derivatives are 
determined from the aerodynamic forces and moments acting on the aircraft 
and these vary according to the aircraft's configuration and flight phase. The 
aircraft response is dependent upon various parameters and a significant one 
is the velocity of the aircraft relative to the air i.e. the airspeed. Almost every 
element varies with airspeed to a greater or lesser extent: element A(2,3), for 
example, is directly related to the airspeed and other elements are functions 
of the aerodynamic forces and moments (which are themselves proportional 
to the square of the airspeed, as shown in equation AT). As the estimation 
method of Section 5.1.3 already uses a measurement of the airspeed, this 
parameter can be used to vary the stability derivatives according to the flight 
condition.

The variation of the elements of the state matrix with airspeed for the Cessna 
402B is shown in Figure 5.5. (For clarity, the units of each element of the A 
matrix are not shown, but these can be derived from Appendix B and they 
are provided in the relevant texts. [16]) It can be seen from these plots that 
some of the elements could be represented relatively accurately as a function 
of airspeed whereas there appears to be little correlation for others. From an 
examination of the aerodynamic force equation (equation AT) it would be 
expected that the elements would vary with the square of the airspeed, with 
air density and with other factors, such as configuration and attitude of the 
aircraft. However, the plots indicate that, for some stability derivatives, it 
may be a reasonable approximation to consider that any variation is entirely
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caused by changes in airspeed, as the air density and other factors produce 
relatively little effect, especially for the low altitude conditions. Therefore, 
as a practical approach, the airspeed could be used to 'schedule' these matrix 
elements to improve the accuracy of the aircraft parameters used in the 
estimation process and thereby reduce the errors. For other stability 
derivatives the effect of changes in the aircraft configuration is significant. 
This can be seen by comparing the values of the stability derivatives for sea- 
level take-off and approach, for which the trim airspeed is comparable.

Those elements of the A matrix which appear to be related to the airspeed 
were varied according to the airspeed; the remaining elements were set at 
constant values which were approximately the median values of these 
elements for the three sea-level flight conditions. The varied elements were 
A(l,l), A(2,l), A(2,3) and A(3,2). These elements were varied with
airspeed, according to a least-square error fit of the elements against 
airspeed, for the four lower-speed flight conditions, viz. sea-level take-off, 
sea-level climb, climb at 5000 feet and sea-level approach. A linear fit 
proved to be adequate for these flight conditions. The remaining flight 
condition of cruise at 20000 feet could have been included in these 
approximations. In this case the relationship, as seen in the plots of Figure 
5.5, would have been best represented by using a second order fit in airspeed 
which corresponds to the factor of the square of the airspeed in the 
aerodynamic force equation.

In Figure 5.6 are shown the results of simulations of this method of wind 
component estimation when the pitching wind is set, once again, to zero. 
The figpine be compared ;vith 5.4. Fhe resulb for the fhghi
condition of take-off at sea-level are now included because there are now 
errors between the estimation matrices and the aircraft matrices for this 
condition. The estimates of the x-axis wind show some improvement, 
especially for the flight condition of approach at sea-level. Although there is 
a slight improvement in the offset errors in the z-axis wind estimates, when 
compared to those made using airspeed and pitch rate without the 
scheduling of the principal airspeed-dependent matrix elements. Figure 5.4, 
large oscillatory errors remain. The pitching wind would cause further 
significant errors. It is likely, nevertheless, that this method could be used 
to detect the x-axis wind component in order to distinguish adequately 
between a gust for which no alert is needed and a dangerous microburst.
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5.1.5 Wind Component Estimation using Airspeed, Heave Velocity and Pitch 
Rate.

It is apparent from the results obtained that the estimation technique using 
the heave velocity and pitch rate has produced a good estimate for the 
vertical wind component but provided poorer results for the horizontal wind 
estimate when the flight conditions were varied. In contrast, the method 
using airspeed and pitch rate produced a relatively accurate estimation of the 
horizontal component but, had very significant errors in the estimate of the 
vertical component. Therefore, either component could be estimated to 
good accuracy by measuring two variables. The forward-looking airborne 
windshear detection systems, described in Chapter 3, only measure, in 
general, the x-axis wind component and establish the hazard based upon this 
measurement. Using this approach, a windshear detection system could be 
developed using two measured flight variables.

Alternatively, the use of airspeed, heave velocity and pitch rate in the 
estimation algorithm can produce an estimation method which determines 
both wind components with relative accuracy and is robust to changes in 
flight condition. There are several possible configurations for a system using 
the three measured variables. The simplest form can be achieved by 
combining the two estimation methods and eliminating redundancies by 
selecting the method which gives the best performance.

The combined system comprises the observer as used in the airspeed and 
pitch rate method of estimation, where both these parameters are passed into 
the observer. The transient compensation algorithm is taken from the heave 
velocity and pitch rate method because this configuration does not require the 
feedback of any parameters from the aircraft model, and it can provide an 
estimate the z-axis wind component directly. The aircraft model requires the 
airspeed, pitch rate and air-relative z-axis component as inputs. The first 
two parameters are measured, and the air-relative z-axis component is found 
by adding the estimated z-axis wind and the measured heave velocity.

Scheduling of the observer and model matrix elements with airspeed is also 
possible, hence, the effects of changes in flight conditions can be reduced, as 
described in Section 5.1.4. The results obtained from this system, with the 
pitching wind included, are shown in Figure 5.7. It is apparent that this
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approach is very much more robust to the changes in flight condition, for 
there are no discernible offset errors and oscillatory errors introduced by the 
mis-matching of the phugoid mode are greatly reduced. The system has 
sufficient accuracy to enable the development of an algorithm which can 
distinguish windshear from smaller gust inputs without excessive nuisance 
alerts being generated.

5.2 Measurement of Required Parameters

The algorithm to estimate both wind components requires a knowledge of the 
aircraft's pitch rate, heave velocity, airspeed and any control inputs. The 
practical implications of sensing these will now be considered.

The instruments and sensors commonly used in the measurement of aircraft 
motion have already been discussed in Sections 3.4 and 3.5. Sensors which 
can be used to measure the airspeed, heave velocity and pitch rate are now 
considered. The process of sensing must have inherent errors which will 
arise from such sources as non-ideal performance of the sensors, mounting or 
location inaccuracies, and sensor and measurement noise.

It is the small perturbation values of the parameters which the algorithm 
requires. These can be obtained from the total value of the parameter by 
means of a washout filter. A well-designed washout filter removes any 
steady and slowly-varying components of the sensor signal, with minimal 
transient offset errors in the perturbation value it produces. Figure 5.8 shows 
the characteristics of the small perturbation flight parameters during an 
encounter with the JFK wind component during a take-off at sea-level.

5.2.1 Airspeed Measurement

Airspeed is measured as a pitot-static pressure difference and converted to 
knots using equation 3.3. The small perturbation value of airspeed is 
required by the estimation algorithm and the trim value is needed for 
scheduling the aircraft matrices and to compute the heave velocity from the 
accelerometer measurement. These two values can be found from the total 
value by means of a washout filter.

The pitot-static pressure difference can be measured either by a single 
differential pressure sensor, or as the difference between two absolute
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Figure 5.8: Small Perturbation Flight Parameters during JFK Windshear Encounter
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pressure sensors. Pressure sensors using solid-state piezo-resistive or 
capacitive technology have high performance and resolution and are 
relatively low-cost devices. Therefore, the use of a second sensor may yield 
advantages. A static pressure measurement would enable the altitude of the 
aircraft to be calculated which, in determining when the aircraft is below 
1000 feet, could have significant advantages for the system operation. The 
altitude is not available as a signal to the system because, unlike transport 
aircraft, general aviation aircraft are not fitted with air data units.

Important considerations for choosing pressure sensors include the offset and 
scale errors of the device, temperature effects, and the presence of noise in 
the output. However, with the increasing use of microprocessors in sensing 
systems, the ability to compensate for many of these errors has become much 
greater. The principal concerns in the choice of sensor are now related to 
stability, repeatability and hysteresis. A sensor can be characterised by 
calibration and any errors removed by applying compensation algorithms to 
the output, provided that the characteristics do not change appreciably with 
time.

After compensation any remaining errors in the pressure are the result of 
residual errors in the compensation and these are considerably smaller than 
the original errors. It is the effect of these errors which is now considered 
briefly. For simplicity of analysis, any residual hysteresis and non- 
linearities in the sensors are regarded as scale effects. Steady offset errors in 
the perturbed parameter values are gradually removed by the washout filters 
and so only occur while the filter is settling. The analysis examines the 
effects of scale errors on the small perturbation values; the sea-level take off 
condition is used for both aircraft and estimation process, and the matrices 
are matched.

A scaling error in the perturbed airspeed measurement produces a small 
oscillatory error in the x-axis wind estimation - see Figure 5.9. The effects on 
the z-axis wind estimate are negligible. A scale error of five percent is 
assumed for this figure chiefly to ensure that the error is clearly visible; 
calibration techniques which can be applied to low cost sensors are able to 
reduce scale errors to values significantly below this figure.
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Figure 5.10: 5% Scale Error in Perturbed Acceleration - JFK Windshear
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Residual offset errors in the sensor calibration are removed by the high-pass 
effect of the washout filter. However, during start-up of the system, the 
response of the filter to a sudden change in the total airspeed value would 
result in large transients in the perturbed airspeed value. These errors can be 
reduced because the wind estimation algorithm is not valid until the aircraft 
is airborne and, therefore, the system does not begin to compute the wind 
components until rotation is completed. The washout filter can be initialised 
to the airspeed value at the time of rotation, thus avoiding a sudden 'step' 
input to the airspeed washout filter.

Finally, the trim airspeed must be derived in some fashion. It can be 
calculated as the difference between the total airspeed and the perturbed 
value from the washout filter. The wind estimation is relatively insensitive 
to small inaccuracies in trim airspeed (which was observed in Section 5.1.3 
and Figures 5.2 and 5.3 where the errors resulting from changes in flight 
condition and associated trim airspeeds were found to be acceptable).

5.2.2 Heave Velocity Measurement

An accelerometer is used to measure the heave velocity. Low-cost, high- 
performance accelerometers, using similar technology to the pressure 
sensors, are now available. The implications for the mounting of the 
accelerometer were discussed in Chapter 3 where it was shown that is 
desirable to place the accelerometer on or as close as possible to the centre of 
gravity.

The output from the accelerometer can also be calibrated and compensated to 
minimise any errors. If the accelerometer has not been mounted at the centre 
of gravity, but is significantly offset along the x-axis, any error induced 
could be computed from the pitch rate signal and from knowledge of the 
approximate distance from the centre of gravity of the aircraft. This error 
could be applied as a correction at this stage. Any misalignment of the 
accelerometer with the aircraft z-axis could produce cross-axis errors in the 
measurement which would appear as transient offsets, however, these are 
likely to be small.

The perturbed value for the heave velocity is washed out from the total value; 
the effect of residual scaling errors is shown in Figure 5.10. Again, a 5%
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error in the scale factor has been used to illustrate the effect more clearly; any 
error in a calibrated sensor would be significantly smaller.

5.2.3 Pitch Rate Measurement

A rate sensor is likely to be the most cost-effective choice for the pitch rate 
measurement, although a displacement gyro could be used. The sensor does 
not have to be mounted on the centre of gravity, but the sensitive axis should 
be carefully aligned with the y axis of the aircraft to avoid cross-axis effects.

The measured pitch rate is passed into the observer, and it is also integrated 
as part of the heave velocity calculation and to generate the pitch attitude to 
feed into the 'model' stage of the algorithm; it affects therefore both the x-axis 
and z-axis wind estimates. Although the trim value of the pitch rate is zero, 
it may still be useful to washout the perturbed value from the sensor signal to 
remove any offset errors. This approach also assists in reducing the effects of 
any drift: any remaining pitch rate signals exhibit themselves as small 
scaling errors. The effect of these errors is shown in Figure 5.11.

Sensor drift is a potential source of error, which manifests itself as a change 
in the sensor offset with time. Low-cost pressure sensors and accelerometers 
can now be obtained which have very good long-term stability. (Drift is 
described in units of parts-per-million (ppm) of the full-scale output per year; 
a drift figure of below 200 ppm per year can be obtained.) Such low drift 
rates do not cause problems during the period for which the system is 
operating and the effect can be eliminated during initialisation. However, 
the rate sensors, which are relatively more expensive even for the low 
performance models, have some inherent drift which can become significant 
in minutes, rather than years.

A significant value of drift in pitch rate would be integrated to produce 
increasingly large errors in the heave velocity and any pitch attitude variables 
which are derived from it, unless some form of compensation is applied. A 
high pass (washout) filter does prevent the build-up of the drift in the pitch 
rate input, but the drift rate must be slower than any pitch perturbations 
which are of relevance to the algorithm. Parameters derived from the 
integrated pitch rate could also require high pass filtering to remove the 
integrated effects of any transients which feed through from the pitch rate
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Figure 5.11: Effect of 5% Error in Pitch Rate Measurements- JFK Windshear
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drift compensation. The compensation could be initialised during the start­
up period before take-off when the aircraft is nominally stationary. The 
exact form of such a system would depend on the drift characteristics of the 
rate sensor.

The effect of the drift of the rate sensor could also be counteracted by 
attempting to improve the performance during periods of steady flight i.e. 
when the acceleration and airspeed are relatively stable and the pitch rate is 
expected to be nominally zero. The pitch attitude of the aircraft will not be 
changing and so inherent drift in the computed pitch attitude could be 
calculated and compensated in a manner similar to the drift compensation 
techniques used for gyro-based mertial navigation systems. These concepts, 
and other possible techniques such as Kalman filtering, or adaptive methods, 
are subjects for further study once the errors induced by actual sensors have 
been established.

If a pitch attitude sensor were used instead of a pitch rate sensor any inherent 
drift would cause less problems, for its output need not be integrated to 
derive the attitude. In contrast, the differentiation of the signal to obtain the 
pitch rate could induce noise and the effects of this noise on the estimation 
algorithm would have to be established.

Noise is a further time-variation which will be evident in the all the sensor 
outputs, but it is likely to be more significant in the pitch rate measurement 
since these sensors are inherently noisier. It differs from drift in being a 
relatively high frequency phenomenon. In a microprocessor-based system 
some of the noise can be eliminated when the analogue signals are digitised, 
as anti-aliasing filters are required to reduce the bandwidth of the signals to 
frequencies which are compatible with the sampling rate of the system. 
Further digital filtering could also be used to reduce any noise which passes 
through the anti-alias filters but which is above the frequencies of interest for 
the estimation algorithm. Sensors should be selected so that the remaining 
noise produces a negligible effect on the algorithm.

5.2.4 Control Setting Measurements and Sensing Errors

The sensors which were discussed in Sections 5.2.1 to 5.2.3 are used to 
measure parameters related to the flight dynamics of the aircraft. The wind
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estimation algorithm also requires a knowledge of the commanded changes 
to the longitudinal aircraft motion: this knowledge is achieved by estimating, 
or measuring, the longitudinal control surface settings. The parameters 
related to the longitudinal control surface settings may be available as signals 
finm the aiirraftbuh for snmiler aircnah ua parhcular, this b luilikely. 
Therefore, thrust and elevator deflection applied by the pilot, and possibly 
other control settings, must be derived by other means.

In conventional aircraft longitudinal control is achieved primarily by the use 
of an elevator which varies the pitch attitude of the aircraft and by changes in 
the throttle setting which causes changes in thrust level. It is the small 
perturbation values of the controls which are needed by the algorithm and 
these can be extracted by using a washout filter.

TT^ (devator deHectkMais contnoUed by the fore/aAinotkMa of th^ contn^ 
yokeinthecxKkputafKL thendbre, arnea^aKofedevah^defkxtkwican be
obtained by attaching an angular displacement transducer to the elevator 
torque tube. Any error in the measurement of elevator deflection affects the 
estimations of both the x-axis and z-axis wind components.

For a system in which the parameters describing aircraft and estimator are 
matched, any change in the control inputs will be cancelled and will not, 
therefore, affect the estimated wind components, as can be seen in equation 
4.18. However, sensor or modelling inaccuracies will cause changes in the 
control settings to generate errors in the estimation process. The control 
inputs are independent of the aircraft response in windshear; hence, any 
errors can not be simulated in the same way as the flight parameter errors. 
To assess the effects of scale errors on the system a typical control input is 
required. Control settings are likely to be steady for much of the take-off 
a]pp)rc>acii ancl laridingrjpliasMBS c^Oig^hit, arid ciiang;e is likeb^ tolbe ha tlie 
form of a small step input. The effect of an exaggerated scale error in the 
yoke position calibration is shown in Figure 5.12. A step change in elevator 
deflection of 3 degrees was implemented at the beginning of the simulation to 
grenereite tliis result. Iri ]3racti(:e, the; steacly emor v/oul(l lae gpraclually 
removed by the effects of the washout filter which has not been implemented 
here.
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Figure 5.12: 5% Error in elevator sensor Scale Factor - 3 degree elevator change
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Changes in thrust are also required by the algorithm. There is a 'trim' thrust 
value for each flight condition and it is deviations from these values which 
affect the linearised equations of motion. For low altitude flight these 
deviations are likely to be small as a pilot rarely adjusts the throttle during 
these phases - on take-off, the aircraft is at maximum thrust, and on 
approach the thrust is maintained at a steady, low value until just before 
touch-down.

Thrust cannot be measured directly without a specialised system. For a 
piston-engined aircraft, thrust depends on the mixture and propeller control 
settings, as well as the throttle setting. The mixture is varied with altitude; 
at low altitudes it is set to be relatively rich because of the higher air density. 
The propeller pitch can be varied to maintain the maximum engine efficiency 
and, in cruising flight, a propeller efficiency of up to 85% can sometimes be 
obtained with a well-designed propeller; however, at lower speeds, the 
efficiency is less. [71] In practice, the propeller and mixture settings are 
secondary effects and the small perturbations from the trim thrust setting is 
affected principally by the throttle position. Therefore, if a position 
transducer can be fitted to the throttle lever the setting can be calibrated to 
provide a signal which closely approximates the applied thrust.

Figure 5.13 shows the effect of an exaggerated scale error in throttle position 
measurement when a step change of 5% thrust is applied at the beginning of 
the simulation. A small drift in the estimate of the x-axis wind component is 
noticeable; this would be removed slowly by a washout filter.

The additional controls which affect the aircraft's longitudinal motion e.g. the 
flap settings, can be significant. The steady-state flap positions are included 
in the aircraft and control matrices which describe each phase of flight. 
However, a deployment of the flaps, or a change in their position, during 
low-altitude phases of flight will produce sudden changes in the 
aerodynamic forces which will affect the small perturbation values of the 
sensed parameters. Some of the early designs of windshear detection system 
only generated windshear alerts on take-off until the flap were retracted, and 
the systems were reactivated when the flaps were extended for landing. [58] 
An example of the problems associated with the operation of flaps during 
periods when windshear detection is operational is the recent accident 
involving a DC-9 at Charlotte, North Carolina. [72, 73] The accident has
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Figure 5.13: 5% Error in Throttle Sensor Scale Factor - 5% Thrust Change
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been attributed to a microburst encounter on approach to the airport. The 
aircraft was fitted with a reactive windshear detection system, designed by 
Honeywell, but this failed to provide a windshear alert, despite a headwind 
shear of 61 knots. This is because the windshear was encountered as the 
flaps were being deployed: to avoid the generation of nuisance alerts caused 
by the variation in the lift, the system inhibits warnings while the flaps are in 
transit.

The windshear detection system requires, therefore, an indication of the flap 
settings and, possibly, other configuration settings, e.g. undercarriage 
position. The effects of these settings can then be included in the aircraft 
model in a similar fashion to the modelling of the changes m the elevator and 
thrust level.

5.3 Discussion and Summary

The alternative methods for implementing the estimation algorithm were 
shown in Chapter 4 and gave a reasonable estimate of the wind acting on the 
aircraft when the observer model matched that of the aircraft itself. Section
5.1 examined the performance of the algorithm when the modelling was not 
identical - a situation which arises with during the differing phases of flight. 
It was found that the x-axis wind component could be estimated when 
measuring only the pitch rate and airspeed and the z-axis component could 
be determined from the heave velocity and pitch rate, but to estimate both 
wind components to a reasonable accuracy required all three flight 
parameters to be measured. Scheduling of the observer and model matrices 
associated with the linear aircraft equation of motion, using the measured 
airspeed, produced improved estimates.

Section 5.2 considered briefly the practical problems of sensing the 
parameters required by the algorithm. The forms of errors inherent in 
sensors were considered and the probable effect on the algorithm was 
examined. The principal requirements for the sensors are good resolution 
and stability as other effects can be removed during calibration or 
compensation can be applied. Small errors in the form of oscillation and 
slow drift were introduced but these did not show a significant effect upon 
the wind component estimates.
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A more comprehensive examination of the effects of sensing errors is 
required before the performance of the algorithm with 'real' sensors can be 
fully assessed and this would include more detailed modelling of the sensors. 
Such an investigation should be conducted using a 'full' dynamic model of 
the aircraft, rather than a small-perturbation model, which could be 
achieved using, for example, a flight simulator. This would enable the 
washout filtering, compensation techniques and gain scheduling of the 
airspeed to be evaluated more effectively.



138

6 HAZARD EVALUATION AND WARNING METHODS

6.1 Hazard Evaluation and Warning Requirements

The wind estimation algorithm discussed in the previous chapters gives an 
estimate of the wind components acting on an aircraft. These components 
can be used as part of the windshear detection system, but to do this requires 
criteria for evaluating the hazard presented by the varying winds.

The requirements of the hazard evaluation are twofold; to determine 
whether a hazardous windshear exists and to trigger a timely alert. The risk 
imposed by a wind condition will be determined by pre-set criteria and the 
thresholds for this must be chosen to maximise the detection of any 
dangerous winds while minimising alerts for which there is no significant 
hazard; that is, the system must respond to windshear but not to smaller 
magnitude gusts or turbulence. Possible criteria could be defined by 
considering the wind magnitudes, wind changes or the effects of the wind on 
the aircraft. In addition, the time required by the windshear evaluation 
algorithm to assess the situation must be short so that the alert is provided as 
early as possible giving the pilot maximum time to respond to the alert and to 
manoeuvre the aircraft to escape from the windshear.

The warning system must provide a clear and unambiguous warning. The 
method and format of alert must be such that the pilot is provided with the 
necessary information to enable a rapid decision to be taken and the 
appropriate reaction to be made. The design of such a warning system 
involves consideration of several human factors and the study of the 
appropriateness of differing forms of alert includes an examination of these 
considerations.

6.2 Effect of Wind on Airspeed and Vertical Speed

A windshear is a change in the wind vector, and the definition given in 
Chapter 1 describes a hazardous windshear as one which induces a change in 
excess of 15 knots in airspeed or 500 feet per minute in the vertical speed of 
an aircraft. The magnitudes of the wind components which generate these 
responses depend upon the temporal properties of the wind components and 
upon the aircraft dynamics. Some insight into the relationship can be



139

determined from transfer functions which describe the responses of the 
airspeed and vertical speed to the winds.

6.2.1 Transfer Functions relating Airspeed and Vertical Speed to Wind 
inputs

Th^transh^functknisfor dve airspeed andv^utkxU qpeed ofth^ainoKdtiu^
derived from the state equation (2.23) by considering the response of the 
aircraft to wind inputs solely i.e.

X = Ax + Ewind

y = Cx+Dw ind

(61)

(6.2)

Here the C and D matrices are different from those used in earlier chapters 
and reflect the fact that the output variables have been selected to be the
ainqaeed and\^uthxd speed of dnscurcmh. TThe ahsfxxxlis derrved from
equation (A14) as

(6.3)

The inerdal verdcai speed (%m be found by consideruag the relationship
between the z-axis acceleration and the state variables from equation 3.10.

-w-U^q^-h (6.4)

From this the vertical speed, measured positive for an upward motion and 
negative for descent, is:

h = -w + LZ„0
(6.5)

Hence the matrices for the output equation 6.2 are:

C = 1 0 0 0 
0 -1 0 LL (6.6)
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D =
1 0 
0 0 (6.93

where

(6.8)

The transfer function is given as a function of the Laplace operator, s, by;

G(s) = C(sI-A)-'E + D (6 9)

The frequency response from each input to each output can be derived by 
substituting s = ;co into equation 6.9. Figure 6.1 shows the magnitude of the 
frequency response of the airspeed and vertical speed to the wind inputs. 
The transfer functions were evaluated using the data for the Cessna 402B 
using the flight condition which relates to take-off at sea-level. The 
frequency range used was chosen to show the principal features of the 
aircraft response. In some parts of the analysis it may be more convenient to 
consider the wind period rather than the frequency. The period is the 
reciprocal of frequency, and so any decrease in frequency will correspond to 
an increase in period.

The first plot shows the magnitude of the frequency response of the airspeed 
to the x-axis wind. At frequencies above approximately 0.2 Hz, which 
relates to winds variations with a period of five seconds or less, the gain is 
0 dB. The wind change causes a change of equal magnitude in airspeed, 
but, as the restoring dynamics of the aircraft (discussed in Chapter 2) are 
slower, their effect is not exhibited in the response at these frequencies. As 
the frequency of the x-axis wind decreases the magnitude of the response 
increases until it reaches a maximum of approximately 23 dB at 0.024 Hz (42s 
period). At this frequency the magnitude of the response is fourteen times 
greater than the magnitude of the wind, and the frequency of the wind 
corresponds to the phugoid frequency of the aircraft; thus the wind is 
exciting the natural mode of the aircraft, which causes the significant 
amplification. Below this frequency the response of the aircraft again 
decreases, and at frequencies below 0.017 Hz (60s period) the aircraft 
produces an increasingly attenuated response to the wind input - the
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restoring dynamics counteract the effects of the changing wind. This agrees 
with the analysis of Chapter 2, where it was shown that an aircraft subjected 
to a change in airspeed eventually returned to the equilibrium airspeed, 
albeit with a change in altitude and ground speed.

The low frequency response of the airspeed to a z-axis gust is similar to that 
produced by the x-axis gust, although the magnitude of the response is 
small. The resonant effect at the phugoid frequency is apparent and the 
response decreases as the frequency decreases. However, at frequencies 
above the phugoid frequency the response also rolls off continuously, so that 
high frequency changes in the z-axis wind produce negligible response in the 
airspeed.

The effect on the inertial vertical speed of a horizontal gust is similar in form 
to the response in the airspeed to an z-axis wind. A significant response 
occurs at frequencies close to the phugoid frequency and above and below 
this frequency the response rolls off. At the phugoid frequency the 
magnitude of the response is approximately 17 dB.

The effect of a z-axis gust on the inertial vertical speed of the aircraft is more 
complex. A pole and zero in the transfer function are close together in the 
region of the phugoid frequency which causes the large magnitude change 
exhibited in the figure. The plot again shows a maximum response at the 
phugoid frequency with little effect at higher frequencies. At low 
frequencies a change in the vertical wind produces an equivalent change in 
the vertical speed of the aircraft.

6.2.2 Frequency Characteristics of Hazardous Windshear

The hazard posed by winds of differing frequencies on the Cessna 402B 
aircraft can be summarised.

High frequency winds are classified as turbulence and the characteristics of 
turbulence were described in Chapter 2. Although winds at these 
frequencies can be seen to affect the airspeed, the dynamic response of the 
aircraft is slow and, consequently, they do not have a significant effect on 
the flight path. At very low frequencies an x-axis wind component has
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negligible effect, while a low-frequency z-axis wind causes an equivalent 
change in vertical speed.

For wind periods between 5 and 64 seconds (frequencies 0.015 Hz to 0.2 Hz) 
the amplitude of the free response of the aircraft is greater than that of the 
wind causing the excitation. At these frequencies, and particularly at the 
phugoid frequency, the changing wind produces large airspeed and vertical 
speed deviations from a trim condition. A significant wind speed change in 
this bandwidth could result in large airspeed and flight path deviations 
which, at low airspeed and altitude, could cause a stall condition and, 
subsequently, ground impact.

The results show the free response of the aircraft to a wind. In practice, a 
pilot would act to correct any observed flight path deviations. The phugoid 
period of an aircraft is sufficiently long to allow a pilot to apply corrective 
control inputs and, as a consequence, the flight path and airspeed deviations 
could be significantly reduced. This has been demonstrated in piloted 
simulation studies where flight path deviations were reduced by a factor of 
four. [74]

The implications for a windshear detection system are that the hazard 
criterion must function according not only to the magnitude but also to the 
frequency distribution of the wind acting on the aircraft. Wind periods in 
excess of 5 seconds are amplified by the aircraft dynamics and cause sudden 
changes in airspeed and vertical speed. These may cause large flight path 
deviations before the pilot becomes aware of the situation and reacts. 
Frequencies around that of the phugoid mode of 0.024 Hz (42 second period) 
allow the pilot more time to respond, but the effects upon the aircraft 
dynamics are greater. More slowly varying winds provide a longer time for 
the pilot to react to a change and to control the flight path, as well as 
producing a smaller effect, but the change itself is also prolonged and may 
produce a large total change in the residual energy of the aircraft. For each 
of these cases a timely windshear warning to alert the pilot to the windshear 
condition could increase the survivability of the event.
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6.3 Hazard Evaluation Methods

The method used to determine whether a hazardous windshear has been 
encountered could be based on the wind components themselves or on the 
aircraft's performance margins in the wind conditions. For transport aircraft 
the FAA have specified a detection criterion based on the F-factor, which is 
derived from the aircraft's energy margin and, therefore, its ability to climb 
out of the shear. However, general aviation aircraft have lower take-off and 
landing speeds than transport aircraft and so the speed margin of the aircraft 
must also be considered carefully; even moderate windshear may cause 
airspeed losses which could induce a stall condition.

Three alternative methods for defining hazard criteria are discussed here. 
The first method examines the change in the wind components, thereby 
measuring windshear directly, whereas the second method considers the 
aircraft response in windshear. Finally, the F-factor evaluation method is 
discussed. Section 6.4 will then discuss the problem of setting thresholds 
levels for each method and will compare their performance.

6.3.1 Wind Change Thresholding

The windshear hazard must be evaluated in real-time and this means that 
time domain techniques are the most appropriate. A method of measuring 
wind changes which occur over short periods of time is considered first. The 
time period can be determined using observations of the aircraft and pilot 
frequency responses made in Section 6.2.2. This suggests that wind changes 
with periods between approximately 5 and 60 seconds are most hazardous. 
Low-pass filters can be used to attenuate frequencies above this range in the 
estimated wind component. The most recent 30 seconds of data can then be 
examined and the wind changes which occur during that period can be 
found. This duration is chosen because it represents the time for a half­
period swing from maximum to minimum, or vice versa, of the slowest 
wind variation being considered, i.e. a wind period of 60 seconds. When the 
wind changes have been extracted they can be compared with a chosen 
threshold value and, if this level is exceeded, an alert is triggered. A 
flowchart showing the method of implementing this method is given in 
Figure 6.2. Figure 6.3 shows the wind changes extracted when the wind 
components from the JFK windshear are fed directly into the algorithm.
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Figure 6.2: Flowchart of Wind Change Thresholding Method
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Figure 6.3: Extraction of Changes in Wind Components - JFK Windshear
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The algorithm will also detect wind changes which have a period greater 
than 60 seconds, but the magnitude of the change which causes an alert will 
be larger, as the wind must change by the threshold quantity within the 30 
second time interval to produce a warning. Thus the windowing technique 
has an inherent high-pass filter characteristic which limits the detection 
bandwidth.

6.3.2 Performance Margin Thresholding

The change in the performance margins of the aircraft itself could be 
considered; for example, a speed margin method may be suitable as the 
aircraft's airspeed is being measured directly. In this case, a threshold could 
be set at a fixed margin above the Ig flight speed (the minimum speed to 
sustain level flight) or the stall speed, and if the x-axis wind component is 
sufficiently large to cause a degradation in airspeed to below this level, the 
windshear alert system could be triggered.

This simple method does not take account any z-axis winds. These could be 
included by evaluating their relative effect, and an approximation of this can 
be calculated by considering the aircraft's energy state which is the sum of its 
potential and kinetic energy.

E = ~mUj^ + mgh (6.10)

The change in energy can be calculated and set to zero, and the kinetic and 
potential energy change can then be equated. It was observed in Section 6.2 
that a 'steady' or very low frequency vertical wind component produces an 
equivalent sink rate in the free-response of the aircraft, but at slightly higher 
frequencies around the phugoid mode it produces a gain factor of up to 
seven. The height change resulting from a z-axis wind can be replaced by 
the wind component and an associated frequency-dependent gain, kj.

(611)

The change in the x-axis wind component produces a change in airspeed, but 
this varies according to the gain in the transfer function at each wind
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frequency. Using a second gain factor, , the effect on the aircraft's energy 
of the x-axis and z-axis winds can be related by:

(6.12)

or

(&13)

This equation provides an approximate relationship between a z-axis and 
x-axis wind component. The gain, is the ratio of the gain, at a
particular frequency, of the z-axis wind to vertical speed transfer function to 
that of the x-axis wind to airspeed transfer function. This varies from 1 to 2 
in the frequency range for detection when the free response of the aircraft is 
considered. However the piloted response, discussed in Section 6.2.2, is 
likely to produce a smaller transient deviation in flight path and airspeed, 
and so the effective gain could be reduced, especially in the region of the 
phugoid frequency. Estimates made from the piloted simulation results 
suggest that the phugoid oscillation can be controlled to approximately a 
quarter of the amplitude of the uncontrolled oscillation. [74] Hence, a gain 
factor of unity is used as a reasonable initial estimate, so that the final 
relationship becomes

(6.14)

To implement this method the z-axis wind is passed through a low pass filter, 
or a moving-average technique is used, to extract the low frequencies which 
represent a windshear hazard. The output is then converted to an 'energy 
equivalent' x-axis wind change using equation 6.14. For example, from this 
relationship, a z-axis wind with a magnitude of 1% of the aircraft's airspeed 
and a duration of a fifty seconds is approximately equivalent in energy 
change to a x-axis wind change of 16 ft/s for the Cessna 402B.

Figure 6.4 shows a method of implementing the algorithm. Different 
performance margins could be considered using this method. When
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Figure 6.4: Flowchart of Performance Margin Thresholding Method
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equation 6.14, which was derived using a relatively intuitive approach, is 
compared with the F-factor in equation 2.25 it can be seen that the energy 
method used in both cases has yielded similar results.

6.3.3 F-factor Thresholding

The FAA produced a Technical Standard Order for reactive windshear 
warning systems for transport aircraft. [31] This document specifies the 
method by which the risk associated with the sensed wind conditions can be 
evaluated, and it is based on the F-factor. The F-factor and its derivation are 
discussed in Section 2.2.3. This showed that the F-factor was related to the 
x-axis and z-axis winds according to Equation 2.25 viz.

& Lf.
(6.15)

Here g is expressed in the same units as u and Lf, is the true airspeed. The 
sign of the F-factor differs from that used in the reference because of 
differences in sign conventions; in all cases a negative F-factor represents a 
performance decreasing wind condition.

Figure 6.5 is based on Figure 1 from the reference and shows the criteria for 
which an alert must be given. [31] The abcissa is a time axis and represents 
the duration, t, over which the wind is being assessed. The ordinate shows 
the average value of the F-factor over the period, x, which is calculated as;

(6.16)

(The signs of the abscissa scale of the graph in the reference are assumed to be 
incorrect and have been inverted in Figure 6.5, as the document states that 
the figure is intended to relate to performance decreasing conditions.) For 
durations of less than five seconds no alert is required, regardless of wind 
intensity. A wind which generates an average F-factor less than -0.21 over a 
five second duration must produce an alert. As the thresholding duration is 
increased the threshold value decreases so that a warning is given if the 
relationship of equation 6.17 is true, viz.
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-1049

(6.17)

This criterion applies for periods up to ten seconds, when the threshold is 
-0.105. For averaging durations longer than ten seconds the 'must alert' 
threshold is shown in the figure to be constant at -0.105. Such a criterion is, 
in practice, included in the criterion for the 10s averaging period because an 
event for which the average F-factor is more than -0.105 during any ten 
second period cannot be below this threshold over a longer period.

The implementation of this form of windshear thresholding in a real-time 
system requires some simplification of the method; in particular the 
calculation of over a continuously varying period could impose a large 
computational requirement. However, as the frequencies of the wind which 
may be a hazard are relatively low, averaging the F-factor over periods of, 
for example, 5, 6, 7, 8, 9 and 10 seconds is likely, at worst, to result in a 
marginal warning being delayed by up to a second. The averaging process is 
a compromise, therefore, between computational complexity and warning 
promptness.

A flowchart which shows a method of implementing the FAA criteria 
numerically using the averaging periods discussed is shown in Figure 6.6.

6.4 Comparisons of Thresholding Levels

A comparison of the three techniques can be made by comparing their 
warning effectiveness using differing wind magnitudes and profiles. The 
form of windshear was discussed in Chapter 1 and possible models were 
presented in Chapter 3. In addition, the discussion of Section 6.2 revealed 
the temporal characteristics of hazardous windshear. However the 
magnitude of a wind which constitutes a hazard has not been considered and 
this will vary, as it is dependent on the performance of the particular aircraft. 
The means of determining a suitable magnitude will be considered in 
Sections 6.5 and 6.6, but, for the present comparison, the threshold levels 
defined by the FAA for transport aircraft will be used. [31] It will be 
attempted to match these threshold levels using the other two methods.
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Figure 6.6: Flowchart of F-factor Thresholding Method
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6.4.1 FAA Threshold Levels

eqtmtkMi(xl7 bsahsfK^forldnbe^xHiods behveen 5 and 10 seoMads. Aji
equivalent x-axis wind speed change can be found from the values of for 
these periods:

(6.18)

Ig is 19.1 knots/s. For any averaging period between 5 and 10 seconds the 
equivalent x-axis wind speed change for which an alert is required is a 
constant 20 knots. Above this time period the threshold is held constant 
and so the wind change which would be required to trigger an alert increases 
linearly. As mentioned in Section 6.3.3, such a wind changes would be 
detected as a 20 knot change over a ten second time period.

lTue2rax^vvhid du^abc^d KrnoretXMnplex. Foraz^^^isivind only, the
equation for F^^ is:

(6.19)

If the z-axis wind is constant over the period of interest the z-axis wind 
threshold as a ratio of the total indicated airspeed can be found.

F (6.20)

The decreasing threshold defined for averaging periods between 5 and 10 
seconds means that the z-axis wind component required to trigger an alert 
will decrease correspondingly from a downdraft with a magnitude of 21% of
the airspeed for a 5 second duration to one of magnitude 10.5% for a 10
second averaging period.

6.4.2 Performance Margin Threshold Levels

The )(-axLs i/vinci thuneshiold lased fry tlie F^iauztor rruathod of Sectuori (5.4.1 is 2!0
knots detected over durations of up to ten seconds and therefore for winds of
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periods up to 20 seconds. The same duration could be used for the 
performance margin method, but the analysis of the frequency response of 
the aircraft suggested that wind period of up to approximately 60 seconds 
should be considered and so the 'window' for detection of the half-period 
peak-to-peak change will be set initially to 30 seconds instead.

The equivalent z-axis wind threshold can be found from equation 6.20. A ten 
second moving average is used to extract the 'steady' z-axis wind component 
and therefore the threshold is set to be 10.5% of the airspeed to equate to the 
F-factor threshold for a ten second averaging period.

6.4.3 Wind Change Threshold Levels

This method considers the magnitude of the change in both the x-axis and the 
z-axis wind components. The x-axis criterion is therefore exactly the same as 
that for the performance margin method and so the same threshold of 20 
knots and window length of 30 seconds is used.

The definitions of the hazardous windshear as 15 knots horizontal wind 
change or 500 ft/min (5 knots) vertical change suggest that the z-axis wind 
change threshold should be set to be one third of that for the x-axis wind, but 
the transfer function plots of Figure 6.1 indicate that for changes within the 
bandwidth of interest, the x-axis wind has approximately twice the effect of a 
z-axis wind of similar magnitude. Therefore the z-axis threshold is initially 
set equal to that of the x-axis wind and the alert is triggered if a 20 knot z-axis 
wind change is detected.

6.4.4 Threshold Tests

The first test uses the simple model of a microburst discussed in Section 2.3.4 
and shown in Figure 2.11 to examine the thresholding levels of each of the 
hazard assessment methods. The model parameters were varied during the 
test to simulate windshear of differing amplitude and period. The three 
thresholding methods were each tested for x-axis and z-axis windshear 
conditions separately using microburst periods of between one and one 
hundred seconds. The amplitude of the wind was gradually increased until 
a warning condition was detected.
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6.4.5 Threshold Test Results

Figure 6.7 shows the plots of the amplitudes of the modelled microburst at 
which an alert was triggered by each of the thresholding methods, plotted as 
a function of the period of the gust. It should be noted that for both wind 
components, the amplitude of the wind used in the tests represents a wind 
change of twice that value, as can be seen in Figure 2.11.

The results for an x-axis wind are discussed first. Only two traces are shown 
on the plot because the wind change criterion and the performance margin 
method both use an identical method of thresholding for x-axis windshear. 
The plot can be divided into three distinct regions; a 'low-pass' filtering 
region between one and ten seconds, a pass band' between ten and twenty 
seconds and a 'high-pass' filtering region for windshear periods in excess of 
twenty seconds.

In the first region the low-pass characteristics of each method are achieved in 
different ways. The thresholding level for the wind change algorithm is 
governed by the nature of the low-pass filter through which the wind 
components are passed before the thresholding algorithm is applied. Here a 
fourth-order Butterworth filter has been used with a 0.25 Hz (4 seconds) cut­
off frequency. In contrast, the low-pass filtering for the F-factor algorithm is 
effected by the averaging process for which the minimum period is six 
seconds, so that any winds with periods below twelve second are attenuated.

The two methods show a good match within the 'pass band' region where 
they both trigger an alert for an amplitude of 10 knots (a 20 knot wind speed 
change). The differences in the high-pass region are caused by the 
differences in the length of the data window' for the two algorithms. The 
F-factor method has a maximum averaging time of ten seconds and so the 
maximum period of the wind within the pass band is twenty seconds. The 
window length for the wind change algorithm was originally set to be thirty 
seconds so that the pass band would extend to sixty second and thereby 
correspond to the bandwidth of hazardous wind as discussed in Section 6.2. 
This was found to give a very slow increase in the thresholding levels above 
the sixty seconds 'cut-off, i.e. the filter roll-off was slow, and so the window 
length was reduced to twenty seconds and the high-pass filtering this 
produces begins to roll-off at forty seconds. The attenuation at periods of up



157

x-axis windshear warning thresholds

z-axis windshear warning thresholds

Figure 6.7: Comparison of Windshear Alert Thresholds
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to sixty seconds is slight, as can be seen in the figure. Reducing the 
algorithm data window further would cause the threshold levels for periods 
above twice the window length, and the rate of 'roll-off in this region, to 
increase; therefore, a ten second window would be likely to produce similar 
'high-pass' results to those from the F-factor algorithm.

The second plot shows the z-axis wind thresholds as a function of wind 
period for each of the three methods. Here a fourth-order Butterworth filter 
is used to extract the high frequency components from both the performance 
margin' method and the wind change' algorithm, with a cut-off frequency 
set to 0.1 Hz (10 seconds).

It was attempted to match the threshold levels of the F-factor and 
performance margin methods and the two plots show a close agreement. 
Both show similar low-pass filtering effects and neither method shows an 
increase in the threshold as the period increases.

In contrast the z-axis threshold level produced by the 'wind change' 
algorithm differs from the other two. The low-pass filtering characteristic is 
produced by the Butterworth filter. The threshold and window length for 
this method were set to be the same values as those for the x-axis wind 
change and the response in at low frequencies is the same, although the 
differences in the x-axis and z-axis components of the test profile produce an 
apparent difference in the results.

6.4.6 Comparison of Hazard Criteria using Windshear Profiles

The tests in Section 6.4.4 compared the wind intensities at which a windshear 
warning was given. However, the time taken to evaluate the hazard and 
trigger an alert is also significant, and so tests were performed to compare 
this. The windshear profiles derived from records obtained from aircraft 
accidents, described in Chapter 3, were used. These profiles were passed 
into each of the three algorithms and the elapsed time from the beginning of 
the windshear profile to when the hazard criteria were first satisfied was 
recorded. The methods were initially tested using the 'JFK' profile and then 
using the 'DFW' wind history.
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Figure 6.8 shows the JFK wind components and the alerting periods for each 
of the thresholding methods. The origin of the time axis corresponds to the 
time when the aircraft passes through the core of the downburst and 
experiences the maximum downdraft. Here the F-factor threshold produced 
the earliest warning at -1.6 seconds, 0.3 seconds ahead of the wind-change 
thresholding method (-1.3 seconds) and 1.9 seconds ahead of the performance 
margin method (0.3 seconds).

The 1.9 second delay between the F-factor and the performance margin 
methods was investigated and was found to arise, in part, from the effect of 
the low-pass filtering. The moving average technique used by the 
performance margin method itself produces a low-pass filter effect, and so 
the pre-filtering was removed from the performance margin algorithm and 
the threshold levels for the algorithm were re-tested. There was no 
distinguishable difference, showing the pre-filtering to have been 
superfluous. The method was tested again using the JFK profile and this 
time the alert was given by the performance margin algorithm after 175.9 
seconds of exposure to the JFK windshear.

A further cause for differences between the methods is because the F-factor 
has a series of thresholds and averaging periods between five and ten 
seconds, whereas the performance margin method has a single ten-second 
averaging period. The different averaging periods affect the time taken to 
measure the 'steady' z-axis wind component and as a consequence the 
F-factor method will detect a deterioration in the z-axis wind component 
earlier than the performance margin method.

Differences in the alerting conditions between the wind-change method and 
the other methods are likely to arise because of the different concept used to 
define a windshear condition. The plot shows that the wind-change 
algorithm produces a series of short duration alerts corresponding to the 
sudden changes in the wind components, whereas the other two methods 
result in single alerts of longer duration.

The small time difference between the alerts of the F-factor method and the 
wind-change method were investigated and were also found to be produced 
in part by the low-pass pre-filtering applied to the estimated wind 
components for the latter method. If the cut-off frequency of the filter is
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Figure 6.8: Alert Generation by Thresholding Methods - JFK Windshear
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changed to a higher frequency the delay is reduced, but this also produces a 
lower threshold in the high frequency region and therefore less turbulence 
rejection.

A further contribution to the differences between the F-factor and the wind- 
change threshold method is the chosen level of threshold. At present z-axis 
threshold used in the wind-change method is significantly larger than that for 
the other methods and a decrease in this would enable the wind change 
method to alert after a smaller wind change. This would decrease the time to 
alert, but it could result m an increased number of false warnings.

The DFW windshear profile was also used for testing. The pre-filtering was 
not applied to the z-axis component when testing the performance margin 
method, in accordance with the observations made from the results of the 
JFK tests. The other two methods were unchanged, with the cut-off 
frequency of the pre-filter for the x-axis and z-axis wind changes remaining at 
0.25 Hz and 0.1 Hz respectively, and the thresholding level at 20 knots wind 
speed change.

Figure 6.9 shows the DFW windshear components and the periods during 
which the hazard criteria were satisfied for each of the evaluation methods. 
For this case, the wind change criterion gave the earliest alert at -22.0 seconds 
and the warnings from the F-factor and performance margin methods were 
made at -15.4 seconds and -13.3 seconds respectively.

The z-axis wind component is the principal cause of the exceedance of the 
hazard threshold. The differences in the warning times between the wind 
change method and the other method arise because this component exhibits a 
small updraft before the onset of the downdraft - a characteristic of a 
symmetric microburst. Therefore the threshold of the wind change method 
is triggered by the large negative wind change before the methods which use 
the magnitude of the z-axis wind as part of the criterion. An extra 
6.6 seconds are available for the pilot to respond using the wind-change 
threshold as configured here.

If the warning times for the two wind profiles are compared it can be seen 
that the warning for the DFW windshear is given before the central core of 
the microburst with its very large wind changes is encountered, enabling the
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pilot to maximise altitude in advance. In contrast, the JFK alert is given as 
the aircraft experiences the maximum wind changes for this profile and so the 
pilot receives a less useful warning.

6.5 Discussion of Hazard Criteria

The performance of the three methods of defining a hazardous wind were 
examined using two windshear profiles in Section 6.4.6 and all three 
produced an alert within a few seconds of each other. The F-factor and 
performance margin methods were similar in design and produced similar 
alert characteristics, although the performance margin method showed a 
delay, mainly because of its longer averaging period for z-axis windshear 
detection.

The wind-change criterion was based upon a different method of defining the 
hazard. This showed comparable results, giving a warning 0.4 second after 
the F-factor method for the JFK windshear but 6.6 second ahead for the DFW 
windshear. All the criteria examine the x-axis wind change and, therefore, 
the differences arise mainly from the z-axis thresholding. The relative 
hazards of a z-axis and x-axis wind change are difficult to define and were 
reasoned to be approximately equivalent in Section 6.4.3; as a consequence a 
significantly larger z-axis wind change is required before an alert is triggered 
when compared with the threshold levels for a steady downdraft used by the 
other two methods.

The performance of the wind change algorithm differs from that of the 
F-factor hazard criterion. In the tests using the DFW and JFK profiles the 
differences are exhibited in the timing of the alerts, but, for some wind 
profiles, one criterion could produce an alert whereas the other might not 
detect a windshear. This could occur when an updraft changes suddenly to 
a downdraft in a similar way to the first thirty second of the DFW profiles in 
Figure 6.9. If no further deterioration in the wind condition occurred only 
the wind change algorithm would generate a warning. In contrast, if an 
aircraft is flying slowly relative to the rate of change of the z-axis wind 
component, the wind change algorithm is less likely to detect a windshear as 
the apparent period of the wind would be less and the high-pass effect of the 
windowing could, therefore, attenuate the change. However, the F-factor 
calculates the z-axis wind hazard as a ratio of the wind component to the
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aircraft's airspeed and so the slower transition of the shear is taken into 
account. Design changes to the wind change algorithm would allow the 
airspeed to be incorporated in the z-axis wind change evaluation, and could 
enable the data window for the z-axis wind to be increased; both these 
changes would reduce the difference in the performance for this case.

The selection of the most suitable criterion for use in the detection system is 
complex. The wind-change and F-factor methods gave the best results in the 
limited tests performed but these results were dependent on the thresholds 
and filtering used. Further design of both of these aspects could yield 
performance improvements. The thresholds must be set to detect the 
maximum number of hazardous windshear while minimising false alerts and 
the filters must optimise turbulence rejection while giving a timely response 
to a windshear condition.

One of the problems of choosing the best hazard criterion is in defining the 
characteristics of hazardous windshear to use as a reference. This has been 
achieved to some extent in this analysis by considering the effects of wind on 
an aircraft and defining bandwidths for the wind hazard. A study 
conducted to evaluate methods principally intended for ground-based and 
forward-looking windshear detection systems provides an alternative 
approach to evaluation of the relative merits of different forms of hazard 
criteria. [75]

The evaluation was achieved by simulating the dynamics of a piloted aircraft 
flying several different approach trajectories through a modelled microburst 
windfield. An approach degradation factor was defined as being the root 
mean square of the sum of non-dimensional values related to the deviation of 
the flight path below the glideslope and the airspeed loss relative to the stall 
speed, and this factor was integrated over the whole approach to give an 
overall 'microburst impact' factor for that approach. Five different hazard 
criteria were defined and these were intended to assess the criteria used by 
such systems as the Terminal Doppler Weather Radar and forward-looking 
airborne windshear detection as well as those for reactive systems; they 
comprised:

1. Total Divergence - the headwind-to-tailwind shear, measured
along the glideslope.
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2. Mean Shear - total divergence divided by the distance between 
the headwind and tailwind peaks.

3. The Peak F-factor.

4. The largest F-factor exceeded for a given distance, using 
distances from 1500 feet to 6000 feet.

5. The largest mean F-factor over a given distance, using distances 
from 1500 feet to 6000 feet.

The value of each of the hazard criteria was evaluated for the approaches. 
The correlation with the microburst impact factor was calculated and this was 
then taken as a measure of the effectiveness of the criteria in determining a 
hazardous wmdshear.

The criteria which showed the best correlation were the mean shear, the 
largest F-factor exceeded over 1500 and 3000 feet, and the largest mean 
F-factor over 4500 feet. The last two criteria are intended primarily for 
forward-looking airborne systems but because the reference distance can be 
related to a reference time period at a given aircraft velocity, these methods 
could also be applied to reactive systems. Distances of 1500 to 3000 feet 
would relate to time periods of between five and fifteen seconds for a typical 
range of transport aircraft speeds. The F-factor exceedance criterion would 
be implemented by setting a threshold for the F-factor and triggering an alert 
if this were exceeded for the whole of the reference distance (or time). In 
contrast, the largest mean F-factor criterion is analogous to the method 
recommended in reference 31 and used in the F-factor analysis in Section 
6.3.3. From the results in the reference it would seem likely that a method 
analogous to the F-factor exceedance criterion may yield an improved 
performance.

The mean shear criterion gave the best correlation of all the methods but the 
divergence alone gave the worst. This was accounted for by the fact that the 
divergence method measures only the along path component of the shear, i.e. 
the x-axis wind, whereas the mean shear method measures the rate of shear, 
and this is a better indication of the effect of the wind on the aircraft. In 
addition, because continuity of mass applies to the airflow, it was argued
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that the rate of headwind change gives some measure of the magnitude of the 
downdraft. The wind change criterion tested in Section 6.4.4 measure the 
change in both components and to take account of the rate of shear to some 
extent by defining the bandwidth and roll-off characteristics of the method at 
high and low wind frequencies. It would seem likely, therefore, that the 
wind change criterion may relate more closely to the results from the mean 
shear method than those for total divergence. A similar study to test this 
criterion would not only indicate whether this is correct, but could also assist 
in defining a factor to relate the x-axis and z-axis wind change threshold. 
This could be achieved by varying the factor to optimise the correlation.

The study in reference [75] took no account of the time taken by the hazard 
assessment algorithm to perform the evaluation and long averaging periods 
will cause a delay in the alert, as observed in the tests of Section 6.4.4. For a 
reactive detection system this is of the greatest importance. In addition, the 
computational intensity of each algorithm and, therefore, the time taken to 
perform the evaluation, is an additional factor which must be considered 
when selecting the most appropriate method for any real-time system.

Finally, reference [75] makes no attempt to define the threshold levels for 
each criterion, as these would depend on the type of aircraft for which the 
system is being designed. A hazardous windshear could be defined in a 
similar way to the approach degradation parameter viz. in terms of the 
induced flight path and airspeed deviations, and the optimum threshold 
levels could then be found using similar simulation techniques.

6.6 Thresholding Levels for the Cessna 402B

The task of defining suitable hazard criteria and threshold levels for use in a 
windshear detection system for general aviation aircraft is a subject for study 
and verification as discussed in Section 6.5. The evaluation of the detection 
system performance need not be dependent on these threshold levels because 
an assessment can be made by comparing the alerts provided by the detection 
system with those generated by applying the same criteria to the wind profile 
itself. Nevertheless, it would be useful to set some more realistic 
thresholding levels than those defined for transport aircraft which were used 
in the earlier tests.
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Various parameters describing the flight dynamics of the Cessna 402B for the 
different flight phases are given in Appendix B. Further information relating 
to the Cessna 402C, which is similar in performance to the 402B, can be 
derived. [76] The relevant performance data derived from these sources are 
given in Table 6.1.

Table 6.1: Cessna 402 Performance Parameters
sea-level take-off airspeed 110 knots(184 ft/s)
sea-level climb airspeed 126 knots (211 ft/s)
sea-level approach airspeed 96 knots (160 ft/s)
stalling speed (flaps up) 78 knots (130 ft/s)
stalling speed (flaps down) 68 knots (114 ft/s)
max. rate of climb at sea level 1450 feet/min (24.2 ft/s)

The difference between the approach speed and the stall speed (flaps down) 
is only 28 knots and so suitable thresholds for this aircraft must be 
significantly lower than the 20 knot wind speed change threshold for 
transport aircraft.

The threshold level could be defined by considering the airspeed margin 
alone, or by examining the effect of the winds on the rate of climb - the 
performance margin from which the F-factor is derived.

inhe: effect c)f i/zind on an aircj^ft s i^ite c^cjiirrfb cam 1)6 cleri\ned (iirexztb^ frcmi
equations 2.13, 2.20, 2.23 and 2.24 as

g
+ zv„ (6.21)

where Ah is the change in the aircraft's rate of climb and U is the true 
airspeed. The ratio of airspeed to g, lies between 3.5 and 6.5 for the Cessna 
402B at low altitude using the airspeed values in Table 6.1.

If tlie (liangre iri tbe rate ()f climl) in(iiice(i try tlie lAtind is (K)iiivalent to ttwe
maximum rate of climb of the aircraft of 24.2 ft/s (1450 ft/min), then the 
aircraft will not have sufficient power to climb and escape the shear. This 
occurs for z-axis winds of magnitude 24.2 ft/s (14.4 knots) or for x-axis rates 
of change of wind of between 2 and 4 knots/s.
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For the purposes of windshear detection thresholding, a hazardous 
windshear condition could be described as one which severely restricts the 
aircraft's ability to climb for more than a few seconds. If the detection 
threshold were set when the potential rate of climb had reduced to zero the 
pilot would be unable to trade airspeed for altitude and so the warning 
would be too late. A further related requirement therefore is that the 
threshold must allow an airspeed margin above the stall airspeed.

A 10 to 20 knot wind speed change is induced by a rate of horizontal airspeed 
change of 2 to 4 knots/s for five seconds, during which time the aircraft's 
potential rate of climb is reduced to zero. Rates of change of wind speeds of 
such magnitude reduce the aircraft's stall margin to between 8 and 18 knots 
on approach. An x-axis wind change threshold of between 10 and 15 knots is 
likely to provide a reasonable setting for the hazard criteria, and a level of 12 
knots is chosen for the remaining work. The z-axis threshold for each hazard 
evaluation method can be calculated using the methods of Section 6.4.

6.7 Warning Methods

6.7.1 Warning Requirements

The warning system is required to alert the pilot to an event requiring his 
immediate attention, to enable him to understand rapidly that windshear has 
been detected and, if possible, to initiate an appropriate reaction. The 
following section discusses the 'human factors' or ergonomic implications of 
the design of the warning system.

A pre-requisite of the design of the warning system is that an alert is only 
given when there is a significant hazard. A system which provides an alert 
during benign conditions will cause a pilot to lose confidence in the system 
and, as a consequence, the pilot may hesitate to respond to a genuine 
warning until he has assessed the credibility of the alert. The early GPWS 
systems suffered from this effect, with as many as 65% of the warnings 
provided before 1982 having subsequently been found to be false alarms, in 
that no significant hazards were present. [77] The lack of pilot confidence in 
the early designs of the LLWAS system, described in Chapter 3, was also 
caused by high false alarm rates.
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A pilot receives information on his situation from visual, aural, kinesthetic 
(motion) sense and tactile cues in that order of significance. [14] Of these, 
the two practical forms of presentation of a windshear alert are through 
vision and hearing. These could be used individually or in combination to 
provide a warning. There are two conflicting theories on the most suitable 
form of message to reduce the pilot's distraction from the primary task. 
Stimulus - central processing - response compatibility theory suggests that if 
the form of the warning, the task and the response are similar the 
performance will be increased, and so, for example, a warning which affects 
an aircraft system and requires a physical response should be presented in a 
spatial, visual form. In contrast, multiple resource theory suggests that 
several independent resource 'pools' exist and performance will be degraded 
only if tasks share the same pool. The primary flight task is essentially a 
visual and spatial process of controlling the aircraft and so a verbal alert is 
less likely to cause a resource conflict than a visual warning. The aim in 
designing the warning system is to minimise the response time without 
distracting the pilot from essential tasks. Studies carried out on the response 
time following visual and vocal warnings show conflicting results but in 
general suggest that a concise aural alert produces a faster response time. 
[14, 78, 79] The implications of both visual and aural alerts are discussed 
below.

6.7.2 Visual Alerts

A visual display can be used to draw the pilot's attention to a situation. A 
visual alert provides spatial information relevant to the nature of the alert; 
for example, in the case of an engine fire, a schematic of the aircraft showing 
the location of the malfunction and a symbol representing fire may convey 
the warning clearly and concisely. A second example of the use of visual 
warnings is provided by the forward-looking windshear detection systems 
which were described in Chapter 3. The location of the windshear is shown 
on a CRT display in the weather radar format familiar to the pilot. The 
hazardous area is shown by red bars across that part of the map which 
enables the pilot to quickly assess whether evasive action is required.

For a reactive windshear detection system the aircraft will have already 
entered the windshear when the alert is triggered and the required response 
from the pilot will always be the same viz. to maximise the rate of climb of
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the aircraft and fly out of the windshear. Although it is possible to show the 
required reaction visually in some form - some existing systems for transport 
aircraft, for example, have a pitch director to aid the pilot in optimising the 
pitch angle while avoiding stall - the added requirements and processing 
would be impractical for a low-cost general aviation instrument, as well as 
requiring recurrent pilot training.

A visual warning in the form of a warning light could be used to draw the 
pilot's attention to the windshear condition. By convention, aircraft alert 
lights have three colours depending upon their level of urgency. Those of 
high urgency which demand immediate pilot attention are coloured red. 
Alerts which are cautionary in nature, warning of a situation which may 
become hazardous, are amber and advisory alerts, the lowest priority, are 
coloured green. Although it has been shown that the human eye is most 
sensitive to colours in the mid-range of the visual spectrum, i.e. blue/green 
rather than those at the periphery such as red/orange shades, the convention 
is so well established that it remains the standard. [77] A red warning light 
could be used, therefore, to give a visual windshear alert. The optimum 
location for the light would be in the instrument panel close to the altimeter, 
airspeed and vertical speed indicators.

6.7.3 Aural alerts

An aural alert has the advantage that the warning is not directional and so 
the pilot is alerted irrespective of his eye position, and no change in his gaze 
is necessary to receive the alert. The disadvantages are that the aural alert 
may distract the pilot's attention and, especially in the case of a vocal alert, it 
may interrupt other communications and cause 'auditory clutter'. This 
situation is less likely to arise in a smaller general aviation aircraft than in an 
aircraft with a larger flight crew. [14]

A warning can be provided to the pilot either in the form of a tone which the 
pilot could be trained to identify as a windshear alert, or as a vocal warning. 
Warning tones are the longest established forms of aural alert with bells, 
buzzers and horns being sounded for different hazardous situations; but 
vocal alerts have become increasingly popular following the rapid advances 
made in speech synthesis technology over the last two decades. The tone has 
the advantage that it need not mask other communications, but it requires
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memorising so that the alert can be associated with the relevant hazard. As 
general aviation pilots have little recurrent training and a windshear 
encounter is a rare event, the significance of the tone could easily be 
forgotten unless the tone was made familiar by providing a sample alert. 
This could be provided during system initialisation and the possibility of 
doing this is discussed further in Chapter 7. Even with reminders of the 
warning tone, the pilot must still mentally process the sound to associate it 
with the hazard which may occur during take-off, approach or landing 
phases of flight when the workload is already high. In contrast, a vocal alert 
can be much more informative about the hazard so that the mental processing 
is reduced.

The most suitable forms of tone for a cockpit alert have been investigated and 
the results suggest that a warning should have the following characteristics. 
[80] It should be sufficiently loud so that it can be clearly heard above the 
ambient cockpit noise but it should not be so loud that it startles the pilot. 
The recommended sound level is 15 dB to 25 dB above the ambient cockpit 
noise, with the more urgent alerts having louder tones. The optimum form 
of sound was considered to be a series of pulses of differing formats. The 
rise times of these pulses would be limited so that the pilot would not be 
startled by a sudden noise and the recommended duration of each pulse was 
between 100 ms and 150 ms to enable the pulses to be perceived but prevent 
the interruption of other auditory communications. The time intervals 
between the pulses should be designed to provide a unique sound with an 
urgent alert having closer pulse spacing. The fundamental frequencies of the 
tones should be designed to take account of the hearing ranges of typical 
pilots.

Vocal alerts provide a message to enable the pilot to quickly identify the 
problem. The information conveyed must be concise as a speech message is 
conveyed in a serial format and almost the whole message is usually required 
before it is understood. It has been shown that long messages are both 
inefficient in time and may easily be forgotten, at least in part, during a high 
stress situation. [81]

A vocal warning can be given from a recording of human speech, by means 
of a digitised speech message or as synthesised speech. Pilots are found to 
prefer synthesised speech to the other two forms, provided that it is
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intelligible. The speech need not sound natural, indeed, a synthesised 
speech message is not confused with other crew and radio communications; 
it is recognised as a 'system' message and this provides a cue to the nature of 
its contents. [14] The response to a synthesised message has been found to be 
faster than a message spoken by a person.

The factors to be considered in designing a system using synthesised vocal 
message include the method of speech synthesis, speech rate, vocabulary, 
pitch, volume and signal to noise ratio. If the synthesised speech is not 
sufficiently intelligible the listener is focuses on understanding each word 
and the comprehension of the whole message deteriorates. Developments in 
speech synthesis during the last decade have enabled each phonetic element 
of the message to be controlled for both pitch and speech rate and this form of 
speech generation has been found to be effective in the cockpit environment. 
Airline pilots have found phonetic synthesised speech to be equal to, if not 
better than. Air Traffic Control radio communications. [75]

The rapid increase in the use of synthesised speech in the cockpit has 
prompted several studies into the design and implementation of vocal alerts, 
which have helped to identify desirable features of these systems. Tests are 
carried out on subjects who are performing a primary task, and for which the 
response to the warning is a simple secondary task. In most cases the 
experiment was designed using standard flight-combat computer games as 
the primary task: these provide the subject with a relatively high workload 
which corresponds with the more intense flight phases. The response to the 
message was usually acknowledged by a simple action from the pilot such as 
pressing a selected button. The testing methods assumed that the response 
to the warning was a secondary task whereas a windshear alert requires an 
immediate change in the primary (flight control) procedure. Nevertheless, 
the pilot must still comprehend the alert during a period of high workload 
and so the investigations into the comprehension and reaction time of the 
subjects are likely to yield useful conclusions for a windshear situation 
despite the difference in the required response. The method of calculating 
the response time varied, with some researchers using the time from the end 
of the message until the initial pilot response, known as the comprehension 
time, and others using the time from the onset of the message until the pilot's 
first reaction, the 'system' time. The second method is most relevant for the 
design of a warning system as it measures the overall time from when an
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alert is triggered. In addition, the comprehension time is only 
representative if it is assumed that the subject does not assimilate any of the 
message while it is being received.

The form of the message was found to be important. The message could be 
in the form of keywords or a partial sentence, and these formats differ in 
their linguistic redundancy. The tests investigated the effect of this 
redundancy on the response time of the subjects. [81] The results showed 
that a polysyllabic keyword format produced a faster response, which is 
consistent with the concept that a shorter message reduces the requirements 
on the short-term memory and so is easier to retain under a high workload. 
Also some subjects considered a shorter message to sound more urgent. An 
cyphrrial \v\as fcruncl 1bo tie foiar (xr five isyllailblex;, lArHlr rruessiig;es sticorber
than this being less intelligible.

The effect of speech rate has been investigated using three different rates of 
123, 156 and 178 words per minute. [78] The results showed that a faster 
si)€X!cli irate g;ai/e afaister sr^steim time. ISiibjetMzsexqxreiisstxi a (xrelj^remcejkxr tlie 
moderate rate of 156 words per minute and said that the faster rate was less 
intelligible, although there was no degradation in performance. The slowest 
rate was found to distract the subjects from the primary task.

]:h(! fxitcli ()f tlie i/cxkze t^/as also tested iri tlie sarrie :5tu<i)r. ELarl^r S]3eec]n
systems used a higher-pitch female voice, but research conducted 
subsequently has shown that the pitch, or apparent sex of the speaker, has 
no perceived effect on either intelligibility or user confidence. However 
speech with a higher pitch than other messages can convey a greater urgency.

lin zill tfie tests tire siibjects \v,ere tirrie tx) faLmiliailsw: tlreanselves \\ritlr
both the primary task and the warning responses separately. Initial sessions 
enabled the user to become familiar with the messages and it has been found 
that familiarity with a warning greatly increases intelligibility. [14,78, 81, 82] 
As a windshear warning will be rarely heard, provision must be made for 
the general aviation pilot to familiarise himself with the message.
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6.8 Warning System Design

The ergonomic factors described in Section 6.7 can help to define the most 
suitable form of alert. A complex visual warning system giving guidance to 
the pilot is not feasible for a simple, low-cost system. However, a visual 
alert using a red warning light identifiable as a windshear warning would be 
possible.

The design of an aural alert could be based upon observations from the 
studies and these suggest the following requirements. The aural alert should 
be a phonetic synthesised voice providing a message of four to five syllables 
in length which should include polysyllabic words. The pitch should be 
selected to give a sense of urgency to the speech and the rate should be 
approximately 156 words per minute to optimise the response rate.

The form of the message is more difficult to define; the alert could be 
composed of a simple message 'Windshear Windshear' or could include 
further information such as 'Windshear Thirty Knots Tailwind Change'. The 
research suggests that it is necessary to provide sufficient information for the 
pilot to make a full assessment of the situation but that excess information is 
not helpful and can reduce performance. The pilot is required to respond 
immediately to the alert by climbing out of the windshear. Any details of the 
shear strength could therefore be considered superfluous as they do not 
(xw±nbutes^^ubicandy Wtheta^cc^^ ophnush^ d^zra^of (dunb of the 
aircraft. The message would inevitably be longer and so is likely to be less 
comprehensible and may cause the pilot to hesitate while assessing the 
^bualiMi. A furAwir aheirmhve wcndd be W indude basic advke vb% 
lATnddu^u V^ndshe^(]bnb Cbrhb' h) renund dud he dwxdd
attempt to maximise the altitude at the cost of airspeed. This message and 
the simpk aleit lATndduar VVmckhea^ bodi oudbrm (doady to 
ergonomic requirements of a warning system with the former being more 
likely to provoke the correct response whereas the latter is more concise. The 
message which results in the fastest reaction time and most suitable pilot 
response could be found using similar research techniques to those described 
in Section 6.5.

VI condauudion of a red ^varning Ugld and a syrdhesLsed irwx^age v/ould
allow for the advantages of both systems at the cost of some added
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distraction of the pilot. As both alerts would be relatively simple and the 
requirement to draw attention to the situation is urgent, the advantages of a 
combined system are likely to outweigh the disadvantages. This concept is 
given support by the Technical Standard Order (TSO) for reactive windshear 
detection systems on transport aircraft. [31] On detection of a windshear a 
message 'Windshear Windshear Windshear' is required together with a red 
warning light labelled 'windshear' which remains lit for the duration of the 
shear or for three seconds, whichever is greater.

The TSO also allows for a cautionary alert if an abnormal performance 
enhancing shear is encountered, but this is not mandatory and is at the 
discretion of the system designers. This is displayed visually as an amber 
warning light and an aural alert may be provided. The merits of a 
cautionary warning are a topic for debate. A caution may provide an 
advanced warning of a shear condition, for example, when an increasing 
headwind component in encountered by an aircraft on entering a microburst, 
and will increase the alertness of a pilot to a potential windshear, but it may 
not be followed by a performance-degrading shear and so may simply 
distract the pilot and reduce the credibility of the system.

6.9 Summary

The windshear detection system must evaluate the wind conditions and 
establish the degree of hazard. A dangerous wind cannot be determined 
solely by examining the magnitude of the wind as the frequency distribution 
must also be taken into account. The analysis of Section 6.2 considered the 
effect of winds of different frequencies acting on the aircraft and found that 
windshear with periods of between five and sixty seconds were most 
dangerous to general aviation aircraft, based upon the response of the Cessna 
402B.

Three methods of evaluating the windshear hazard were discussed. One 
method, the 'wind change' method, considered the change in both the x-axis 
and the z-axis wind components and derived a detection criterion based 
upon the magnitude of the changes at different frequencies whereas the 
'performance margin' method was a simple technique based upon the effect 
of the wind components on the aircraft's energy. These criteria were tested 
together with the criterion required by the FAA for airborne windshear
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detection systems for transport aircraft. The time at which an alert was 
provided by the three criteria was tested using two windshear profiles. The 
wind change criterion and the F-factor method produced comparable results 
but the performance margin method was slower to provide an alert.

The level of windshear which is hazardous to general aviation aircraft was 
derived from the performance data of the Cessna 402B. A x-axis wind 
change of 12 knots was considered to be a suitable threshold level. The 
z-axis threshold related to this value differs depending on the criterion used 
for the hazard evaluation.

The method of providing an alert to a pilot was discussed in Section 6.7. The 
human factors affecting the choice of warning method were reviewed and 
used as a basis for the selection. A warning system with both an aural and 
visual alert was chosen. The aural warning provides the pilot with a 
synthesised vocal message; the messages 'Windshear Windshear' and 
'Windshear Windshear Climb Climb' were both considered to be feasible 
alternatives. The visual warning is in the form of a red light labelled 
'Windshear' and mounted on the instrument panel close to the instruments 
most relevant for a windshear escape manoeuvre.
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7 THE WINDSHEAR DETECTION SYSTEM

This chapter examines the performance of the proposed windshear detection 
system by combining the wind estimation and hazard evaluation methods. 
It then considers other operational requirements which are important for an 
airborne windshear detection system. Possible methods of implementing the 
system are then described before the research which has been described in 
this dissertation is summarised. Further aspects of the research are then 
discussed. Conclusions are drawn from the results described here and, 
finally, suggestions are made for further work which would assist in the 
development of the system.

7.1 Evaluation of the Windshear Detection Method

The method for detecting windshear comprises both the algorithm which 
estimates the components of wind acting on the aircraft and the hazard 
evaluation for determining whether the wind conditions constitute 
windshear. In Chapter 6 the hazard criteria were shown to perform well 
when they were verified using actual windshear components; however, the 
performance of the system with estimated wind components, derived from 
the estimation algorithm, also requires testing.

Wind estimation and hazard evaluation algorithms were tested using 
simulation. The wind conditions used for these tests were the JFK and DFW 
windshear profiles. These should cause a warning to be generated. 
Moderate levels of turbulence should not cause the system to produce false 
alerts and this was also tested using the Dryden model. The aircraft was 
simulated at the four different low-altitude flight conditions described in 
Chapter 5, so errors caused by any mis-matching of the modelled dynamics 
would be present in the estimation process. The errors which may arise from 
sensor inaccuracies, which were also discussed but not quantified in Chapter 
5, were not included.

For the results generated in Chapter 6, the value at which the warning 
threshold was activated was set at 20 knots for x-axis wind speed change (or 
the 'equivalent' value for a combination of x-axis and z-axis winds). (The 
corresponding z-axis wind was defined differently for each of the three 
hazard criteria.) However, in Section 6.6, a 12 knot x-axis wind speed
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change, or its equivalent, was considered to be a more appropriate threshold 
for general aviation aircraft. This revised value was used for the 
performance evaluation of the whole system.

7.1.1 Combination of Wind Estimation and Hazard Evaluation Methods

When the wind estimation method designed in Chapters 4 and 5 is combined 
with the hazard criteria established in Chapter 6 there is some redundancy in 
the system. Low-pass filtering was applied to the z-axis wind estimate to 
reduce transient errors introduced by the effect of the pitching wind 
component. However, the estimates of the wind components are passed 
through low-pass filters, or an averaging process, as the initial stage of the 
hazard evaluation to restrict the bandwidth of the wind to that considered to 
be hazardous. These stages serve, therefore, similar purposes in rejecting 
the high frequency components of the wind.

The low-pass filter at the output of the z-axis wind estimate and the 
restriction of the bandwidth at the input of the z-axis wind hazard evaluation 
were compared. It was found that both the Butterworth filter and the 
averaging methods used to reject turbulence also served to reduce the 
transient error, and so the additional filter on the z-axis component in the 
estimation stage was superfluous. The filter was removed from the 
simulation and the results in this chapter were obtained by feeding the 
unfiltered z-axis wind estimate directly into the various thresholding criteria.

7.1.2 JFK Windshear Profile Tests

The JFK windshear profile was passed through both stages of the system viz. 
the wind estimation and the hazard evaluation algorithms. The wind profile 
acting on the aircraft was the same for every flight condition: no adjustment 
was made to account for the differing airspeeds of the aircraft at each flight 
condition and, hence, for the duration of the encounter. The estimated 
wind components generated by the estimation algorithm, which are the same 
as the components shown in figure 5.7, were passed through the hazard 
evaluation algorithm and the time at which an alert was provided was 
recorded.
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Although the time history of the wind input is the same for each flight 
condition, the airspeed value varied. This parameter was used in the 
calculation of both the F-factor and the performance margin hazard criteria 
and it was expected that a change in the flight condition would produce some 
change in the time taken to produce a warning using these methods.

The results of the simulations for each of the hazard criteria at each flight 
condition are tabulated in Tables 7.1 and 7.2.

Table 7.1: JFK Windshear - Time to alert usin^ estimated winds (in seconds)
Hazard Flight Condition

Criterion S.L. Take-off S.L. Climb Climb 5000 ft S.L.Approach
F-Factor -21 -2.2 -2.2 -2.2

Perf. Margin -0.6 -0.6 -0.6 -0.8
Wind Change -T5 -1.7 -1.8 -L8

Table 7.2: JFK Windshear - Time to alert usin^ actual winds (in seconds)
Hazard Flight Condition

Criterion S.L. Take-off S.L. Climb Climb 5000 ft S.L.Approach
F-Factor -2.3 -2.3 -2.3 -2.3

Perf. Margin -0.9 -0.8 -0.8 -LO
Wind Change -2.4 -2.4 -2L4 -2.4

In Chapter 6, the performance of the hazard evaluation algorithm with the 
actual JFK wind components and using a 20 knot x-axis wind change 
threshold was shown in figure 6.12, for a flight condition representing take­
off at sea-level. By comparing the results for the sea-level take-off flight 
condition in Table 7.2 with those shown in figure 6.12, the effect of the 
change in threshold on the time of alert can be seen. The change from a 20 
knot x-axis wind change threshold to 12 knots has produced only a very 
small improvement of between 0.5 and 1.5 seconds in the timing of the 
warning: for this particular profile, both wind components change very 
abruptly to performance-decreasing conditions.

When the performance of the system using the estimated wind components in 
Table 7.1 is compared with the results in Table 7.2 using the actual wind 
profile, it can be seen that the errors in the estimation produce, in general, 
only a minimal change in the timing of the alert. The severe and sudden
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changes in the wind components causes the timing of the alert to be less 
susceptible to small inaccuracies in the wind estimates thereby producing 
only small differences. The largest difference of 0.9 second is produced for 
the flight condition representing take-off at sea-level when using the wind 
change criterion and is likely to be caused by the oscillatory error in the 
estimation reducing the apparent change in the z-axis wind component.

A comparison of the performance of the three hazard criteria shows that the 
performance margin method is consistently slower in providing an alert than 
the other two methods. The F-factor provides the earliest warnings being up 
to 0.6 seconds ahead of the wind change criterion.

The variation in the alert times of the performance margin criterion at 
different flight conditions see in Table 7.2 is caused by the variation in 
airspeed. The z-axis wind hazard is calculated as a function of the airspeed 
for both the performance margin and the F-factor hazard criteria, although it 
does not appear to affect the F-factor results in this case.

7.1.3 DFW Microburst Tests

The detection system was also tested with the DFW microburst model, 
described in Section 2.3.4. In contrast to the JFK simulations, the differences 
in the timing and duration of the encounter, caused by the different 
airspeeds, were taken into account. The time scale of the wind profile 
varied for each of the flight conditions - a lower airspeed caused the wind 
encountered by the aircraft to be lower in frequency and of longer duration.

The times taken for the system to generate an alert from both the estimated 
and actual wind profiles and for each flight condition were generated using 
the same method used for the JFK windshear tests. The results are shown in 
Tables 7.3 and 7.4.

Table 73: DFW microburst - Time to alert using estimated winds (in seconds)
Hazard Flight Condition

Criterion S.L. Take-off S.L. Climb Climb 5000 ft S.L. Approach
F-Factor -33.6 -28.5 -25.9 -40.3

Perf. Margin -31J5 -26.2 -23.7 -38.5
Wind Change -35.1 -30.4 ^^7.5 4LL7
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Table 7.4: DFW microburst - Time to alert usin^ actual winds (in seconds)
Hazard

Criterion S.L. Take-off
Flight Condition

S.L. Climb Climb 5000 ft S.L.Approach
F-Factor -3A5 -29.1 -26.4 -40.8

Perf. Margin -32.4 -26.9 -242 -38.6
Wind Change -35.4 -30.2 -27.7 -41.4

By comparing tables 7.3 and 7.4 it can be seen that the times taken to provide 
an alert using estimated wind components are very similar to the alert times 
resulting from the use of the actual DFW profile. The errors in the estimation 
of the wind components produce delays in the alert time of up to 0.9 second. 
The timing differences produced by the simulation of take-off at sea-level are 
significantly larger, however, than those generated using other flight 
conditions.

Once again, the performance margin hazard criterion shows the slowest alert 
time. The F-factor and wind change algorithms vary in their timing of alerts 
by up to 2.4 seconds. For this profile the wind change algorithm provides a 
warning consistently earlier than the F-factor method.

7.1.4 Dryden Turbulence Tests

It is important that the detection system does not generate false alarms, i.e. 
provide an alert, when the wind conditions are not hazardous. The Dryden 
turbulence model was used to confirm that the hazard evaluation criteria do 
not respond to this form of wind condition when it is injected into the system 
at the specified, non-hazardous intensities. In order to verify the operation 
of the whole system, the hazard evaluation algorithm had to be tested using 
the wind components obtained from wind estimation algorithm.

The detection system was tested again therefore, but with turbulence acting 
on the aircraft. The threshold level for generating a warning had been 
reduced from 20 knots x-axis wind change to 12 knots and so the Dryden gust 
amplitude was reduced in proportion, by scaling the output of the 
turbulence filters described in Appendix B. As the parameters defining the 
turbulence characteristics are described as functions of both altitude and
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airspeed the form of the turbulence generated differed for each flight 
condition.

The turbulence was injected into the estimation system and the estimated 
components then passed into the hazard evaluation algorithm. A total 
duration of 360 minutes of turbulence was applied at each flight condition 
but no alerts were generated by any of the hazard criteria.

Further tests were performed for each flight condition to establish the margin 
in the warning threshold. The maximum threshold level which could be 
used before an alert was generated was tested over a 360 minute duration 
using each flight condition. The threshold values were compared and the 
worst case was found to be 17 knots for the condition representing take-off at 
sea level. This allows a margin of 40% of the design threshold of 12 knots for 
any further errors resulting from sensor errors and the system 
implementation.

7.1.5 System Performance

The hazard evaluation algorithms seemed to perform satisfactorily when 
tested using the estimated wind components: all gave alerts within a similar 
time and none was susceptible to turbulence. However, the performance 
margin algorithm was consistently slower in providing an alert than the other 
two methods. The thesholding of the x-axis wind is identical for both the 
performance margin method and the wind change method and the difference 
must arise, therefore, from the method of assessing the z-axis wind hazard. 
The ten second moving-average filter used in the performance margin 
method to reduce the z-axis wind bandwidth is the cause of the delay, and 
the alert time could be improved by reducing the averaging period.

All the hazard evaluation methods filter the wind components to reduce their 
bandwidth either directly or indirectly using averaging techniques. The low- 
pass filters reduce the susceptibility of the system to generating false alerts 
from turbulence, but they also introduce a time lag in the estimated wind 
component which delays the time at which an alert is provided. The time 
variances produced by differing cut-off frequencies are of the order of 
seconds and can, therefore, be significant for this system. The warning
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system must be optimised to obtain the best compromise between the time to 
alert and the rejection of false alarms.

7.2 The Operation of the Windshear Detection System

The wind estimation and hazard evaluation algorithms are the principal 
constituents of the windshear detection system and these have been discussed 
in some detail in the preceding chapters. The method of operation of the 
whole system is now considered.

7.2.1 Warning Envelope

The detection system is required to operate at altitudes of less than 
approximately 1000 feet to provide warnings of windshear during the take­
off, climb, approach and landing stages of flight. Although these phases of 
flight could be associated, in general, with the periods of flight at lower 
airspeeds, the limits of operation of the system can be determined more 
accurately by other means.

One method, used by other airborne detection systems, is to restrict the 
warning envelope to those phases on take-off and landing when the flaps are 
extended. This method has the advantage that it is relatively simple and 
avoids the problems of inaccuracies in the wind estimation while the flaps are 
in transit, but the activation of the detection system is not directly related to 
the aircraft's altitude.

Alternatively, the use of airspeed and altitude enables the system to begin 
calculating the windshear hazard once the airspeed has exceeded the rotation 
speed of the aircraft (the pitch rate sensor could also be used to ascertain 
when rotation is completed), and to suppress the windshear detection when 
the altitude has changed by 1000 feet from its initial value after take-off. 
Limits for warnings during landing are more difficult to determine as the 
altitude of the landing runway cannot be assumed to be the same as that of 
the take-off runway and the barometric pressure at the landing runway, set 
by the pilot on the altimeter, is unlikely to be available as a signal to the 
system. However, by combining the trends of both airspeed and altitude it 
may be possible to estimate the flight phase, and this could then be used to 
limit the warning function.
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7.2.2 System Initialisation

Sensors for use in the detection system were considered in Chapter 5. The 
parameters used in the algorithms were derived from the sensor 
measurements and it was perceived that the errors in these parameters could 
be significantly reduced by initialisation. The pitch rate measurement is 
initialised while the aircraft is stationary to determine the offset and, 
possibly, any drift characteristics. The other sensor measurements are 
initialised as the wind hazard calculation begins after the aircraft has rotated. 
The mean value of each of the parameters, measured over a short interval, 
immediately after rotation is used as the initial estimate of the trim value.

The sensor signal conditioning and compensation, and extraction of the small 
perturbation values all continue to operate throughout the flight, although 
the sensed parameters are not passed through the wind estimation algorithm 
unless the aircraft is within the warning envelope.

7.2.3 Self-Test Function

Windshear is a rare event and a pilot is unlikely, therefore, to ever 
experience a windshear warning. A self-test function, which allows the 
algorithm and warning method to be tested while the aircraft is on the 
ground, enables a pilot to confirm that the system is operational and to 
become familiar with the warning message. This is achieved by passing 
digitally stored windshear components through the windshear detection and 
evaluation algorithm and checking that appropriate alerts are provided.

7.3 Summary of Research

7.3.1 The Windshear Hazard

Windshear is a sudden change in the wind velocity which can adversely 
affect the aircraft flight path. A departure from the intended flight path is 
particularly hazardous to aircraft when they are in the low-altitude phases of 
flight viz. take-off, climb, approach and landing.

An examination of an aircraft's dynamics shows that it is most susceptible to 
changes in the wind component which acts along the x-axis of the aircraft, as 
a headwind decrease or tailwind increase initially causes a corresponding
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loss in airspeed and, unless control action is taken, this can result in a 
significant loss in altitude. A performance-decreasing wind change along 
the z-axis can also be hazardous for this causes the aircraft to sink steadily, 
unless the effect is compensated. A lateral wind, which acts along the 
aircraft's y-axis, affects the heading and requires control from the pilot, 
although it has little effect on altitude and is, correspondingly, less 
hazardous.

Windshear can be generated by a variety of weather conditions. It is the 
small-scale, localised weather phenomena which are most dangerous as 
these are difficult to predict and detect. The microburst is a particularly 
hazardous form of windshear, being short-lived and very localised; it is a 
phenomenon which has resulted in several major accidents in recent years. 
An encounter with a symmetric microburst initially causes an increase in 
headwind which results in the aircraft rising above the intended flight path, 
but it is then followed by a downflow of air and a decreasing headwind 
component, both of which reduce the performance of the aircraft. A pilot 
who is unaware of a windshear situation may initially attempt to regain the 
original flight path by reducing the aircraft's height, only to experience 
difficulties when the later stages of the microburst are encountered. There 
are differing philosophies about whether pilots should be warned when 
performance-increasing windshear are encountered. Provision of a warning 
under these conditions is likely to increase the number of false alarms 
generated by a detection system, but would be advantageous in providing a 
significantly earlier warning for the microburst situation described here.

Pilots are trained to identify weather conditions in which windshear may be 
present. The recommended action is to avoid all windshear, as some shears 
are too severe for an aircraft to successfully penetrate when flying at low 
altitude. An inadvertent encounter with a windshear requires abnormal 
piloting techniques. A pilot usually attempts to control the flight path by 
maintaining airspeed whereas in a windshear situation it is the altitude 
which must be maximised by allowing the airspeed to reduce. The approved 
action, albeit controversial, is to pitch the aircraft to an angle a little below 
the stall angle and to maximise thrust.

A windshear encounter is characterised indirectly in the changes in the 
airspeed, altitude and vertical speed. However, wmdshear can only be
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identified by a combination of these effects and it may take some time for the 
pilot to recognise the trends that are associated with them. It has been found 
that an early recognition, sometimes by as little as a few seconds, can 
significantly improve the survivability of the windshear event, and this has 
led to the development of airborne systems specifically for providing a 
warning of windshear.

7.3.2 Windshear Detection

Both ground-based and airborne windshear detection systems are now 
deployed. Ground-based systems are located on or near airports and 
provide a warning to aircraft in the vicinity if hazardous windshear is found. 
The original system was the Low-Level Windshear Alert System (LLWAS) 
which used anemometers to measure wind speed and direction at different 
locations around the airport. This has been developed to improve its ability 
to recognise microbursts, but its capability is limited to the detection of these 
events on the airport site and at ground level. A better system uses Doppler 
radar techniques to scan the atmosphere around and above the airport for 
adverse wind conditions, but this method is in use at only a limited number 
of sites, principally because of the cost of such systems.

Airborne detection systems are now installed on all transport aircraft in the 
USA with more than thirty seats. These systems are reactive, i.e. they 
measure the response of an aircraft to its environment, in order to ascertain 
whether windshear is present. The wind acting on the aircraft is evaluated 
in a dedicated unit by comparing the inertial and air-relative motion of the 
aircraft using measurements from the Inertial Reference System and Digital 
Air Data Computer which are installed on this class of aircraft.

Forward-looking detection systems which measure the characteristics of the 
air ahead of the aircraft to determine whether there is a hazard are becoming 
available. Doppler radar and lidar technologies measure the motion of the 
wind along the x-axis of the aircraft directly. Radar techniques are the most 
advanced and the first detection systems of this type are now being fitted to 
aircraft. They provide an advanced warning up to ninety seconds ahead of 
the encounter; however, their performance is reduced in dry conditions. 
Forward-looking infrared (FLIR) systems measure the temperature at two 
locations in the atmosphere ahead of the aircraft to determine whether a
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temperature change of a magnitude which is characteristic of a windshear is 
present.

General aviation aircraft are also susceptible to windshear and their response 
to wind varies from transport aircraft. The principal differences arise 
because they fly at lower speeds and so have a correspondingly lower speed 
margin. General aviation aircraft traverse the shear more slowly and this 
means that they are more sensitive to the z-axis wind component. Although 
there are few records of general aviation accidents caused by windshear this 
is likely to result from the inability to positively identify such causes rather 
than their lack of occurrence - general aviation aircraft are not required to 
carry flight data recorders. The general aviation pilot, in general, flies 
fewer hours, has less flying expertise and receives less recurrent training 
than a commercial airline pilot. However, the total hours flown annually by 
all general aviation pilots greatly exceed those of transport aircraft pilots. 
There is, therefore, a requirement for an airborne windshear detection 
system suitable for this class of aircraft.

The windshear detection systems already described are not economical for 
general aviation use. The forward-looking sensors are only viable for large 
transport aircraft and the reactive units require costly inertial and air data 
systems. A system for general aviation aircraft must use a minimum number 
of sensors in order to minimise the cost. The utilisation, where possible, of 
sensors already installed on the aircraft for other purposes is desirable. 
Although there is unlikely to be many available signals on aircraft that are 
currently operational, the increased use of solid-state sensors and 
microprocessor-based systems means that sensor output from other 
instrumentation may become more easily available in the future. 
Meanwhile, low-cost additional sensors can be installed for windshear 
detection purposes.

7.3.3 Methods for Wind Estimation

Techniques based on the theory of observers can be used to estimate an 
unknown state vector provided that the vectors describing the input and 
output of the system are known. These techniques were adapted to attempt 
to estimate the x-axis and z-axis components of wind acting on an aircraft 
using knowledge of a limited number of flight parameters and the control
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inputs. The technique used an observer to estimate the air-relative x-axis 
and z-axis wind velocities and an aircraft 'model' to derive the corresponding 
inertial velocities, from which the wind components could be derived.

Results obtained by simulation when only one state variable, the pitch rate, 
was measured showed large errors in the estimations. These errors were 
found to be caused by transient errors in the observer. A method of 
compensating for the transients was devised, but was not effective because it 
relied on the feedback of the estimated inertial x-axis velocity which was 
itself inaccurate.

Measurement of a further aircraft flight parameter was incorporated into the 
estirnahiori alg^aritlun. 13odi )/elcK:it]r ajacl airsjpeed iM/ere ccxnsicleMxi to t)e 
suitable parameters because they could be measured with relatively simple 
sensors. When the effects of only the x-axis and z-axis winds were simulated 
accurate estimates of these components were obtained using either pitch rate 
and heave velocity or pitch rate and airspeed as the measured aircraft 
parameters. However, the estimates were degraded when the pitching wind 
component was also included in the simulation.

l^hen esthn^^Mi ineldod using phda lak and hem/e vekx^y
considered, the errors introduced by the pitching wind component could be 
reduced by using low-pass filters. These produced acceptable estimates of 
the x-axis and z-axis wind components but the filtering introduced a time lag 
into the estimates. However, it was subsequently found that when the 
estimation algorithm was combined with the hazard evaluation algorithm, 
the low-pass filters in the estimation algorithm were no longer required. For 
the algorithm using pitch rate and airspeed, only the x-axis wind estimate 
was satisfactory.

The development of the estimation algorithm assumed that the measurement 
ELTui rn(]clelluig;(]f theaihxzraft weusexauctAArhereaus, in ;)ra(^d(X:, iruiccnraucies in 
the measurements occur, and changes in the aircraft's flight phase cause the 
f)ar(ime1:ers to clifkzr. VVlieii tbie (diauag;es jx)r (iifferent lcrM/-altitu(ie fli{ghi 
conditions were incorporated, the estimation of the wind components 
showed oscillatory errors which were caused primarily by differences in the 
damping factor of the phugoid mode of the aircraft. It was found that 
estimation using pitch rate and airspeed produced good estimates of the
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x-axis wind component for all low-altitude flight phases, but the estimation 
of the z-axis component remained very poor. In contrast, the algorithm 
using pitch rate and heave velocity produced a good z-axis wind estimate 
but, for some flight conditions, the oscillatory errors in the x-axis estimate 
were large.

It seemed likely that a combination of the algorithms using pitch rate, 
airspeed and heave velocity would yield acceptable estimates for both wind 
components. A revised system combining the methods was simulated and 
good estimates of both the x-axis and z-axis wind components were obtained. 
The measurement of airspeed produces a further advantage, that of enabling 
the model of the aircraft to be varied according to the trim airspeed. It was 
observed that, at low altitudes, changes in some elements of the state matrix 
of the aircraft corresponded closely to the variations in the airspeed, and this 
was used to reduce the differences between these parameters for the aircraft 
and the algorithm, and thereby reduce the errors in the estimation.

The sensors which are required to measure the pitch rate, airspeed, heave 
velocity and control inputs were considered. The principal requirement is 
for stable and repeatable sensors which, therefore, enable calibration and 
compensation to produce highly accurate measurements. Washout filtering, 
which is used to extract the small parameter values from the measured 
quantity, also serves to drive any offset errors to zero. Residual errors in the 
calibration were modelled and these were found to produce small offset or 
drift effects which would be compensated by the filtering.

7.3.4 Defining the Windshear Warning

The wind estimation algorithm provides a measure of the wind acting on an 
aircraft, but the nature of a hazardous windshear must also be defined before 
the detection system can determine the risk. The requirements for the 
warning system were that it should provide reliable warnings while 
minimising false alarms and its hazard evaluation method must distinguish, 
therefore, between windshear and turbulence. This was achieved by 
considering the effect on the aircraft's airspeed and vertical speed of winds at 
differing frequencies, from which it was found that, for the Cessna 402B, the 
greatest hazard is presented by winds having period of between five and 
sixty seconds. Turbulence is a higher frequency wind phenomenon and.
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therefore, a low-pass filter with suitably chosen cut-off frequency is used to 
attenuate any turbulence content of the estimated winds. In a similar way, 
winds of periods greater than sixty seconds are also attenuated by using 
either a high pass filter or averaging methods.

Three techniques for evaluating the windshear hazard were tested. The 
F-factor method was recommended by the FAA for use on windshear 
detection systems for transport aircraft. The method is based upon the effect 
of a windshear on the aircraft's energy and a similar energy-based technique 
devised as an alternative and flexible means of evaluating the loss in 
performance of an aircraft was described as the 'Performance Margin' 
criterion. The third method simply considered the change in the x-axis and 
z-axis wind components and triggered an alert if the combined change 
exceeded a pre-determined threshold.

The level at which to set the threshold level for an z-axis wind when 
compared to an x-axis wind was determined either directly from energy 
considerations or, in the case of the wind change algorithm, by considering 
the relative effect of each wind component on the airspeed and vertical speed 
of the aircraft. A warning threshold of 12 knots of airspeed change, or the 
equivalent z-axis wind change, was chosen for the Cessna 402B by examining 
relevant performance data.

When a windshear is detected a clear and unambiguous warning is required 
to enable the pilot to respond to the situation as rapidly as possible. The 
form of the alert can have an effect on the speed with which the pilot 
comprehends a situation and this has been the subject of several human 
factors studies. The conclusions from the studies were evaluated to ascertain 
the optimum design of warning system. The proposed system is for a simple 
combined aural and visual alert. The visual alert is simply a red light 
labelled 'windshear', located near to the airspeed indicator, altimeter and 
vertical speed indicator. The aural alert is produced by a speech synthesiser 
and generates a message in the form of either 'Windshear Windshear' or 
'Windshear Windshear Climb Climb'.
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7.3.5 Performance of the Detection Algorithms

The performance of the estimation and hazard determination stages of the 
algorithm was tested by passing estimated wind components through the 
hazard evaluation algorithms. The time at which an alert was provided 
when winds, estimated at each of the low altitude flight conditions, were 
passed through the three hazard criteria were recorded. These were 
compared with the time of warnings generated using the actual winds under 
the same conditions and produced only small delays of less than one second.

When the combined system was tested with Dryden turbulence, no alerts 
were produced for any flight condition using any of the hazard criteria.

7.4 System Implementation

The algorithms for detecting windshear have been discussed in the preceding 
chapters, but the possible methods for implementing the system have not 
been addressed. These are now considered.

7.4.1 Implementation Method

The requirements for the implementation of the windshear detection system 
are most likely to be satisfied by a digital system. Although the basic wind 
estimation algorithm could be implemented using analogue electronics, the 
size of the algorithm of whole system and the additional requirements such 
as the scheduling of matrix elements with airspeed and the sensor 
compensation mean that this is impracticable.

The digital algorithm could be implemented using a microprocessor, 
transputer or digital signal processor. The choice of the most suitable device 
depends not only on its meeting the performance requirements of the 
algorithm but also on the cost and the number of additional peripherals, such 
as memory and control devices, required.

The sensor data is required in digital form for use by the algorithm, and this 
can be achieved using an analogue to digital converter (ADC). The signals 
must be passed through filters before digitisation to prevent aliasing of the 
data. The calibration, compensation and extraction of perturbed parameters.
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which were discussed in Chapter 5, is accomplished digitally before the data 
is passed into the wind estimation and hazard evaluation stages of the 
algorithm.

The simulation of the system throughout this thesis have been performed 
using a cycle time of 100 ms (10 Hz sample rate), which allows a 5 Hz signal 
bandwidth, and this has been demonstrated to be adequate for the algorithm 
requirements. In practice, the sample rate may be required to be a little 
higher than this because of filtering requirements.

7.4.2 Warning System

If a windshear is identified by the hazard estimation algorithm a warning is 
triggered. The warning system comprises a warning light on the instrument 
panel and a vocal alert. The speech message can be conveniently generated 
in one of two forms, either as using a speech synthesis chip in which the 
message is generated phonetically from digitally stored data, or by recording 
a spoken message in an analogue form using capacitive storage device. Both 
of these provide relatively low cost solutions. The human factors research 
discussed in Chapter 6 found that the response time was improved when 
using synthesised speech.

7.4.3 Self-Test Function

The self-test function injects a digitised wind profile into the system. The 
profile can be stored in an EPROM or other suitable device. An EPROM 
'smart card' would enable a variety of different profiles to be easily tested by 
inserting the appropriate card into the system. When the system is in test 
mode data can be read from the card and processed as if they were the small 
perturbation data from the sensors. This method could appear to the pilot to 
be a more evident self-test and induce, therefore, greater confidence in the 
system.

7.5 Discussion and Conclusions

The aim of the research has been to investigate the feasibility of adapting the 
theory of observers to enable a low-cost airborne detection system suitable for 
use on general aviation aircraft to be developed. A method has been derived
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which can estimate the wind components acting on the aircraft to suitable 
accuracy, and further algorithms have been designed which then evaluate 
whether the components constitute a windshear hazard. The robustness of 
the system to changes in the aircraft’s flight conditions and to atmospheric 
turbulence has been established, and the errors which may be introduced by 
sensor inaccuracies are not expected to cause a significant deterioration in the 
performance of the system.

The estimation technique can estimate a single wind component by 
measuring only two aircraft parameters plus the control inputs, whereas the 
estimation of two wind components requires a further measured aircraft 
parameter. Thus the lowest cost system could use only a pitch rate and an 
airspeed sensor to measure the aircraft dynamics, and this would provide an 
estimate of the x-axis wind component which is the most important 
component for evaluating the windshear hazard. Forward-looking airborne 
deteddiMi r^^ based solely on dus axnpona^.
However, as these systems are able to measure the wind movement ahead of 
the aircraft, they have more time available to calculate the hazard and the 
algorithm used in the evaluation can be more complex. The contribution of 
the z-axis wind component to the windshear hazard is significant, 
particularly at the low airspeeds at which general aviation aircraft fly; 
therefore, for a rapid evaluation of the risk presented by a wind event, the 
measurement of both the x-axis and z-axis wind components is desirable for a 
reactive windshear detection system.

The akkrnadv^ hazard evahi^ion a^^Miduns ad perh^med redabb^
but the F-factor and the wind change algorithm had the faster response times. 
These two methods were based upon differing concepts of how a wind 
hazard is defined. The F-factor is determined by considering the change in 
aircraft energy because it is the reserve energy of the aircraft which 
determines its ability to climb when in shear conditions. In contrast, the 
Avind chan^^raedaod extnKded theidbange uic^Kdiivind conaponard over a 
short period of time and based the hazard evaluation on the magnitude of the 
slaeiir. lla prracticxs, tlie prrincijpail cliffereiacelaeMnAreen tbue meidiodsiArasiri the 
assessment of z-axis wind component: the F-factor method examined the 
magnitude of this component and not the magnitude of the z-axis wind 
change. The F-factor criterion has a well-established theoretical basis and it 
is a widely accepted method of determining the windshear hazard for



194

transport aircraft. However, the wind change method can provide an 
advantage by producing a prompt warning when a windshear encounter is 
preceded by an updraft, a phenomenon which is a characteristic of 
microburst encounters. Both the evaluation methods only produce a 
warning when severe performance-decreasing conditions are experienced by 
the aircraft.

The evaluation of the probable sensor errors suggested that any offset or drift 
errors produced in the estimates of the wind components would be small and 
transient, but this is dependent on the choice of sensors and the filtering 
methods employed. The wind change algorithm is less susceptible to such 
errors because it uses the change in the z-axis wind rather than the steady 
component in the evaluation, and this could reduce the requirements on the 
sensor performance and thereby reduce the cost of the detection system.

The research suggests that an airborne windshear detection system suitable 
for general aviation aircraft can be developed. The characteristics of the 
aircraft, i.e. the parameters required for the observer and aircraft model, 
must be known although the method has been shown to be robust to 
moderate inaccuracies in these parameters. The system requires, as a 
minimum, sensors to measure the pitch rate, airspeed, z-axis acceleration, 
elevator and throttle settings and may require further measurements of, for 
example, flap setting. The probable method of implementation of the 
system was described in Section 7.4. The feasibility of developing the system 
is dependent largely on the cost and the major constituent of this is likely to 
be the sensors - low-cost standard integrated circuits are likely to be sufficient 
for the acquisition, processing and warning requirements. The prices of 
solid-state sensors and devices continue to decrease while their performance 
increases and so in volume production the system may be viable. The 
perceived risk of a windshear encounter by general aviation pilots is a 
significant factor which will affect the market for an airborne windshear 
detection system and the price at which it can be sold, unless such a system 
becomes mandatory. A marketing study would be required to ascertain the 
demand for the product.

Alternatively, the detection algorithm could be implemented as part of a 
larger system which has common functions or requirements. Solid-state 
aircraft instruments are now being produced and many of these would be



195

suitable for integration with the windshear detection system. For example, 
attitude indicators provide an accurate measure of the aircraft's pitch attitude 
and newer solid-state versions may employ a pitch rate sensor for this. 
These instruments may also require measurements of the aircraft's z-axis 
acceleration, and so integrated system could combine a significant part of the 
sensing requirements. The detection system could be also be combined with 
a longitudinal control system where this is used. Some of the regulatory 
authorities are considering the feasibility of requiring some general aviation 
aircraft to be fitted with data recorders and it is likely that a flight data 
recorder would also have common sensing requirements.

7.6 Suggestions for Further Work

7.6.1 Further Investigation of Hazard Evaluation Methods

Three methods of evaluating the windshear hazard were discussed in 
Chapter 6 and analysed using windshear models to determine the time at 
which an alert was provided. A more thorough investigation into the 
performance of the evaluation algorithms could be achieved by further 
simulation of general aviation aircraft in windshear situations using a pre­
defined index to classify the windshear hazard. This would be particularly 
valuable for establishing the relative threshold levels for warning of the 
x-axis and z-axis wind components.

There is some support for the concept of providing a warning for an 
abnormal wind event and not just a performance-decreasing encounter, 
particularly because this is likely to improve the speed of response of a 
reactive system to a microburst. However, general aviation pilots are likely 
to be less familiar with windshear procedures than commercial pilots and 
may therefore be more sceptical of the risks. If the system provides a 
warning when the aircraft performance is improved, and this is not followed 
by a shear condition, the pilot could begin to disregard the necessity to 
respond to any alert provided by the system. Whether this is correct can 
only be established by human factors research aimed at determining the 
specific requirements of general aviation pilots in windshear situations. This 
study should also include an evaluation of the optimum form of warning 
message by determining the response time of pilots when the warning is 
provided in each of the two suggested forms.
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7.6.2 Development and Verification using Measured Aircraft Parameters

The dekcdon has betm desig^^d and vended using
simulation techniques, and, in particular, the aircraft dynamics used in the 
simulations were derived using the linearised, small perturbation model. In 
practice, the small perturbation signals are extracted from the sensor signals 
using high-pass filtering as discussed in Chapter 5. In order to design the 
filtering and to test the resulting system performance a representation of the 
typical output from the sensors, when they are measuring the total aircraft 
dynamics, is required. This could be obtained using a flight simulator or as 
recorded data from an actual aircraft.

The data would also enable the operation of the detection system to be 
evaluated and verified over the whole flight envelope when the simulator or 
aircraft is flown though typical manoeuvres. For simulator testing, 
windshear and turbulence encounters could be simulated and, although an 
aircraft should not be flown through low altitude windshear at low airspeed, 
airborne windshear detection systems can be tested by recording the aircraft 
parameters as the aircraft passes through similar events at higher altitudes 
and speeds and examining the response of the system.

7.6.3 Prototype Development

An important stage in the of development of the system, after the concept has 
been proved, would be to build a prototype instrument. The system 
algorithm could be implemented either by using a dedicated processor as 
would be required by the final system, or by effecting the algorithms in real­
time on a computer and interfacing this to the sensors and warning system. 
This would enable the integration of the various constituents of the system to 
be tested. Further evaluation of the system would be difficult without 
undergoing flight trials.
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APPENDIX A: AIRCRAFT EQUATIONS OF MOTION

The motion of an aircraft results from the forces and moments acting upon it, 
and these arise from inertial, gravitational and aerodynamic effects. The 
equations in their most general form are non-linear and complex, but by 
considering specifically the motion of an aircraft under a typical range of 
flight conditions they can be greatly simplified. The derivation of the 
linearised equations of motion is well documented [6,16,83] but the 
following is a summary of the analysis and the implicit assumptions.

The form of the equations depends on the axis system on which they are 
based. A 'body-fixed' axis system, where the axes pass through the centre of 
gravity of the aircraft and remain fixed relative to the aircraft, is often used 
when considering aircraft-based observations because many sensor 
measurements are made with respect to a body-fixed axis system. The 
system is shown in Figure Al. The system most generally used for analysis 
(3f IcKogrihjdirial airczraft ccynlOnol ajicl dfynairukzs is tlie 'stat)iht]^ aods s}rstem', si 
body-fixed axis system where the x-axis, in the equilibrium state, is pointed 
into the relative wind as shown in Figure A2.

The gravitational and inertial terms in the equations arise from the force due 
to the earth's gravity and from the motion of the aircraft in a moving 
reference frame respectively. The low speed of the aircraft and short 
duration of the dynamics under consideration allow both the mass of the 
aircraft to be considered to be constant and the inertial effects caused by the 
rotation of the earth and its movement relative to inertial space to be ignored. 
Iri SKiditioii, general ii^dzition siircraft sure lasiaaLU]^ (:on\reritk)rial (liro^ift 
design, and so for control and stability studies, the effects of structural 
flexibility on the dynamics of such aircraft are negligible: the aircraft can be 
assumed to be a rigid body.

This assumption allows earth fixed axes to be considered as an inertial 
reference frame, and Newton's Second Law can be applied to the aircraft. 
The inertial equations in the body-fixed axis system of a body in a rotating 
axis system relative to inertial space are given below. (These equations 
assume that the X-Z plane is a plane of symmetry. When considering a 
body-fixed axis system for a conventional aircraft this approximation is 
usually found to be valid.)
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%x = w(ii+Qw-Ry) (Al)
%Y = m(y+RU-PW) (A2)
%Z = m(W + PV-QU) (A3)

-QR(L-I„)-PQL (A4)
IM = %+PR(/„ - 4) - R%^+ (A5)

= K + PQ(i„ -!J- QW= (A6)

where m is the mass of the body, X, Y and Z are the applied forces, and U, V 
and W the linear velocities, in the x, y and z-axis directions respectively. L, 
M and N are the applied moments and P, Q and R are the roll, pitch and yaw 
rates about the x, y and z axes respectively. The sense of these parameters is 
shown in Figure Al. hx, lyy and Tz are the moments of inertia and hi a 
product of inertia, which are defined in the conventional way.

The forces and moments include aerodynamic and propulsive terms, and the 
effects of gravity. The atmosphere exerts forces on the aircraft giving rise to 
the aerodynamic terms. It is known that the force, F, acting on a body 
moving through a fluid is given by equation A7. [84]

F=icpy"s (AT)

Where C is a dimensionless coefficient, p is the density of the fluid, V is the 
velocity of the body relative to the fluid and s is the characteristic area of the 
body.

The aerodynamic forces and moments acting on an aircraft can be expressed 
in these forms. The lift and drag of the aircraft are aerodynamic forces acting 
perpendicular to and parallel to the relative wind, as shown in Figure A3, 
and these can be resolved into the body-fixed axes.

Further simplifications can be made by considering the motion of the aircraft 
about a reference or 'trim' position. The deviation from this position is 
usually small, therefore, by making small angle approximations and 
neglecting higher order terms and other terms which are usually 
insignificant, the equations can be linearised about this point. Such analysis 
also allows the longitudinal and lateral motion to be decoupled. In the 
following analysis only longitudinal motion is considered.
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The steady state 'trim' parameters relate to the aircraft in equilibrium and are 
denoted with the subscript 0. For example

(A8)

where U is the total aircraft velocity in the x direction, 11^ is the trim value of 
the aircraft velocity, and u is the small change in aircraft velocity from the 
trim value.

The linearised equations of aircraft motion for small perturbations from 
straight, symmetric equilibrium in this axis system are:

« = X,(«+Mg) + X^(w 4- - geos 0(,8 + Y XgS (A9)
w = ZXM + Mg) + Z^(w4-Wg) + Z,((^ + (^g)+LZo<^4-gsineo6+%Zg8 (AlO)

(^ = MXM + Mg)4-M^(w + Wg)4-M6(w + Wg) + M^((^ + (yg) + ^Mg8 (AH)

8 = ?

Mg and Wg are the velocities of the winds acting along the x-axis and z-axis 
respectively, g is the pitching gust and 6 denotes a control input, ©q and 
8 are the trim and perturbed pitch attitudes respectively, and g is the 
acceleration due to gravity. X„ is a dimensional stability derivative, which 
is a function of the partial derivative for the change in X with respect to the 
change in u viz.

X.
m du

(A13)

The other stability derivatives in equations (A9) to (A12) are defined in a 
similar manner. [16]

The terms associated with the stability derivatives represent the motion of the 
aircraft relative to the atmosphere. If m„ and are defined to be the air- 
relative forward and heave velocities respectively, then

— U -¥ Ug

W, = W + Wg
(A14)
(A15)
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The terms are additive because of the sense in which the wind components 
have been defined viz. a headwind and an updraft are both defined to be 
positive quantities although these act along the negative x-axis and the 
negative z-axis respectively. A positive pitching gust is also defined to be a 
nose-down pitching motion i.e. in the negative pitch direction. These can be 
seen in Figure A3.

For the case of level flight, the flight path angle, y o = 0, and hence, for the 
stability axis system, ©o =0. The gravitational terms in equations (A9) and 
(AlO) could, therefore, be simplified.

The linearised equations can be further simplified by substituting for w from 

equation AlO into equation All, the pitch rate equation.

q = Mu{u + Ug) + Mw(w + Wg) + Mc,q + (M, -2MMo(A16)

where

(A17)
CATS)

% = Mg 4- M^Zg (A19)

CA20)

The latter relationship, equation A20, is a valid simplification of the terms 
because the variation in the distribution of a vertical gust along the aircraft 
can be considered to be equivalent to a pitching gust i.e.

dx
(A21)

Expressing this distribution in terms of time dependence rather than spatial 
dependence gives

at

dt
Uo

(A22)
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A pitching gust can therefore be represented by a time varying vertical gust 
component.

The longitudinal aerodynamics for an aircraft controlled m longitudinal 
motion by the deflection of the elevator, 8^, and the change of thrust, 8^, 
can now be expressed as a state equation viz.

x = Ax + Bu + Ew,ind (A23)

where

(A24)

U: (A25)

w ind

%

(A26)

z.,
x„

0 0

0
0 
0

1 0

(A27)

B

X, X.

^8,
0 0

(A28)

X„
z„

Xu,
Zu,

0
z.

Alu hAw Adq—ZMwUo
0 0 0

CA29)
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APPENDIX B: CESSNA 402B LONGITUDINAL MATHEMATICAL MODEL

The linear model of the Cessna 402B have been derived from the longitudinal 
dynamics of the aircraft as part of a NASA research project. [17] The units 
used in this model are maintained, velocities are measured in feet per second 
and angular measurements in radians.

Sea Level Take-Off

Airspeed; 184 ft/s

-a0278 0
-0.3128 -1.1730 168.0472 ^5816 
00007 -001299 -0^327 00784

0 0 10

(Bl)

Table Bl: Modal characteristics - take-off at sea-level
Eigenvalues Phugoid Mode

-2.1092
-6.6174 frequency; 0.150 rad/s

-0.0035 + 0.1504i damping; 0.023
0.0035 - 0.1504i

Sea Level Climb

Airspeed; 211 ft/s

-00228 IT%06 0 -32.0688"

A =
-02954 -1.3325
00023 -00307

1938879
-84525

-28320
0.0406 (B2)

0 0 1 0

Table B2: Modal characteristics - climb at sea-level
Eigenvalues Phugoid Mode

-2.3646
-7.1297 frequency; 0.151 rad/s

0.0067 + 0.1511i damping; 0.044
0.0067- 0.15111
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Climb at 5 000 feet

Airspeed:

-0.0212
-0.2724
0{^d6

0

227 ft/s

Cm554 0 -32.075
-U413 211.2008 -2.3835 
-0.0315 -7^786 0.0330

0 1 0

(B3)

Table B3: Modal characteristics - climb at 5 000 feet
Eigenvalues Phugoid Mode

-2.5742
-6.2554 frequency: 0.145 rad/s

-0.0058 + 0.1443i damping: 0.040
-0.0058 - 0.14431

Cruise at 20 000 feet

Airspeed: 358 ft/s

-0.0178 0.0512 0 -323733"
-03790 -12343 3430714 0

A = 0XX)08 -410327 -7.1964 0 (B4)

0 0 1 0

Table B4: Modal characteristics - cruise at 20 000 feet
Eigenvalues Phugoid Mode

-4.2157 +1.52981
-4.2157- 1.52981 frequency: 0.105 rad/s
-0.0085 + 0.10431 damping: 0.082
410085-(110431
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Sea Level Approach

Airspeed: 160 ft/s

-0.0525 0.1315 0 -32.1253
-03840 -1.0456 147.072 1.6320
00049 -OOG34 -622m -O02M 

0 0 10

Table B5: Modal characteristics - approach at sea-level

(B5)

Eigenvalues Phugoid Mode
-L8211
-5.4372 frequency: 0.215 rad/s

-0.0319 + 0.2125i damping: 0.148
-0.0319 - 0.21251

Derivation of B Matrix

The input matrix, B, relates the change in the aircraft state vector to control 
input vector of elevator deflection and thrust change. This is not described 
explicitly in the reference, but the effect of the elevator can be derived. The 
input matrix elements of an elevator with a surface area of one fifth of the 
standard area are given, and so these values can be scaled by a factor of five 
to yield the matrix elements which relate, approximately, the changes in the 
state vector to the elevator deflection.

The effect of thrust is must be obtained independently. The maximum thrust 
can be estimated using the performance figure for the Cessna 402B [76]:

Maximum Rate of Climb at Sea Level 1450 ft min'^ (24.2 fts“^)

The energy of the aircraft is:

E = jmV/+mgh (B6)

and the rate of change of energy is
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E = mVaVa +mgh (B7)

In order to achieve the maximum rate of climb the airspeed is held 
approximately constant and the increase in the energy of the aircraft is in the 
form of potential energy. If, instead, the potential energy is held constant 
i.e. the aircraft maintains a constant altitude, and the kinetic energy is 
allowed to increase, the maximum acceleration of the aircraft can be 
estimated.

Trading the rate of climb for acceleration produces:

% A
%

(B8)

Substituting the values for the maximum rate of climb and the airspeed at 
take-off gives an estimate of the maximum acceleration potential of the 
aircraft at sea-level.

max — 4.2 ftS (B9)

The quoted power, P, is 500 hp which is approximately equivalent to 
275 500 Ib.ft/s. Using this, and a representative velocity value, the 
maximum thrust can be derived:

V. 184 (BIO)

Now

Xg.j.T max — max (Bll)

and so X^j. can be determined.

Xar = = 1:^ = 0.0028 ft / Ibf.s"
1500

(B12)
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An estimation of the input matrix for the sea-level take-off condition 
becomes;

B

0 0.0028
33.2120 0

-18.8250 0
0 0

(B13)

Here the elevator deflection is expressed in radians and can vary over a range 
±0.21 radians (±12°).
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APPENDIX C: DRYDEN TURBULENCE

The form and intensity of the Dryden turbulence to be used in testing 
windshear detection systems for transport aircraft is specified by the FAA. 
[31] The appropriate x, y and z-axis mathematical models are described by a 
set of transfer functions viz.

F.(s) = a.J^ ^
(1+T,s) (Cl)

V5)=(T,

2n (l + T.sXl+'^n^) 

27r (l+T^sXl+':u,4

(C2)

(C3)

where a„, and correspond to the required rms intensities of the 
turbulence being used.

The variable i; determines the bandwidth of the particular filter. It is 
defined as the ratio of scale length to the true airspeed i.e.

^'4 (C4)

The values of o and L which should be used with the transfer functions are 
specified for a series of altitudes - see Tables Cl and C2.

Table Cl: rms intensities for Dryden turbulence model
Altitude

(ft)
rms intensities (ft/s)

Gr Gu,
100 5.6 5.6 3.5
300 5T5 5T5 3.85
700 5.0 5.0 4.3
900 5.0 5.0 4.45
1500 4.85 4k85 4.7
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Table C2: scale lengths for Dry den turbulence model
Altitude

(A) K
scale lengths (ft)

K K
100 260 260 100
300 540 540 300
700 950 950 700
900 1123 1123 900
1500 1579 1579 1500

These values were obtained from experimental evidence and were specified 
by the FAA; they differ from the values for Dryden turbulence parameters 
recommended in MIL-F-8785B. To use these models for testing a windshear 
detection system, suitable time-domain representations of turbulence can be 
generated by applying bandlimited white noise of unit spectral density to 
filters with the appropriate transfer functions. [6]

For a bandlimited white noise signal of unit spectral density;

1 (0<CO^
0 (i)>% (C5)

If white noise of insufficient bandwidth is applied to the filter the variance 
(mean square value) of the output will be reduced. The variance is given by 
[85]:

= j|f (C6)

or, for a single-sided power spectral density function

o^ = 2j\F{jio'f S„{jiv)dw (C7)

This integration can be performed analytically for the Dryden Gust filters. 
For example, the frequency response of the x-axis turbulence filter is:

,2 2T. (C8)
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Hence the rms intensity of the turbulence is

4)
(C9)

2ct ^
(CIO)

The variance of the output depends on the bandwidth of the white noise.

TC
(Cll)

The corresponding variance of the x-axis turbulence with a white noise input 
of wide bandwidth is, therefore:

c 2c^^
K 2 = o. (C12)

The bandwidth of the white noise is selected such that the error in the 
variance of the output calculated using equation CIO is negligible.
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APPENDIX D: THE LUENBERGER OBSERVER

A linear time-invariant system can be expressed in a standard form as

X = Ax + Bu

y = Cx

(Dl)

(D2)

where x is the state vector of dimension n, u is the input vector of dimension 
m and y is the output vector of dimension p. The matrices A, B and C are of 
order [n x n], [n x m] and [p x n] respectively.

If C is not singular the state vector may be derived from the output vector 
using simple matrix inversion:

x = C^y (D3)

However, the C matrix cannot be assumed to be non-singular, and p^n, in 
general.

There is an important class of linear control methods which uses state 
feedback to effect the control, and for these techniques a knowledge of the 
full state vector is required. However, in practice, it is uncommon for every 
state variable to be measurable. For this reason, techniques for calculating 
or estimating the state vector have been developed.

D1.1 Luenberger Observer Theory

Luenberger first proposed a method of estimating the state vector by means 
of another dynamic system, an observer, into which the input and output 
variables of the first system are fed. [86,87] He approached the problem by 
requiring that the observer be designed so that its state vector, x^, was some 
linear transformation T of the state vector x The simpler problem of a free 
system, without any external inputs, is considered first.

For the free system the state equation is reduced to

X = Ax (D4)
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The equation relating the output vector to the state vector remains unchanged 
viz.

y = Cx CDS)

The observer is then defined as a time-invariant linear system with its input 
vector being the output of the system being observed.

x, = Fx.+Ky = Fx,+KCx (D6)

If the observer state vector is expressed as the transform of the system state 
vector.

Xg =Tx (D7)

then, from equations D4 and D6,

Tx = TAx (D8)

Tx = FTx + KCx (D9)

So T must satisfy the relationship

TA-FT = KC CDIO)

Provided that A and F have no common eigenvalues there is a solution for T. 
That the transformation provides a suitable design of observer can be shown 
by considering the errors in the system.

It is required that the observer state vector x, be the transformation of the 
system state vector Tx. The difference between the two state vectors is

x,-Tx = Fx,-TAx + KCx (Dll)

When DIO is substituted into this relationship it becomes

x,-Tx = F(x,-Tx) CD12)
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which has as its solution

x.(0-Tx(t) = /'(x.(0)-Tx(0)) CD13)

The difference between the observer system state variables and the linear 
transformation of the system state variables are the errors in the observer. 
The error vector will decay asymptotically towards zero, whatever the initial 
conditions, provided that the matrix, F, is chosen so that its eigenvalues have 
negative real parts. The rate of decay will be also be determined by the 
nature of the F matrix, and for a practical observer it is generally required 
that the observer dynamics be significantly faster than the system dynamics, 
to allow effective observation of the system. This is achieved by suitable 
allocation of the eigenvalues.

This theorem can be extended to include the non-free system defined by the 
equations D1 and D2. The observer input now comprises some 
transformation of the system input vector as well as feedback from the system 
output vector.

Xg = FXg + Ky + Gu (1:14)

If as before T is chosen to satisfy the relationship in equation DIO then the 
difference between the observer state vector and the transformation of the 
system state vector can be found using equations D1 and D14 as

X - Tx = Fx, - TAX + KCx + (G - TB)u (1:15)

This can be reduced to a similar form to equation D12 by substituting 
equation DIO

X, - Tx = F(x, - Tx) + (G - TB)u 0:16)

By choosing the observer input matrix G so that G = TB, equation D16 
becomes identical to the error equation, equation D12, and the observer will 
have the desired properties. The response of the observer will again be 
determined by the matrix F.
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The transform matrix T must be invertible so that the state vector of the 
system can be derived from that of the observer. If T is chosen to be the 
identity matrix I, the estimate produced by observer state vector is the 
system state vector itself, rather than a transformation of the vector. When 
T = I, then from equation DIO

F=A-KC (D17)

The observer state equation then becomes

x,=(A-KC)x,+Ky + Bu (1318)

The coefficient matrix, A, and the output matrix, C, are both known and it 
follows that the design of the observer is reduced to determining the matrix, 
K, which specifies the feedback from the system output vector to the 
observer. K may be considered as the gain matrix of the observer.

A block diagram of the system and the observer is shown in figure Dl. The 
observer is implemented in the form given in equation D19 which is achieved 
by rearranging equation D18.

X, = Ax,+K(y-Cxj4-Bu (1319)

D1.2 Observability

It is evident from the discussion above that, in order to be able to design an 
observer for a given system, it must be possible to place the eigenvalues of 
the observer arbitrarily. This is possible if, and only if, the system is 
'observable'. This property is defined as follows:

A state variable model of a dynamic system is said to be completely state observable if, 
for any time tg, there exists a time f > t^ such that a knowledge of the output vector 
y(0 and the input vector n{t) in the time interval < f < fj is sufficient to determine 
the initial state xif) uniquely. [88]

Examination of the observer state equation D18 shows that such a condition is 
implicit in the observer design because it is the input and output vectors 
which are being used to estimate the state vector. A time invariant linear
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estimated state vector

Figure Dl: Block Diagram of a System and Observer
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system can be tested to check whether it is observable using the method 
below.

A necessary and sufficient condition for a linear continuous time-invariant 
system to be completely state observable is that

rank n (1320)

where n is the order of the system.
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APPENDIX E: OPTIMAL DESIGN OF THE OBSERVER GAIN

The gain matrix, K, must be designed so that the observer has the following 
desired properties: it must be stable and the its dynamics should be faster 
than the system which it is observing. There are various methods which may 
be applied and two methods commonly used are pole-placement and 
optimal control.

Optimal control methods allow the system to be designed to give the best 
possible performance. There must be some means of evaluating the 
performance quantitatively and this is implemented by means of a 
performance index. A summary of the optimal control design theory is 
presented below and the subject is well documented elsewhere. [88,89,90]

We begin by defining a system

V = Rv + Sw (El)

where v is the state vector and w is the input vector to be controlled.

The most common form of performance index is the quadratic index. For an 
optimal regulator design the function to be minimised can be written as

/ = (v^Mv + w^Nwjit (E2)

here M and N are symmetric positive semi-definite and positive definite 
matrices respectively i.e.

(E3)

N = > 0 (E4)

These represent the weighting matrices which define the relative importance 
of keeping the elements of the state vector close to zero, for which the 
coefficients of M should be large, while not requiring excessive feedback - 
reduced by making the coefficients of N large. The design of control systems 
using this form of index is known as the Linear Quadratic Problem (LQP).
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This quadratic index has the advantage that it yields an optimal control 
design of linear state feedback form. If the optimal feedback for the system 
above is defined to be L then

w = Lv (E5)

and the state equation for the controlled system can be reduced to

V = (R + SL)v (E6)

The optimal solution to the problem yields the feedback control law

w = -N-"S^Pv (E7)

where P is the solution to the Algebraic Riccati Equation (A.R.E.)

PR + R'P-PSN^S^P + M = 0 (E8)

Consider now the design of an observer gain matrix. For a system defined in 
equations D1 and D2 the observer state equation is given by equation D18. If 
the error between the system state and the observer state is defined to be e 
where

e = X —X. (E9)

then it can be seen that

e = (A-KC)e (ElO)

Whereas for the control problem it was required to choose feedback, L, to 
optimise equation E6, the observer requires the selection of a suitable 
feedback matrix, K, to optimise equation ElO. The solution can be derived 
by analogy.

The solution of equation ElO is

e(f) = (Ell)
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The eigenvalues can be evaluated from the determinant of the system. Now

det[sl - (A - KC)] = det[sl - (A - KC)^] (E12)

and

(A-KC)"^5A^-CV (E13)

As a consequence the eigenvalues of A^ - C and A - KC are identical and
the feedback control law obtained from using ATand can be used to
derive the observer gain matrix, K.

If the LQP solution for equation E6 is compared with the matrix expression 
A^ - it can be seen that both solutions are equivalent if

AsR^ (E14)

CsgT (E15)

(E16)

Therefore, by analogy, the feedback which optimises the observer equation 

Xg = (A- KC)Xg + Ky + Bu

according to the performance index

is

This entirely defines the optimal observer parameters.

(E18)
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