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"The maturation of the concepts of viral ecology into a
picture coherent with the developing puzzle-work of the rest
of the microbial food web requires the construction of a more
powerful set of experimental tools. The most important lesson
learnt so far is maybe that some (many?) of our textbook
"truths" in the field of microbial ecoclogy may still be

merely professicnal folklore open to experimental challenge.™

Thingstad et al., 1993
- Are Viruses Important Partners in

Pelagic Food Webs?
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by Rui Quental-Mendes

The role and dynamics of the ocean's pool of dissolved organic carbon
(DOC) in both the marine carbon cycle and marine ecosystems is not well
known. A large imbalance between net export and measured loss of carbon
in the upper 150m of Bermuda remains unexplained. Knowledge of the
processes that control the source and rate of production of DOC in the
upper ocean, as well as its subsurface remineralisation rate and lifetime
are required to explain the ocean's global distribution of nutrients.

May viral lysis yield the carbon required to account for the fluxes into
the semi-labile DOC pool of biogeochemical cycles?

The role of marine viruses in ecosystem dynamics is determined and their
impact on overall biological production rates and DOC production is
analyzed. Viral induced collapse of plankton blooms is investigated. This
is achieved through the-development of an epidemics model based on a
compartmental ecosystem model of the upper ocean. Inter-compartmental
flows and fluxes to the deep ocean are plotted daily. A leapfrog
integration method with a timestep of two hours is used. The model is run
over the period of ten years for the Bermuda Station "S" area. Two
thousand simulations are analyzed. Phytoplankton primary production and
bacterial production are diverted by viral lysis into the synthesis of
new viruses which are inactivated by natural UV radiation and then decay
into DOC slowly. The remaining cell debris of lysed hosts flow directly
into the detritus and DOC pools respectively. The effect of differing
levels of contact rate, inactivation rate, decay time of inactivated
viruses and sinking speed of detritus on overall production rates and
biomass are investigated.

Results show that marine viruses act as regulators of the size and timing
of plankton blooms and are important partners in bacterial
trophodynamics. The stability of the ecosystem is extremely sensitive to
the contact rate between virus and host cells which provides the
underlying mechanism for non linear epidemics. Increased levels of the
contact rate determine higher viral infectivity and increase viral lysis
which forces phytoplankton and bacterial collapses.

The epidemics result in a considerable growth of bacterial production and
hence viral lysis which increase with the shortening in decay time and
the slowing of the detritus sinking speed. Variations in the level of the
inactivation rate are found to have minor effect on the overall annual
production rates but have large effect on the maximum daily flow into
lysis during blooms.

The model results on viral production foster support for the viral source
of the high-molecular weight fraction of the semi-labile DOC, identify
bacterial viruses as its main contributor and show a much improved fit to
the observed data in comparison to previous modelling attempts without
epidemics.
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The lysed bacterial debris flows directly into the DON
compartment and the decay time of inactivated viruses 1is 10
years. Sinking speed of detritus 1lm/day. . . . . . . . -231-

Table 6.8.d Estimates of annual totals of viral lysis of
bacteria and corresponding percentage to net bacterial uptake
of nitrogen (in brackets) compared with the resulting net and
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gross (in brackets) bacterial production and phytoplankton
primary production in mmol N/m2/yr. Also shown 1s the maximum
daily flow into lysis in mmol N/m2/day and day when achieved
(in brackets). Values are calculated for the minimum epidemic
(Beta9=7) which is also the epidemic with the maximum gross
bacterial production, for the epidemic with the maximum daily
flow into lysis (Beta9=7.3), for the epidemic with a viral
lysis matching the Bacastow & Maier-Reimer (1991) requisites
(Beta9=8.8), for the epidemic with the maximum net bacterial
production (Beta%=17), for the epidemic with the maximum
annual output of viruses (Beta9=20), and for the epidemic
with the minimum primary production (Beta9=22).

The lysed bacterial debris flows directly into the DON
compartment and the decay time of inactivated viruses is 50
years. Sinking speed of detritus 1m/day . . . . . . . . -232-

Table 6.9.a Estimates of annual viral lysis, and the
resulting net bacterial production and primary production, in
mMol N/m?/year, for minimum epidemics with inactivation rates
of .5, .792 and 1 4. Also shown, the maximum daily flow
into viral lysis in mMol N/m* and day when achieved (in
brackets). The lysed bacterial debris flows directly into the
DON compartment. The decay time of inactivated viruses was
six months. Sinking speed of detritus 1m/day. . . . . . -233-

Table 6.9.b Estimates of annual viral lysis, and the
resulting net bacterial production (gross bacterial
production in brackets) and primary production, in mMol
N/m?/year, for epidemics for the maximum annual output of
bacterial viruses with inactivation rates of .5, .792 and 1
d'. Also shown, the maximum daily flow into viral lysis in
mMol N/m? and day when achieved (in brackets). The lysed
bacterial debris flows directly into the DON compartment. The
decay time of inactivated viruses was six months. Sinking
speed of detritus im/day. . . . . . . . . . . . . . . . -233-

Simulations with a sinking speed of detritus of 10m/day

Table 6.10 Overwinter concentration of active bacteriophages
and corresponding winter bacteria concentration, compared
with the resulting peak bacteria concentration (in mmol N/m’)
during the following spring bloom and corresponding day
number (in brackets) together with peak concentrations of
active bacteriophages during the same event and the resulting
peak concentration of inactivated viruses during the annual
cycle. Values are calculated for each consecutive year of a
minimum epidemic of bacterial virus with a contact rate of
7.6. Decay time was six months. . . . . . . . . . . . . -234-

Table 6.11 Estimates of annual totals of viral lysis of
bacteria and corresponding percentage to total bacterial
uptake of nitrogen (in brackets) compared with the resulting
new and regenerated primary production in mmol N/m’/yr.
Values are calculated for each consecutive year of a minimum
epidemic of bacterial virus with a contact rate of 7.6. Decay
time was six months. . . . . . . . . . . . . . . . . . -235-
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Version 7 of the model: introduction of wvariable contact
rates in bacterial epidemics.

Table 6.12.a Estimates of annual totals of viral lysis of
bacteria and corresponding percentage to net bacterial uptake
of nitrogen (in brackets) compared with the resulting net
bacterial production and phytoplankton primary production in
mmol N/m2/yr. Also shown is the maximum daily flow into lysis
in mmol N/m2/day and day when achieved (in brackets).

Values are calculated for the minimum epidemic (Beta9=8.6),
for the epidemic with the maximum daily flow into lysis
(Beta9=9.6), for the epidemic with the lowest annual primary
production (Beta9=11.0), for the epidemic with the maximum
net bacterial production (Beta9=13.0), and for the epidemic
with the maximum annual output of viruses (Beta9=15.0).

Decay time of inactivated viruses is one month. . . . -236-

Table 6.12.b Estimates of annual totals of DON and Ammonium
uptake compared to "DON" and Ammonium excretion by the model
bacteria in mmol N/m2/year.

Values are calculated for the minimum epidemic (Beta9=8.6),
for the epidemic with the maximum daily flow into lysis
(Beta9=9.6), for the epidemic with the lowest annual primary
production (Beta9=11.0), for the epidemic with the maximum
net bacterial production (Beta9=13.0), and for the epidemic
with the maximum annual output of viruses (Beta9=15.0).

Decay time of inactivated viruses is one month. . . . -236-

Table 6.12.c Estimates of annual totals of Regenerated
Production, New Production and Ammonium excretion by
zooplankton in mmol N/m2/year. Values are calculated for the

minimum epidemic (Beta9=8.6), for the epidemic with the
maximum daily flow into lysis (Beta$=9.6), for the epidemic
with the lowest annual primary production (Beta$=11.0), for
the epidemic with the maximum net bacterial production
(Beta9=13.0), and for the epidemic with the maximum annual
output of viruses (Beta9=15.0). Decay time of inactivated
viruses is one month. e e e e e ... =237

Table 6.13.a . Estimates of annual totals of viral lysis of
bacteria and corresponding percentage to net bacterial uptake
of nitrogen (in brackets) compared with the resulting net
bacterial production and phytoplankton primary production in
mmol N/m2/yr. Also shown is the maximum daily flow into lysis
in mmol N/m2/day and day when achieved (in brackets).

Values are calculated for the minimum epidemic (Beta9=10.5),
for the epidemic with the maximum daily flow into lysis
(Beta9=11.0), for the epidemic with the maximum net bacterial
production (Beta9=22.0), for the epidemic with the maximum
annual output of viruses (Beta9=24.0), and for the epidemic
with the lowest annual primary production (Beta9=25.0).

Decay time of inactivated viruses is six months. . . . =237-

Table 6.13.b Estimates of annual totals of DON and Ammonium
uptake compared to "DON" and Ammonium excretion by the model
bacteria in mmol N/m2/year. Values are calculated for the
minimum epidemic (Beta9=10.5), for the epidemic with the
maximum net bacterial production (Beta%9=22.0), for the
epidemic with the maximum annual output of viruses
(Beta9=24.0), and for the epidemic with the lowest annual
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primary production (Beta9=25.0). Decay time of inactivated
viruses 1is six months. e e .o ... .. ... . . . -238-
Table 6.14 . Estimates of annual totals of viral lysis of

bacteria and corresponding percentage to net bacterial uptake
of nitrogen (in brackets) compared with the resulting net
bacterial production and phytoplankton primary production in
mmol N/m2/yr. Also shown is the maximum daily flow into lysis
in mMol N/m2/day and day when achieved (in brackets).

Values are calculated for the minimum epidemic (Beta9=11.8),
for the epidemic with the maximum daily flow into lysis
(Beta8=12.0), for the epidemic with the maximum net bacterial
production (Beta9=25.0), for the epidemic with the maximum
annual output of viruses (Beta9=28.0), and for the epidemic
with the lowest annual primary production (Beta9=34.0).

Decay time of inactivated viruses is one year. . . . . -238-

Table 6.15 Estimates of annual totals of viral lysis of
bacteria and corresponding percentage to net bacterial uptake
of nitrogen (in brackets) compared with the resulting net
bacterial production and phytoplankton primary production in
mmol N/m2/yr. Also shown is the maximum daily flow into lysis
in mMol N/m2/day and day when achieved (in brackets) .

Values are calculated for the minimum epidemic (Beta9=12),
for the epidemic with the maximum daily flow into lysis
(Beta9=14.1), for the epidemic with the maximum net bacterial
production (Beta9=2%), for the epidemic with the maximum
annual output of viruses (Beta9=36), and for the epidemic
with the lowest annual primary production (Beta9=48).

The decay time of inactivated viruses is ten years. . -239-

Table 6.16 Estimates of annual totals of viral lysis of
bacteria and corresponding percentage to net bacterial uptake
of nitrogen (in brackets) compared with the resulting net
bacterial production and phytoplankton primary production in
mmol N/m2/yr. Also shown is the maximum daily flow into lysis
in mMol N/m2/day and day when achieved (in brackets).

Values are calculated for the minimum epidemic (Beta9=12.9),
for the epidemic with the maximum daily flow into lysis
(Betag9=14.7), for the epidemic with the maximum net bacterial
production (Beta%9=30.0), for the epidemic with the maximum
annual output of viruses (Beta9=36.0), and for the epidemic
with the lowest annual primary production (Beta9=49.0).

The decay time of inactivated viruses is fifty years. -239-

Table 6.17. Estimates of annual totals of viral lysis of
bacteria and corresponding percentage to net bacterial uptake
of nitrogen {(in brackets) compared with the resulting net and
gross (in brackets) bacterial production and phytoplankton
primary production in mmol N/m2/yr. Also shown is the maximum
daily flow into lysis in mmol N/m2/day and day when achieved
(in brackets). Values are calculated for the minimum epidemic
(Beta9=6), for the epidemic with the maximum daily flow into
lysis (Beta9=7), for the epidemic with the maximum gross
bacterial production (Beta9=10), for the epidemic with the
maximum net bacterial production (Beta9=14), for the epidemic
with the maximum annual output of viruses (Beta9=19), and for
the epidemic with the minimum primary production (BetaS=19).
The lysed bacterial debris flows directly into the DON
compartment and the decay time of inactivated viruses is 1
year. Sinking speed of detritus 1lm/day. Variable contact
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rates. e O

Table 6.18a Estimates of annual viral lysis, and the
resulting net bacterial production and primary production, in
mMol N/m?/year, for minimum epidemics with inactivation rates
of .5, .792 and 1 d*'. Also shown, the maximum daily flow
into viral lysis in mMol N/m’ and day when achieved (in
brackets) . The decay time of inactivated viruses was six
months. Sinking speed of detritus 10m/day. . . . . . . -241-

Table 6.18b Estimates of annual viral lysis, and the
resulting net bacterial production and primary production, in
mMol N/m’/year, for epidemics for the maximum annual output
of bacterial viruses with inactivation rates of .5, .792 and
1 d*. Also shown, the maximum daily flow into viral lysis in
mMol N/m* and day when achieved (in brackets). The decay time

of inactivated viruses was six months. Sinking speed of
detritus 10m/day. ... .

-241~
Table 19.a Estimates of annual viral lysis, and the
resulting net bacterial production and primary production, in
mMol N/m’/year, for minimum epidemics of bacterial viruses
with decay times of inactivated viruses of fifty, ten and one
year, plus six and one month. Also shown, the maximum daily
flow into viral lysis in mMol N/m’ and day when achieved (in
brackets). The inactivation rate was .792 4'. Sinking speed
of detritus 10m/day. . . . . . . . . . . . . . . . . . -242-

Table 6.19.b Estimates of annual viral lysis, and the
resulting net bacterial production and primary production, in
mMol N/m?/year, for epidemics of bacterial viruses yielding
the maximum daily flow into lysis with decay times of
inactivated viruses of fifty, ten and one year, plus six and
one month. Also shown, the maximum daily flow into viral
lysis in mMol N/m®* and day when achieved (in brackets). The
inactivation rate was .792 d'. Sinking speed of detritus
10m/day. . . . . . . ..o =242

Table 6.19.c Estimates of maximum annual viral lysis, the

resulting net bacterial production and primary production, in
mMol N/m’/year, for epidemics of bacterial viruses with decay
times of inactivated viruses of fifty, ten and one year, plus
six and one month. Also shown, the maximum daily flow into

viral lysis in mMol N/m’ and day when achieved (in brackets) .
The inactivation rate was .792 d'. Sinking speed of detritus

10m/day. -243-
Chapter 7
Version 8 of the model : Simultaneous epidemics of bacterial

and phytoplankton viruses

Simulations with a sinking speed of detritus of 1lm/day and an
inactivation rate of virus of .792 4%

Table 7.la Variation in gross bacterial production,
bacterial viral lysis and total viral lysis in mMol N m’™
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year ' for decay times of one, three and six months plus

fifty years, in simultaneous epidemics of phytoplankton and
bacterial viruses in which the contact rate Beta9 is set to
minimum epidemic. Inactivation rate is .792 d°' and sinking
speed of detritus is 1m/day. .. . . . . . . . . . . -281-

Table 7.1b Variation in gross bacterial production,
bacterial viral lysis and total viral lysis in mMol N m™
year ™ for decay times of one, three and six months plus
fifty years, in simultaneous epidemics of phytoplankton and
bacterial viruses in which the contact rate Beta9 is set to
maximum epidemic. Inactivation rate is .792 d* and sinking
speed of detritus is 1m/day. e e . ... ... o-281-

Table 7.l1l.c Variation in primary production, viral lysis of
phytoplankton, net and gross bacterial production, viral
lysis of bacteria, total viral lysis in mMol N m™® year ' and
bacterial maximum daily flow into lysis in mMol N m™? 4" for
decay times of one month, six months and fifty years, in
simultaneocus epidemics of phytoplankton and bacterial
viruses. The inactivation rate is .792 d' and the sinking
speed of detritus is im/day. . . . . . . . . . . . . . -282-

Table 7.2 Variation in gross bacterial production, bacterial
viral lysis, primary production, phytoplankton viral lysis,
total viral lysis in mMol N m? year ' and maximum daily flow
into lysis in mMol N m™” 4* for fixed and variable contact
rates in simultaneous epidemics of phytoplankton and
bacterial viruses. The decay time is fifty years, the
inactivation rate is .792 d ' and sinking speed of detritus
is 1m/day. e e e oo, =283~

Table 7.3 Variation in overall percentage of active viruses
of phytoplankton and bacteria inactivated by natural UV
radiation for one and six months and fifty years decay time
simulations, in simultaneous epidemics of phytoplankton and
bacterial viruses. Inactivation rate 1is .792 4! and sinking
speed of detritus is 1m/day. e e e ... ... . -283-

Table 7.4 Variation in the losses by detrainment of
inactivated viruses, primary production, flow of lysed
bacterial debris into DON, breakdown of inactivated viruses
into DON and sinking flux of detritus in mMol N m™? year ' for
decay timeg of one and six months plus fifty years, in
simultaneous epidemics of phytoplankton and bacterial
viruses. Inactivation rate is .792 d*' and sinking speed of
detritus is 1m/day. e e e e ... ... -284-

Simulations with a sinking speed of detritus of 10m/day and
an inactivation rate of virus of .792 4

Table 7.5 Variation in gross bacterial production, bacterial
viral lysis, total viral lysis in mMol N m™” year ' and
maximum daily flow into lysis in mMol N m™® 4" for decay
times of one and six months plus fifty years, in simultaneous
epidemics of phytoplankton and bacterial viruses in which
contact rates Beta8 and Beta9 are set to minimum epidemic.
Inactivation rate is .792 d' and sinking speed of detritus

is 10m/day. e e e oo ... =285
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Table 7.6 Variation in gross bacterial production, bacterial
viral lysis, primary production, phytoplankton viral lysis,
total viral lysis in mMol N m? year ' and maximum daily flow
into lysis in mMol N m? d*'! for variable contact rates in
simultaneous epidemics of phytoplankton and bacterial
viruses. The decay time of inactivated viruses is six months
and fifty years. The inactivation rate is .792 d- and

sinking speed of detritus is 10m/day. -285-
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Chapter 1.

Introduction

One of the major long-term goals of the present
oceanography scientific community is to develop models
capable of predicting the spatial and temporal variations in
the oceanic carbon cycle. One particular component of the
carbon cycle that has recently come to attention is the

dissolved organic carbon (DOC) enigma.
1.1 The DOC enigma.

It has been assumed that DOC is produced in surface
waters by phytoplankton excretion and zooplankton sloppy
feeding as well as by dissolution of detritus and faecal
pellets (Jumars et al., 1989). Paradoxically, the mean age of
DOC in the surface ocean as determined by traditional methods
is >1,000 years, implying not only that it consists of very
refractory organic compounds but also that their breakdown is

extremely slow (Bauer et al., 1992; Williams & Druffel,
1988) .

Moreover, the concentration of the traditional DOC is
the same both in surface and deep waters (1 ppm = 1 mg 1" =
83 uM 1') and does not reflect biological processes such as
the oxygen minimum and surface primary productivity (Williams

& Druffel, 1988).

Historic oceanic DOC amounts of ca. 50-100 umol 1°* had
put the estimate of global DOC inventory at a level identical
to that of carbon in the atmosphere (= 750 Gt C) (Sundquist,
1985) .

In 1988 Sugimura & Suzuki using an improved technique
reported the existence of vertical gradients in the
concentrations of DOC and dissolved organic nitrogen (DON)

with surface values 2 to 4 times higher and more variable

-1-
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than those previously measured.

These results were confirmed independently by other
researchers thus implying the finding of an extra 1,000 Gt
(10** tonnes) carbon pool in the ocean (Martin & Fitzwater,
1992, Peltzer et al., 1992). Though these figures
extrapoclated from Suzuki’s , Martin & Fitzwater’s and
Peltzer’s vertical gradients are now gquestionable (Suzuki,
1993) additional large DOC horizontal gradients of 100 uMol C
1" have also been found in surface waters between the
equator and the equatorial Pacific (Martin & Fitzwater,

1992) .

The new pool 1s concentrated near the surface and
appears to be actively involved in the biogeochemical cycling

of carbon and nitrogen (Toggweiler, 1990, 1992).

Large changes in DOC concentrations (+10 to 50 uM C 1°*
= 1.5 to 7.5 mMol N/m’ for a C/N ratio = 6.625 or 2.5 to 12.5
mMol N/m® for a C/N ratio = 4) were observed in situ during
the spring bloom in 1989 in the North Atlantic (Kirchman et
al., 1991), where daily oscillations of DOC ranging between
1.3 to 6.6 uM C 1! were also measured (Ducklow et al.,
1993) . The mechanisms of DOC production are not well
understood. Nonetheless, the large gradients in DOC
concentrations indicate that a large fraction of DOC (20-40%)
can turn over in days and that the DOC flux is large relative
to primary production. Such large, short-term fluxes cannot
be explained with current concepts in plankton ecology
(Kirchman et al, 1991).

However they may be relevant to explain the two-thirds
(2.2 Mol C m? for the period of 1 April to 31 December 1992
and 1993) difference in mass balance of dissolved inorganic
carbon (DIC) consumption and the production of DOC and
suspended particulates (POC) in the upper 150m of Bermuda
(Michaels et al., 1994). The explanation offered up to now

was that either the sediment traps miss 80% of the sinking
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particles or that 70% of the carbon cycling is due to

advection.

The breakdown of this organic material and its lifetime
in the subsurface layers of the upper ocean has been the
subject of two modelling investigations of the ocean’s
distribution of nutrients (Bacastow & Maier-Reimer, 1991;
Najjar, 1990).

1.2 The viral connection.

Until 1989 the concentration of viruses in natural
unpolluted waters like the open ocean was believed to be
extremely low. However, in that year Bergh et al. and later
on Proctor & Fuhrman (1990) using new methods of counting
under the electron microscope reported the evidence of an
high abundance of free virus found in marine oceanic samples
with up to 15 x 10’ virus particles per ml which was 10’

times higher than previous abundance estimates.

More recent measurements claim those wvalues to be
underestimations - because most of the virus (an average of
60%, and often 90%) are retained on 0.2 um filters (Paul et
al, 1991)-, and have established that marine viruses can be
found from the surface to 1500 m depth (Paul et al, 1991;
Proctor & Fuhrman, 1991).

Most significantly however, is that the virus production
varies rapidly during the year and is closely coupled to
plankton blooms (Bratbak et al., 1990, 1993; Borsheim et al.,
1990; Heldal & Bratbak, 1991).

A bridging of these two main discoveries is explored.
The peculiar biochemistry of viruses and their dynamics make

them ideal candidates to explain the "extra" semi-labile DOC.
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1.3 Overall aims of study.
The present study focuses on two main overall aims;

1. To determine theoretically and numerically whether there

is a viral solution to the DOC enigma,

and,
2. To investigate the dynamics of viral epidemics in a marine

ecosystem and its repercussion on bioclogical production.

Therefore, for this second aim an existing one
dimensional ecosystem model (Fasham et al, 1990) hzs besan

modified to include 3 viral compartments.

In this chapter the general motivation for this project

has been outlined.

Chapter 2 starts with a review on the DOC enigma and the
methodological problems involved. A connection with marine
viruses is suggeszéd and the processes that might control DOC
production under the action of viruses are examined. A
proposal for a simple experiment testing the virus resistance
to breakdown by UV radiation is presented. A review on
viruses as community regulators and their biology follows, at
the end of which the more specific goals of the project are

presented.

Chapter 3 contains a literature review on the SEIR
model which is used in standard epidemics modelling. The
requisites for a marine epidemics model are enunciated and
the structure and functioning of the underlying ecosystem
model which is used in this work is described. The model
builds upon the upper ocean ecosystem model of Fasham et al.,

1990 and Fasham, 1993.
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Chapter 4 presents a brief synthesis of the results
obtained with Fasham’s Model A (1990) and Model B (1993)
which are referred to as Control run A and Control run B

throughout this study.

Chapter 5 investigates the dynamics of epidemics of
phytoplankton viruses in a marine ecosystem. A step by step
development of the model introduces differing levels of
contact rate, inactivation rate, decay time of inactivated
viruses, variable contact rate and sinking speed of detritus
into five versicns cf the model which has a five year
runtime. The effect of each modification on overall

bioclogical production rates and biomass are investigated.

Chapter 6 presents the analysis of results from
epidemics of bacterial viruses. Ten year runs for version six
and seven of the model investigate the effect of variation in
the epidemics paramet<ers studied in chapter 5 on overall
production rates, biomass, interannual variability and host-

prey dynamics.

Chapter 7 presents the results from simultaneous
epidemics on phytoplankton and bacteria populations. Ten year
runs for version 8 of the model investigate the impact of
changes in fixed and variable contact rates and decay time on
production rates and biomass for detritus sinking speeds of
1m/day and 10m/day.

Finally, in chapter 8 a discussion and conclusions of
the study as well as an evaluation of its achievements and
limitations are presented. Possible directions for future

work in this field are suggested.



Chapter 2.

Connecting Viruses to DOC and Plankton Blooms

2.1 Connecting Virus in Seawater to "Excess" DON and DOC

The last 40 years have witnessed major advances in
oceanography triggered by advances in technigues rather than
theory. Although theory is invaluable in constructing a
coherent picture of the data universe at our disposal, once
new methods for data acquisition are invented the data
generated often forces us to reconsider our understanding of

the processes involved (Wangersky, 1993).

Since 1988, the eve of the start of the JGOFS major
sampling program, the oceancgraphers involved in the study of
the global carbon cycle have been excited with the discovery
by Yoshimi Suzuki of unsuspected amountg of DOC (Sugimura &
Suzuki, 1988) and DON (Suzuki et al, 1985) in oceanic
seawater. As a result there was a surge of interest in an
area of science that had been dead for 20 years and a revival
of active research-that in its frenzy has become the most

polemic field in oceanography in recent times.

What is DOC ?

According to Wangersky (1993) in his review paper on
dissolved organic carbon methods, POC can be assumedtcbe that
fraction of organic matter found in seawater which is neither
excluded nor adsorbed by the 0.2-1.0 um filter used to remove
the POC, and which is not volatile enough to be lost by the
acidification and purging technique used to remove the
inorganic carbon. As it stands the definition of DOC embraces
bacteria, viruses, and much of the colloidal organic

material.

Using their method, Suzuki and Sugimura measured

concentrations of DON (30-40 uM 1) and DOC (approximately
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300 uM 17%) in surface waters of the western North Pacific
that were at least a factor of two higher than those
typically obtained for surface ocean water using Wet Chemical
Oxidation techniques. Samples from the North Atlantic,
although also higher than the values found by wet oxidation
methods, were roughly in the range of values found by Sharp
(1973), allowing for seasonal differences. Molar DOC and DON
concentrations covaried near the value of seven typical of
marine plankton and together exhibited a nearly
stoichiometric inverse correlation with apparent oxygen

utilization (AOU) (Hedges & Farrington, 1993).

These observations were taken to indicate that the
consumption of DOC is responsible for oxygen depletion in the
deep sea (Martin & Fitzwater, 1992) and that DOM is the
predominant substrate for heterotrophic utilization

throughout the water column (Hedges & Farrington, 1993).

The relevance of a large proportion of the DOM being
labile meant that it could also be exchangeable with
atmospheric carbon dioxide on short time-scales (Hedges &

Farrington, 1993).

Sugimura and Suzuki’sg claim that their higher DOC values
result from more complete oxidation was later supported by
analysis with their instrument of UV-photo-oxidized seawater
samples, which indicated large concentrations (50-150 uM 17%)
of residual DOC almost exactly equivalent to the difference
between one-step analysis of the same waters by the two
methods (Sugimura & Suzuki, 1988; Druffel et al., 1989;
Suzuki & Tanoue, 1991).

Briefly, Sugimura & Suzuki (1988) and Suzuki et al.
(1985) inject 200 pl of filtered, acidified seawater onto Pt-
impregnated (3 wt%) alumina catalyst at 680° C and measure
the resultant CO2 (from DOC) by infra-red absorption or the
resultant NO (from DON) by oxidation to NO2 with subsequent

spectrophotometric determination (Williams & Druffel, 1988).
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Such method is designated High Temperature Catalytic
Oxidation (HTCO). This is a close to real time system and the
techniques involved are rapid, precise, easily applied aboard
ship, and incorporate conditions that should result in

rigorous oxidation of DOM components (Hedges, Lee &

Wangersky, 1993).

Chen & Wangersky (1993) have confirmed that in
productive surface waters, as much as a third to a half of
the DOC may be present as labile material, degraded
biologically in hours to days in unpreserved samples. Its
composition is unknown. They measured decay constants for

this organic matter ranging from 0.1-0.5 day™*.

(oming from the same institution -
Dalhousie University, Halifax, Canada - a theoretical
modelling work by Johnson & Kepkay (1992) on colloid
transport and bacteria utilization of oceanic DOC concluded
that a substantial fraction of the labile DOC escape
degradation in the upper ocean by virtue of its particle sgize

characteristics.

Notwithstanding, a delay of even 1 h in sample
processing can result in considerable loss of DOC. At least
some of this material can be oxidized by both wet oxidation
and HTCO methods. This fraction first detected by Suzuki on
his "real time" system had been previously missed because
samples were traditionally stored away for months before
analysis. Wangersky (1993) suggested that loss may be avoided
by the addition of bacteriostatic agents followed by a quick-
freezing bath at sub-zero temperatures. A second fraction
impervious to wet and photochemical oxidation, but slightly
more resistant to biclogical degradation processes, at least
over periods of weeks to a few months, is present in both
surface and deep water and can only be measured by HTCO. It
is thus semi-labile and its composition is equally unknown.
Notice that when both HTCO and wet-chemical methods were

applied to nearly axenic plankton cultures of the diatoms
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Chaetoceros gracilis and Phaeodactylum tricornutum and the
flagellate Isochrysis galbana the difference in DOC
concentration as determined by the two methods increased with
increasing age of the culture, from a negligible difference
at zero-time to almost 75% after 18 days (Chen & Wangersky,
1993), whereas in sediment porewaters the discrepancy was
always less than 10% (Alperin & Martens, 1993). A third
fraction is oxidized by both wet chemical techniques and
HTCO, but has enough resistance to biological attack to be
present also in both surface and deep water. It is thus
refractory. Each of the major types of analytical methods
measures a different subset of these three DOC fractions

(Wangersky, 1993).

Using the HTCO method Martin & Fitzwater (1992) analyzed
vertical profiles of young (= 100 years old) seawater from
59.5° N south of Iceland in the North Atlantic, middle age (=
500 years) water from Drake Passage and old (1,600 years)
waters from the equatorial Pacific. Apparent oxygen
utilization (AOU) values steadily increase as the subsurface
waters age. There was very little change between stations in
DOC concentrations in deep water in spite of very large
differences in C age and in dissolved oxygen levels at the
three locations. According to Toggweiller (1992) this result
suggests that the consumption of DOC by bacteria in the
ocean’s deep interior does not explain much of the observed
consumption of oxygen. Martin and Fitzwater do, however, find
a very strong DOC gradient in surface waters between the
equator (130 uM) and 9° N (230 uM) in the equatorial Pacific.
They find that the DOC level in water declines as its

salinity rises thus representing oceanographic consistency.

Martin and Fitzwater’s 100-uM DOC decrease between 9° N
and the equator is similar to the vertical DOC decrease in
the upper few hundred meters of the North Pacific reported by

Sugimura and Suzuki (Toggweiler, 1992).

A major portion of this "new" DOC measurable by the
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Suzukl analyzer appeared to be biogeochemically reactive, but
resistant to classical wet-chemical oxidants like UV and
persulfate (Hedges & Farrington, 1993). However, no standard
method has survived the test of continued critical use mined
by flaws in the completeness of their oxidation which are a
result of poor understanding of the structural

characteristics of dissolved organic matter in seawater.

In January 1993 Suzuki retracted his 1985 and 1988
papers because of inconsistencies in data treatment. The
reassessment of the original data from his ink chart recorder
using the original peak height, the statistical peak height,
and the statistical peak area method showed that three
different DOC concentrations could be obtained from identical
original signals on the chart. As the offsets between the
values obtained by the peak height and peak area methods were
unacceptably large Suzuki (1993) concluded that the accuracy
of the DOC concentrations in the 1988 paper was inadequate to

support more recent arguments about DOC inventories in the

ocean.

It would be an overinterpretation to say that UV-
resistant DOM does not exist. It cannot be ignored that
numerous other researchers have now measured elevated
concentrations of DOC in seawater using HTCO-based analyzers
(Fitzwater & Martin, 1993; Miller et al., 1983; Peltzer &
Brewer, 1993; Sharp et al., 1993; Tanoue, 1993; Wangersky,
1993; Chen & Wangersky, 1993; Williams et al., 1993). But
says Hedges et al. (1993), those who rejoiced with their
higher results closely paralleling those of Suzuki would be

better off reconsidering their situation.

The most controversial aspect of the high DOC levels is
whether a system blank should be subtracted or not. Catalytic
oxidation always recovers more carbon from distilled water

than does wet oxidation. Researchers like Suzukil et al.
(1992) and Martin & Fitzwater (1992) assume that the carbon

in their distilled-water blanks comes from the distilled
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water, and do not subtract any blank from their seawater
measurements, While Benner et al. (1992) and others conclude
that the carbon in distilled-water blanks is actually carbon
released from the catalyst itself, and subtract it from their
seawater determinations. According to Benner & Strom (1993)

blank values range from 10 to 50 uM in different catalysts.

However the intercomparison exercise on DOC and DON
measurements by 34 scientists during a Workshop in Seattle in
July 1991 has shown that instrument operation is the major
determinant of analytical results. Values measured by
different operators should be taken with scepticism as these
varied by approximately +40% for the same water sample and in

some cases had ranged over an order of magnitude.

Those worried about stoichiometry have an additional
cause for concern in that no one, not even Suzuki (1993)
himself has been able to reproduce the high DON values (>15
uM 17') reported by Suzuki in 1985. The accurate
determination of DON will always be at a disadvantage because
this parameter is usually determined as a small difference
between large total nitrogen and inorganic nitrogen

measurements.

DON and DOC samples obtained during the JGOFS North
Atlantic Bloom Experiment in 1989, which were preserved by
slow freezing and analyzed in January 1991 by Fitzwater &
Martin (1993) show that the maximum DOC concentration was 160
M 1" with DOC values increasing towards surface mimicking

Suzuki’s profiles for the western Pacific.

Another vertical profile of TOC obtained by de Baar et
al. (1993) during another JGOFS exercise approximately in the
same area at 49°N, 17°W on 5 May 1990 shows an inverse
relation with Apparent Oxygen Utilization (AOU) in the upper
1000 m of the water column. An even stronger decrease with
depth of TOC was found by Pelzer and Suzuki when

intercalibrating with Miller, at nearby station 47°N, 20°W on
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the 18 May 1989, although their absolute TOC values were
considerable higher at the latter station (de Baar et al,
1993) . The difference in measurement values between all these
researchers were ascribed to analytical discrepancy due to

differences in instrument calibration.

Based on these findings chemical oceanographers reached
a consensus and concluded in 1993 that the differences
between HTCO and UV methods are real, each technique
measuring a different fraction of DOC therefore correcting
"old" DOC values would be impossible, as those differences
appeared to vary considerably depending on time and location
in the ocean. The large difference in high DOC waters such as
the oligotrophic Pacific versus freshly upwelled, low DOC
water found by Fitzwater & Martin (1993) being such an

example.

However, a more recent work by Sharp (1994), the father
of the first HTCO system in 1973, concluded that the high DOC
measurements with these machines can only be attributed to
excesgsive sensitivity of the infra-red gas analyzer. His
evidence comes from the results of yet another new high
temperature combustion machine with no catalyst and no infra-
red analyzer that burns organic matter to ashes. Measured

values are similar to those of a traditional UV-machine.

The conclusions of Sharp (1994) cannot be taken as the
final say in the HTCO story. First, there are always pitfalls
in the use of new methods. Second, it offers no explanation
for the difference in evolution of time series of DOC
concentrations between the HTCO and UV measurements of Chen &

Wangersky (1993).
So what signal do the traditional methods pick up?

DOC measured by the traditional technique of persulfate-

oxidation is largely of low molecular weight (Lee & Henrichs,
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1993); ultrafiltration techniques suggest that more than 60%
of the material is of molecular weight less than 1000 Da and
more than 90% is of less than 30 000 Da (Carlson et al.,
1985) . A recent work by Ogawa & Ogura (1992) though in near-
shore environments south of Tokyo found indeed very little

DOC with molecular masses above 10,000.

In contrast, Sugimura & Suzuki (1988) reported that a
large portion of the new DOC has very high molecular weight,
tens of thousands to millions of daltons. It has been
measured by Suzuki that the main substance causing his extra
DOC signal seems to be a compound with a very high molecular
weight in the range 6,000 to 40,000 (Sugimura & Suzuki, 1988,
Williams & Druffel, 1988) and that represents more than 75%
of the DOC. However, the nature of such substance is still

unknown and has been a source of puzzlement (Jackson, 1988).

A crucial aspect of Suzuki and Sugimura’s work is the
attempt to break the DOM pool down by size fraction of
different relative molecular mass (M,) using gel filtration.
This technique enables the preferential retention of low-M,
material during the passage of a DOC mixture through a
column. In their 1988 paper Sugimura & Suzuki show water-
column profiles of total dissolved organic carbon (DOC) and
total dissolved organic nitrogen (DON) from 2 locations in
the western Pacific broken down into six size fractions,
where size fraction 6 is the largest molecular weight. Most
of the DOM extracted by older methods is composed of smaller
molecules, corresponding roughly to size fractions 1 and 2.
Most of the gradient in DOC between the upper ocean and the
deep ocean is contained in the larger size fractions 3-6. To
first order, the larger sizes represent the difference

between the old and new material (Toggweiler, 1990).

Fractions 5 and 6 largely disappear in the upper few
hundred metres of the ocean. The latter varied between the
two locations. Toggweiler (1990) pointed out that the larger

pool of smaller compounds that comprise the bulk of Suzuki’'s
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DOM pool (size fractions 3,4 and 5) could conceivably be
accounted for by the break-up of the particles in the largest

molecular weight fraction (»100,000 daltons) into smaller

entities.

A substantial part of the larger compounds can be
intact and degraded viruses plus material released by viral

lysis of bacteria and phytoplankton. Why?

1- viruses of bacteria have molecular weights of 100%*10°
daltons [range:18-470] (Laskin & Lechevalier, 1973) and
therefore overlap the largest molecular weight fraction (>10°
daltons) of Suzuki’s DOC, such that size 6 may indeed be the
same material.

2- the DNA protein of these viruses have molecular weights of
69*10° daltons [range:12-490] (Laskin & Lechevalier, 1973)
once again falling within size fraction 6.

3- viruses are composed of several polypeptides some of which
being large glycoproteins that have a molecular weight range
of 10,000 to 82,000 (Hsu et al, 1986, Mari & Bonami, 1988,
and VanEtten et al, 1981) therefore falling within the range
determined for the unknown compounds that constitute size
fractions 3 and 4.

4- their minute size (most viruses have a head size less than
60 nm [range:20-200 nm] (Bergh et al, 1989, 1993; Proctor &
Fuhrman, 1990; Paul et al, 1991)), makes it impossible for
0.4 um nucleopore filters to retain them, so they can be
considered operationally dissolved.

5- the only way to see them is with a transmission electron
microscope using the counting technique developed by Bergh et
al, 1989.

6- until very recently the ubiquitous existence of
autochthonous marine viruses in concentrations of 10° to 10%
free viral particles per litre was not acknowledged (Bergh et

al, 1989; Proctor & Fuhrman, 1990; Borsheim et al., 1990).

A further point supporting this idea is that Suzuki

(personal communication, 1990) was already suggesting, after
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the results of a one time experiment, that these compounds
might be particles of bioclogical origin with very small size

ranging from 0.02 to 0.1 um.

A virus is a particularly rich source of C, N and P
since it is composed of 50% DNA and nearly 50% proteins.
These have a low C/N atomic ratio (DNA = 3, proteins = 4 to

5) reflecting their high nitrogen content.

Therefore, the viral hypothesis is very attractive since
it easily accounts for the relatively low C/N ratio (5.6 to
6.8 by atoms) in the newly discovered pool of oceanic
dissolved organic matter (DOM). Such a low C/N ratio reflects
the proteinaceous nature of the "new" DOM as compared to the
high C/N ratio of 7-12 of the "old" DOM (Williams & Druffel,
1988) .

Furthermore, it would support those who claim that the
labile DOM comes directly from the phytoplankton as dissolved
organic exudates (Toggweiler, 1990), insofar as a "soup" of
cellular components, including proteing, nucleic acids, amino
acids, carbohydrates, lipids, cofactors, cell wall
components, and assorted complexes, in addition to viruses
themselves, 1is indeed released into the water when the
infected phytoplankton or bacteria cell bursts due to viral

lysis (Fuhrman, 1992).

Simultaneously, the stability of virus particles (Laskin
& Lechevalier, 1981) which have breakdown time scales yet
unknown but which one assumes to be in the order of months to
years will make them persist long enough in the ocean as to
accumulate ag high concentrations of DOM. A recent study of
degradation of aminoacids and proteins in natural seawater
found that the latter took longer than 6 months to breakdown
into smaller units. Marine geologists find large
concentrations of intact marine viruses in old deep ocean
sediments. Biochemical studies of the rate of decomposition

of DNA in solution show that under normal conditions, with
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typical exposure to air and freshwater, the molecule is
seriously degraded if not entirely broken down after 40,000
to 50,000 years (Morell, 1993). Other anedoctal evidence on
the resistance of tough protein coatings to degration is
provided by the recent revival of sporulated bacteria found
in the abdominal contents of a fossilised bee 25 million

yvears old (Cano & Borucki, 1995; Fischman, 1995).

Slow decay times of marine viruses would address the need for
the existence of complex unreactive geopolymers that, as many
argue, accumulate in the ocean and so explain the hugenesg of

the oceanic DOM pool (Toggweiler, 1990).

2.1.1 Why have not the previous DOC techniques been able to

detect the virus signal-?

Viruses have two forms: an active "living" form, the
"virion", which thrives in a friendly environment (like the
inside of a phytoplankton cell) and an inactive crystal-like
form, the "phage", into which the virus reverts when its
external environment becomes hostile (i.e. when the
phytoplankton cell bursts and the virus is releasged in free
water) ensuring its survival while awaiting for contact with

an appropriate host cell.

When in their inactive form viruses have crystal-like
structure. Their high molecular weight DNA protein (69*10°
daltons) (Laskin & Lechevalier, 1978), which is in a tightly
coiled ball, has a rigid protein coat covering it: the

capsid.

This extremely heavy shield (statistical average MW
31*10° daltons but usually as heavy as the DNA itself) is
very resistant, is able to withstand high temperatures as
well as UV degradation and is thus highly refractory (Laskin
& Lechevalier, 1978). This latter form "the phage" 1is

presumably the most abundant form of viruses.
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Traditional techniques for DOC measurement like
ultraviolet (UV) radiation and persulfate oxidation are not
able to breakdown this crystal-like structure for some
reason. The inability of the UV methods to oxidize
particulate matter efficiently is well known (Wangersky,
1993) . UV radiation is routinely used by virologists to
inactivate virus, when preparing them for vaccines, precisely
because it doesn’t destroy their outer structure (Laskin &
Lechevalier, 1978). Furthermore, resistance to UV radiation
is not unique to viruses. There is evidence that some other
organisms contain mechanisms to protect themselves from UV
degradation. For instance, some bacteria defend themselves
against harmful environmental conditions such as exposure to
UV light by encasing themselves in tough protein coatings -
they "sporulate" (Lee & Henrichs, 1993). Moreover, some
bacteria can produce large quantities of small acid-soluble
proteins that act to rearrange slightly the geometry of the
DNA inside the bacteria into a much more UV-non reactive form
(Lee & Henrichs, 1993).

Suzuki’s technique however, does not make use of any UV
radiation to breakdown molecules using instead a catalyst

assisted high temperature method.

Temperature-recovery curves of DOC in different
molecular weight groups in seawater were obtained by Sugimura
& Suzuki (1988). The maximum recovery was obtained above 640°
C in each group, but the temperature-recovery curve varied
with each molecular weight group. Group 6 (>10° daltons)
where viruses would be included is the most resistive to
oxidaticn. Lower molecular weight groups were oxidized easily
at a lower temperature. Significantly, Suzuki attributed
these differences to chemical structure and alsoc molecular

weight.
Therefore, it is suggested that Suzuki’s technique
with its high temperature catalytic oxidation is able to

destroy the capsid and release the viral-DNA molecule which

_17-



——‘

Connecting Viruses to DOC and Plankton Blooms CHAPTER 2.

is subsequently burnt. A proposed experiment to test this

hypothesis is presented in chapter 8, § 8.5.1.

2.1.2 Implications

Viruses uncouple production and consumption of
particulate biomass and they increase the production of DOM
(Heldal & Bratbak, 1991). They may thus be a key factor for
understanding the transformation between the particulate,
colloidal and dissolved fractions of organic material in

seawater.

Due to their intrinsic nature viruses sequester into
their DNA protein a much elevated and disproportionate
concentration of carbon, nitrogen and phosphorus than usual
(the P:N:C ratio of DNA and proteins does not conform to the
Redfield ratio), and are thus, possibly the main pathway by
which biogenic elements are removed from the marine system,
whilst in a free floating and "dormant" semi-refractory form
(Thingstad et al., 1993).

The bulk of these viruses, both viable and non-viable
phages plus virions still inside the host, should be in the
euphotic zone where they are produced while infecting
phytoplankton cells, bacteria and cyanobacteria. This will
occur preferentially during blooms in the upper ocean,
because this is the place and the time when the probability
of collision with other organisms is higher. This fits with
Suzuki’s distribution of DOC that is hugely concentrated in

the euphotic zone (Williams & Druffel, 1988).

Suzuki has noticed an oscillation on DOC values with the
time of day (Williams & Druffel, 1988). This is an evidence
that the fraction of biclogically extremely labile material
that makes up a third to a half of the total DOC is tracking
diel cycles in primary productivity (Wangersky, 1993).
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Significant diurnal changes in the concentration of
viruses (2-5 * 10’ ml™') occur in productive waters on a time
scale of hours (Heldal & Bratbak, 1991).

The signal of the diurnal wvariation in the virus
density, which is at most 0.65 uM C 1% assuming 0.26 fg C
per virus (Fuhrman, 1992), cannot be detected by the DOC
machine. The HTCO-DOC machine has a 1 uM resolution but its
analytical precision is 3-5%, i.e. 5-8 uM C 1 (Peltzer &
Brewer, 1993) falling to 8-16 uM 17 at sea. According to
Carlson et al. (1994) the analytical precision has recently

been improved to <2% (comparable to + 1.1 uM C).

The diurnal variation of viral biomass contributes 10 to
50% to the daily oscillations of DOC. These were measured by
Suzuki to range between 1.3 to 6.6 uM C 1' (16-80 mg C m™)
during the JGOFS North Atlantic Bloom Experiment in 1989
(Ducklow et al., 1993).

Furthermore, one suggests that only a small fraction of
the considerable amount of carbon, nitrogen and phosphorus
actively sequestered from primary producers and incorporated
into these viruses will be recorded by sediment traps. By
virtue of their small size most will not sink thus remaining
free floating in the euphotic zone albeit in the form of UV-

inactivated viruses (Suttle & Chen, 1992).

One suggests that such a vertical distribution could
explain the imbalance between reduced carbon exported out of
the euphotic zone and the higher amounts expected from in
situ production inferred from seasonal oxygen signals
(Williams & Druffel, 1988). '

Accordingly, one should expect DOC and DON to show a
seasonal variation where synthesis cof DOC and DON have their
origin in bioclogical processes as they surely must be.
Seasonal variations in DOC associated with changes in primary

production were recently reported for the northwestern
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Sargasso Sea off Bermuda (Carlson et al., 1994). The
contention for a seasonal variation in DON is further
supported by the findings of an 11 year study by Butler et
al. (1979), in which the seasonal variations of dissolved
inorganic and organic N in the waters of the English Channel
have been determined. Their N results show that as nitrate
(NO,;) is utilized by phytoplankton there is an increase in
the concentration of the dissolved organic N fraction and

there are always significant amounts of dissolved N in some

form in the water.

Some of the free-floating viruses will proliferate by
attaching to the right hosts, while the rest of them will
become non-viable either by exposure to natural UV radiation
(Suttle & Chen, 1992), physical damage to their tails (Heldal
& Bratbak, 1991), adsorption to non-host particles (Murray &
Jackson, 1992) or other causes thus joining the pool of semi-
labile DOC. The fate of these viruses is unknown. Heldal &
Bratbak (1991) speculated that decaying viral particles may
have their nucleic acid ejected from the capsid in less than
four hours thus contributing to the concentration of DNA in
water. The very tough and refractory protein coat of the

capsid (Laskin & Lechevalier, 1978) would suggest otherwise.

Based on the extremely high molecular weight of these
viruses one assumes that they will undergo a slow breakdown
by nanoflagellates, bacteria and extracellular enzymes
(Bratbak et al., 1990) for a long timescale till their
complete remineralization. Long lived substances are common
in ocean waters. The old DOC is more than a thousand years
old (Williams & Druffel, 1988) and in a recent work its age
has been estimated to be 4,100 years for Bermuda waters
(Bauer et al., 1992).

Relevant modelling work has been done on the
mineralization rate of dissolved organic matter primarily to
obtain an estimate of global DOM production, assuming steady

state. Toggweiler (1989) was the first to remark that it is
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the mineralization of DOM, rather than POM (particulate
organic matter), which best explains the phosphate and
nitrate distributions in the subsurface ocean. According to
Toggweiler the observed nutrient distributions appear to
result from the breakdown of a long-lived material which can
be transported, via advection and mixing, substantial
distances from the locations where it is produced. The
subsequent works of Najjar (1990) and Bacastow & Maier-Reimer
(1991) support this theory. Using a global circulation model
and distributions of dissolved inorganic carbon, alkalinity,
phosphate, and oxygen the latter authors have estimated the

global average, subsurface mineralization rate of DOC at 15.6
1

g C m™? year™. This is equivalent to 1.3 Mol C or 325 mMol N
m? year* for a C/N ratio of 4 and only 196 mMol N m™? year™
for a Redfield ratio of 6.625. Extrapolated to all oceans,
this DOC consumption rate is 5.6 x 10 g C year ™. Their
model required DOC to have a lifetime of 50 years, so that it
was refractory enough to be transported beyond the surface
layer and labile enough to be largely remineralized in the

upper 1000 m.

The subsurface DOC consumption rate of Bacastow and
Maier-Reimer (1991) is 12% of the open ocean primary
production which was estimated at 130 gC m? y* or 10.8 moles
C m? y?! by Martin et al., 1987 during the VERTEX study. This
is equivalent to 1635 mMol N m? y* which is almost three

times larger than primary production estimates for Bermuda.
Seawater DOM continues to be one of the largest and

least understood reservoirs of reduced carbon at the earth’s

surface (Hedges, Lee & Wangersky, 1993).
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Relevant modelling work has been done on the
mineralization rate of dissolved organic matter primarily to
obtain an estimate of global DOM production, assuming steady
state. Toggweiler (1989) was the first to remark that it is
the mineralization of DOM, rather than POM (particulate
organic matter), what best explains the phosphate and nitrate
distributions in the subsurface ocean. According to
Toggweiler the observed nutrient distributions appear to
result from the breakdown of a long-lived material which can
be transported, via advection and mixing, substantial
distances from the locations where it is produced. The
subsequent works of Najjar (1990) and Bacastow & Maier-Reimer
(1991) support this theory. Using a global circulation model
and distributions of dissolved inorganic carbon, alkalinity,
phosphate, and oxygen the latter authors have estimated the

global average, subsurface mineralization rate of DOC at 15.6

g C m™® year". This is equivalent to 1.3 Mol C or 325 mMol N

m” year ' for a C/N ratioc of 4 and only 196 mMol N m™* year’
for a Redfield ratio of 6.625. Extrapolated to all oceans,
this DOC consumption rate is 5.6 x 10 g C year™*. Their
model required DOC to have a lifetime of 50 years, so that it
was refractory enough to be transported beyond the surface

layer and labile enough to be largely remineralized in the

upper 1000 m.

The subsurface DOC consumption rate of Bacastow and
Maier-Reimer (1991) is 12% of the open ocean primary
production which was estimated at 130 gC m? y ' or 10.8 moles
C m? y*' by Martin et al., 1987 during the VERTEX study. This
is equivalent to 1635 mMol N m? y ' which is almost three

times larger than primary production estimates for Bermuda.
Seawater DOM continues to be one of the largest and

least understood reservoirs of reduced carbon at the earth’s

surface (Hedges, Lee & Wangersky, 1993).
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2.2 Viruses as regulators of plankton blooms

Predator-prey interaction has traditionally been invoked
to explain the mechanism that regulates the densities of both

prey and predator populations (Anderson & May, 1979).

The evidence from natural communities, however, suggests
that parasites (broadly defined to include viruses, bacteria
and protozoa) are likely to play a part analogous, or at
least complementary, to that of predators or resource
limitation in constraining the growth of plant and animal

populations (Anderson & May, 1979).

This holds true in the marine environment too, as
several authors suggest that in addition to grazing and
limitation of nutrients, infection of phytoplankton and
bacteria by marine viruses could be a factor regulating their
production. Laboratory evidence provided by Mayer & Taylor’s
experiments (1979) showed that a marine virus lysed the
nanoflagellate Micromonas pusilli. Recent studies conducted
by Suttle et al. (1991, 1995) succeeded in isolating several
viruses that were pathogens to a variety of marine
phytoplankton, including a prymnesiophyte (Chrysochromulina
spp.), a prasinophyte (Micromonas pusilli), a pennate diatom
(Navicula sp.) a centric diatom (of unknown origin), and a

chroococcoid cyancobacteriumm (Synechococcus gp) .

Field studies carried out by Bergh et al. (1989),
Bratbak et al. (1990), Borsheim et al. (1990), Proctor &
Fuhrman (1990), Yamada et al. (1991), Hara et al. (1991) and
Paul et al. (1991) prove not only the ubiquity of marine
viruses 1in seawater and sea ice (Maranger et al. 1994) but
also highlight their role in the termination of phytoplankton
blooms (Bratbak et al. 1993) and establish them as
trophodynamic partners in blooms of bacteria (Bratbak et al.
1990). It is now known that the virus population shows a
dynamic behaviour in all bloom events. Viruses are active

members of the microbial food web causing lysis in both
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bacterial and phytoplankton populations thus diverting part
of their production from the predatory food chain.
Heterotrophic flagellates are predators that are also
submitted to viral infection which regulates their dynamics
(Nagasaki et al. 1993).

2.2.1 Virus biology

Viruses are very small particles constituted either by
DNA or RNA that are able to take control over the production

mechanism of a host cell (Laskin & Lechevalier 1981)

Viruses are host specific, which means that a virus
capable of infecting a bacteria is unable to infect a
phytoplankton cell. Their infective forms are called phages.
Thus they are designated bacteriophages if they attack

bacteria, cyanophages if they attack cyanobacteria, etc.

A phage attack starts typically by attaching to the host
with their tail and then injecting their viral DNA into the
cell. Once inside the viral DNA takes control over the
metabolic processes turning them to the synthesis of
components of the virus. After about 12 minutes under
standard conditions the first of the new brood of virus has
made its appearance inside the cell and at 25 minutes the
bacterium bursts liberating about 200 new virus particles.
The whole process would take about three hours for the
phytoplankton nanoflagellate Micromonas pusilla (Mayer &
Taylor, 18979).

2.2.2 Virus replication and nitrogen cycling.
Because the infected cell (bacteria or phytoplankton) is
synthesizing viral DNA at a very fast rate and DNA has a very

high nitrogen:phosphorous:carbon ratio this will have a

repercussion in the nutrients uptake.
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The total protein content of an infected cell will thus
increase very fast towards the end of its life. An infected
bacterium accumulates 3 times more DNA in the form of phages
than a healthy bacterium (Heldal & Bratbak, 1991). Such
process could explain the observations of Reinfelder & Fisher
(1991) who claim that the total cellular protein in the
cytoplasm of cultured diatoms increase markedly when

senescence starts.

The nitrogen contained in the virus will be literally
locked-up on the free-floating phage and will not be
avallable for the system, unless another infective contact

happens or the virus breaks down.
2.2.3 Virus ecology.

Viruses are the most numerically dominant form of life
in the oceans with reported concentrations from 10° to over
10® viruses ml™'. Their abundance decreases from estuarine to
offshore environments and from suxrface to depth, with an
occasional subsurface maximum (Boehme et al. 1993, Cochlan et
al. 1993, Bird et al. 1993).

It has been argued that if marine viruses are involved
in the control of primary or bacterial plankton production,
this probably occurs only if a new virulent virus strain
emerges, and the effects on primary or bacterial production
would most likely only be transient, owing to the rapid
evolution and reproduction of resistant phytoplankton or

bacteria strains (Waterbury, 1992; Olofsson, 1991).

However, large monospecific phytoplankton blooms are
more susceptible to parasites and are known to colapse under
the attack of viruses (Bratbak et al. 1993; Nagasaki, 1995).
It has been suggested that resistant variants protect the

host species from local extinction (Suttle et al, 1991).
In non-bloom situatiocons, viruses continue to divert a
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fraction of primary and bacterial production, as most
seawater viruses are lytic (Wilcox & Fuhrman, 1994; Jiang &
Paul, 1994) and must be produced at the expense of hosts
(Suttle et al., 1991).

Some marine viruses are adapted to survive UV radiation
and remain infective in the oceanic upper layers for long
periods in between plankton blooms of their host (Fuhrman &
Suttle, 1993). Further evidence in support of long
persistence of viral infectivity for autochtconous marine
viruses is given by knowledge that some non-native influenza
virus, adapted to transmission in marine waters, are able to
remain infective for up to 207 days at temperatures of 17-
28°C (Stallknecht et al, 1990).

Viruses may modify community structure and the nature of
primary production by forcing species sucession during the
bloom season as the predominance of one host is undermined by

a rapidly propagating viral infection (Suttle et al. 1991).

It has also been suggested that viruses may stimulate
primary and bacterial production by causing cell lysis and
enhancing the rates of nutrient recycling (Bratbak et al.

1990; Fuhrman, 1992; Thingstad et al. 1993).

Evidence that populations of genetically related viruses
are widely distributed over large geographic areas of the
world ocean (Kellogg et al. 1995), that up to 30% of
heterotrophic bacteria (Weinbauer & Peduzzi 1994), 3% of
cyanobacteria (Suttle 1994) and up to 10% of photosynthetic
picoflagellates (Cottrell & Suttle 1995) are lysed daily by
viruses, and that the infectivity of viral strains to
specific hosts is highly variable (Suttle et al. 1990, 1991)
emphasize the dynamic interactions of host-virus systems in
the sea (Thingstad et al., 1993).

The diversity of bacterial and phytoplankton populations

and their associated viruses in marine communities precludes
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the development of generalized host resistance to virus due
to the low probability of a virus encountering a suitable
host as only a small proportion of the total numbers are made

up of any given pathogen or host (Suttle et al. 1991).

Nonetheless as in any dynamic biological system viruses
can mutate in response to increased resistance of their host

population and develop into new infective strains (Kellogg et
al. 1995).

2.2.4 Removal of viruses.

Recent estimates indicate that virus abundances can vary
through the spring bloom from 5 x 10° in the pre-bloom
situation to a maximum of 10° viruses ml™* one week after the
peak of the diatom bloom (Bratbak et al, 1990, Paul et al,
1991, Fuhrmann, 1992). As during the occurrence of blooms the
number of free viruses can vary by a factor of >30 and show
large diurnal oscillations, 2-5 * 107 ml* (Heldal & Bratbak,
1991), this implies the existence of a removal mechanism for

the viruses.

There are several possible mechanisms: (1) they are
ingested by nanoflagellates and ciliates (Gonzalez & Suttle,
1993; Tranvik et al. 1993), choanoflagellates (Marchant &
Scott, 1993) and radiolarians (Gowing, 1993), (2) loss of
structural integrity because of physical or chemical factors
or extracellular enzymatic activity (Fujioka et al. 1980),
(3) they form aggregates or adsorb nonspecifically to
different living and non-living particles sufficiently large

to sediment out of the water column.

The latter is the most likely one as several studies
report that coinciding with the collapse in the diatom bloomn,
a succession of bacteria and viruses are observed in the
mucous layer surrounding dead or senescent diatoms, with an
estimated maximum of 23% of the total virus population
attached to the diatoms (Bratbak et al, 1990). More
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significant is the presence of viruses in sinking particles
examined in sediment trap material from 30 to 1500 meters
collected from the North Pacific Ocean to the subtropical
North Atlantic Ocean (Paul et al, 1991, Proctor & Fuhrman,
1990) . This suggests that the removal of viruses is mediated
by marine snow at rates of 4 percent per day (1-3x10% m*? 4d*)
as measured during short term deployments (1 day) of sediment

traps in Antarctica at a depth of 60 m (Bird et al., 1993).

Murray & Jackson (1992) tried to develop a theoretical
description of the interactions of particle shape, size and
speed on viral contact. They derived maximum contact rates
from diffusion and fluid motion laws and investigated viral
adsorption with target particles. Their conclusion was that
bacteria and non-host organisms are a major cause of viral

removal in seawater.

However, the most important factor in virus mortality is
inactivation by ultra-violet radiation (Suttle & Chen, 1992)
which should be highest in the surface waters of the
oligotrophic ocean where contact times for virus and host are
long (Murray & Jackson, 1993). Inactivation rates in full
sunlight were found to range from 0.05 4% (Fuhrman & Suttle

1993) to 0.999 h'' (Murray & Jackson 1993 and references

therein) .

Populations of motile spherical organisms of 1, 5, 25
and 125 um diameter present at 10 ° biovolume/water volume
have average virus:host contact times of 3 h 3 min, 38 h 35
min, 18 4 9 h and 186 d 16 h, respectively (Murray & Jackson
1993) . Viruses with the smallest hosts are the least exposed
to mortality by UV irradiance. The inverse of contact time is
the average contact rate of 9.1x107°, 7.2x10°°, 6.3x10"’ and
6.2x10°% s* (Murray & Jackson 1992).
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2.3 Conclusions

As Thingstad et al. (1993) put it, viral lysis may play
a non-negligible role in the global climate system by
interfering with phytoplankton and microbial Carbon cycles of

the ocean.

Viruses have all the attributes necessary to explain
"the source of the semi-labile fraction of the new DOM, its
relative stability to chemical and microbial oxidation, and

its molecular composition".

Nonetheless, if the high DOC numbers measured by all the
HTCO community are ultimately shifted down, the size of the
global new DOC pool will shrink accordingly. Toggweiler
(1992) stresses that more than the size of the pool what
really matters is its activity and its role in both the
marine carbon cycle and marine ecosystems. The intriguing
aspects of Sugimura & Suzuki’s and of Martin & Fitzwater'’'s
data are the large vertical and horizontal DOC gradients they
reveal in the upper ocean which cannot survive the tendency
of the circulation to reduce them unless large amounts of DOC
production and remineralization are taking place (Toggweiler,
1990, 1992). No blank correction, however large, will

eliminate these gradients.

The percental distribution of Suzuki’s DOC in the
surface waters of the western North Pacific at 05° 01’ N,
134° 44’ E was 11%, %, 25%, 16%, 27.5% and 11% for classes
1, 2, 3, 4, 5 and 6, respectively. The focus of the present
modelling work is the virus-size fraction of the semi-labile

new DOC represented by class 6.

Consequently, in Bermuda surface waters one would expect
a DOC-class 6 concentration of 7.3 puM C 17 for a total DOC
of 66 uM C 1 (Michaels et al., 1994), assuming the size
class distribution of Suzuki’s DOC to be representative of

ocean waters. This is equivalent to 1.1-2.1 uM N 1% using a
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Redfield value of 6.625 or a C/N ratio of 3.5. However a
value of 1.8 uM N 1" would also be acceptable as it

corresponds to a C/N ratio of 4 typical of bacteria.

Knowing that the occurrence of marine viruses is
reported to be 10° per ml corresponding to a concentration of
2.167 uM C (Fuhrman, 1992) or 0.619 uM N per litre, assuming
a C/N ratio =3.5, it is possible to calculate that the
biomass of recognizable viruses in seawater at first sight
can only explain 30% of the biomass in fraction 6 or
alternatively that fraction 6 has been overestimated by a

factor of 3.

However, the challenge is to find a credible source able
to produce the semi-labile DOC at a rate equivalent to 12% of
primary production into the upper 1 km of the ocean 1lto
support the subsurface DOC consumption rate of Bacastow and

Maier-Reimer (1991) of 325 mMol N m™? y'.

Therefore, in order to prove that marine viruses are
major players in the ocean carbon cycle and are able to
easily match a production rate of that magnitude a simulation
of an upper ocean ecosystem model to which three virus

compartments have been added will be run.
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The Ecosystem Model.

3.1 Introduction

This chapter discusses the structure and functioning of
the epidemics model. It is based on the integrated mixed
layer ecosystem model of Fasham et al. (1990), a compartment
type model able to simulate seasonal variations in plankton
dynamics. Section 3.2 gives a review of recent developments
in epidemics modelling. Section 3.3 outlines the requisites
for a marine epidemics model. The mathematical formulation of
the model will be given in section 3.4. The parameter values

used in the model are presented in section 3.5.
3.2 Epidemics modelling (SEIR model).

The study of human epidemics is an ever growing field
for model applications. A model capable of predicting the
course of a natural epidemic can also estimate the effects of
various vaccination programmes. Hence the practical value of
epidemiological work. The models that have been developed
range from the study of measles, through influenza virus to

Aids, embracing all types of infectious diseases.

Nevertheless, they all have in common the same basic
structure which is based upon the SEIR equations developed by

Kermack & McKendrick from 1927-1939.

The SEIR equations constitute a simple mathematical
model of the transmission dynamics of viral and bacterial
infectious agents within a population of hosts. It is centred
on the notion of a threshold density.of susceptible hosts to

trigger an epidemic. (Anderson, 1991).

It is computationally demanding to model an epidemic on
a person by person basis, so a mean field approximation is
adopted where the state variables correspond to quantities

averaged over a large population assumed to be homogeneously
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mixed. The assumption is that the stochastic fluctuations

around these averaged quantities tends to zero as the system

gize grows.

The SEIR model splits a population into four categories.
Individuals enter the population at birth as susceptibles (S)
and exit by death or by emigration. Such a person becomes
exposed (E) by contact with individuals (called infectives
(I)) capable of transmitting the disease. After a latency
period these exposed individuals become infectives and later
immune or recovered (R). For childhood diseases like measles
and chickenpox, immunity is permanent and recovered

individuals do not revert to the susceptible class.

The set of four simple nonlinear differential equations
of the model relate how the numbers of people in each of
these groups change with time, taking into account such
things as birth and death rates, the average latency period
of the infection, and the average time a person is

infectious.

il

ds/dt m(N - S) - bSI

dE/dt bsSI - (m + a)E

dr/dt = aE - (m + g)I

dr/dt gI - mR (3.1)

1l

It is not necessary to keep track of the equation for R
because it does not enter the equations for ds/dt, dE/dt or
dI/dt except through the relation R + S + E + I = N.

The population size N is assumed constant and normalised
to 1. The quantity 1/m is the average life expectancy of an
individual; 1/a is the mean latency period and 1/g the mean
infectious period. The most important parameter in the model,
b is the effective contact rate, or the average
number/fraction of susceptibles that will catch the disease
from a single infective (Pool, 1989, Rand & Wilson, 1991).

Values of m, a, and g appropriate for various locales and
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diseases can be obtained directly from census data (in the

case of m) and the medical literature (in the case of a and
g) . However, the parameters involved in the contact rate b

must be estimated indirectly by using age-specific

serological profiles to obtain an average age of infection.

When the parameters m, a, b, and g are held constant,
the solution of Equation 1 is a weakly damped oscillation.
This is inconsistent with the observation of recurrent
epidemics in real world populations for which the time-serieg

possess all the signatures of chaos (Olsen & Schaffer, 1990).

For deterministic systems, the most important
characterisation of chaos is sensitive dependence upon
initial conditions i.e. -the existence of a positive
characteristic exponent x (also known as Lyapunov exponent) .
Nearby orbits of such a system diverge exponentially fast at
a mean rate exp(ty), indicating that small disturbances grow
exponentially. This puts obvious limits upon the
predictability of the system and determines the
characteristic time, t, = x* giving the prediction horizon.
Real-world epidemiological time-series for measles,
chickenpox, mumps, poliomyelitis, rubella, etc., show such
exponentially decaying predictability (Olsen & Schaffer,
1990; Schaffer et al., 1990). However, for deterministic
systems the long-term behaviour of the system is usually
determined by its attractors and in several cases the most
realistic models for these epidemics only have periodic
attractors (limit cycles). These have negative characteristic
exponents indicating that small disturbances decay

exponentially.

Yet, until 1991 the attempts to obtain chaotic behaviocur
from the SEIR model for realistic parameter values were
unsuccessful. Amongst the modifications tried on the basic
SEIR model the first was to perturb the equations with noise,
-like changes in birthrate, random movements of infected

individuals into or out of the population, or changes in the
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weather, such as a severe winter that keeps people inside
trading germs. Until recently environmental noise was held
responsible for all the irregularities in patterns of
epidemics. Researchers in epidemiology restricted themselves
to simple solutions of their SEIR models, believing that
chaotic solutions were too difficult to deal with and had no
application in the real world (Pool, 1989). The practical
disadvantage of the noise assumption is that if those
fluctuations are shaped by random factors in the host
population then it would be very hard to predict the effects
of a vaccination program on the course of these infections.
Thus, using this year’s data to predict next year’s outbreak
seemed hopeless. Consequently, forecasting would ultimately

depend on understanding the source of the noise and learning
to predict it (Pool, 1989).

The introduction of seasonal variations in the contact
rate was another alternative first pioneered by Yorke &
London (1973) and then championed by William Schaffer, Mark
Kot, Lars Olsen and Greg Truty from 1985 to 1990. These are
the men who teamed-up to analyze several sets of historical
data on childhood epidemics and calculated their Lyapunov
exponents. Among the factors that may induce seasonally
varying transmission rates are changes in the wvirulence or
viability of the pathogen itself due to climatic (temperature
and humidity) effects, and more significantly the assembling
and dispersion of school children at the beginning and end of
term (May & Anderson, 1979).

To model the seasonal component, the constant b in
Equation 1 is replaced by a periodic function of time with
period one year which is given by

b(t) = by,(1 + b, cos 2 m t) (3.2)
where b, is the average contact rate and b, is the seasonal
component. If b,=0, the contact rate is constant throughout

the year. Large values of b, imply high contact rates in the
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winter and low ones in the summer (Pool, 1989).

Using the values of m, a, g, and b, appropriate for
chickenpox from table 1 yields a simple stable annual cycle
for all values of b; in the interval 0< b, = 0.3. Yet, real-
world chickenpox epidemics have characteristic exponents
which range from x = 0.12 to x = 0.32 bits per year (Olsen &
Schaffer, 1990). Later work by Rand & Wilson (1991) has
confirmed the stability of the annual limit cycle for
chickenpox by testing the value of b, and found that a large
chaotic attractor containing multiple attractors only occurs
at higher values in the immediate neighbourhood of the

measles contact rate of table 3.1.

By contrast, the measles simulation obtains
qualitatively different dynamics for different values of b;.
For b,< 0.1, one observes a simple annual cycle. At values of
b, around 0.2, the dynamics change to a biennial cycle.
Further increases in seasonality induce successive period-
doubling bifurcations, until around b, = 0.28 the solutions
become chaotic and a pattern of erratic fluctuations emerges,
similar to the outbreaks observed in New York City before
1945 (Olsen & Schaffer, 1990). Critics were quick to point
that though the SEIR model with seasonal variations in
contact rate can generate time series that resemble the
measles historical data collected from 1928 to 1963 in major
cities around the world, that required an unreasonably high
value for b, (0.28) as compared to the 0.27 supported by the
data (Sidorowich, 1992). However, if the value is reduced
below 0.272 the model reverts to periodic behaviour and the

only attractor is a limit cycle (Rand & Wilson, 1991).

Measles Chickenpox
m 0.02 year™ 0.02 year™
a 35.84 year™ 36.0 year™
g 100 year™ 34.3 year™
b, 1800 year™ 537 year™
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b, 0.28 year™ 0.3 year™

Table 3.1: Parameter values for measles and chickenpox

taken from Rand & Wilson (1991).

The discrepancy between the SEIR model and the
historical data is explained by a new type of process named
chaotic stochasticity. Rand & Wilson (1991) have shown that
in addition to the periodic attractor, an unstable chaotic
repellor also exists for the realistic values of the contact
rate. The coexistence of these two invariant sets can
generate behaviour displaying chaotic properties when
perturbations are added to the gsystem. These perturbations
can either be in the form of stochastic fluctuations of the
average contact rate (b,) by a 3% Gaussian noise or
stochastic fluctuations corresponding to the import of a few
infected individuals when there is a near extinction of the

epidemic due to low number of infectives.

To generate this behaviour they proposed an alternative
contact rate that fluctuates stochastically
b = b,(1 + {(t))(1 + b, cos 2 w t) (3.3)
where { is white noise with mean 0, amplitude a = 0.03 and

variance ¢ = 1.

Then the SEIR equation is solved for a Poincaré map and
the resulting attractor projected onto the I axis with
varying b,. Without noise, the effective chickenpox attractor
is a single point (representing a limit cycle) but when b, is
modulated by only 3% noise it explodes to a size which is two
orders of magnitude greater than the noise amplitude. This
occurs because of the existence of a chaotic repellor which

can be visualized by plotting S against I.

Occasionally the mean field assumptions of the SEIR
model fail because the equations allow for the extinction of
the infective subpopulation. In systems that possess near

extinctions the statistical effects become important.
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Therefore Rand & Wilson modified also the description of how
dwindling rare individuals interact with the rest of the
population by adding a random element of stochastic nature to

that process.

The probability that j individuals are infected during

this period is approximated by the Poisson distribution

- (151d t)j o Tside

; (3.4)
J!

p(J)

where 7 is a constant rate of random interactions of each
susceptible and infected individual with other members of the
population, s = NS(t) and i = NI(t) denote the number of

susceptibles and infectives at time t.

Thus the first equation (1) i1s replaced by
ds/dt = m(N - S) - du
dE/dt
dr/dt

duy - (m + a)E

atE - (m + g)I + I, (3.5)

where p = bSI and the term du(t) is such that its integral on
an interval (t,t + 6t) has the distribution p(j) given in
(3.4). The other terms in the SEIR equation are not
stochastically modelled since these are far bettexr controlled
and accurately represented by the mean field approximation.
The rare events, where i1 is very small, give extinctions if,
as in (1), the term I,, which represents a very small
constant import rate of infectives into the population is
zZero.

Taking I, positive but very small (10°) avoids the extinction
and these stochastic fluctuations launch the system into a
chaotic pinball machine. The system is knocked off its
periodic limit cycle into the surrounding region of state
space which is filled with a chaotic repellor. What should
have been a short-lived chaotic transient persists due to the
stabilization of the repellor by the background stochastic
"noise", and keeps bouncing about the fractal repellor

producing a long-term trajectory with positive exponent.
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As pointed out by Sidorowich (1992) the novel aspect of
the Rand & Wilson proposal is the demonstration that chaotic
repellors can act as extremely strong amplifiers for system
perturbations, and that these stochastic fluctuations can
stabilize the effects of the repellor. The resulting time-

series are practically indistinguishable from those of a

chaotic attractor.

Furthermore, they claim that chaotic repellors should be
more common than chaotic attractors in biological, chemical
and some physical dynamical systems because of the simplicity
and the ubiquity and the stability of the ingredients in
their mechanism.

It is the contact rate (b) parameter in the form of
equation (3.2) that constitutes the basis for the viral

equations in my ecosystem model.
Ways of determining the value of the contact rate

The easiest way to determine the minimum contact rate in
an epidemic of marine viruses is by simple iteration with the
model. However such value can be validated against maximum
contact rates predicted by diffusion and transport theory for
particle-virus contact dynamics {(Murray & Jackson, 1992;
Johnson & Kepkay, 1992) as well as compared to the values
given in the literature of waste water treatment for the
removal rate of human enteric viruses in seawater (Carlucci &
Pramer, 1960; Fujioka et al, 1980; Metcalfe et al., 1974;
Sobsey & Cooper, 1973; Toranzo et al., 1982; Zachary, 1976).
See also chapter 2 § 2.2.4.
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3.3 Requisites for a Marine Epidemics Model.

It was thought necessary to make use of a model that
already incorporates most of the interaction processes
(growth and loss terms) required to describe the dynamics of

a population and that would work as a proxy for the Kermack &

McKendrick epidemics model.

A requirement is the selection of a model containing
phytoplankton and bacterial populations that could serve as

hosts to viral epidemics.

A compartmental ecosystem model containing information

about the fluxes between compartments is an ideal choice.

The initial model platform must be simple to minimize
the increased dynamic complexity of the final model once the
extra compartments needed to describe the viral epidemicg are
added. Furthermore, a compromise has to be found in the level
of complexity incorporated within the new formulations to

make the interpretation of results easier.

It is convenient that the model be based on the nitrogen
cycle so that it is able to separate the nitrogen pool into
ammonium, nitrate and dissolved organic nitrogen, with a
microbial loop for recycling ammonium. In this way the impact
of the virus epidemic on the regenerated production, DON
production and annual primary production rates could be

evaluated.

For these reasons, this study and model development
build upon the ecosystem model of Fasham et al. (1990).
Though other compartmental models have been published since,
the Fasham et al. model was the only one available at the
beginning of this project. Furthermore it had a successful
track record in the coupling to a 3D physical model of the
Princeton University general circulation model for the North

Atlantic Ocean.
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3.4 Description of the Ecosystem Model.

This ecosystem model is based on the upper ocean
ecosystem model developed by Fasham et al. (1990) to predict
seasonal variations in plankton populations in the oceanic
mixed layer. Nonetheless three more compartments describing
the growth of the marine virus population have been added to
the original seven compartment model which Fasham et al.
consider capable enough of representing the essential

features of nitrogen cycling in the mixed layer.

Therefore the model comprises now ten compartmentg or
state variables namely; active virus of phytoplankton (Vi)),
active virus of bacteria (Vi,), inactivated viruses (Ivir),
phytoplankton (P), zooplankton (Z), bacteria (B), detritus
(D), nitrate (Nn), ammonium (Nr), and dissolved organic

nitrogen - DON (Nd); and twenty two intercompartmental flows.

Figure 3.1 shows the diagram of the model depicting the
relationship between the state variables and the modelled

nitrogen flows between compartments and the deep ocean.

Equations for the ten state variables and some of the
underlying assumptions on the ecological processes affecting
each compartment are given below. As some of the original
equations were modified to include new expressions governing
the interaction with the virus compartments, please refer to
Fasham et al. (1990), for a full description of the original

7-compartment model and corresponding equations.

The state-variable units are mMol Nitrogen m™”>. However
flows, such as primary production or particulate flux from
the mixed layer, are calculated by the model in areal units
of mMol N m™? per day; annual integrated flows are in Mol N m

° per year.
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3.4.1 Physical Forcing

Seasonal changes in the mixed layer depth provide
dynamical forcing to the model and determine the supply of
photosynthetically active radiation (PAR) and nitrate to the
phytoplankton compartment.

The mixed layer dynamics are not modelled explicitly,
but instead climatic monthly averages compiled by Levitus
(1982) are used to specify the annual cycle of mixed layer
depth, M, as a function of time, t (days). Interpolated daily

values of M(t) are used to calculate b(t) as

aM

?§E=fl(t) (3.1)

When the mixed layer depth changes active swimmers like
zooplankton are assumed to maintain themselves within the
mixed layer. However, non-motile entities such as
phytoplankton, bacteria, or detritus are left behind, or
detrained, as the mixed layer shallows. Therefore, when the
mixed layer deepens/shallows the volumetric concentration of
zooplankton decreases/increases whereas the volumetric
concentration for the non-motile entities decreases as the

mixed layer deepens but remains the same as the mixed layer

shallows.

Following Evans and Parslow (1985) the effect on the
concentration of non-motile entities is modelled by defining

the variable

h*(t) =max ( h(t) , 0) (3.1b)

Diffusive mixing across the thermocline is parameterised
as the product of a mixing coefficient and a concentration

difference.
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The meteorological forcing in the model comes from solar
irradiance (calculated as Brock, 1981) and cloud cover (data
from Isemer & Hasse, 1985) whose effect on atmospheric
transmittance is calculated by the Smith and Dobson (1984)
equation. Knowing the light at the surface the light at depth
is then calculated using a simple exponential model of the
light transmittance through the water column. As
phytoplankton itself absorbs light its contribution to the
attenuation is parameterised by a self-shading coefficient

(equation (3.5c)).

3.4.2 Inclusion of Viruses

3.4.2.1 The Equation for Virus of Phytoplankton

avi . ., (m+h*(£)) Vi
2 =B PV, Ky Vi - 7 2 (3.2)
where Bs is the effective contact rate between

phytoplankton and virus (ad hoc formulation),

K, is a constant for the efficiency of the biomass
conversion from host-cell (phytoplankton) into
virus,

U8 is the specific inactivation rate of
phytoplankton virus by natural ultra-violet
radiation,

m is a quantity (units m d') that parameterizes
the diffusive mixing between the mixed layer and
the deep ocean,

h*(t) has been defined above.

The contact rate [, is a periodic function of time with

period six months given by

B, ()= bo(l+b1cos(21t—;—to)) (3.2b)

where b, is the average contact rate and
b, is the seasonal component,
T is the period in days,

t, is a non-dimensional number to adjust the phase
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of the maximum seasonal contact rate to the peak of

the Spring and Autumn phytoplankton blooms.

The term operated by the cosinus is an angle, in radians

because of .

Constant as well as a seasonal varying rate were used in
the model simulations. If b,=0, the contact rate is constant
throughout the year. Large values of b, imply high contact
rates in the Spring and Autumn and low ones in the Summer and
Winter (Fig. 3.2).

However, the outbreak of diseases may have more to do
with the nutritional state of the host rather than with an
enhanced transmission for high density populations which is
the commonly accepted hypothesis. Whenever host density rises
to a level where competition for available food resources is
severe, malnourished hosts have their immunological
competence lowered and are thus less able to withstand the
onslaught of infection. Hence, the effective pathogenicity of

a parasite tends to increase (May & Anderson, 1979).

The production of viruses in the model is dependent on
the contact rate between virus and phytoplankton and on the
efficiency of biomass conversion. A basic assumption is that
the disease does not induce immunity (see c. 2.2.3) and all
infected cells die and burst releasing new viruses into the
water. The cytoplasm and cell debris released by lysis of
small phytoplankton cells like picoplankton fuel the DON
compartment. However, the phytoplankton in this model is
assumed to be composed of larger cells and thus the
destination of their lysed cell debris is the detritus
compartment. Newly produced viruses enter the pool of
inactivated viruses at a rate of approximately 79% day ' due
to damaging by natural ultra-violet radiation (Suttle & Chen,
1992) . Additional losses in virus concentration are due to
diffusive mixing between the mixed-layer and the deep ocean

and entrainment of water into the mixed-layer.
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3.4.2.2 The Equation for Virus of bacteria

dvi, (m+h*(t)) Vi
b_ ' - b
S E =B BV, Ky, Vi T (3.3)
where B, 1s the effective contact rate between bacteria

and virus,
K; 1s a constant for the efficiency of the biomass
conversion from host-cell (bacteria) into virus,

u9 1is the specific inactivation rate of bacterial

virus.

The contact rate B, is a periodic function of time with
period six months and is given by an equation identical to

equation (3.2b).

Due to their small size the lysed cell debris of
bacteria can be readily taken up by other bacteria and
therefore fuel the pool of labile DON instead of the detritus
compartment. Consequently the recycling of this type of
nitrogen is extremely fast. Bacteriophages damaged by UV

radiation enter the pool of inactivated viruses.

3.4.2.3 The Equation for Inactivated Virus

ar,.. (m+h*(t)) I

gt U VI v W VI~ T, - 7 viz (3.4)

where 110 is the specific decay rate of inactivated virus
into labile DON.

This compartment contains the bacterial and phytoplankton
viruses that were inactivated by natural ultra-violet
radiation. This type of nitrogen will be made available to
bacteria very slowly. Due to their high molecular weight
inactivated viruses are harder to breakdown and hence can be

considered as semi-labile DON. Thus the concentration levels
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and production rates of modelled inactivated viruses will be
used to gauge the magnitude of the "new, semi-labile" DON

claimed by Suzuki (1985, 1988) and other researchers.

3.4.3 The Phytoplankton Equation

W, P?
k,+P

ar
dt

=(1-y)o (t,M,N_,N,) P-G, -

, h*(E)y)P
B, PV, -2 Mf J)P (3.5)

where c(t,M,Nn,Nr) is the average daily phytoplankton
specific growth rate,
Gl represents the loss of phytoplankton due to
zooplankton grazing,
pl is the specific natural mortality rate of
phytoplankton,
88 is the contact rate between virus and
phytoplankton,
B8 PVi, represents the loss of phytoplankton due to
viral lysis,
v is the fraction of total net primary production

that is exuded by phytoplankton as DON,

The daily averaged phytoplankton growth rate ¢ is
defined by the equation

g=J(t,M) .Q( N, N, ) (3.5b)

where J is the light limited growth rate and

Q is a non-dimensional nutrient limiting factor.
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The total light limited daily growth rate is averaged

over the mixed layer depth,
2 T M
J(Z:,M):I{ff F(I,(t) .expl(-k~k.P)z])dzdt  (3.5¢c)

where 27 is the day-length,
I,(t) is the PAR immediately below the surface of
the water,
K, is the light attenuation coefficient due to
water (assumed to be constant with depth),
K. is the phytoplankton self-shading parameter,
F(I) is a function describing the phytoplankton
photosynthesis-irradiance relationship (the P-I

curve) and is defined (Evans & Parslow, 1985),

V.ol
F(I)= - p2 NSV (3.54)
(Vo+a<I?)
where v, is the maximum growth rate and

o is the initial slope of the P-I curve.

The daily variation of I, (t) with time of day was
assumed to be triangular to enable the analytical integration

of equation (3.5c).

I,(t) is defined by

I, (t)=A(1l-a).t(c).5(0, ) (3.5e)

where XA 1s the ratio of PAR to total solar irradiance,
a 1s the air-sea albedo,
t (C) the atmospheric transmittance as a function of
cloudiness C,
S(0,t) is the solar irradiance at the top of the

atmosphere as a function of latitude 6 and time t.
There are two possible ways to specify the maximum
phytoplankton growth rate V,; either by using observational

data from the area to be modelled or utilizing the
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temperature dependent formulation developed by Eppley (1972),
szO.6.(l.O66)T (3.5f)

The generality of this equation is invaluable when modelling

basin-wide biological processes (Sarmiento et al., 1991).

The nutrient limitation factor Q, is calculated using a
Michaelis-Menten equation that incorporates an exponential
term to allow the preferential uptake of ammonium over
nitrate. It was defined as (Wroblewski, 1977),

- wl\TI
_Npe N

- = r 3.5
Q(Nn'Nr> Ql <ND’NI) +Q2 <NI> K1+Nn i K,+N ( g)

where K1, K2 are the half-saturation constants for
nitrate and ammonium uptake respectively, and
¥ is a constant that parameterizes the degree of

ammonium inhibition of nitrate uptake.

Recently, it was discovered that some phytoplankton have
cell-surface enzymes that enable them to utilize DON in
larger proportions than previously thought (Palenik & Morel,
1991) . Experimental evidence from time series of unicellular
algae cultures show that excretion of DON representing 75% of
the nitrate uptake, in the early part of the incubation, is
followed by DON uptake when the nitrate igs exhausted (Collos,
1992). This can be thought of as extracellular storage of
organic nitrogen. Furthermore, Collos (1992) has shown that
when this process of nitrogen cycling is taken into
congideration nitrogen budgets from historical data on
plankton cultures can be balanced. Moreover, this process is
not unigque to laboratory environments. Recent measurements by
Bronk et al. (1994) in the Caribbean Sea and Southern
California Bight oceanic system have also found that 22 to
74% of the dissolved inorganic nitrogen (NH," and NO, ) taken
up by phytoplankton is released as DON. They suggest that
releage and uptake rates of DON by phytoplankton are
particularly important during the development and dissipation

of a bloom. In the model the DON release is assumed to be 5%.
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Though in the present model DON is not accounted for in
the calculation of nutrient limitation, it is my opinion that
a new formulation for nitrogen uptake incorporating DON
feedback into the phytoplankton compartment ought to be

included in future ecosystem models.

Following Fasham et al. (1990), control run A and
version 1 of the epidemics model incorporated a constant
phytoplankton mortality term u,P, where mortality is assumed
to be a constant fraction of the total population. However
following Fasham (1993), in control run B and all subsequent
versions of the epidemics model the constant phytoplankton
mortality term has been replaced by the Michaelis-Menten
formulation seen in equation (3.5). The reason for this
implementation is to bring the formulation of phytoplankton
mortality in line with the Michaelis-Menten formulation for

zooplankton mortality introduced in control run B.

The phytoplankton is represented as a single entity
lumping together different size classes, such as
picoplankton, nanoflagellates and diatoms. These not only
have disparate growth rates but also contribute differently
for the primary production of the ocean and for the flux of
sinking particles. Phytoplankton consumes either nitrate or
ammonium but it favours ammonium whenever this is available.
Curiously, in nature some eukaryotic phytoplankton are even
able to produce ammonium for their own consumption through a
special cell surface mechanism that catalyses primary amines
that are available in the surrounding water (Palenik & Morel,
1991) .

In the original model the phytoplankton concentration is
reduced by five mechanisms: entrainment of water into the
mixed layer diluting its concentration, diffusive mixing
between the mixed layer and the deep ocean, natural
mortality, zooplankton grazing and exudation of dissolved

organic nitrogen.
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In the present model there is an additional cause of

phytoplankton mortality due to viral infection.

3.4.4 The Zooplankton Equation

dz B.Z% h(t).z
7§E:B1G1+B2G2+B3Gf_k:+z— = (3.6)
where G1,G2,G3 are the grazing rates of zooplankton on

phytoplankton, bacteria and detritus respectively,
81,82,83 are the equivalent assimilation
efficiencies,

f, 1s the zooplankton specific loss rate,

k. is the half-saturation constant for the loss

rate.

The loss rate is assumed to include both excretory
losses and losses due to mortality. Fractions € and 6 of the
total loss are in the form of ammonium and DON respectively.
This leaves a fraction 1-¢-0 for the mortality loss, which
being mainly due to higher predators that excrete large

faecal pellets, is considered to be exported directly from

the mixed-lavyer.

The expression used for the grazing functions Gl was

2
G, = gpllZ (3.6b)
K3 (p,P+p,B+p,D) +p, P?+p,B*+p,D*

where g is the maximum ingestion rate,
pl,p2,p3 are measures of the zooplankton
preferences for phytoplankton, bacteria, and
detritus respectively, when their concentrations
are equal, and

K3 is the half-saturation constant for grazing.

Analogous expressions are used for G2 and G3. This
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grazing formulation was designed to ensure that the
zooplankton actively switch their grazing to the most

abundant resource (Fasham et al., 1990).

The model zooplankton are a highly aggregated entity
incorporating organisms from flagellates to euphausiids, and
are assumed to be omnivorous grazing phytoplankton, bacteria
and detritus. They are able to switch in their consumption
patterns according to food availability. Furthermore they are
the only compartment which is not affected by detrainment
because they are able to actively maintain their positiocn in
the mixed layer. The zooplankton losses are parameterized
through excretion of ammonium and DON, natural mortality and

grazing by higher order predators.

Following Fasham et al. (1990), control run A and
version 1 of the epidemics model assumed that both excretion
and mortality were linear functions of zooplankton biomass.
However following Fasham (1993), in control run B and all
subsequent versions of the epidemics model the constant
zooplankton loss terms have been replaced by the Michaelis-
Menten formulation seen in equation (3.6). For more details

see chapter 4.

3.4.5 The Bacteria Equation

dB . m+h~(t))B
E:U1+U2—G2‘}’LBB*B9BVJ‘IJ_ ( Z\j( ) ) (3.7)
where Ul is the DON uptake,

U2 the ammonium uptake,
u3 is the bacterial specific excretion rate, and
89 BVi, represents the bacterial losses to viral

lysis.
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Ul is defined,

V, B N,
U=—>-_"-2¢ (3.7b)
K, +S5+N,
U2 1s defined,
V. B S
7 = b - (3.7¢)

? K, + S +N,

where Vb is the maximum bacterial uptake rate and

] K4 is the half-saturation coefficient for uptake.

More than 90% of oceanic bacteria are free-living (Azam
et al., 1983). These can take up ammonium and DON and also
excrete ammonium. The balance between these two processes
determines whether the bacteria act as net utilisers or
remineralisers of carbon and nitrogen. Bacteria obtain their
carbon from DON and are thought take up ammonium mainly to
obtain sufficient nitrogen to synthesize cell protein. A
balanced growth model is obtained by defining a total
bacterial nitrogenous substrate, S, which when incorporated
into a Michaelis-Menten equation for bacterial uptake,

ensures that the uptake of ammonium will be n times the DON

uptake (see Fasham et al., 1990 for details).
S=min (N,, nN,) (3.74)
where n is a function of the bacterial carbon and

nitrogen growth efficiencies, and the C/N ratio of

bacterial cells and DON (Fasham et al., 1990).

The main problem in modelling bacteria is to determine
the character of the substrate they use. It is not known
whether bacteria can utilise inactivated viruses nor the

timescale for their breakdown.

In the original model bacteria concentrations are
reduced by zooplankton grazing, bacterial excretion,

diffusive mixing across the thermocline, and entrainment.
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In the present model there is an additional cause of

bacteria mortality due to viral lysis.

3.4.6 The Detritus Equation

2

dD p,P .
zﬂ;=(l—B1)Gl+(l—B2)CE—B3G3—M4D+‘k:+E{+68PVZp.R;— 5.8
_{m+h*(£)+V)D
M
where U4 is the specific rate of breakdown of detritus to
DON,

K, is a constant determining the detrital fraction
of phytoplankton destroyed by viral lysis,

V 1is the detrital sinking rate.

The sources for the detritus compartment are faecal
pellets and dead phytoplankton, plus cell debris resulting
from viral lysis of phytoplankton. These detritus can be
recycled within the mixed-layer by two mechanisms,
reingestion by zooplankton or breakdown into DON and
subsequent uptake by bacteria. However, much of the detrital
material sinks out of the mixed-layer to the deep ocean. The
development of a universal parameterisation of sinking speed
for the spectrum of particle sizes in detritus is still
forthcoming. Therefore, the sinking rate is assumed to be a
constant velocity. Additional losses are caused by diffusive
mixing across the thermocline and changes in mixed layer
depth.

Notice that the diagram shows a second flux from the
phytoplankton into the detritus compartment to determine how
much of the debris in sediment traps can be attributed to

viral lysis of phytoplankton.
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3.4.7 The Nitrate Equation

cN. H (&
g - I 0, (1, ) P MELLED) M< L) (3.9)
where NO is the constant nitrate concentration below the

mixed layer.

The most important nutrients for sustained growth and
cell division of phytoplankton are nitrogen, phosphorous and
silica. Although nitrogen has been regarded as the limiting
factor of primary production in the ocean the importance of
iron micronutrients has recently been emphasized (Martin &
Fitzwater, 1988). Moreover, the modelling and experimental
findings of Riebesgell et al. (1993), suggest that diatom
growth is CO, limited during bloom periods due to a CO,
requisite by the enzyme mediating carbon fixation in

phytoplankton.

Nitrate and ammonium are the two forms of inorganic
nitrogen used in the model, thus allowing primary production
to be partitioned into "new" production, fuelled by nitrate,

and "regenerated" production, fuelled mainly by ammonium.

Nitrate has a sub-thermocline concentration of 2 mMol N
m*® in Bermuda Station "S" and enters the mixed-layer by
entrainment during the late autumn and winter but also
through diffusive mixing across the thermocline throughout

the year. It is depleted through new primary production.

3.4.8 The Ammonium Equation

ay, €R, 2%  (m+h* (t))
dt =-J (. M) O, (N,) P-U+p,B+ k.+Z M

.N, (3.10)

The first two terms represent the uptake of ammonium by

phytoplankton (regenerated primary production) and bacteria
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respectively, the third represents the excretion by bacteria
and the fourth represents the addition from zooplankton
excretion. It should be noted that the ammonium concentration

below the mixed layer is assumed to be zero.

3.4.9 The DON Equation

dn, dp, 22 ,
—az-=yJ(tFM7Q(A@,AQ)P+u4D+ Y +BeBVI, K+, I, -U -~ (3.11)
6
“<m+h&Kt)).A@
where 0 is the fraction of DON generated by the

zooplankton loss term,

k, is the fraction of DON generated by bacterial
viral lysis,

$10 is the specific decay rate of inactivated virus
into labile DON.

About 10% of the traditional DOC pool is made of low-
molecular weight compounds like dissolved free amino acids
and carbohydrates that are readily taken up by bacteria.
Using HTCO methods recent estimates of this "labile pool" put
its size at 30 to 50% of the total DOC pool and indicate that
it i1s turned over in hours to days (Wangersky, 1993). These
results are a confirmation of the findings of Kirchman et al.
(1991) which suggested that, in the euphotic zone, up to 25%
of the DOC pool is turned over in time scales of 1-10 days.
The fast cycling of this material puts in evidence the need
for including bacteria in models of the carbon cycle.
However, a fraction of the "extra" DOC discovered by Suzuki
(1988) is made of high-molecular weight compounds which
presumably are more difficult to utilise by the bacteria and
is thus refered to as the "semi-labile" pool.

This compartment includes only the labile fraction of DON.

Recently, Bronk & Glibert (1991, 1993) developed methods

to isolate DON so that its release and uptake rates could be
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quantified. The technique works by measuring the N present
in the DON pool at the end of “°NH,” and "NO, uptake
experiments by isolating DON with ion retardation resin that
removes inorganic nitrogen ions [including NH,” and NO, ] .
They measured release rates for DON in oceanic systems
ranging from 4 to 26 nanogram-atoms of nitrogen per litre per
hour, correspcending to total DON turnover times of 10 + 1
days (10 to 62 days).

The inputs to the DON pool come from exudation of DON by
phytoplankton, detrital breakdown into DON, and zooplankton
excretion and messy feeding. There are two new additions to
the equation; one is the cell debris of lysed bacteria which
due to their small size enter the DON pool directly and can
be readily utilised by other bacteria; the other is the
breakdown of inactivated viruses into labile DON. The DON
stocks are depleted through uptake by bacteria, diffusive
mixing across the thermocline and changes in the mixed layer
depth.

As was the case for ammonium, the labile DON

concentration below the mixed layer is assumed to be zero.
3.5 Parameter values

The basic parameter setting for the various versions of
this model are those for Bermuda Station "S" as laid by
Fasham et al. (1990) in control run A and slightly modified
by Fasham (1993) in control run B. The parameters introduced
with the virus equations were experimentally subjected to a
range of values. Values for all the parameters in the
epidemics model are given in appendix A. The summary of
experimental characteristics for the simulation runs of
versions 1 to 5 of the model can be found in chapter 5 § 5.16
- § 5.20.
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3.6 Figures
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Figure 3.1 Diagram of the ecosystem model. Compartments and
flows in heavy solid line are the new additions to the

original model (thin solid line) of Fasham et al. (1990).
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Figure 3.2 Temporal variation of a variable contact rate.
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Chapter 4.

Control Runs A + B.

4.1 Introduction

In this chapter, a brief synthesis of Fasham’s Model A
(1990) and Model B (1993) will be presented as these
constitute the basis for the development of the present viral
epidemics model. Throughout the rest of this work they will
be referred to as control run A and B, respectively. For more
detailed information please refer to the relevant papers.

The effect of viruses is not included in either of these two

control runs.

4.2 Control run A.

In Control run A there is a gradual increase in
phytoplankton concentration throughout the late winter with
no pronounced bloom, reaching a maximum biomass of 0.4 mMol N
> in spring (Figs. 4.1.a and 4.13b). A decline in the
plankton stock follows after day 100 due to the rapid

.

shoaling of the mixed layer (Fasham et al., 1990; Figs. 4.2
and 4.1l1a), which leaves behind most of the phytoplankton
biomass by detrainment as the mixed layer rises to its summer
thermocline level. The phytoplankton remains at a low level
of over 0.2 mMol N m™® throughout the summer period. This
value is still too high in comparison to the observational
data (Fig. 4.13b) which show a phytoplankton biomass less
than 0.1 mMol N m™ at this time of the year (Fasham et al.,
1990) . In the autumn, nitrate is entrained to the system as
the mixed layer deepens (Figs. 4.11b and 4.13a) resulting in
another phytoplankton bloom. At its height this bloom reaches
a biomass over 0.45 mMol N m™? which is even higher than the
modelled spring value (Fig. 4.13b). This is not supported by
the observational data and hence Fasham et al. (1990)
concluded that their simulation greatly overestimated the

phytoplankton biomass in the summer and autumn.
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In addition the prebloom zooplankton concentrations were
so low (Fig. 4.3) that the only significant period showing
positive growth was during the spring bloom. However, the
growth rate during the event was so high that the model
predicted bloom zooplankton concentrations that were much
higher than observations (not shown). It will be shown in
chapter 5 how the competition with viruses aggravated the

zooplankton deficiencies.
Control run A was only partially successful in fitting
the phytoplankton, bacteria (Figs. 4.13c,d) and zooplankton

observations for Bermuda Station "S".

The equations for phytoplankton and zooplankton were

ar_q_ o (m+hT(£)) P 41
Tr (1-y)o(t,M,N,,N,) P-G,~u,P i ( )
dz h(e) .z
G PiGLtBG B Gy 2 2 e (4.2)

4.3 Control run B.

The shortcomings of Model A were addressed by Fasham
(1993) in his Model B through the implementation of density-
dependent excretion and mortality rates on zooplankton.

Such formulation reduces zooplankton loss rates in the winter
but allows them to rise during the bloom. According to Fasham
this enabled his model to fit much better observations from
Bermuda Station "S" and Ocean Weather Station "India". In
order to be consistent Fasham also added a Michaelis-Menten

mortality for phytoplankton.

These were the modifications,

dp
dt

WP (m+h*(£)) P (4.3)

:(1—Y)G(t'ALA%'AQ)P_G{_kS+P T
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H,Z° h(t).Z

az_ .
k,+Z M

dt _B1G1+ﬁ2G2+B3G3_

(4.4)

The values for the new parameter set can be found in
table 2 (appendix A). The maximum zooplankton loss rate (u,)
was set at 0.325 d* and the maximum specific mortality rate
of phytoplankton (u,) was set at 0.05 d'. The half-saturation
coefficients k; and k, were fixed at 0.2 mMol N m™>. Another
very important change made by Fasham was to fix the cross-

thermocline mixing rate (m) at 0.01 m 4.

Figures 4.4 a,b show the phytoplankton seasonal cycles
obtained for the 10m/day and 1m/day simulations using cross-
thermocline mixing rates of 0.1 and 0.01 m 4.

Control run A was characterised by a clear-cut difference
between the 10m/day and 1m/day simulations. That difference
has vanished in Model B with both simulations giving now

gsimilar results on phytoplankton biomass.

The 10m/day simulation with a cross-thermocline mixing
of 0.01 m d' has been adopted by Fasham (1993) as the new
standard for Bermuda Station "S" - Control run B. The reasons
for it are two: a lower phytoplankton biomass during summer
(Fig. 4.4.a), and a low f-ratio throughout the same period as
a result of the lower nitrate flux from below the mixed layer
(fig. 4.5 and fig. 4.6).

While the new zooplankton model has certainly made an
improvement to the previous model in the prediction of the
phytoplankton autumn bloom it cannot reproduce the drop in
observed biomass levels to below 0.1 mMol N m™” just after
the spring bloom. In that respect Control run A did a better
job (Figs. 4.7 and 4.13Db).

The new formulation caused the total mixed layer stocks

of phytoplankton to decrease by 35% during winter and spring
(Fig. 4.8).
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A positive result is that the total (areal) mixed laver
stock of bacteria during the spring bloom became lower and
gave for the first time a perfect fit to the observations
(Figs. 4.9 and 4.13d) despite the concentration levels of

bacteria (volumetric) remaining similar to Control run A

(Fig. 4.13c). However, the bacterial excretion of ammonium
droped 19% (Table 4.2). The nitrate cycle was similar, too.

The new formulation of zooplankton mortality and
excretion has turned zooplankton into the most dynamic
compartment in the model in terms of nitrogen flow and
simultaneously made it become the central player for
regenerated production (Fig. 4.10). In fact, while the
phytoplankton loss to detritus by natural mortality halved,
the zooplankton grazing on phytoplankton trebled and sc did
its excretion of ammonia. Consequently, regenerated
production (Table 4.3) is twice that of Control run A for the
same annual net primary production, which is 580 mMol
N/m?/year (Table 4.1). This caused the annual f-ratio to drop
from 0.71 to 0.55.

The drawback of this approach is that the biomass of
zooplankton increased substantially during its seasonal cycle
and is now even higher than the zooplankton levels of Control

run A by at least a factor of 2 (Fig. 4.3).

Observed data for areal and volumetric primary

production over the annual cycle are shown in figures 4.12
a,b.

Figure 4.14 shows DOC measurements in profiles of the

upper 260 m for the four seasons of the year in Bermuda.
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4.4 Tables

Control Primary Gross Net
Run production Bacterial Bacterial
production production
567.6 251.7 66.5
B 578.2 255.3 104.9

Table 4.1 Estimates of annual totals of phytoplankton
primary production, gross bacterial production and net
bacterial production in mmol N/m2/yr. Values are calculated

for Control Runs A and B. The sinking speed of detritus is
10m/day.

Control DON uptake Ammonium Ammonium
Run uptake excretion
157.9 93.8 185.2
B 159.6 95.7 150.4
Table 4.2

Estimates of annual totals of DON and Ammonium
uptake compared to Ammonium excretion by the model bacteria

in mmol N/m2/year. Values are calculated for Control Runs A
and B.

Control Regenerated Ammonium New
Run Production excretion by | Production
Zooplankton
A 162.8 77.3 404.8
B 259 .4 232.3 318.7

Table 4.3 Estimates of annual totals of Regenerated
Production, New Production and Ammonium excretion by

zooplankton in mmol N/m2/year. Values are calculated for
Control Runs A and B.
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4.5 Figures

(a) detritus sinking rate 10m/day

0.45
0.4+4
0.35-]
0.3
0.25
0.2
0.15-
0.1+

0.054

phyto biomass (mmoles N m-3 / day)

T T
0 50 100 150 200 250 300 350 400
Julian days

—— mixing=0.01 —— mixing=0.1
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Figure 4.1 Annual cycles of phytoplankton concentration (in
mMol N/m®) plotted against Julian day, for a mixing rate of
0.1m/day (solid line) and 0.0lm/day (plus), and a detritus
sinking rate of (a) 10m/day and (b) 1m/day, calculated by

Fasham’s model A.
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Figure 4.2 Annual cycle of mixed-layer depth in metres from

control run A and B, plotted against time (in Julian days).
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Figure 4.3 Annual cycles of zooplankton concentration (in
mMol N/m’) plotted against Julian day, for control run A
(so0lid line) and control run B (plus) with a detritus sinking

rate of 10m/day.
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(a) detritus sinking rate 10m/day
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Figure 4.4 Annual cycles of phytoplankton concentration (in
mMol N/m’) plotted against Julian day, for a mixing rate of
0.1m/day (solid line) and 0.01lm/day (plus), and a detritus
sinking rate of (a) 10m/day and (b) 1m/day, calculated by

Fasham’s model B.
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Figure 4.5 Annual cycles of the f-ratios (the ratio of new
to total primary production), for a mixing rate of 0.1m/day
(solid line) and 0.01m/day (plus), and a detritus sinking
rate of 10m/day, calculated by Fasham’s model B.
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Figure 4.6 Annual cycles of nitrate concentration (in mMol
N/m’) plotted against Julian day, for control run A (solid
line) and control run B (plus) with a detritus sinking rate

of 10m/day.
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Figure 4.7 Annual cycles of phytoplankton concentration (in
mMol N/m’) plotted against Julian day, for control run A
(solid line) and control run B (plusg) with a detritus sinking

rate of 10m/day.
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Figure 4.8 Annual cycles of the total biomass stock of
phytoplankton in the mixed layer (in mMol N/m’) plotted
against Julian day, for control run A (solid line) and
control run B (plus), with a detritus sinking rate of

10m/day.
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Figure 4.9 Annual cycles of the total biomass stock of
bacteria in the mixed layer (in mMol N/m®) plotted against
Julian day, for control run A (solid line) and control run B

(plus), with a detritus sinking rate of 10m/day.
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Figure 4.11 Annual cycles of (a) mixed layer depth and (b)
NO, input for the model, with observed mixed layer depths
recalculated from the data of Menzel and Ryther (Bermuda

Biclogical Station, 1960). Taken from Fasham et al. 1990.
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Figure 4.12 Comparison of observed data from Menzel and
Ryther (Bermuda Biological Station, 1960) with model output
for (a) areal and (b) volumetric primary production (NPP)
over the annual cycle (lines and and symbols as in (a)). The
Bermuda data were recalculated to reflect mixed layer values

only. Taken from Fasham et al. 1990.
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Figure 4.13 Comparison of observed and modelled

(A) nitrate .
(B) phytoplankton nitrogen biomass m™3

(recalculated from raw
data on chlorophyll) for Model A output. Comparison of

observed and modelled bacterial biomass in (C) m™3 and (D) m™?
Open circles: data collected by Bermuda Biological Station.

Solid circles: data from Fuhrman et al. (1989). Data from

vertical profiles were averaged over the model mixed layer

depth for volumetric data, then multiplied by that depth for

areal estimates. (B) and (D)

symbols and lines as in (A)
(C),

and
respectively. Taken from Fasham et al.

1990.
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Figure 4.14 Filled and empty circles are DOC measurements
made in the western Sargasso Sea in the vicinity of BATS site
and Hydrostation S. The lines represent the average profile
per season. The general range of DOC during winter mixing is
shown by a grey highlighted bar (taken from Carlson et al.
1994) .
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Chapter 5.

Results I - Epidemics of Phytoplankton viruses.

5.1 Introduction.

Several numerical simulations of the model have been
executed with the purpose of investigating the dynamics of
viral epidemics in a marine ecosystem and its repercussion in

the biological production. This chapter will analyze the
results of the dynamics of phytoplankton viruses on five
versions of the model, version 1, version 2, version 3,
version 4 and version 5, based upon two platforms, model A
(Fasham et al., 1990) and model B (Fasham, 1993),
respectively. Such results are then to be compared with
control runs A and B to unveil how the interaction of the
physical and biclogical processes determines the seasonal
behaviour of viral epidemics. The first aim of this chapter
is to develop a general relationship between increases in
contact rate and the resulting temporal scale of
phytoplankton and viral biomass. The second aim is to
investigate the dynamics between viral lysis and primary
production by varying the parameters most critical to

describing the characteristics of the virus epidemic.

The model strategy 1is presented in section 5.2
(simulation characteristics i.e. initial conditions and model
parameters for all runs are presented in tables I and II in
appendix A). The response of model version 1 to a wide range
of epidemic levels is investigated in section 5.3. This
gsection examines the effects of contact rate increase on the
biomass of the biological compartments, with emphasis on
phytoplankton, and compares model results with data from
Bermuda. Section 5.4 discusses the need for changes in the
natural mortality rate of phytoplankton. The influence of new
zooplankton dynamics on the course of viral epidemics 1s
presented in section 5.5, thereby introducing version 2 of

the model. The control of phytoplankton photosynthesis and
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population growth is analyzed in section 5.6. This section
investigates viral led changes in limiting factors that
modify the growth rate of phytoplankton under bloom
conditions, the contribution of viral epidemics to the net
change in phytoplankton biomass, how viral lysis compares to
zooplankton grazing in the diversion of primary production,
and how these translate in terms of population growth rate
for viruses and zooplankton. Section 5.7 questions the need
for a change in the mixed-layer mixing rate. The parameters
most critical to describing the characteristics of the viral
epidemic are introduced in sectiong 5.8 to 5.12. The
regulation of viral efficiency in the assimilation of host
biomass is presented in the first of these sections. Section
5.9 investigates the impact of virus inactivation rates on
the behaviour of the epidemic, thereby introducing version 3
of the model. Section 5.10 justifies the use of tests of
maximum daily flow into viral lysis to identify the most
interesting contact rates. Changes in the decay rate of
inactivated viruses and their repercussion on overall
production rates of the version 4 model are examined in
detail in section 5.11. The response of the epidemic to
seasonally varying contact rates is ocutlined in section 5.12,
thereby introducing version 5 of the model. The chapter ends
with a gsummary and discussion of the conclusions reached from

these numerical simulations.
5.2 Solution procedure - Model strategy

The timestep of the model is two hours and the interval
between simulation plots is one day. The initial values are
given in appendix A. All model runs cover a period of five
yvears and an equilibrium cycle is usually reached on the 4th
year. On a IBM PC 386 notebook a run of this length takes 30
minutes of cpu time. Julian day numbers and the corresponding

dates are given in appendix B.

The selection of contact rates representative of minimum

and maximum production epidemics was initially based on tests
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of maximum phytoplankton and virus biomass though later the
maximum daily flow of viral lysis was used instead (see §
5.10) .

In the model runs the parameters mentioned in 5.1 were
successive and independently varied because such a partial
sensitivity analysis helps understanding the complexity of
the ecosystem model. The contribution of each process and its
importance on the ensemble are revealed in this way: it has
been noticed that the model is extremely sensitive to the

chosen value of the contact rate.

A summary of experimental characteristics for the
simulation runs of versions 1 to 5 of the model is presented
in § 5.16 - § 5.20. These include the contact rate, the virus
assimilation efficiency, the inactivation rate, the decay
time of inactivated viruses, the detritus sinking speed, the
specific natural mortality rate of phytoplankton and the
cross-thermocline mixing rate for each figure presented in

this chapter.

Supporting tables and figures in this chapterx:
version 1 - Table 5.1 and Figures 5.2 to 5.15, versicn 2 -
Figures 5.16 to 5.37, version 3 - Figures 5.38 to 5.41,
version 4 - Tables 5.2 to 5.5 and Figures 5.42 to 5.53,
version 5 - Tables 5.6 and 5.7 and Figures 5.54 to 5.59.
5.3 Introducing version 1 - Testing the contact rate

The simplest scenario for an epidemics model is
basically Fasham’s model A (1990) onto which a compartment
of phytoplankton viruses is added (Fig. 5.1). This is

referred to as version 1 of the model.

A range of values from 0 to 2 have been tested in
version 1. Figure 5.2.a,b depicts the annual production of
viruses for increasing values of the contact rate (£8). When

B8 1s set to 0 the system produces the same results as a
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Control run A. With values less than 0.03102 the infection
fails to sustain itself in the population and the epidemics
will die out in less than 5 years, removing all the viruses
from the system. For the maximum annual production of viruses
a contact rate of 0.06 is required. Any further increment in

its value will yield a lower production.

5.3.1 Effects of (88 increase on biomass - Low contact rates

It will be shown that increases in the contact rate
value result in a shortening of the spring bloom time span
plus a lowering of the summer concentration levels of

phytoplankton as well as a drastic reduction of the autumn

bloom.

Contrcol run A was only partially successful in fitting
the phytoplankton, bacteria and zooplankton observations for
Bermuda Station "S". Thus what happens when viruses are

explicitly modelled in this pelagic food web?

The minimum contact rate to sustain the viral epidemic
in the phytoplankton population is reached when (8 is 0.03102
(see Fig. 5.3.a). At first sight the results seem identical
to control run A, however, there are some subtle differences.
The peak biomasses of both phytoplankton and bacteria (Fig.
5.3.b) are slightly lower during the spring and autumn
blooms. After the end of the spring bloom the biomass of
phytoplankton adopts a different trajectory to control run A
and maintains a slight decreasing trend during all summer
reaching its lowest concentration at 0.18 mMol N m” at the
beginning of the autumn bloom. Nonetheless, the most relevant
difference is in the zooplankton cycle (Fig. 5.3.c) whose
stocks are clearly lower than in control run A and are more
in accordance with the observed data for Bermuda Station "S"
of 0.009-0.073 mMol N m? with a mean of 0.018 mMol N m™
obtained by Deevey (1971). However, our main interest is the

virus cycle. The Spring phytoplankton bloom is the main event

~-72-



|

Results I. CHAPTER 5.

for the generation of the virus population (Fig. 5.3.d). The
biomass of phytoplankton viruses has a sharp increase from
day 75 onwards reflecting the onset of stratification of the
mixed layer which stops the dilution effect on viruses caused
by its previous deepening. When stratification is almost
complete by the end of the phytoplankton spring bloom the
virus stocks stabilize showing only a very slight increasing
trend during the summer period. This trend is negatively
correlated with the decreasing phytoplankton biomass. The
maximum concentration of viruses is reached at 0.29 mMol N m
* on day 225 just before the deepening of the mixed layer.
The deepening of the mixed layer causes a decrease in the

concentration of viruses due to dilution of the virus stock.

The behaviour of the system alternated between short and
long timescale of adjustment as (8 increased. It was noticed
that for some intermediate values of the contact rate in-
between the minimum and maximum production epidemics the
system could not reach an equilibrium cycle within the five
year run time as the biocmass of viruses was still increasing
for some unknown reason. Therefore only those simulations

that reach equilibrium during this time were described.

With (8 set to 0.045 this epidemic results in a slightly
lower phytoplankton biomass at the height of a strong spring
bloom (0.35 mMol N m™?), in a slightly shorter time span of
the bloom itself (90 days) and on a lower phytoplankton
population post-bloom. Over the Summer the phytoplankton
biomass remains at a nearly constant 0.12 mMol N m”® and
throughout this period the virus population stabilizes at 0.8
mMol N m™” (Fig. 5.3.d). When the Autumn bloom comes the
phytoplankton peak value is 30% lower than in control run A

at 0.32 mMol N m?® and its decline smoother.

The epidemic yielding the maximum annual viral lysis is
reached when (8 is increased to 0.06. This simulation
produced an even stronger spring bloom between late-March and

late-April with a maximum concentration of 0.42 mMol N m™
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(Fig. 5.3.a). There was a sharp decline in the phytoplankton
biomass after day 108 and the summer levels were maintained
below 0.1 mMol N m”. The ensuing autumn bloom is smaller
with a maximum concentration of 0.26 mMol N m™”. The biomass
of viruses reach their maximum concentration at the end of
the spring bloom and maintain their level at 1.1 mMol N m*
during the summer (Fig. 5.3.d). The deepening of the mixed
layer forces the concentration of viruses to decrease despite
a simultaneous phytoplankton autumn bloom whose growth rate
is not enough to counterbalance the dilution effect on the
viruses. The entrainment of deep water into the system is
beneficial to the phytoplankton population since it disperses
all cells and doing so also minimises their chance of meeting
a virus particle. Therefore, it can be concluded that for low
contact rates changes in the mixed layer depth are the
external driving force regulating the seasonal concentration
of viruses. Notice that on a purely visual assessment this
simulation has a much improved fit to the observed

phytoplankton data at Bermuda Station "S" (Fig. 4.13.b).

5.3.2 Effect of 88 increase on biomass - High contact rates

Figure 5.2.a) shows that any further increase in the
value of (8 past 0.06 will result in a decrease of the annual
production of viruses. However, the investigation of high
contact rates may give us an insight on how viruses could
control the onset of extremely fast growing blooms, their
collapse and their regular or irregular timing. This
information may have relevance for seasonal succession of

phytoplankton species and coccolithophorid blooms.

A further increase in 8 to 0.4 and the phytoplankton
bloom starts with a two month delay in relation to the
minimum epidemic reaching a much higher peak (1 mMol N m™)
but a much shorter time span (20 days) (Fig. 5.4.a).
Thereafter the phytoplankton population goes nearly extinct
with a biomass of 2.8E-8 mMol N m™”* on day 187. The virus
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biomass reaches 1.6 mMol N m”® and decreases steeply during
the Summer to a value of 0.6 mMol N m”® until it is pumped up
again to 1 mMol N m™” due to a small Autumn phytoplankton
bloom. This is followed again by a sharp decline after the
end of the phytoplankton bloom, which again gets close to
extinction. In simulations with high contact rates diffusive

mixing plays an important role in the summer loss of viruses.

5.3.2.1 Collapse of the bloom

The viruses take hold of the phytoplankton bloom when
its senescence starts. Figure 5.4.b) depicts the annual cycle
of phytoplankton versus virus biomass for the gimulation
outlined above. It shows that the increase in the
concentration of viruses is negligible during the first sixty
days of the spring bloom. However, once the peak of the
phytoplankton bloom is reached then the virus concentration
starts increasing markedly. For example, between days 133-134
while the phytoplankton is close to 1 mMol N m”® the virus
biomass jumps from 0.5 to 0.7 mMol N m*® Nonetheless, it is
during the collapse of the phytoplankton bloom which is
precipitated by the increase in the concentration of viruses
that their presence begins to be felt. Thus, three days after
the peak of the spring bloom the biomass of viruses has
increased to 1.4 mMol N m” while the phytoplankton biomass
has declined to 0.3 mMol N m’. From day 137 the build-up on
the virus concentration slows-down and it takes 3 to 5 more

days to reach the maximum concentration of 1.6 mMol N m™.

5.3.2.2 Timing of blooms

There ig a change in the behaviour of the system
occurring when the contact rate is gradually increased up to
two. First the Autumn bloom will enter a two year cycle when
$8=0.5 then it will be suppressed when 8= 0.6 (not shown).
Meanwhile there is a regular shifting forward on the timing
of the spring bloom itself whose peak biomass originally on

day 87 is gradually displaced into late summer (Fig. 5.5.a).
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When (8 reaches 0.8 this single annual bloom takes place on
day 198 and it keeps shifting towards day 224 which is
reached when 8 is 1.1. Finally, with increasing B8 values
the bloom begins receding into the first half of the year and
blooms on day 109 when (388 is 1.6. Between (8=1.8 and 1.9
there is a considerable inter annual variation on the timing
of the bloom such that a sole irregular annual bloom can
occur anytime between day 100 and 350. Further increasing 38
to 2.0 and over results in the system entering a steady
domain where a series of solutions with two and three year
cycles will occur for the Spring bloom, even though the
physical forcing has an annual cycle. All these results stem
from the non-linearities of the biological equations. The
sequence of regular-random-regular patterns that were
produced draws a parallel with the period-doubling sequence
to chaotic behaviour under increasing contact rate values
found on the SEIR equations (Pool, 1989; Olsen & Schaffer,
1990, Rand & Wilson, 1991).

5.3.2.3 Peak concentration of phytoplankton and wvirus

In simulations with 88 = 0.4 there is a sudden growth of
phytoplankton blooms that spring up from negligible biomass
to blooms of 0.7 mMol N m”® and over in just 2 or 3 days and
then collapse equally fast. Provided these contact rateg and
the parameterisation being realistic this result may be
relevant to explain short lived blooms sometimes obsexrved in
the ocean. Most of them would pass undetected though they may
be spotted by satellite.

Figures 5.6.a) and 5.6.b) depict the Spring and Autumn
maximum biomass of phytoplankton and virus versus the contact
rate. These results show a drastic rise in both the
phytoplankton and virus biomass during the spring bloom
between contact rates 0 and 0.6. The maximum phytoplankton
biomass is reached in spring at 1.2 mMol N m”’ when 8 is

0.6. Likewise, the maximum viral biomass reaches over 1.6
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mMol N m”® for (8 values between 0.4 and 0.9. Between contact
rates 0.8 and 1.2 there is a gradual decrease in the maximum
biomass of phytoplankton which is now reached in the second
half of the year and corresponds to a single annual bloom.
From 8 of 1.3 onwards the bloom shows up again in the first
half of the year but the biomass of phytoplankton continues
its decreasing trend being the lowest concentration 0.18 mMol
N m?® reached when 8 is 1.5. However, the maximum biomass of
phytoplankton increases gradually between contact rates 1.5
and 2.0 reaching 1.1 mMol N m*® for the latter value.
Nonetheless, the recurrence of the spring bloom will
meanwhile change to a two year cycle. It can be concluded
that for contact rates 0.09 - 2.1 the maximum concentration

of phytoplankton is well over 0.6 mMol N m*® with the
exceptions 8= 1.1 -1.5.

From figure 5.6.b) one can also conclude that for
contact rates 0.08 - 2.1 the maximum concentration of viruses
is always over 1.2 mMol N m*® with the only exceptions (8=
1.4 and 1.5.

5.3.3 Comparison of model results with data from Bermuda
Station "S"

Two contact rates were selected for this comparison: (8
0.03102 which is as previously shown the minimum 38 to keep
the viral epidemic alive in the phytoplankton population and
88 0.06 which is the one yielding the maximum annual

production of wviruses.

Figure 5.7 shows the simulated seasonal cycles of
vertically integrated (areal) mixed layer Net Primary
Production (NPP), for two selected 8 valueg, compared with
control run A 10m/day run. Both (8 simulations give a
slightly better fit to the observed data than does control
run A’s simulation be it spring, summer or autumn (Fig.
4.12.a) .

-77-



r—_—————-‘

Results I. CHAPTER 5.

However, the £8 0.06 simulation bears some resemblance
to Model A’s 1m/day run (Quental-Mendes, 1992), especially
during the early part of the year although that one reached a
much higher NPP of 7 mMol N m? on day 100.

The modelled volumetric primary production is similar to
the data published by Fasham et al. (1990) only during autumn
and maybe late spring but is disparately different during

summer .

Figure 5.8 shows a comparison of the seasonal cycle of
nitrate for the 3 simulations. The 8 0.06 simulation gives
the best fit to the data in the early part of the year just
like Model A’s 1m/day did. However, none of the simulations
reproduced the observed high summer nitrate values. Fasham et
al. (1990) attribute the discrepancy between model results
and nitrate observations to deficient techniques for
measuring low concentrations of this nutrient in the late
fifties. Moreover, they point out that more recent data
obtained by Altabet (1989) suggest that summer nitrate levels
are usually less than 0.1 mMol m”’, which would support the

model results.

The most striking result of this exercise, lies in the
comparison of the simulated seasonal cycles of phytoplankton
biomass. The (8 0.03102 simulation gave an overall lower
concentration of phytoplankton during the build-up phase of
the spring and autumn blooms in comparison to Control run A’s
10m/day simulation. However, both blooms lasted longer. The
spring bloom was extended for 10 more days and the autumn
bloom was extended for 22 more days. Although the summer
levels were lower than control run A this simulation still
overestimated the phytoplankton biomass in the summer and

autumn twofold.
Nonetheless, a much improved simulation was to be
obtained with B8 0.06. This simulation yielded a classic

spring bloom that reached a maximum concentration of 0.42
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mMol N m™” and once again its shape was reminiscent of Model
A’s 1lm/day simulation (Fig. 5.9). Moreover, in contrast to
Model A’s 1m/day and Control run A 10m/day simulations this
simulation of the viral epidemic gave a perfect fit to the
observed low levels of phytoplankton biomass in the summer
and autumn. Other modellers have achieved this by altering
the carbon/chlorophyll ratio (Fasham, 1995, personal

communication) .

All the previous simulations would have produced a lower
summer concentration of phytoplankton had a cross-thermocline
mixing rate of 0.01 m/day been used instead of the standard

0.1 m/day (Fig. 5.10 a,b).

There are no significant improvements in the seasonal
cycle of bacteria in these gimulations. The concentrations of
bacteria are lower than control run A (Fig. 5.3.b) but they
do not fit the observed data which show an almost level
concentration all year round. Howevexr, Ducklow et al. (1993)
have reported that time-series observations show that
bacteria concentrations increase up to fivefold in response
to phytoplankton blooms in other areas of the Atlantic Ocean.
Nonetheless, the total mixed layer (areal) biomass stock of
bacteria (Fig. 5.11) can be reduced in spring from control
run A levels of 40 mMol N m? to the 15 mMol N m? of the (8
0.06 simulation. This suggests that the 25 mMol N m™* of the
observation data is reachable with an intermediate value for

the contact rate.

The (88 0.03102 simulation produced a more reasonable
seasonal cycle of zooplankton than the control run A
simulation did. However, any further increase in the contact
rate causes the extinction of zooplankton. Such an extreme
sensitivity to increased levels of competition for
phytoplankton food confirms that the ability of zooplankton
to switch between resources 1s being hampered»ﬁkﬁhigh losses
in zooplankton mortality outside the bloom period (Fasham,
1993) .
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The field of marine viruses is still in its infancy and
as yet there are no observations available on their seasonal
cycle in Bermuda. However, it is known that in many different
places the highest observed number of viruses is usually 10
1" one week after the bloom (Fuhrman, 1992). This is
equivalent to 0.7 mMol N m™” assuming 0.26fg C per virus
(Fuhrman, 1992) and a C/N ratio of 3. That concentration is
approximately the same as the model shows for this period of
the year in the (8 0.06 simulation (Fig. 5.3.d). Nonetheless,
as there are not yet time-series on viruses covering the
whole year we do not know if they would indeed accumulate

£ill 1 mMol N m® as shown in the model results.

One would predict that DOM analysis performed during
summer will show a lower C/N ratio than during other periods
of the year reflecting the increased proteinaceous nature of
the living biomass present at the time. The biomass of
viruses and its mixed layer stocks are always higher than the
phytoplankton biomass during summer. They are also higher
that those of bacteria with the exception of the run for the
epidemics minimum where bacteria stocks were slightly higher

between day 75 and 108 (Figures 5.12 a,b).

In order to fully understand the dynamics of the model
it is important to analyze the annual inter-compartment flows
of nitrogen. Figures 5.13 a,b) and figure 4.10.a) show the

flow networks for the three simulations.

The total annual net primary production for the control
run A, 88 0.03102 and B8 0.06 simulations were 580, 495 and
380 mMol N m™? y', respectively. The corresponding f-ratios

(Fig. 5.14) were 0.71, 0.82 and 0.91, respectively.

The flow diagrams show that the only significant
difference between control run A and the §8 0.03102
simulation is in the inputs and outputs of the zooplankton
compartment. The viral epidemics on phytoplankton has not

affected new production but it has caused the direct flow of
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nitrogen from phytoplankton into zooplankton (grazing) to
decrease by a factor of 6. The zooplankton could not
compensate this loss with its alternative food sources,
bacteria and detritus, as these flows too show a reduction by
a factor of 10. Conseqguently, the ammonia excretion by
zooplankton decreased by a factor of 6 and this then became

reflected in a halving of regenerated production.

The contact rate that produces the maximum output of
lysed material is only twice the minimum contact rate
necessary to keep the viral infection in the system. Thus,
the 8 0.03102 simulation yielded 44.6 mMol N m™? y* of
viruses which was 9% of the annual net primary production and
represented only 11.2% of the total mortality of
phytoplankton. The (8 0.06 simulation yielded 148 mMol N m™?
vt of viruses which was 38.9% of the ANPP and represented

48.1% of the total mortality of phytoplankton.

The increase in the contact rate value from its
epidemics minimum to that required for the maximum annual
output of viruses resulted not only on a 23% decline on
primary production but also on a halving of most flows in the
food web model. Obvious exceptions were the phytoplankton
into virus flow which has trebled, plus all those related to
zooplankton which stopped due to its extinction. The latter
caused regenerated production to decline by a factor of 3.
Notice that the 14% decrease in new production although light
ig the first tell-tale sign of the growing impact of

increased contact rates on the core of primary production.

Regenerated production decreases with increased contact
rates because increased phytoplankton mortality due to viral
lysis results in more primary production flowing into virus,
rather than zooplankton. Moreover, this virus flow is not
being recycled back to phytoplankton because no decay has
been allowed for in the virus compartment and therefore the

nitrogen is being locked-up in it.
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5.3.4 Summary

The results obtained so far look very good for (8 =
0.06. The simulation fits extremely well to the observation
data of phytoplankton biomass at Bermuda Station "S",
outperforming Control run A. Nevertheless, the primary
production is 34% lower than control run A which is low in
comparison to the general estimate of 0.58 Mol N m* year,
reported by Fasham et al. (1990). In addition the
phytoplankton bicomass during late winter and early spring is
on the lower limits of the observational data. Moreover, the
zooplankton population does not survive for long because of
the competition of the viruses. It becomes extinct after the
first 183 days. Therefore, the evidence points to the need of
improving the formulation of zooplankton mortality as well as
decreasing the natural mortality rate of phytoplankton in
order to balance the losses by viral lysis. It also points to
the need of including a mechanism to decrease the efficiency
of the virus growth rate. This can best be done through the
use of a biomass conversion constant regulating the
conversion rate of the biomass of the lysed cell into the
biomass of the virus. Additional mechanisms that will be used
for the removal of viruses and their recycling in the
ecosystem are a virus inactivation rate and decay rate of

inactivated viruses into DON.
5.4 Modifying the natural mortality rate of phytoplankton

In Control run A the rate of natural mortality already
parameterizes the death of phytoplankton cells caused by
viral lysis, or by photosynthesis being insufficient to meet
respiratory needs. As the former is being explicitly modelled
in our version of the model it makes sense to adjust the
natural mortality accordingly. However, one has to keep in
mind that Fasham treated phytoplankton natural mortality as a
free parameter to tune the model so that an annual primary

1

production of 0.58 Mol N m™ y* could be obtained at Bermuda.
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Four different values for the natural mortality were
tried in the 8 0.06 simulation to evaluate their effect on

primary production. They were 0, 0.025, 0.045 and 0.09 4 -,
respectively.

“Table 1 shows that increasing natural mortality leads to an
increase in regenerated production but a decline in new
production. These are then reflected in lower f-ratios.
However, the net result is a slight decline in annual primary
production. Notice that the increase in natural mortality has
resulted in a drastic reduction of viral lysis of

phytoplankton by a factor of 13.

Consequently the seasonal biomass of viruses declines
for each increment in the natural mortality of phytoplankton
(Fig. 5.15.b) . The maximum concentration of viruses is 1.9
mMol N m?® day* when the natural mortality is 0 but only 0.2
mMol when the natural mortality is 0.09 day™".

Changes in the natural mortality rate affect the
seasonal biomass of phytoplankton (Fig. 5.15.a). Its increase
causes the onset of the spring bloom to be delayed. ie. the
lower the natural mortality rate the earlier the spring bloom
starts and the earliexr it is completed. The higher the
natural mortality rate is, the higher the maximum
concentration of phytoplankton in the spring bloom will be
and the later its peak is reached. It is 0.3 mMol N m” on
day 95 when natural mortality is 0 but grows to 0.56 mMol N

m> on day 106 when the natural mortality is 0.09 day™.

Nonetheless increases in the natural mortality rate have

no effect on the biomass of the autumn phytoplankton bloom.

Degpite all the changes in phytoplankton natural
mortality the zooplankton did not recover. Therefore, the
original value of 0.045 day' has been retained.

Fasham et al. (1990) had found that natural mortality
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was the most sensitive parameter in control run A. Judging by
the variation in annual net primary production alone one
would have to conclude that this is not the case in the
epidemics model for maximum viral production since its
normalized sensitivity was low ranging from - 0.004 to -
0.104. If however, the variation in annual viral lysis is
taken for reference instead then the normalized sensitivity
of natural mortality was found to be high, ranging from -

1.124 to - 0.838, thus demonstrating its importance.

As all the previous implementations including a
modification of the initial conditions (not shown), as well
as of the virus efficiency (not shown) and a virus
inactivation rate (not shown) were unsuccessful in reviving
the zooplankton seasonal cycle it was decided to implement
the modifications in the zooplankton mortality term described
in Fasham (1993). Thus, from here on the results of version 2

of the epidemics model will be compared to control run B.

5.5 Impact of new mortality term of zooplankton on viral

epidemics (version 2)

The new model - version 2 - was submitted to the whole
range of progressively higher contact rates tested in version
1 (Fig. 5.5.b). Some differences in model behaviocur were
found for high contact rates. For §8=1.0 a single annual
bloom comes every consecutive year but its height is higher
every other year. The phytoplankton blooms in mid-summer (day
199) are ca. 11.6% higher than those that take place the
following year at the beginning of autumn (day 256).
Consequently the peak concentration of viruses is 23% higher
in summer blooms (day 207) than in autumn blooms (day 261).
For f88=1.3 there is a single annual bloom every year but its
timing and size vary significantly.

For ($8=1.5 the single bloom enters a biennial cycle but its
timing and size continue varying significantly. For example
the peak concentration of viruses ranged from 0.6-1.7 mMol

N/m?. For B8=2.1 the single bloom continues its biennial
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cycle but becomes regular on time (2nd, 4th, 6th, 8th, 10th
year on day 207) and also on size (the phytoplankton

concentration is 0.8 mMol N/un’).

All these were examples of inter annual variability forced by

high constant contact rates.

The peak phytoplankton biomass during the spring blcom
is reached later in version 2 than in version 1. This is a
reflection of the existing differences in peak concentration
and timing of the phytoplankton bloom in the base models A
and B which is a direct result of the new phytoplankton and
zooplankton mortality formulations. The peak bicmass during

spring bloom is reached at day 87 in control run A and at day

101 in control run B.

For lower contact rates the same patterns of annual
primary production decline and changes in the seasonal cycle
of phytoplankton emerged. However, the main difference is
that zooplankton are now able to compete successfully with

viruses at any contact rate.

Furthermore, slightly higher contact rates are now
needed for the epidemics minimum and the maximum annual
output of virus to be reached (Fig. 5.16 a,b). In a total
biomass conversion situation (ky=1) the new values are (38

0.0355 and 0.08, respectively.

Figures 5.17 a,b,c) and figures 5.18 a,b,c) show the
model results of phytoplankton, bacteria and zooplankton for
the two (8 simulations compared to Control run B. The lower
88 produces annual cycles that are very similar to control
run B albeit of slightly lower concentration values. The
higher B8 simulation once again yielded a classic spring
bloom with a maximum concentration that is very close to the
other two simulations. This simulation offers a better
rendition of the post-bloom drop of biomass levels observed
in Bermuda though the 0.05 mMol N m* of summer phytoplankton

biomass from the observational data are slightly
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underestimated. By comparison, the curbing effect on the
autumn bloom is not as drastic as in version 1 because
control run B already gives a very good prediction of its
actual size. The most noticeable difference is that the
maximum concentration of phytoplankton (0.16 mMol N m*) is
reached early in the autumn bloom with a slow decline

afterwards.

Although the seasonal cycle of zooplankton was not
disrupted by the viral epidemic its concentration levels
decreased by a factor of two in the higher 8 simulation.
This results in an almost perfect match to the zooplankton
levels of the original cycle in control run A (Fig. 5.17.c).
The exception being a period of 16 days during the height of
the spring bloom when zooplankton reached a maximum
concentration of 0.2 mMol N m” compared to the 0.14 mMol N m
> of control run A. As the zooplankton levels in control run
B are overestimated (Fasham, 1993) this can be seen as an

improvement over that model.

Likewise the bacteria concentration levels decreased by
a factor of two in the (88 0.08 simulation (Fig. 5.17.b). This
reduction becomes even more drastic when the total mixed
layer bacterial stocks are compared for the three simulations
(Fig. 5.18.b) . The higher (8 simulation underestimates the
mixed layer stock of bacteria in spring while the other two
simulations give a good fit to the observations. However, as
none of the simulations showed any resemblance to the pattern
of bacteria concentrations of the observational data, which
remain almost constant all year round, it is concluded that

deficiencies still exist in the bacteria model.

The seasonal cycle of phytoplankton viruses showed the
same pattern displayed for version 1. However, this time the
concentraticon levels of virus in the (8 0.08 simulation were
consistently higher than in their version 1 analogue already
reaching 1 mMol N m”® at the height of the spring
phytoplankton bloom increasing to 1.6 mMol N m”® at the end
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of summer (Fig. 5.19.a). By comparison, the lower (38
simulation produced a virus biomass of 0.21 mMol N m* at the
height of the bloom and reached its maximum concentration at
0.4 mMol N m”. In version 1 a target of 0.7 mMol N m”® was
set for the concentration of viruses a week after the bloom.

The high (8 simulation overestimated the target while the low

88 underestimated it.

Consequently, the total mixed-layer stock of marine
viruses 1is also higher than in version 1 for both (8
simulations (Fig. 5.19.b). The difference is especially
noticeable between the simulations that produce their
respective maximum annual output of viruses.

The maximum stock of viruses in version 2 is 120 mMol N m™*
at the onset of stratification declining to 30 mMol N m™”
during summer while the equivalent data for version 1 is 98

mMol and 20 mMol N m™?, respectively.

In version 2, there is an increase by a factor of 4 in
the total virus stock produced, between simulationg for the

epidemics minimum and those for the maximum annual output.

Mixed-layer marine viruses were the dominant live
biomass all year round in the two epidemic simulations of
version 2. The only exception being the period between days
38-115 in the lower (8 simulation when first the biomass of
phytoplankton and then later on (days 98-115) the biomass of

zooplankton and bacteria became higher than that of viruses.

The flow networks for control run B and the two (8

simulations are shown in Figure 4.10.b) and figures 5.20 a,b.

The total annual primary production for control run B,
88 0.0355 and (38 0.08 simulations were 578, 532 and 312 nMol
N m? y!, respectively. The corresponding f-ratios (Fig.

5.21) were 0.55, 0.59 and 0.83, respectively.
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The new epidemics minimum simulation (88 0.0355) is a
vast improvement over its version 1 counterpart because it
yields a higher ANPP that is not only very close to the
measurement values obtained for Bermuda Station "S" but is
also reached with a much lower annual f-ratio. The flow
diagrams show that the introduction of viruses in the system
has caused a 10-20% generalised reduction in the inter-

compartmental flows compared to control run B.

The 88 0.0355 simulation yielded 36.8 mMol N m”? y ' of
viruses which was 6.9% of the ANPP and represented only 8.1%
of the total mortality of phytoplankton. In comparison to
version 1 those values portray a reduction of the impact of
viruses on the ecosystem. The variable loss rate of
zooplankton has enabled it to sustain with ease the
competition of viruses for the same food source. As the 15%
decrease of nitrogen uptake by grazing was relatively small
the producticn of ammonia suffered only a 17% reduction and

therefore the regenerated production remained still high at
216 mMol N m? y*.

The 8 0.08 simulation yielded 150.3 mMol N m™”? y* of
viruses which was 48.1% of the ANPP and represented 57.3% of
the total mortality of phytoplankton. In comparison to
version 1 these values portray an increase of the impact of
the viruses on the ecosystem thus not validating any possible
claim on the softening effect on the virus epidemics created

by the new zooplankton formulation.

The increase in the contact rate value from its
epidemics minimum to that required for the maximum annual
output of viruses resulted not only on a 41% decline on
primary production but also on a generalised reduction of
most flows in the model by a factor of 3 or 4. However, the
flow into virus has increased four-fold while new production
declined by only 17.8%. Regenerated production was the
casualty in this new epidemic of viruses and consequently the

annual f-ratio is too high. Nonetheless, it is remarkable how
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zooplankton could survive the fierce competition of viruses

and still thrive in it!

Although the total viral production was barely an
increase to its version 1 predecessor its relative weight on
the diversion of primary production was higher because the
ANPP is actually lower. Consequently, compared to the other
causes of phytoplankton mortality, zooplankton grazing
(27.8%) and natural mortality (14.9%), the relative weight of
viruses increased and viral lysis became the most important

contributor for the phytoplankton mortality.

However, in the next section the seasonal cycle of
specific rates will show that zooplankton grazing and
detrainment rates can rise more steeply than that of viral

lysis and also reach higher values at certain periods.

5.6 Control of Phytoplankton Photosynthesis and Population

Growth under viral epidemics

Biomass specific rates are invaluable to understand the
controlling factors in the rise and fall of phytoplankton

populations.

Following Fasham et al. (1993) the model equation for
phytoplankton was recasted by normalising all the terms by
the phytoplankton biomass P. This gives the following
equation for the net population growth rate of phytoplankton:

1/P. (dP/dt) =(1-Y,) hp=tp=bg=Fy— P Haecr (1)

where 1/P. (dP/dt) 1is the specific rate of change of
phytoplankton biomass (we will refer to this
quantity as the biomass growth rate),
K, the specific phytoplankton growth rate,
v, the fraction of phytoplankton growth exuded as
DON,

i, the specific natural mortality rate,
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py the specific loss rate due to grazing,
u, the specific loss rate due to viral lysis,
L., the specific loss rate due to diffusive mixing,

and

Ugerr the specific loss rate due to detrainment.

Thus, i1f the right-hand side of equation (3.6} 1is

positive then the phytoplankton concentration will increase

and vice versa.

Still following Fasham et al. (1993) the gpecific

phytoplankton growth rate u, can be written as follows

o=V, (T) . L{I) . (0, (N, N} +0, (N,) ),

where V,(T) 1s the maximum phytoplankton growth rate, which
is a function of temperature T (equation (12) in chapter 3),
and L,Q,, and Q, are nondimensiocnal factors representing the
limiting effect of irradiance (I), nitrate and ammonium
concentrations (N, and N,), respectively on phytoplankton
growth rate. As formulated in the ecosystem model, the
phytoplankton growth rate is averaged over the diel light-
dark cycle and so the maximum possible value of the function
L, assuming that light is saturating for photosynthesis
throughout the whole daylight period 7, would be 7/24. The
factors Q, and Q, can individually take values between 0
(complete limitation) and 1 (no limitation) but their sum
should be < 1. The mortality rate pu, is variable and depends
on the concentration of phytoplankton (equation (7) in
chapter 3). The grazing rate p, is mainly determined by the
zooplankton biomass concentration but, because a Michaelis-
Menten formulation was used to represent the effect of prey
density on ingestion rate (equation (16) in chapter 3), it

will also be a function of P.
The plot of u, - the specific phytoplankton growth rate
(Fig. 5.22) shows that the viral epidemic in the (8=0.08

simulation caused a generalized increase on the phytoplankton
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growth rate especially during summer and autumn.

5.6.1 Limiting factors of phytoplankton growth compared to
control run B

To understand the factors controlling phytoplankton
growth rate one needs to plot the seasonal cycles of V_ .L,
Q,, and Q, for the £8=0.08 and control run B simulations
(Figs 5.23 a,b). The light limited growth rate of
phytoplankton V,.L reflects the seasonal change of solar
insolation at Bermuda and was identical in both simulations.
However there were some remarkable differences between the
two simulations in the nitrate factor Q,. In control run B
the nitrate factor @, was high during late winter at 0.458
but when the height of the spring bloom growth rate (0.178 d°
') was reached on day 107 the Q, factor had already dropped
to a negligible 0.035. Nonetheless, the ammonium factor Q,
scored 0.243 meaning that from day 93 onwards ammonium had
become the predominant form of nitrogen fuelling the spring
bloom. There had been a sizeable Q, factor at around 0.25
during late winter associated with bacteria and zooplankton
excretion of ammonia but as this ammonium was rapidly
utilized the phytoplankton growth became highly nutrient
limited throughout the summer (Fig. 5.22) and never realized
its maximum possible nutrient-saturated value of =1.2 d*'. In
autumn the entrainment of nitrate rich waters into the mixed
layer was reflected on a sudden but modest rise of the Q,
factor to 0.134 on day 237. The availability of nutrients
caused the phytoplankton growth rate to rise fast and
although the rates reached (=0.158 4" on day 236) were not
as high as at the spring bloom they marked the onset of the

autumn bloom.

The 8 0.08 simulation could not have been more
contrasting. The nitrate factor Q, at 0.657 is at least 43%
higher than control run B’s during late winter and only
dropped much later in the spring bloom. On day 100 when the
height of the spring growth rate was reached (0.202 d7) Q
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was 0.412 and Q. was 0.08 meaning that nitrate was the main
fuel driving the bloom and it thus remained until day 108.
The second burst in growth rate that followed was fuelled by
ammonium excreted by zooplankton and its height was reached
on day 129 (0.155 d'') when Q, was 0.158 and Q, negligible at
0.009.

Unlike control run B the phytoplankton growth rate remained
constant throughout the summer (= 0.13 d4*) at a level even
higher than during late-winter in spite of a declining Q, and
due to a rising Q, that reflected an upwardly diffusive
mixing of nitrate into the mixed-layer. However it was the
exceptionally quick and high rise in the nitrate factor Q, to
0.321 on day 245 that caused the phytoplankton growth rate in
the autumn bloom to reach a record height of =0.33 4% on day

243, which is a remarkable twofold increase on control run B.

Nonetheless, figure 5.17.a) shows that these high growth
rates are not translated into phytoplankton concentrations

higher than control run B.
5.6.2 Factors controlling net change in phytoplankton biomass

This can be investigated by plotting the seasonal changes of
the specific biomass growth rate (1/P.(dP/dt)), phytoplankton
growth rate (u,), natural mortality rate (u,, plotted as a
negative value), grazing rate (u,, plotted as a negative
value), viral lysis rate (u,, plotted as a negative value),

diffusive mixing rate (u,;,), and detrainment rate (fgu,) -

The plot (Fig. 5.24) shows that the lowest phytoplankton
growth rates occurred during the first 75 days of the year.
However, as the rates of viral lysis were not exceedingly
high the phytoplankton population had a moderate positive
growth (shaded area in Fig. 5.24). When convective mixing
began to decline with the onset of stratification the biomass
growth rate dropped due to detrainment. For three quarters of
the rising phase of the spring bloom (day 79-95) the biomass

growth rate maintained just a slightly positive growth
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against the combined effect of zooplankton grazing, viral
lysis and detrainment. Although being apparently at odds with
the ever increasing ML volumetric biomass of phytoplankton
(Fig. 5.17.a) that slight positive growth is easily
discernible in the ML areal biomass of phytoplankton (Fig.
5.18.a) .

Nevertheless, one wonders how the bloom could have developed
and reach a biomass of 0.29 mMol N m’ on day 103 (Fig.
5.17.a). From day 95 onwards the population growth rate
suffered a sharp decline and became significantly negative.
Note however that there was no nutrient limitation and the
down-turn in phytoplankton growth rate had not yet occurred.
It can therefore be argued that the initial limiting factor
on the phytoplankton spring bloom was the combined effect of
zooplankton grazing, detrainment and viral lysis. The
phytoplankton spring growth rate became eventually nutrient
limited and thereafter a secondary burst in growth rate
occurred due to an increase in the availability of ammonium
but none gave rise to a positive growth rate of the
phytoplankton biocmass. Already on day 115 at the beginning of
the secondary burst the growth of phytoplankton biomass had
been controlled by viral lysis and this situation continued
until day 230. Thereafter convective mixing began eroding the
mixed-layer resulting in the entrainment of nutrient rich
waters. The combined effect of plentiful supply of nutrients
and increased light levels gave extremely high growth rates
during the autumn bloom resulting in a net population growth
that at 0.19 4" was twenty-five times higher than the spring
bloom. The decline in the autumn bloom was initiated by a
decline in phytoplankton growth rate in day 244 for reasons
yet unclear but probably caused by a slow down in the nitrate
factor Q, whose down-turn occurred two days later. This
decline was accentuated at first by natural mortality and
subsequently by viral lysis. After the autumn bloom the
phytoplankton population was mainly controlled by viral lysis
although, as the phytoplankton growth rate remained high, the
viruses were not always able to keep up with the

phytoplankton growth resulting in a sequence of predator-prey
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cycles continuing until day 313.

The period of positive biomass growth is longer-lasting
during the spring bloom and the growth rate of the
phytoplankton population during the autumn bloom is twice

that of control run B (Fig. 5.25).

5.6.3 A comparison of viral lysis and zooplankton grazing in

the diversion of primary production

To focus on this we need a plot of the seasonal changes
in the specific loss rates of primary production (defined as
the loss terms of the phytoplankton equation divided by the

primary production) .

During winter viral lysis was the major consumer of
phytoplankton (Fig.5.26) being responsible for over 60% of
the diversion of primary production while zooplankton grazing
removed between 10-20%. However, as convective mixing further
deepened the mixed-layer losses to viral lysis declined to
about 40% of primary production on day 75 while losses to
zooplankton grazing remained constant. Nonetheless, when the
phytoplankton growth rate started rising signalling the onset
of the spring bloom in response to the shoaling of mixed-
layer depth the decline in viral lysis resumed and reached a
bottom 30% of primary production on day 97. It is shown in
the next section that this decline was due to viral losses to
detrainment. Throughout this period the primary production
losses to zooplankton grazing had been rising at an ever
increasing rate closely following the phytoplankton bloom.
Consequently, in the immediate week preceding the height of
phytoplankton biocmass at the spring bloom (day 98-103) and
coinciding with a declining phytoplankton growth rate (from
day 100 onwards) viral lysis became second to zooplankton
grazing as the main cause for phytoplankton mortality. The
maximum loss to zooplankton grazing was reached at 69% of
primary production on day 110.

This situation of dominance lasted up to day 114 when the
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phytoplankton bloom was already 10 days into its declining
phase and a still rising rate of viral lysis surpassed a
declining rate of zooplankton grazing diverting 64% of
primary production. Similarly, for the brief period between
days 102-105 phytoplankton losses to detrainment were also
higher than those due to viral lysis. Detrainment removed 45%
of primary production on the latter day.

Thereafter in sharp contrast to the other loss factors the
losses to viral lysis became ever more important as the
phytoplankton biomass declined. By the end of summer viral
lysis was diverting over 90% of primary production and
zooplankton grazing less than 7%. However, there was a
drastic drop in viral lysis at the onset of the autumn bloom
in spite of a twofold increase in phytoplankton growth rate.
This was due to the dilution effect on viruses caused by the
entrainment of deep waters into the mixed-layer. The losses
to viral lysis reached a bottom 33% of primary production at
the peak of the bloom on day 243. Nonetheless, as the bloom’s
declining phase started losses to viral lysis rose rapidly
and soon reached 80%. Afterwards in late autumn there was a
limit cycle behaviour typical of predator-prey interaction
and the losses to viral lysis oscillated between 60-70%.
Notice that while zooplankton grazing was being affected by
dilution the losses to natural mortality increased and
surpassed those of zooplankton grazing during the declining
phase of the bloom. Thereafter the losses to zooplankton
grazing and natural mortality stabilized at 20% and 10% of

primary production, respectively.

5.6.4 Seasonal variations in the population growth rate of

viruses and zooplankton

A plot of the seasonal cycle of net specific growth of
virus biomass (defined as the rate of lysed hosts converted
less losses by mixing and detrainment divided by the biomass
of viruses) in the mixed-layer (Fig. 5.27) shows that though
modest the only significant periods showing positive growth

for the virus population were before the spring bloom and
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after the autumn bloom. However, the shoaling of the mixed-
layer was a period of significant negative growth for the
virus population. Once the physical process was completed the
virus population returned to a barely positive growth rate
which lasted all summer well into the autumn bloom. By
contrast, the significant positive growth rates of the
zooplankton population occurred during blooms and were many
times higher than those of viruses (Fig. 5.28). The autumn
bloom was the period when theixr highest growth rate was
reached. In comparison to control run B (Fig. 5.29) the
period of positive growth lasts longer during the spring
bloom and the growth rates of the zooplankton population are
significantly higher in both the spring and autumn blooms.
Nonetheless, the phytoplankton population displayed the

widest range of negative and positive growth rates.

To summarise, up to here the most important controlling
factor of wvirus populations is detrainment and in all our
simulations at least 98.5% of the virus annual production was

removed from the mixed layer by this physical process.
5.7 Changing the Mixed-Layer mixing rate

Let us question on the suitability of the low mixing
rate of control run B to fit the summer phytoplankton biomass
to the observations and for lowering the f-ratio in the

epidemics model.

A simulation run for B8 0.08 using a higher cross-
thermocline mixing rate of 0.1 m 4 yielded not only a
higher virus production of 174 mMol N m? vy but alsoc a
higher primary production of 386.5 mMol N m” y*' as well as a
lower annual f-ratio of 0.81 (Fig. 5.30). Unfortunately, the
latter is still too high and was achieved at the cost of a
higher summer value of the f-ratio (Fig. 5.31.a).
Nonetheless, the summer values of the phytoplankton biomass
though they were higher than 0.05 mMol N m™”® 4% fitted the
observations better (Fig. 5.31.b). Despite the higher
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production of viruses their maximum concentration was
slightly lower at 1.4 mMol N m” d° (Fig.5.31.c). The reason
is that viral lysis has dropped slightly to 45% of ANPP
representing a lower 53.3% of total phytoplankton mortality.
By contrast zooplankton grazing increased to 26.5% of ANPP
from the 23.3% of the previous simulation and represents now
31.3% of the phytoplankton total mortality. Consequently,
that has lead to a modest increase in regenerated production

from 17% to 19% of total primary production.

One concludes that lowering the mixing rate is not a
universal panacea for obtaining lower annual f-ratios nor
lower summer concentrations of phytoplankton. Those can also

be achieved by selecting an appropriate contact rate.
5.8 Regulating the virus efficiency

Bratbak et al. (1990) and Bo rsheim et al. (1990)
suggested that 62% of the total host-cell production is
diverted into the viral synthesis. When the phytoplankton or
bacterial cell is eventually lysed about 150 new virus are
released in the water together with some cytoplasm and cell
debris (the cell wallg). Consequently, not all the biomasgs of
the host-cell is converted into new viruses. Therefore, the
efficiency of biomass conversion was adjusted from 100% to
62% in the equation governing the virus growth rate and the
new value of K, is .62, down from its original value of 1.
The remaining 38% is allocated to cell debris and enters the
detritus compartment with a biomass conversion constant
K,=.38, up from its original value of 0 (see equations 3.3

and 3.21, in chapter 3).

A simulation for these values against a progressively
higher contact rate showed a gradual decline in the primary
production in all aspects similar to our past simulations
(Fig. 5.32). The main difference is that an higher contact
rate is required to achieve equivalent loss by viral lysis.

For example, while in the k=1 simulation the maximum annual
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output of viruses was reached at 8 0.08 in the present
kg=.62 simulation it is reached at 8 0.13. Similarly the
minimum contact rate needed for a viral epidemic had to be

increased to 0.061 in the k,=.62 simulation.

The concentration of viruses and their mixed layer
stocks are 33% lower in the new (8 0.13 simulation due to the
fact that the bicmass conversion of lysed cells into virus is
now only partial (Figs. 5.33 b,c). In the ky=1 simulation the
maximum concentration of viruses was 1.57 mMol N m™ d*' while
in the ky=.62 simulation it is 1.06 mMol N m™” d' in effect a
32% drop. These differences in the seasonal cycle of viruses
are also reflected in their mixed layer stocks. At the onset
of stratification the former had reached 120 mMol N m™
declining to 30 mMol N m? when stratification had been
completed. By contrast the same values for the latter are 80

mMol N m? and 20 mMol N m?, respectively.

In the new 8 0.13 k,=.62 simulation the phytoplankton
growth rate was higher showing a 6% increase during the
second burst of the spring bloom, 9% during summer and 3% at
the autumn bloom (Fig. 5.34). This agrees with what was found
in the previous section on the effect of increased contact
rates on the phytoplankton growth rate. However, the
concentration of phytoplankton remained identical to that in
the previous kg=1 simulation (Fig. 5.33.a) in spite of higher
losses to viral lysis imposed by the increase in contact rate
value (Fig. 5.35).

Neither changes in biomass concentration nor on mixed-
layer stock of viruses are noticeable in the simulation for
the minimum epidemic (88 0.061) when compared to its k8=1
counterpart though a slightly lower biomass concentration of

phytoplankton did occur.
However, the seasonal cycle of biomass specific rates of
phytoplankton (Fig. 5.35) showed for the minimum epidemic a

rate 50% higher in viral lysis for the k8=.62 simulation.
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This resulted on a 64% increase in the phytoplankton losses
to lysis from 36.8 to 60.2 mMol N m”* yr' concurrently with a
11.3% drop in phytoplankton grazing. The 10.3% decrease in
ammonium excretion by zooplankton which ensued caused a 8.9%
drop in regenerated production to 197.1 mMol N m™* yr' (Fig.
5.36a) . Consequently, the annual f-ratio increased from 0.59
to 0.61. The extra flow into detritus of lysed cell debris
(22.9 mMol N m™?) is not enough to compensate the generalized
repercussions in the system of a diminished intake of food

(phytoplankton) by zooplankton.

Nonetheless, for slightly higher (8 values a small but
significant result of the lowering of the conversion
efficiency is the increase in regenerated production. For
example in the (8 0.13 simulation regenerated production has
risen 9% from 52.9 to 57.6 mMol N m? yr' thus increasing to
316.2 mMol m™? yr* the annual primary production. Though
modest this resulted on a small lowering of the f-ratio from
0.83 to 0.82 which was most noticeable at the end of summer
(Fig. 5.37). That is all the more remarkable as the loss to
viral lysis has actually increased 7% from 150.3 to 161.4
mMol N m? thle the new production had a negligible decline
from 259.2 to 258.6 mMol N m™”. The explanation for the
higher regenerated production is that the flow of lysed cell
debris to the detritus compartment is fuelling the production

of ammonium by bacteria (Fig.5.36.b).

5.9 Inclusion of a virus inactivation rate (version 3)

The main cause for inactivation in the open ocean of
freshly produced viruses has been identified as being natural
ultra-violet B radiation which is able to penetrate the
mixed-layer of the surface ocean. The estimated inactivation
rate has been calculated at 0.033 h', when averaged over 24h
and integrated over the upper 30 m of the water column
(suttle & Chen, 1992). Therefore, this inactivation rate was

implemented in the model with a standard value of 0.792 4
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although some runs with an inactivation rate of 0.5 and 1.0

d™* were also made for comparison (Fig. 5.58 a,b).

The most obvious consequence of a viral inactivation
rate is to raise, in this particular case by a factor of 107,
the contact rate valueg needed to sustain an epidemics
minimum and to reach a maximum output of viruses (Fig. 5.38).
However it has also served to expose that the response
surface of the model is close to a discontinuity located only
3-5% above the contact rate value for the minimum epidemics.
That is manifested by a sharp 57% increase in viral lysis of
phytoplankton that can be besgt detected by analysis of the
maximum daily flows (Fig. 5.39) though its impact on
phytoplankton biomass is mostly evident on the earlier
collapse of the spring bloom by a week. Past the
discontinuity interval there 1s a sharp 25% drop in the
maximum daily flow into viral lysis and the curve regains its
gradual increasing trend towards a new maximum set at 2.2
mMol N m™? d' at the same level of the discontinuity value
and which is reached at ($8=10, 54% above the contact rate
value for the minimum epidemic. When the maximum annual
output of viruses is attained at (8= 14 the maximum daily
flow of viral lysis of the spring bloom has declined 9.5% and

been surpassed by a new maximum set 6% higher by the autumn

bloom.

In the simulation for the minimum epidemic (8 was 6.5
and the most apparent impact of the viruses was a sharp drop
on the phytoplankton biomass between days 107 and 113 (Fig.
5.40) . That contrasts to the smoother decline in control run
B. But because the time-window of the viruses from day 102 to
133 was just 31 days of significant flow into lysis, which
varied from 0.1 to 0.9 mMol N m? d', their impact did not
last long and a small secondary phytoplankton bloom took
place on day 128. Once the virus effect became negligible the
trend of the phytoplankton biomass was to quickly approach
the biomass levels of control run B which were reached at the

end of the summer ( 5.40 and ©5.17.a). The viruses did not
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come for the Autumn bloom. Under these circumstances the loss
of 37% of primary production to viral lysis in the seven days
of the spring bloom collapse may be considered high though it
was second to zooplankton grazing which was 70% for the same
period of time. In spite of a significant 25% share during
their main time-window overall viral lysis represented only
2.4% of the annual primary production compared to 60% of

zooplankton grazing.

Increasing the contact rate 3% to (8 6.7 resulted in
43.9% of primary production being lysed during the collapse
of the bloom between days 94 and 107. More significantly
there was a clear predominance of lysis over zooplankton
grazing with 63.6% of phytoplankton production being lost to
viral lysis between days 99 and 105. However during the more
extended period of significant flow into lysis from day 89 to
130 their impact was only slightly higher at 30.2%.
Nonetheless the annual primary production losses to viral

lysis have more than doubled to 5.5%.

The overall effect of the inactivation rate has been to
circumscribe the existence of active viruses almost
exclusively to bloom events ensuing thereafter a sharp
decline of the active viral biomass. Consequently, the main
viral biomass becomes inactivated and its maximum
concentration is reached at the end of the spring bloom/early

summer as opposed to end of summer.

A remarkable consequence of the introduction of an
inactivation rate on viruses is the creation of a resilient
Autumn bloom which cannot be suppressed even by extremely
high contact rates. Therefore the behaviour of the ecosystem
is reversed in relation to the previous version of the model
with no inactivation. Small increases in the contact rate up
to 8% higher than the value of the minimum epidemic have a
visible effect on the Spring bloom depredating its biomass to
two thirds of its original level but have no impact on the

Autumn bloom due to the residual level of virus being too low
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at the beginning of the latter bloom. Contact rates above 9%
of the value for the minimum epidemic cause discernible drops
in the late declining phase of the Autumn bloom. Slight
increases in its value result in drops in the autumn
phytoplankton biomass being initiated earlier. Above 15% the
contact rate will give rise to a small secondary bloom after
one such drop. Further increasing the contact rate results in
more secondary blooms being formed in Autumn. The contact
rate for the maximum annual output of viruses is 2.15 times
that of the minimum epidemic and results in the lowering of
the spring phytoplankton biomass to one third of its original
level as well as in the creation of an additional series of

four secondary blooms in autumn.
5.9.1 Summary

Summarising, as the output of viruses approaches its
maximum with increasingly higher contact rates a "paradox of
enrichment" (Rosenzweig, 1971) in phytoplankton biomass
begins to manifest itself first during the autumn bloom and
at a later stage during the spring bloom as well. This
variation in biomass values is typical of a limit cycle
oscillation of predator-prey interaction. As the inactivation
rate removes a hefty part of the spring bloom viruses the
active viruses left have not enough biomass to crop down the
autumn bloom from its very beginning. This results in a delay
between the phytoplankton bloom and the build-up of a
critical biomass of viruses. Once the bloom collapses the
viruses are quickly inactivated and phytoplankton can blcom
again provided the limiting factors allow for it. Increasing
the contact rate shortens this delay thus arising a situation
of multiple blooms. However, this oscillaticon problem can be
avoided if the constant inactivation rate is replaced by a
Michaelis-Menten type formulation (Fasham, personal
communication). The mortality of the highest predator in a
model can be thought of as a closure term and Steele &
Henderson (1992) pointed out that if a constant form was

chosen then limit cycle behaviour would occur at high levels
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of nutrient supply.

This reversal in behaviour extends also to the seasonal
cycle of phytoplankton growth rates which show that spring
growth rates are up to two times higher than in the previous
implementation where inactivation is zero (Fig. 5.41.a). More
significantly however is that they are also 21-47% higher
than the following autumn growth rates in tune with the

original 13% difference in control run B.

Perhaps the most significant result of the inactivation
of viruses is that the dynamic of the specific rates of viral

lysis has increased by a factor of 3 to 6 (Fig. 5.41.b).

Finally, halving the inactivation rate results in a
halving of the contact rate needed to produce the same level
of viral lysis, primary production or minimum epidemics. Thus

initiating the epidemic at a lower (8.

5.10 Justification for the selection of contact rates based

on tests of maximum daily flow of wviral lysis

The reason why half-way through this chapter I started
gampling and monitoring the maximum daily flow into viral
lysis instead of maximum phytoplankton biomass as previously
done is because when the inactivation rate was introduced in
the virus equation the phytoplankton biomass in the autumn
bloom remained unaffected for a large range of contact rates.
And thus the test was picking up the constant maximum value
of the autumn blocom and not the declining Spring bloom for

which i1t had been conceived.

On the other end sampling the active virus biomass was
inadequate because the values were so small has to be
difficult to determine small differences in amplitude.
Sampling the inactivated virus biomass was not appropriate
either because the maximum value i1s always reached outside

the Spring bloom. The ideal sampling is therefore the maximum
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daily flow into viral lysis because it is closely coupled to

the spring bloom itself.

5.11 Inclusion of a decay rate on inactivated viruses

(version 4)

There is no evidence in the literature up to now on the
timescale of the breakdown of authochtonous marine viruses.
However, the breakdown rates of dead organic matter were
reviewed by Jones and Henderson (1986) and found to lie
between 0.004 and 0.18 d*. In the model decay times of
0.0054794, 0.0109589 and 0.0328767 d° corresponding to six
months, three months and one month respectively have been
used to breakdown inactivated viruses into labile DON. The
justification for this breakdown time ig that the molecular
weight of viruses is too high for bacteria or any other agent
to successfully break it down in a shorter period. This makes
it in fact a semi-labile DON. However some runs of one day

decay time and no decay were also made for comparison.

Simulations of differing inactivation rates yield
identical annual production rates (primary production, viral
lysis and bacterial production) for the minimum (Table 5.2)
and maximum (Table 5.3) production epidemics provided they
all use the same rate of decay on inactivated viruses.
Obviously, the contact rates can not be identical because

they are proportional to the inactivation rate.

Nevertheless it was noticed that the relative value of
the minimum contact rate got marginally smaller (=2.5%) with
increases in the inactivation rate. One caveat is that the
contact rate for each minimum epidemic was determined by
trial runs and not by extrapolation from other minimum

values.
Note however that in spite of all the care put into it
for operational reasons it is sometimes difficult to

determine with identical level of accuracy the contact rate
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value for minimum epidemics and that may result in a small
degree of variability being introduced in the annual

production rates.

In simulations of minimum epidemics differences in
inactivation rate can tilt the balance in favour of viral
lysis or zooplankton grazing. That may cause a small
secondary effect on regenerated production but hardly any
disturbance to the other flows in the model (see flow
networks Fig. 5.42.a). Lower inactivation rates benefit
viruses while higher inactivation rates benefit the
zooplankton.

However, in simulations of maximum annual viral lysis (Fig.
5.42.b) none of the flows are affected by changes in

inactivation rate.

An example of the sensitivity of the model response in
simulations of minimum epidemics is demonstrated when
inactivation rates 1.0, .792 and .5 4 with a decay time of
one month produced results of annual viral lysis of 21, 30
and 37 mMol N m? year ', respectively (Table 5.2). The
contact rates used were 8.0, 6.4 and 4.1, respectively. Their
flow networks are very similar. The main difference being
that the excess 8 mMol N m™? year ' into viral lysis of the .5
inactivation simulation are diverted into zooplankton grazing
in the .792 simulation. In comparison, the results for the
maximum annual viral lysis (Table 5.3) were much narrower at
204.8 mMol N m” year ' for contact rates 18.0, 14.0 and 9.0
regspectively. Their flow networks are so similar that it is

impossible to tell them apart.

Simulations of identical inactivation rate but differing
decay rate on inactivated viruses do not yield the same
annual production rates though they require an identical set
of contact rates for the minimum (Table 5.4) and maximum

(Table 5.5) production epidemics.
Nonetheless, it was noticed that faster decay times
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require a slight reduction in contact rate to sustain the
virus at a level of minimum epidemic. For example decay times
of fifty, ten and one year, six months, one month and one day
required B8 values of 6.74, 6.69, 6.6, 6.5, 6.44, 6.4, 6.3 in
simulations where the inactivation rate was .792 (Table 5.4).
These minor adjustments are difficult to explain but they may
be needed due to an increasingly higher phytoplankton growth
rate during the spring bloom which results from the faster
recycling of nitrogen. But also one cannot rule out the

caveats mentioned for the inactivation rate.

In comparison the maximum annual viral lysis is reached
at a steady £8=14.0 for all decay simulations. However there
is only a 9-13% (around 20 mMol N m™? y ') marginal increase

in the annual viral output from ($8=10.0 upwards.

Figure 5.43 a,b,c) and Table 5.5 show a generalized
increase in primary production, viral lysis and bacterial
production when the decay time of inactivated viruses is
progressively shortened from fifty years to one month and
eventually to one day, up from the production levels of decay
zero simulations. One remark is that the same production
levels can be obtained for different contact rates under

various inactivation rate scenarios (Fig. 5.44).

When the decay time is shortened from six to one month
primary production and viral lysis rise by around 25 mMol N
m? y* and 20 mMol N m? y! representing an average increase
of 7 and 10% respectively, for most contact rates. For the
minimum epidemic a 44.6% increase of 9.3 mMol N m”? y™' in
viral lysis contrasts to a more modest 5.3% increase of 5.5

1

mMol N m™? y ' in bacterial production. Nonetheless the main
beneficiary of shorter decay times is bacterial production
which showed a very significant increase exceeding by around
55 mMol N m™? y ' their counterparts for contact rates above
9. Depending on the bacterial production under consideration

this represented a 77 to 93% difference.
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Notice that only decay times of one month or less can
induce the DON and ammonium uptake by bacteria as well as
losses to ammonium excretion and zooplankton grazing to
increase with the contact rate (Fig. 5.45). This results in a
bacterial production of 126.9 mMol N m* y ' a 21% increase on
control run B when (8 reaches 9.0 for the one month decay
simulation. Though declining slowly thereafter when the
maximum annual viral lysis is eventually reached at (8=14.0
the bacterial production remains yet 12% above the value for
control run B. All these results were confirmed by the
production levels yielded by simulations with a inactivation
rate of .5 (Fig. 5.46).

The maximum bacterial production is reached at a contact
rate 33.3% to 35.7% below the one for the maximum annual
viral lysis and within +10% of the one for maximum daily flow

of viral 1lysis.

The maximum daily flow into viral lysis is reached
either at the beginning or halfway the course between minimum
and maximum production epidemics (Fig. 5.47). Its highest
value is up to 2.4 mMol N m™® 4! in some simulations

regardless of inactivation or decay rates (Table 5.4).

In the minimum epidemics the maximum daily flow into
viral lysis increased with faster decay rates from 0.9 to 1.4
to 1.8 mMol N m? d*' when decay times of zero, six months and
one month were used but dropped to 0.4 mMol N m™?® d' when the

decay time was shortened to one day.

In the discontinuity above the minimum contact rate the
values were 2.255, 2.06, 1.9 and 2.0 mMol N m” 4d™*
respectively. In the whole range of contact rates tested for
these decay rates the highest maximum daily flows were 2.255,
2.23, 2.33 and 2.32 mMol N m? d', respectively.

In simulations of minimum epidemics viral lysis becomes

significantly important when the phytoplankton growth rate
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approaches and reaches its maximum (Fig. 5.48). As described
before this corresponds to the collapsing phase of the bloom

when the phytoplankton biomass is half its peak value.

An earlier collapse of the phytoplankton spring bloom
occurs for each increase in decay rate (Fig 5.49 a,b).
Consequently there is also a lowering of the maximum
concentration of phytoplankton at the height of the bloom.
The lowest biomass maximum is reached in the one month decay
simulation at 11% below control run B. However once again the
odd result here isgs for the one day decay simulation which not
only collapses later than the others but also reaches the

height of control run B.

Therefore, faster decay rates also result in earlier and
lower maximum concentration of inactivated viruses and hasten
the rate of their decline during Summer (Fig. 5.50.a). In the
minimum epidemic the maximum concentration of inactivated
viruses for the decay zero simulation is 0.227 mMol N m™ on
day 156. Although the concentration in the six months decay
simulation is 3.8% higher it is reached 19 days earlier.
However, the one month decay simulation is 28.5% lower and is
reached 34 days earlier. Those differences increase to a
value 96.8% lower reached 35 days earlier in the one day

decay simulation.

Nonetheless by the end of Summer on day 228 the decline
on the concentration of inactivated viruses has widened those
differences to 35%, 96.5% and 99.99% below the 0.2189 mMol N
m? of the zero decay simulation in the six month, one month

and one day simulations, respectively.

The effect a decay rate increase has on the biomass of
inactivated viruses is especially noticeable in simulations
for the maximum annual output of viruses which show a drastic
decline in maximum concentration from 1.1 to 0.8, 0.4 and
0.023 mMol N m?®, in the zero decay, six month, one month and

one day decay simulations, respectively (Fig. 5.50.Db).
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In the minimum epidemic a breakdown of inactivated
viruses 1in the six month decay simulation increases the
supply of DON by up to 20% in late Summer and that is

repercuted in an up to 60% higher concentration of bacteria

during this period.

Faster decay rates mean also that a DON surplus will be
available progressively earlier during the Summer season
(Fig. 5.51.a). In the simulation for one month decay a 16%
DON increase during mid-Summer fuels a 40% higher bacterial
biomass. A quick release of viral nitrogen in the one day
decay simulation increases by 30% the DON supply during the
collapsing phase of the spring bloom giving rise to a 20%

higher bacterial biomass (Fig. 5.51.b).

In spite of an effective reduction in contact rate for
the minimum epidemic the annual viral lysis increased from
13.2 to 21.3 and 30.3 mMol N m? y* when the decay time was
shortened from zero to six months and one month,
respectively. The corresponding increase in percental viral
lysis from 2.4% to 3.7% and 5.4% of primary production was
accompanied by an increase in regenerated production during
Summer which still wasg not enough to lower the annual f-

ratio.

The seasonal f-ratios of the minimum epidemics are so
gimilar that can only be differentiated from each other in
late Summer. The zero decay simulation has an f-ratio of
0.2332 which is 13.2% higher than Control run B signalling a
14.7% lower regenerated production at this time of vyear.
However both the six month and one month decay simulations
have lower f-ratios than control run B by 10.7% and 19.4%,
respectively signalling a 16.6% and 31.1% higher regenerated
production at the end of Summer. These results were to be
expected from the patterns of DON release and associated
rises in bacterial biomass in these simulations. Nonetheless
even the one day decay simulation has shown an f-ratio 1.3%

lower than Control run B which reflects a 1.5% higher
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regenerated production.

Faster decay rates bring down the seasonal f-ratio of
maximum production epidemics (fig. 5.52). During autumn,
winter and spring the seasonal f-ratios for the maximum
production epidemic in the six and one month decay
simulations are respectively 8.6% and 15.3% lower on average

than in the zero decay simulation.

Nevertheless, the difference between these simulations
in Summer is considerable. The regenerated production remains
very high during the course of the Summer in the six and one
month decay simulations and at the end of this period the f-
ratios at 0.16 and 0.125 are half and third that of zero
decay, respectively. That signals that the regenerated
production is three and four times higher. Furthermore not
only are these f-ratios 13.6% and 24.8% lower than in the
epidemics minimum but also 22.4% and 39.4% lower than control
run B for the same period. Those values reflect a regenerated
production at the end of summer that at 0.102 and 0.137 mMol
N m? d*' is 21.4% and 43.2% higher than in the epidemics
minimum simulation but also 39.8% and 87.7% higher than

control run B.

A comparison of flow networks for the one month and six
months decay simulations (Fig 5.53 c¢,d) shows that the amount
of nitrogen diverted intoc viral synthesis is roughly the same
(138.8 versus 127.0 mMol N m” y™') in maximum production
epidemics. However, in the one month decay simulation 75% of
that nitrogen reenters the system via DON and 25% is lost by
detrainment versus 40% and 60%, respectively in the six
months decay simulation. The amount that reenters the system
through DON at 104.5 mMol N m™® y' is twice that of six
months and therefore 2.3 times less nitrogen is lost to
detrainment in the form of inactivated virus. DON flow to
bacteria is up by 66 mMol a 57% increase and so is the uptake
of ammonium by 57% too. A 40% increase in bacterial excretion

of ammonium takes only 9.2 mMol of the extra DON while a
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significant 47.5 mMol of these 1s diverted by zooplankton
grazing which is up by 2.25 times. Consequently the excretion
of ammonium by zooplankton is 56% higher and leads to a 36%
increase in regenerated production by 30.9 mMol N m™” y*.

Thus the annual f-ratio drops from 0.74 to 0.67.

5.11.1 Effect of a fast decay time on production rates

In the simulation for minimum epidemic a comparison
between one day and one month viral decay shows a difference
of 8.1 mMol N m? y* (+1.4%) in primary production, -10 mMol
N m? y?' (-32.9%) in viral lysis and 7.6 mMol N m? y* (+7%)

in bacterial production (Fig. 5.43 a,b,c).

The same comparison for a simulation of the maximum
annual viral lysis showed a difference of 12.4 mMol N m* y*
(+3.5%) in primary production, 9.4 mMol N m? y ' (+4.2%) in
viral lysis and 48.9 mMol N m?* y*' (+41.5%) in bacterial

production.

Thus the model results for a viral decay of one day show
but for one exception that primary production and viral lysis
are only slightly higher than in the one month viral decay
simulation. This means that an instantaneous recycling of
virus cannot reverse the decline in primary production caused
by lysis in spite of a considerable boost to bacterial
production. That gives support to the need for a DON feedback
into phytoplankton as an alternative source of nitrogen as
suggested by Collos (1993). Further work outside the realms
of this thesis would be needed to investigate whether a DON
feedback would increase primary production to the
observations level of 578 mMol N m? y ' in Bermuda Station
"S" while absorbing the losses to lysis imposed by its

coexistence with a viral epidemic.

The results for a viral decay of one day show also that

though the concentration of active virus is 53% smaller (in
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minimum but not maximum production epidemic) their impact on
the phytoplankton biomass remains identical. The biomass of
active virus increases threefold between minimum and maximum

production epidemic simulations.

However the most relevant result of the one day viral
decay is the drastic reduction in the concentration of
inactivated virus which becomes on average 22% lower than

active virus and follows exactly the same seasonal cycle.

5.11.2 Summary

Bacteria start profiting from the viral epidemic on

phytoplankton if decay times last one month or less.

A faster decay time on inactivated viruses counters
their tendency to accumulate during the Summer season and may
lower their concentration to a level below that of active

virus.

The seasonal cycle of phytoplankton biomass in all
simulations of minimum epidemic are similar to control run B
and differ only in the post-height collapse of concentration
levels in spring and summer (Fig. 5.49.a,b). However, the
result of epidemics for the maximum annual output of viruses
are more interesting in that there are no marked blooms of
phytoplankton during the year only some oscillations of ca.
20 to 40% in spring and autumn around the low 0.09 mMol

N/m’/day average concentration level (Fig. 5.49.c).

The present structure of the model forces a deficit of
13-17 to 214-276 mMol N m-2 y ' in the annual primary
production compared to control run B, in order to accommodate
viral lysis according to minimum or maximum viral epidemic

scenarios.

The decline of primary production with increasing

contact rates is initially very steep but then becomes very
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gradual. A $8=100 would be required to push the primary
production below 100 mMol N m-2 y-1 and yet no extinction of

phytoplankton occurs for even higher contact rates.

The highest net transfer of nitrogen to viral lysis is
reached at (8=14.0 regardless of decay rate for a .792

inactivation rate.
5.12 Inclusion of a wvariable contact rate (version 5)

Seasonally varying contact rates have recently been
shown to be fundamental for the rendition of credible
behaviour in models of human epidemics (Rand & Wilson, 1992).
In this model of marine viruses the seasonal contact rate
increases at the spring and autumn blooms when phytoplankton
reach higher concentrations and decreases during summer and
winter (Fig. 3.2). The seasonal component of the contact rate
b, was given a value of 0.30 taken from Rand & Wilson (1992)
which results in a oscillation of 30% around the average
contact rate. Results from these simulations are compared
below to fixed contact rate equivalents of identical
inactivation and decay at .792 d' and six months,

respectively.

With a variable contact rate the peak flow into lysis
during the spring bloom is 2.6 times larger and occurs 3 days
earlier at 3.7 mMol N/m’ on day 101 when the peak value of
the variable contact rate reaches 8.37, for the minimum
epidemic (Fig. 5.54 a,b). From day 101 to 104 viral lysis
diverts more than 100% of the daily primary production (up to
1.5 times) meaning it is reducing the standing stock of
phytoplankton (Fig. 5.55). That is unique to variable contact
rates and has never occurred for fixed contact rates during
spring blooms. Though it occurred only during autumn blooms

with much higher contact rates, close to maximum epidemics.

The biomass of inactivated viruses from a pre-bloom

concentration of 0.016 mMol N/m’ (Fig. 5.50.a) increases
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twenty-twofold between day 97-135 and reaches 0.35 mMol
N/m?/day at the end of this period. This is a 45% increase on
the levels obtained with a fixed contact rate and is achieved
in two steps: one during the declining phase of the spring
bloom and another increase during the subsequent secondary
blooms. That pattern results from the dynamics of active
viruses (Fig. 5.56) whose winter biomass from a low 10 mMol
N/m’> on day 51 increases during the spring bloom to a peak
0.04 mMol N/m’ on day 103 and then drops to a very low 10*°
mMol N/m’ during summer but shows a remarkable recovery
during the autumn bloom to 0.006 mMol N/m’ due in part to the
rise in contact rate during this event. This recovery is
significantly larger than for the fixed contact rate
simulation in which the minimum summer value was 10" mMol
N/m’ and could only rise to 10° mMol N/m’ during the autumn
bloom. Although the height of the phytoplankton spring bloom
is identically reached on day 97 at 0.31 mMol N/m’ its
collapse to 0.1 mMol N/m’ on day 107 occurs four days earlier
and at a 39% lower biomass than with a fixed contact rate
(Fig. 5.49.a). However, the supply of nutrients is still
plentiful to fuel two secondary blooms of phytoplankton,
which is one more than with a fixed (8. Likewise, in the
autumn bloom (Fig. 5.49.b) there is a unique cocllapse of the
phytoplankton biomass between days 315 - 330 from a
concentration of 0.24 to 0.17 mMol N/m’ which then rises
during the subsequent secondary bloom to 0.195 mMol on day
352, thus rejoining the level values of fixed contact rate

simulations.

The largest depth integrated flows during the spring
bloom tend to occur when the mixed-layer depth is ca. 100m.
However, the flow into viral lysis (3.7 mMol N/m’) on day
101-102 is the largest of the phytoplankton loss terms in the
whole annual cycle in spite of a shallower mixed-layer depth
of 70-65m. The flow into lysis is even larger than the peak
flow into zooplankton grazing (ca. 3.0-3.2 mMol N/m* from day
87-97) that occurred when the mixed-layer was almost twice as

deep. The relative magnitude of these processes 1is depicted
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in Fig. 5.55. Overall losses to viral lysis increased twofold
diverting 7% of the annual primary production which at 552
mMol N/m?/year (Table 5.6) is 2% lower than with a fixed
contact rate due to a 5% decline in regenerated production
(Table 5.7) because of lower ammonium excretion by

zooplankton (Fig. 5.57.a).

Summarising, seasonally varying contact rates within the
annual cycle yield larger rates of viral lysis and higher
concentration of viruses during bloom events and also
increase the overall rate of the annual primary production
diverted by lysis (Table 5.6). The higher values in virus
biomass and lysis fluxes are distributed towards the higher
contact rates above the average value of minimum epidemic,
partly because peak contact rates (Fig. 3.2) were made to
coincide with periods of higher phytoplankton productivity.
These turn out to occur when the mixed-layer depth is between

60-70m on days 102 and 323 (Fig. 4.2).

In maximum epidemics viral lysis takes place during all
seasons of the year (Fig. 5.54.c). Therefore the largest
flows into lysis occur during the highest primary production
times in winter and spring when the mixed-layer is 50-200m
deep in spite of the highest biomass of active viruses being
reached only when the mixed-layer shcals to 20-60m. The
variable contact rate causes the phytoplankton biomass to
oscillate 30-50% around the biomass levels of the fixed rate
gimulation, being higher in winter and summer, and lower
during spring and autumn (Fig. 5.49.c). Consequently with a
variable contact rate peak flows into lysis are 25% larger
during winter than with a fixed contact rate but are 15%
smaller during the spring bloom and similar in summer and
autumn (Fig. 5.54.c). That results in a 3% lower annual viral
lysis though the total annual primary production remains

identical (Fig. 5.57.b and Table 5.6).
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5.13 Changing the sinking speed of detritus

The model results for a sinking rate of 1m d™*' are
similar in nature to those presented in the previous sections
and the minor differences found do not justify a detailed
presentation in this work. A synthesis of the variation in
annual primary production, viral lysis and bacterial
production for increasing levels of the contact rate under

three different inactivation rates is depicted in Figure 5.58
a,b).

Simulations for a detrital sinking speed of 1m d*' had a
18% higher maximum annual output of viruses than those for
10m d* (Fig. 5.59). The annual primary production is also up
to 13% higher. However, the bacterial production is the most
benefited by a slower sinking rate of detritus with a 70-87%

increase over 10m/day simulations.

5.14 Summary and discussion

The main concerns of this project are to introduce
epidemics dynamics into a model of an upper ocean ecosystem
developed by Fasham et al. (1990) and Fasham (1993), and
determine whethexr its levels of viral production can account
for the subsurface consumption rate of semi-labile DOC

suggested by Bacastow & Mayer Reimer (1991).

In this chapter, results from progressive changes to the
structure of the basic model have been presented and analyzed
using tools of flow analysis and by visual assessment. Of
particular interest was the exploration of how the newly
implemented inactivation and decay rates on marine viruses
affected the response of the model. The effect of a range of
contact rates from minimum to maximum production epidemics
and beyond on rates of viral lysis and primary productivity

were examined.
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Increasing/reducing the natural mortality rate of
phytoplankton does not significantly affect the annual
primary production though it influences considerably the
losses to viral lysis in two ways: delaying/hastening the
start of the spring bloom and increasing/reducing the
diversion of resources to detritus, both of which regulate

the availability of phytoplankton biomass to viruses.

The Michaelis-Menten formulation for the zooplankton
mortality enabled the coexistence of zooplankton with viruses
at all levels of competition throughout the range of viral

epidemics examined.

Simulations with zero inactivation rate on viruses
resulted in the build-up of active viruses during summer
which allowed an easy control of the biomass of the
phytoplankton autumn blcom or the forcing of a biennial cycle
just by regulating the contact rate. This made it possible to
give a remarkably good fit to the observational data of
phytoplankton biomass at Bermuda Station "S". The best fit
was given by the contact rate yielding the maximum annual

output of viruses in version 1.

Small values for the inactivation rate of ca. 0.01 4
(Quental-Mendes, 1992) produced very interesting results and
suggested the potential of a virus inactivation rate as a
fine-tuning tool of the model. Briefly, low inactivation
rates had three main consequences: first was a sharp decline
of the active viral biomass after blooms, second i1t allowed
for a series of small outbreaks of phytoplankton blooms to
happen during the summer, and third it contributed to an even
lower concentration of viruses over winter thus allowing the

following spring bloom to start earlier.

However, increases in inactivation rate to values more
in line with those reported in the literature restricted the
existence of the bulk of active viruses to bloom events,

introduced a delay in the build-up of a critical biomass of
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viruses during blooms, raised phytoplankton growth and
specific loss rates and gave origin to a limit cycle
behaviour of predator-prey interaction when higher contact
rates where used thus frustrating the attempt of forcing the
autumn biomass levels of phytoplankton to be lower than those

of the spring bloom.

In minimum epidemics the short term benefit of an
increase in inactivation rate is the higher maximum daily
flow of nitrogen into viral lysis at the height of a more
intense and prolonged spring bloom of phytoplankton which has
had more time to develop and build-up extra biomass due to a
35 day delay in the start of viral lysis; the long term
disadvantage is a lower annual total viral lysis due to the

shorter lysing pericod.

Although overall rates of production and viral lysis in
maximum production epidemics are unaffected by changes in
inactivation rate these are extremely important in the
creation of limit cycle behaviour between viruses and

phytoplankton.

Simulations with different inactivation rates and
identical decay rate yield similar production rates, however
the dynamics of their phytoplankton and virus biomass are not
identical. For example, in the one month decay simulation for
the maximum production epidemic, the amplitude in the
oscillations of phytoplankton biomass in the autumn bloom are
damped noticeably faster with a inactivation rate of .5 4™
than for .792 d'. That happens because in the former the
growth rate of the viruses is 61% higher than the
phytoplankton growth rate at some occasions during the autumn
bloom. Consequently viral lysis is removing up to 1.6 times
more nitrogen than is being produced by primary production

thus reducing the standing stock of phytoplankton.

There is a generalized increase in primary production,

viral lysis and bacterial production when the decay time of
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inactivated viruses is shortened from six to one month and
eventually to one day, up from the production levels of decay
zero simulations. Fast decay rates on inactivated viruses
increase slightly the supply of DON and raise bacterial
biomass which increases zooplankton grazing on bacteria and
phytoplankton. The reduction in phytoplankton biomass due to
grazing and lysis in combination with a rise in the
zooplankton excretion of ammonium increase the time span and
peak value of the ammonium limiting factor Q2 which boosts
the phytoplankton growth rate by up to 20% during the spring
bloom resulting in an increase of the rate of viral lysis.
Those phytoplankton growth rates are 30% to 2.5 times higher
than control run B for minimum and maximum production

epidemics, respectively.

It was found that the concentration of active and
inactivated viruses starts increasing at the end of the
phytoplankton blcom. Field observations during blooms of
Emiliania huxleyi in Norwegian ccastal waters (Bratbak, 1993)
corroborate the timing of the model results. The maximum
concentration of inactivated viruses 1s reached between days
120-140 for the various inactivation and decay simulations in

minimum and maximum production epidemics.

One would therefore predict that HTCO-DOM analysis
performed in April-May will show a lower C/N ratio than
during other periods of the year reflecting the increased
proteinaceous nature of the "living" biomass present at the

time.

It was also found that the concentration of active
phytoplankton viruses varies by several orders of magnitude
during the annual cycle from 3.6%*107' to 0.02 mmol N m™” which
is more than the change in its host concentration and
represents only one virus particle per every 20 m’ to a
maximum 2.8%10° virus particles per ml. Their peak
concentration is reached during the decay phase of the

phytoplankton spring bloom and their numbers decline
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drastically during summer. Their bottom concentration is
reached when the mixed-layer starts deepening at the onset of
the autumn bloom. Therefore, for most of the annual cycle
active viruses are below the detection limit of electron
microscopy which is 10* virus/ml, the equivalent of 1.8-
7.2*%107° mMol N/m’.

Contact rates for maximum production epidemics are
roughly twice that for minimum epidemics. Moreover, the
minimum epidemic is located next to a discontinuity in
maximum daily viral lysis which yields larger flows with

increases in contact rate.

In minimum epidemics, peak specific rates of viral lysis
of ca. .12 d* diverted at times up to 60% of the daily
primary production and were comparable to those of
zooplankton grazing on phytoplankton. However, the overall
areal maximum daily flows into viral lysis are one third or
more lower than those into grazing because the mixed-layer
depth is shallower when the peak values of lysis are reached.
Therefore zooplankton diverted considerable more nitrogen
annually because it 1is not restricted to bloom events and
grazes during the whole year. The first phase of the spring

bloom is controlled by zooplankton and the second by viruses.

Nevertheless, in maximum production epidemics viruses control
the whole annual cycle with higher peak specific rates of
lysis of ca. .4 d' that divert up to 80% of the daily
primary production. However, its maximum daily flow of 2 mMol
N m? is only 11% to two times larger than the minimum
epidemic value. Nonetheless, the highest maximum daily flows
into lysis occur within a range of contact rates 1-40% larger
than the value for minimum epidemics and encompassing the

discontinuity located above the minimum epidemic.
zooplankton loses its predominance over lysis as the
main cause of phytoplankton mortality and diversion of

primary production when the contact rate is 32% higher than
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the value for minimum epidemics.

Phytoplankton mortality caused by viral infection was
found to range between 4-8% to 70-71% of the total mortality
in minimum and maximum production epidemics. In contrast, the
corresponding phytoplankton mortality attributed to
zooplankton grazing ranged between 65-67% to 18%,

respectively.

It was shown that inactivation and decay play a more
important role than detrainment in the regulation of the
biomass of active and inactivated viruses. Detrainment
removes less than 5% of the annual viral production. However
the autumn-winter entrainment of waters in the mixed-layer
has the effect of diluting the concentration of active and
inactivated viruses. Its importance increases with longer
decay rates when the concentration of inactivated viruses is
higher. Losses to diffusive mixing during the summer period
lost their importance since its rate was reduced from 0.1 to
0.01 m 4d*.

The model results show that the overall rate of viral
lysis is 21-37 mmol N/m’/year in minimum epidemics
corresponding to a diversion of 2.4% to 6.7% of the annual
phytoplankton primary production. However, the results for
epidemics that yield the maximum annual viral lysis are ten
times higher at 205-224 mMol N/m’/year, representing on

average 64% of the total annual primary production.

The reduction of modelled annual primary production
values below the 580 mMol N / m?/ year original estimate of
Fagsham et al. (1990) as a result of viral epidemics should
not be a matter of concern in view of recent developments in
the understanding of the system dynamics at Bermuda Station
"S" unveiled by the BATS programme of the JGOFS Time Series
at this site. The annual primary production at this station
was found to vary significantly from one year to another

(Michaels, 1994 and Michaels et al. 1994).
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Overview on flows into viral lysis

Three parameters were found to affect the timing and
size patterns of flows into viral lysis:

- Increases in contact rate lead to an earlier start and
late ending of lysis for each bloom event. The response of
the maximum daily flow into lysis to increases in (8 is not
uniform, there were peaks of identical value 1-40% above the
minimum contact rate which decline slightly thereafter. These
are 57% higher than the maximum daily flow into lysis yielded
by the minimum epidemic.

- Increases in inactivation rate lead to a later start and
earlier end of lysis for each bloom event. They also lead to
higher levels (peaks) of the maximum daily flow into lysis.

- Increases in decay rate lead to an earlier start and
identical end time of lysis. They also lead to higher maximum
daily flow into lysis in spring and autumn blooms in both
minimum and maximum epidemics. There were two exceptions: the
one day decay simulations which produced atypical results in
minimum epidemics starting later and producing very small
daily flows into lysis. And the decay=0 simulation whose flow
oscillations at the autumn bloom in maximum epidemics were 4

times higher than others.

In contrast, variable contact rates do not change the
start nor end time of lysis but change their pattern during
bloom events by hastening an earlier reach of the peak of
viral lysis by up to 3 days and boosting the peak flow into
lysis during the spring bloom up to 2.6 times.
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5.15 Tables

0 d+t 0.025 d* 0.045 d* 0.09 4
Total 381.5 385.1 380.1 340.7
Primary
production
Regenerated 10.6 25.32 34 .36 43.87
production
New 370.85 359.83 435.75 296.84
production
f-ratio 0.97 0.93 0.91 0.87
Natural 0 95.01 159.5 254 .3
mortality
Viral lysis 314.3 218.4 148.0 24 .0

Table 5.1 Modelled annually integrated Total, New, and
Regenerated primary production and f-ratio plus natural
mortality and viral lysis in mMol N m? yr ' for Bermuda
obtained using phytoplankton mortality rates (ul) of 0,
0.025, 0.045 and 0.09 4.
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Inactiva | Beta8 Primary Net Viral | Maximum
tion production | Bacterial lysis | daily flow
rate production into lysis

0 4 0.0611 509.6 81.9 60.7 | 0.43 (76)

(12%)

5 4+t 4.1 557.1 109.7 37.3 1.40 (100)
(7%)

.792 4t 6.4 560.9 108.9 30.4 1.87 (100)
(5%)

1 4+t 8.0 566.8 108.3 21.2 1.69 (103)
(4%)

Table 5.2 Estimates of annual viral lysis, and

corresponding percentage to net uptake of nitrogen by

phytoplankton

(in brackets)

primary production and net bacterial production,

N/m?/year,
o, .5,

.792 and 1 4.

Also shown,

compared with the resulting

in mMol
for minimum epidemicg with inactivation rates of
the maximum daily flow

into viral lysis in mMol N/m’ and day when achieved (in
The lysed phytoplankton debris flows into the

brackets) .
detritus compartment.
was one month.

The decay time of inactivated viruses
Sinking speed of detritus 10m/day.

Inactiva | Beta8 Primary Net Viral | Maximum
tion production | Bacterial lysis | daily flow
rate production intc lysis
.5 4+t 9 326.0 60.5 204.8 | 1.953 (90)
(63%)
.792 4t 14 327.3 61.0 204 .8 2.006 (92)
(63%)
1 4+ 18 323.1 60.2 204.8 [ 1.968 (88)
(63%)
Table 5.3 Estimates of annual viral lysis, and

corresponding percentage to net uptake of nitrogen by

phytoplankton
primary production and net bacterial production,

N/m*/year,

phytoplankton viruses with inactivation rates of
the maximum daily flow into viral lysis in
(in brackets) .

1 d+t.

(in brackets)

compared with the resulting
in mMol

for epidemics for the maximum annual output of

Also shown,
mMol N/m? and day when achieved

.5, .792 and

The lysed

phytoplankton debris flows into the detritus compartment. The
decay time of inactivated viruses was six months. Sinking
speed of detritus 10m/day.
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Decay Beta8 Primary Net Viral | Maximum
time production | Bacterial lysis | daily flow

production into lysis
50 years 6.74 546 .3 94 .3 34 .4 2.30
(6%) (98)
10 years 6.69 550.5 96.0 30.7 2.17
(6%) (100)
1l year 6.6 551.7 98.7 35.1 2.14
(6%) (97)
6 months 6.44 565.0 103.4 21.1 1.40
(4%) | (104)
3 months 6.43 560.3 104.0 29.7 1.83
(5%) (100)
1 month 6.4 560.9 108.9 30.4 1.87
(5%) (100)
1 day 6.3 574 .4 109.9 9.0 0.47
(2%) | (118)

Table 5.4 Estimates of annual viral lysis, and
corresponding percentage to net uptake of nitrogen by
phytoplankton (in brackets) compared with the resulting
primary production and net bacterial production, in mMol
N/m*/year, for minimum epidemics of phytoplankton viruses
with decay times of inactivated viruses of fifty, ten and one
year, plus six, three and one month plus one day. Also shown,
the maximum daily flow into viral lysis in mMol N/m* and day
when achieved (in brackets). The lysed phytoplankton debris
flows into the detritus compartment. The inactivation rate
was .792 d*. Sinking speed of detritus 10m/day.
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Betas8 Primary Net Viral | Maximum
Decay production | Bacterial lysis | daily flow
time production into lysis
50 years 14 302.8 26.8 179.0 2.04
(59%) (271)or 96
10 vyears 14 304.1 28.4 181.1 1.86
(60%) (269)or 94
1 year 14 317.3 45.4 196.2 1.90
(62%) (92)
6 months 14 327.3 61.0 204 .8 2.00
(63%) (92)
3 months 14 338.4 82.3 213.6 2.11 (92)
(63%)
1 month 14 352.0 117.8 223.9 2.16
(64%) (91)
1 day 14 364 .4 166.7 233.3 2.14
(64%) (91)

Table 5.5 Estimates of maximum annual viral lysis of
phytoplankton, and corresponding percentage to the net uptake
of nitrogen by phytoplankton (in brackets) compared with the
resulting primary production and net bacterial production, in
mMol N/m?/year, for epidemics of phytoplankton viruses with
decay times of inactivated viruses of fifty, ten and one
yvear, plus six, three and one month plus cone day. Also shown,
the maximum daily flow into viral lysis in mMol N/m® and day
when achieved (in brackets). The lysed phytoplankton debris
flows into the detritus compartment. The inactivation rate
was .792 d*'. Sinking speed of detritus 10m/day.
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Betas Primary Net Viral lysis Maximum
production | Bacterial of daily flow
production | phytoplankton | into lysis
6.44 551.7 102.9 39.6 (7%) 3.668
(255.5) (101)
6.9 522.8 99.0 72.3 (14%) 5.001
(251.6) (92)
14 326.8 60.7 198.0 (61%) 1.71e
(186.9) (93)
Table 5.6 Estimates of annual totals of viral lysis of

phytoplankton and corresponding percentage
of nitrogen by phytoplankton (in brackets)
resulting phytoplankton primary production
(in brackets) bacterial production in mmol
shown is the maximum daily flow into lysis in mmol N/m2/day
and day when achieved (in brackets). Values are calculated
for the minimum epidemic (Beta8=6.44), for the epidemic with
the maximum daily flow into lysis (Beta8=6.9), and for the
epidemic with the maximum annual output of viruses
(Beta8=14) . The lysed phytoplankton debris flows directly
into the detritus compartment and the decay time of
inactivated viruses is six months. Sinking speed of detritus
is 10 m/day. Variable contact rate.

to the net uptake
compared with the
and net and gross
N/m2/yr. Also

Betas8 New Regenerated | Zooplankton | Natural
production | production grazing mortality
of phytopl.
6.44 317.9 233.9 310.6 129.2
6.9 312.7 210.1 270.0 118.9
14 238.8 88.0 59.1 38.7
Table 5.7 Estimates of annual totals of new and

regenerated production, zooplankton grazing and natural
mortality of the model phytoplankton in mmol N/m2/year.
Values are calculated for the minimum epidemic (Beta8=6.44),
for the epidemic with the maximum daily flow into lysis
(Reta8=6.9), and for the epidemic with the maximum annual
output of viruses (Beta8=14). The lysed phytoplankton debris
flows directly into the detritus compartment and the decay
time of inactivated viruses is six months. Sinking speed of
detritus 10m/day. Variable contact rate.

-127-



Results I.

e

CHAPTER 5.

5.16 Summary of experimental characteristics for the
simulations represented in each figure of version 1

In all these simulations the Assimilation efficiency (k8)

is

1, the viruses are not inactivated and there is no decay time.

Figure Contact | Sinking Cross-thermo | Natural
number rate rate of cline mixing | mortality
(Betas) detritus | rate rate
(m/day) (d?)
5.2 a |0 - 2.1 10m 0.1 0.045
b |0 - 0.5
5.3.
a,b,c,d minimum
5.7 0.03102
5.8 10 0.1 0.045
5.11
5.12. a,b | maximum
5.13. a,b 0.06
5.14
5.4 a,b 0.4 10 0.1 0.045
5.5 0 - 2 10 0.1 0.045
5.6. a,b |0 - 2.5
5.9 maximum 10 0.1 0.045
Model A 0 1
5.10. a | minimum 10 0.01 and 0.1 0.045
b | maximum 0.01 and 0.1
5.15. a,b | maximum 10 0.1 0
0.025
0.045
0.09
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5.17 Summary of experimental characteristics for the
simulations represented in each figure of version 2

In all these simulations the sinking rate of detritus is 10

md™, the viruses are not inactivated and decay time is zero.
Figure Contact | Virus Cross-thermo | Natural
number rate-£8 | assimila | cline mixing | mortality
tion- k8 | rate rate-d*
5.16 a 0 - 2.1 1 0.01 0.05
b 0 - 0.3
5.17a,b,c
5.18a,b,c | minimum
5.20 0.0355
5.21 1 0.01 0.05
5.22 maximum
5.23. a,b 0.08
5.19. a,b | minimum
0.03102 0.1 0.045
version 1 | maximum
0.06
1
minimum
version 2 | 0.0355
maximum 0.01 0.05
0.08
5.24
5.25
5.26 maximum
5.27 0.08 1 0.01 0.05
5.28
5.29
5.30 maximum
0.08 1 0.1 0.05
5.31la,b,c | maximum 1 0.01 and 0.1 0.05
0.08
5.32 0 - 0.3 .62 0.01 0.05
1
5.33a,b,c | minimum
5.34 0.061 .62
5.35 maximum
5.37 0.13
0.01 0.05
minimum
0.0355 1
maximum
0.08
5.36 a | minimum
0.061
.62 0.01 0.05
b | maximum
0.13
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5.18 Summary of experimental characteristics for the
simulations represented in each figure of version 3

In all these simulations the virus assimilation is .62, the
natural mortality is 0.05 d*' and the cross-thermocline mixing
rate is 0.01 m/day. The decay time of viruses is zero.

Figure Contact rate Inactivation | Sinking
number (Betas) rate of rate
viruses (m/day)
5.38 0 - 100 .792 10 and 1
5.39 6 - 25 .792 10

5.40a,b,c | minimum = 6.5

intermediates .792 10
7.3 and 7.5

maximum= 14.0

5.4la,b,c | minimum=0.061 0
maximum= 0.13

10
minimum = 6.5
intermed= 6.7 .792
maximum= 14.0
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5.19 Summary of experimental characteristics for the
simulations represented in each figure of version 4

In all these simulations the virus assimilation is .62, the
natural mortality is 0.05 d* and the cross-thermocline mixing
rate is 0.01 m/day. The sinking speed of detritus is 10m/day.

Figure Contact rate Inactivation | Decay
number (Betas8) rate of time
viruses
5.42 a,b | min=4.1; 8.0 .5 and 1 1 month
c,d | max=9.0; 18.0
5.43a,b,c 1 day
0 - 16 .792 1 month
6 months
5.44 0 - 100 1, .792, .5 6 months
5.45 3 -7 5 1 month
5.46 1 - 11 5 0
1 month
3 months
6 months
5.47 6 - 16 .792 0
1 day
1 month
6 months
5.48 6.44 .792 6 months
5.49a,b,c | minimum
5.50 a,b 6.5 0
6.3 1 day
6.4 1 month
6.44 .792 6 months
6.44-variable 6 months
maximum
14.0
5.51 a,b | minimum
6.5 0
6.3 .792 1 day
6.4 1 month
6.44 6 months
5.52 maximum 0
14.0 .792 1 day
1 month
6 months
5.53 a | min = 6.4 1 month
b | min = 6.44 .792 6 months
c,d | max = 14.0
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5.20 Summary of experimental characteristics for the
simulations represented in each figure of version 5
In all these simulations the virus assimilation is .62, the

natural mortality is 0.05 d' and the cross-thermocline mixing
rate is 0.01 m/day.

Figure Contact rate Inactiv | Decay Sinking
number (Betas) ation time speed of
rate of detritus
viruses (m/day)
5.54 a,b | minimum
c,d 6.5 0
6.3 1 day
6.4 .792 1 month 10
6.44 6 months
6.44- variable 6 months
maximum = 14.0
5.55 minimum
6.44 .792 6 months 10
(variable)
5.56 minimum
6.5 0
6.3 1 day
6.4 .792 1 month 10
6.44 6 months
6.44- variable 6 months
5.57 a | 6.44- variable .792 6 months 10
b | 14.0- variable
5.58 a 1 10
0 - 100 .792 6 months
b .5 1
5.59 0 - 18 .792 6 months 10 and 1
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5.21 Figures

DON Phytoplankton |4 Nitrate
/’ (Nd) P (Nn]
L 3 ; \
Version 4/5
Viruses
| of phyto
Version 1{2
v
Ammonium
(Nr)
Bacteria Zooplankton Detritus
(B] 4 (D}
¥ v 3

Figure 5.1 Overview of the model development: version 1 and 2
(white) ; version 3 (vertical stripes); version 4 and 5
(arrow) ; version 6 and 7 (shaded).
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Figure 5.2 Variation in annual primary production (filled
square), bacterial production (star) and corresponding losses
by phytoplankton

viral lysis (cross) in mMol N/m?/year, plotted against
increasing levels of the contact rate (beta8) in single
epidemics of phytoplankton viruses. The inactivation rate of
viruses is 0 d' and the sinking rate of detritus is 10m/day.
This version of the model uses a 100% conversion of host
biomass into virus.

(a) - Full range of beta8 wvalues (0 - 2.1).

(b) - Detail of beta8 values between 0 - 0.5. Viral lysis
shown as positive.

134



g T

Results I. CHAPTER 5.

(a) phytoplankton
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Figure 5.3 Seasonal variation of (a) phytoplankton, (b)
bacteria, (c) zooplankton and (d) virus in minimum (star or
fine solid line) and maximum (plus) epidemics versus control
run A (empty square or dotted).
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(c) zooplankton
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Figure 5.3 - continued
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(a) against time
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Figure 5.4 Seasonal variation of phytoplankton and virus for
a contact rate beta8= 0.4, plotted (a) against time and (b)
against each other.
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(a) version 1
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Figure 5.5 Shifting in time of phytoplankton bloom for
increasing values of the contact rate (beta8) in (a) version
1 and (b) version 2 of the model.
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Figure 5.6 Variation of peak biomass values of (a)

phytoplankton and (b) virus for increasing values of the
contact rate (beta8).
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Figure 5.7 Seasonal variation of areal primary production for
minimum (solid) and maximum (plus) epidemics versus control
run A (dotted).
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Julian days

—+— beta=0.06 — beta=0.03102 —— controf run A > observations data

Figure 5.8 Seasonal variation of nitrate concentrations for
minimum (fine solid line) and maximum (plus) epidemics versus
control run A (dotted).
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(a) minimum epidemics
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(b) maximum epidemics
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Figure 5.10 Seasonal variation of phytoplankton in (a)
minimum and (b) maximum epidemics for cross-thermocline
mixing rates of 0.01 (plus) and 0.1 (solid line) m/day.
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Figure 5.11 Seasonal variation of the areal biomass stock of
bacteria for minimum (dotted) and maximum (solid line)
epidemics versus control run A (triangle).
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(@) minimum epidemic
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Figure 5.12 Seasonal variation of areal biomass stocks of
phytoplankton (plus), bacteria (solid line) and wvirus
(dotted) in (a) minimum and (b) maximum epidemic.
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Figure 5.13 Annual inter-compartment flows of nitrogen for

(a) minimum and (b) maximum epidemic simulations in version 1
with a mixing rate of 0.1m 4.
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Figure 5.14 Comparison of f-ratios for minimum (star) and
maximum (plus) epidemics and control run A (empty square).
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Figure 5.15 Annual cycles of (a) phytoplankton and (b) virus
biomass for different levels of phytoplankton natural
mortality.
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Figure 5.16 Variation in annual primary production (filled
square), bacterial production (star) and corresponding losses
by phytoplankton viral lysis (plus) in mMol N/m*/year,
plotted against increasing levels of the contact rate (betas8)
in single epidemics of phytoplankton viruses. The
inactivation rate of viruses is 0 d*' and the sinking rate of
detritus i1s 10m/day. This version of the model uses a 100%
conversion of host biomass into virus.

(a) - Full range of beta8 values (0 - 2.1)
(b) - Detail of beta8 wvalues between 0 - 0.3.
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Figure 5.17 Seasonal variation of (a) phytoplankton, (b)
bacteria and (c) zooplankton biomass in minimum (solid line)
and maximum (plus) epidemics versus control run B (dotted)

and control run A (heavy dotted).
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Figure 5.18 Seasonal variation of (a) phytoplankton, (b)
bacteria and (c) zooplankton total mixed-layer stocks in
minimum (solid line) and maximum (plus) epidemics versus
control run B (dotted).
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Figure 5.19 Comparison of the annual cycles of (a) wvirus
biomass and (b) total mixed-layer stocks of viruses for
minimum and maximum epidemics in versions 1 & 2 of the model.
Version 1 - Max. (empty square), Min. (sclid line)

Version 2 - Max. (plus), Min. (dotted).
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maximum epidemic simulations in version 2
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Figure 5.21 Comparison of f-ratios for minimum (star) and
maximum (plus) epidemics and control run B (dotted).
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Figure 5.22 Seasonal variation of the specific phytoplankton
growth rate pu, for minimum (solid line) and maximum (plus)
epidemic and control run B (dotted).
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(a) maximum epidemic

Phytoplankton Growth rates d-1

0 T T T T T T T

0 50 100 150 200 250 300 350 400
Julian days
= VplL—Q1 —Q2

(b) control run B

Phytoplankton Growth rates d-1

Julian days

-= VpL — Q1 — Q2

Figure 5.23 Control of phytoplankton growth rate by light
(Vp.L) - empty square - and nutrients (nitrate - dotted;
ammonium - solid line) limiting effects in (a) maximum
epidemic and (b) control run B.
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Figure 5.24 Specific rates of phytoplankton loss terms
(detrainment - solid line; zooplankton grazing - dotted;
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maximum epidemic.
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Figure 5.25 Growth rate of the phytoplankton populgtiop for
the maximum epidemic (plus) and control run B (solid line).

156



Results I. CHAPTER 5.

<
w
_ L

fr— ////Fﬁh__}fi -

1"0.25

phytoplankton growth rate (d-1)

Phytoplankton Losses/primary production

Fo.2

H0.15
F0.1

O - T —= T y ‘ T s

0 50 100 1580 200 250 300 30 400
Julian days
It :
"""""" detrainment —+— phyto growth rate " zoo grazing

viral lysis nat mortality

Figure 5.26 Seasonal changes in the sgpecific loss rate of
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Figure 5.28 Population growth rate of virus (solid line),
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epidemic.
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Figure 5.29 Crowth rate of the zooplankton population for the
maximum epidemic (plus) and control run B (solid).
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Figure 5.32 Variation in annual primary production
(filled/empty square), bacterial production (star/triangle)
and corresponding losses by phytoplankton viral lysis
(plus/cross) in mMol N/m’/year, plotted against increasing

levels of the contact rate (beta8), using two levels of
efficiency (k8=.62 and k8=1) for the biomass conversion from
host cells into virus. Beta8 values between 0 - 0.3.
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Figure 5.33 Annual cycle of (a) phytoplankton, (b) virus
biomass and (c) total mixed layer stoks of viruses in minimum
(heavy solid/solid/heavy dotted) and maximum
(solid/plus/dotted) epidemics for two levels of eficiency (K8
=.62 and k8=1).
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Figure 5.34 Annual cycle of phytoplankton growth rates in
minimum (heavy solid/heavy dotted) and maximum (solid/dotted)
epidemics for two levels of eficiency (K8 =.62 and k8=1).
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Figure 5.35 Annual cycle of phytoplankton specific rate of
viral lysis in minimum (heavy solid/solid) and maximum
(plus/dotted) epidemics for two levels of eficiency (K8 =.62
and k8=1).
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Figure 5.37 Comparison of f-ratios in minimum (heavy
solid/heavy dotted) and maximum (sclid/dotted) epidemics for
two levels of eficiency (K8 =.62 and k8=1).
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Figure 5.38 Variation in annual primary production (filled
square/solid line) and corresponding losses by phytoplankton
viral lysis (star/dotted) in mMol N/m’/year, plotted against
increasing levels of the contact rate (beta8), using two
sinking rates of detritus (10 and 1 m d°'). Beta8 values
between 0 - 100.
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Figure 5.39 Variation in the maximum daily flows into viral
lysis of phytoplankton during spring (empty square) and
autumn (cross) blooms, compared with the maximum flow of
primary production during the spring bloom (star) for
increasing levels of the contact rate (betas8).
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Figure 5.41 Annual cycles of phytoplankton (a) growth rate,
(b) specific rate of viral lysis, for minimum
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maximum epidemics (dotted/plus/heavy solid) for inactivation
rates .792 and 0 4, and control run B (yellow).
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Figure 5.43 Variation in (a) annual primary production, (b)
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increasing levels of the contact rate (beta8) for decay times
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no decay (empty square). Beta8 values between 0 - 16.
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Figure 5.45 Variation in DON uptake (filled square), ammonium
uptake (plus), net bacterial production (star) and ammonium

excretion (empty square) of Bacteria, plotted against
increasing levels of the contact rate for an inactivation
rate of .5 47 and a decay time of one month.
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Figure 5.46 Variation in annual bacterial production (filled
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Figure 5.47 Variation in maximum daily flow into viral lysis
in mMol N/m?/day, plotted against increasing levels of the
contact rate (beta8) for decay times of one day (star), 1

month (triangle), 6 months (cross) and no decay (empty
square) . Beta8 values between 0 - 16.
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Figure 5.49 Collapse of the phytoplankton biomass in (a), (b)
minimum and (c¢) maximum epidemics during the spring and
autumn blooms for decay rates of one day (dashed), one month
(triangle/heavy dotted), six months (plus/solid line), no
decay (solid line/dotted) and variable contact rate of six
months (star/green), compared to control run B (dotted/empty
sguare) .
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Figure 5.50 Annual cycle of inactivated viruses in (a)
minimum and (b) maximum epidemics for decay times of one day
(star), one month (triangle), six months (plus/sclid line)
and no decay (dotted) compared to a variable contact rate for
six months decay (empty sqguare) .
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Figure 5.51 Ratios to control run B of (a) DON and (b)
bacteria biomas for decay times of one day (dotted/solid
line), one month (triangle), six months (solid line/dotted)
and no decay (empty square), 1in minimum epidemic.
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Figure 5.54 Temporal evolution of the phytoplankton loss
fluxes (in mMol N/m’/day) due to viral lysis in (a) and (b)
minimum, (c¢) maximum epidemics. Decay times of one day (solid
line), one month (dashed), six months (empty square), no
decay (dotted) and variable contact rate of six months
(triangle). (a) detail of spring bloom, (b) annual cycle.
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Figure 5.55 Temporal evolution of phytoplankton specific
rates during the spring bloom for a minimum epidemic. Decay
time of six months. Losses are: detrainmemt (solid line)},
zooplankton grazing (dotted), viral lysis (cross), natural
mortality (triangle). Growth rate is represented by plus and
population growth by dashed.
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Figure 5.56 Annual cycle of active viruses in minimum
epidemics for decay times of one day (dotted), one month
(heavy dotted), six months (heavy solid) and no decay
(dashed) compared to a variable contact rate for six months
decay (empty square) .
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minimum and (b) maximum epidemic in version 5, for a variable
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Figure 5.58 Variation in annual primary production (filled
square/plus/star) and corresponding losses by phytoplankton
viral lysis (empty square/cross/triangle) in mMol N/m?/year,
plotted against increasing levels of the contact rate
(beta8). Inactivation rates of 1, .792 and .5 d*' for a decay
time of six months and a sinking rate of (a) 10m/day and (b)
1m/day. Beta8 values between 0 - 100.
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Figure 5.59 Variation in annual primary production
(filled/empty square), corresponding losses by phytoplankton
viral lysis (plus/cross) and bacterial production
(star/triangle) in mMol N/m?’/year, plotted against increasing
levels of the contact rate (beta8). Inactivation rate of .792
for a decay time of six months and sinking rates of 10m/day
and 1m/day. Beta8 values between 0 - 18.
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Chapter 6.

Results II - Epidemics of Bacterial Viruses.

6.1 Introduction

In chapter 5 the dynamics of phytoplankton viruses was
investigated. The effect of contact rate increase from
minimum to maximum epidemics on the temporal scale of
phytoplankton and viral production was discussed and some
general relationships between levels of inactivation and
decay rates and the resulting scale of viral lysis were

noted.

However, epidemics of bacterial viruses are probably the
most important contributors for the biomass of inactivated
viruses in the ocean (Cochlan et al. 1993). In this chapter
the aim is to investigate the dynamics of bacterial viruses
by varying the parameters found in the previous chapter to be
most critical to describing the characteristics of an

epidemic.

For reference purposes only, a characterisation of
bacteria epidemics using the detritus pathway for lysed cell
debris is presented in section 6.2 and is referred to as
version 6.a. Results of simulations with a standard flow into
DON of lysed bacterial debris are analyzed in § 6.3, thereby
introducing the "official" version 6 of the model. A
comparison to a simulation with a sinking rate of 1m/day is
presented in § 6.4. Interannual variability on bacterial
production due to natural oscillations in active viruses 1is
discussed in § 6.5. The response of the epidemic to
seasonally varying contact rates 1is analyzed in § 6.6,
thereby introducing version 7 of the model. The effects of
B9, inactivation and decay time increases on production rate,
growth rate and biomass are studied as well as the host-prey
dynamics. The chapter ends with a summary and discussion of

the conclusions reached from these numerical simulations.
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Supporting tables and figures in this chapter:
version 6.a - Tables 6.1 to 6.4 and Figures 6.1 to 6.2,
version 6 - Tables 6.5 to 6.11 and Figures 6.3 to 6.13,
version 7 - Tables 6.12 to 6.19 and Figures 6.14 to 6.24.

Details of experimental characteristics for simulation

runs can be found in the List of Tables and List of Figures.

6.2 Characterisation of bacteria epidemics using the

detritus pathway for lysed cells

Phytoplankton primary production is very sensitive to
the beginning of the bacterial epidemics (Fig. 6.1 & 6.4)
declining 30.6% from 578.5 to ca. 400 mMol N m™? yr™* until
the contact rate that yields the maximum annual output of
viruses 1s reached. Thereafter primary production increases
slightly. This pattern is identical in either six or one

month decay simulations.

The total nitrogen uptake of bacteria represented by the
gross bacterial production does not show any significant
variation but increases very slightly (1.4%) during the mid-
range of contact rates declining only 7.3% as the maximum

output of viruses is reached.

However the net bacterial production (uptake of DON plus
ammonium minus excretion of ammonium) 1is up to twice as high
due mainly to a 74% decline in the excretion of ammonium with
the increase in contact rate (Fig. 6.2). The effect is
further emphasised because the uptake of DON and ammonium
remained very high throughout the range of Betal values that
were tested. Both increased 1.5% during the mid-range of
contact rates and slowly declined by 4.5% and 12%,
respectively as the Beta9 value for maximum output of viruses
was reached. Therefore in bacterial epidemics the bacteria
are net consumers of ammonium as opposed to net producers of

ammonium which they are in phytoplankton epidemics.

Note that most nitrogen is diverted into viral lysis of

bacteria whose output in the minimum epidemic (Table 6.1) is

1

24-32 mMol N m? yr! increasing to 187 mMol N m? yr ' in the
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simulation of maximum annual viral lysis for a decay rate of

gsix months with an inactivation rate of .792 d*' (Table 6.3).

The highest maximum daily flows into viral lysis
occurred in the minimum epidemics (Table 6.1) during spring
blooms and showed an increase with the inactivation rate from
2.1 to 3.2 and 3.7 mMol N m™® d™*.

Otherwise the three inactivation rates tested, .5, .792
and 1 4, produced similar results. The contact rates for
the minimum epidemics in the six months decay simulations
were 7.5, 11.9 and 14.9, respectively. Likewise, similar
results were obtained for one month decay simulations in
epidemics of the maximum annual viral lysis (Table 6.2) for

contact rates 16, 24 and 31.

| The maximum viral lysis (Table 6.4) increases from 186.5
\ to 290.2 and 397.5 mMol N m™”? yr ' when the decay time is
shortened from six to one month and to one day, respectively.
! The maximum net bacterial production increases from 197.0 to
| 311.4 and to 422.4 mMol N m? yr ' when the decay time is
shortened from six to one month and to one day, respectively
with an inactivation rate of .5 d'. That is two, three and

four times the bacterial production of control run B.

Notice from Tables 6.3 & 6.4 that the maximum bacterial
production and maximum viral lysis are reached at an ever
lower contact rate for each increase in the decay rate. That
is contrary to what was found in phytoplankton epidemics
where some contact rate adjustment was needed in minimum
epidemics but the contact rate for production maximums kept

the same value in all decay simulations.

In comparison to the simulations of phytoplankton
epidemic with identical decay time (Tables 5.5 & 6.3) the
amount of nitrogen diverted at the maximum annual viral lysis
in the bacteria epidemic is 8.7% lower in the six month decay

simulation, 30% higher in the one month decay simulation and
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70% higher in the one day decay simulation. Notice that there
is a factor of three between contact rates for the minimum
and maximum viral lysis in the six month decay simulation
(Tables 6.1 & 6.3) as compared to a factor of two in the

phytoplankton epidemics (Tables 5.4 & 5.5).

Furthermore, the contact rates in all bacteria epidemics
are two times larger than their counterparts in phytoplankton

epidemics.
Summary

In minimum epidemics the higher the inactivation rate of
virus the more intense bacterial viral lysis becomes during
spring blooms. Such differences are less marked in epidemics

for the maximum annual viral lysis.

The one month and one day decay simulations produce
higher maximum viral lysis than any phytoplankton epidemic
and display an identical factor of two between contact rates

for minimum and maximum epidemic.

6.3 Flow into DON of lysed bacterial debris

Bacteria are very small organisms therefore their lysed
cell debris is thought to enter directly the pool of DON
instead of first flowing through the detritus compartment.
The impact of inactivation rate and decay time of inactivated
virus on annual production rates and biomass levels will be

investigated.

The overall reaction of the system to the new path for
nitrogen cycling is similar to what was described in § 6.2
the difference being that bacteria and DON become more
dynamic compartments in the model in terms of nitrogen flow
(see flow networks, Fig. 6.3 a,b,c) whilst the other

compartments suffer an up to 40% generalized reduction
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compared to control run B.

For decay times of one month bacteria cycles three times
more nitrogen than zooplankton and more than two and a half
times that of total phytoplankton primary production (Fig.
6.3.c). For simulations with a six month decay time the
nitrogen uptake of bacteria is 80% that of zooplankton and

60% that of phytoplankton in minimum epidemics (Fig. 6.3.a).

Decay times of fifty years yield bacterial uptakes of
nitrogen similar to those of zooplankton and which are 64%

that of primary production in maximum epidemic (Fig. 6.3.b).

In all these simulations regenerated primary production
was up to five times lower than in control run B due to the
diversion of ammonium in the system into viral synthesis. Any
simulation of maximum epidemic or a minimum epidemic with a
fast decay time will result in an uptake of ammonium up to
twice that of its excretion by bacteria though the latter

maybe up to 30% larger than control run B (Fig. 6.3.c¢).

The total phytoplankton primary production dropped by up
to 35% compared to control run B due to the lower
availability of ammonium for regenerated production.
Consequently the phytoplankton loss to detritus by natural
mortality decreased by up to 36%, the zooplankton grazing on
phytoplankton dropped by 37% and so did its excretion of

ammonia by up to 41%.

Overall, the annual rates of bacterial production and
viral lysis are up to 2.6 times larger when the lysed
bacterial debris flows directly into DON due to the faster

cycling of matter (Fig. 6.4).

These simulations require contact rates only half as

large as those using the fictitious detritus pathway.
The annual primary production declines gradually (Table
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6.5.b) from 533 to 379 mMol N/m’/year, a total drop of 28.9%,
in the six month decay simulations when the contact rate is
increased from the value for minimum epidemics to that for

the maximum annual viral lysis.

A constant rate of annual primary production of ca. 379
mMol N/m’/year (Table 6.5.c) is yielded in simulations with
one month decay for all contact rates. By contrast, the
equivalent simulation in § 6.2 (see Fig. 6.4) underwent a

smooth decline until a similar bottom value was eventually

reached.

A collapse of the bacteria spring bloom caused by

viruses occurs in minimum epidemic for simulations with a
decay time longer than one month (six months and fifty vyears,
Fig. 6.5.a) in a way analogous to the events simulated in
phytoplankton epidemics of § 5.11. The bacteria decline is
initiated on days 94/107 respectively, four days before the
phytoplankton decline in the six months simulation, and five
days after the phytoplankton decline in the fifty year
simulation. The bacterial concentration drops from 0.20 to
0.11 and from 0.27 to 0.06 mMol N/m® on days 102/123,
respectively. Thus it takes nine days to reduce the bacterial
biomass by a half in the six months simulation and thirteen

| days to reduce it by 3/4 in the fifty year simulation. By

| contrast, the bacteria biomass is kept at an almost steady

concentration of ca. 0.16 mMol N/m’ during the whole year in

the one month decay simulation. The concentration of bacteria

reaches its lowest levels of 0.09, 0.06 and 0.03 mMol N/m’ in

maximum bacterial epidemics (Fig. 6.5.b) for one month, six

months and fifty year decay simulations. Notice that these

steady levels are half those of the lowest values for minimum
epidemics during the spring bloom. Although the concentration
| of bacteria is not constant the oscillations in spring are
less than 10% around their average level. In autumn these
oscillations are maintained for the one and six month
simulations but for the fifty year simulation it becomes

larger.
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The concentration of inactivated viruses (Fig. 6.6)
during summer, 0.9-1.2 mMol N/m’ in maximum epidemics, is
similar to the levels reached in phytoplankton epidemics but
is twice to four times larger in minimum epidemics (0.5-0.8
mMol N/m’). Notice that the maximum concentration of
inactivated viruses decreases 38% for longer decay times in
minimum epidemics. However this concentration increases 33%

for longer decay times in maximum epidemics.

The phytoplankton biocmass follows a pattern similar to
control run A in all levels of bacterial epidemics (Fig. 6.7
a,b). The drop in phytoplankton biomass at the end of the
spring bloom is well replicated here. Therefore viral
epidemics of phytoplankton are not needed to adjust the

simulated biomass tc the observation data.

The phytoplankton losses (Fig. 6.8) to zooplankton
grazing grow during spring and are over 100% of primary
production between days 104-127 in six and one month decay
gsimulations. Thege accumulate to the losgses by detrainment
(up to 60/90%, respectively) and natural mortality (20-30%)
pushing the overall losses to twice the primary production

levels thus causing the collapse of the spring phytoplankton
bloom.

The analysis of the nutrient limiting factors showed
that the phytoplankton bloom was not nutrient limited. Their
relative abundances were twice those of control run B.
Although the collapse is mainly attributed to zooplankton it
is interesting that zooplankton concentration levels are
lower than in contrel run B. The contributions to the
ammonium flows show that the bacteria exudation declines 15
days before the peak of the phytoplankton bloom which is then
sustained by zooplankton excretion and mortality. The same

sequence of events take place in Control Run B.

The seasonal cycle of specific rate of bacterial

production (Fig. 6.9 a,b) show that for the six months and
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fifty years decay simulations the rate of uptake of DON and
ammonium is constant throughout the year. The ammonium
excretion rate declines slowly from winter to spring, drops
at the end of the bacterial spring bloom, rises rapidly after
the bloom, keeps a steady level during summer, drops again
during the autumn bloom and rises slowly thereafter. The
specific loss rate of bacterial production into viral lysis
rises drastically during the spring bloom from days 115 to
120, and reaches a peak level of 3 mMol N m? 4%, twice that
of the bacterial production rate. Its rate drops to half that
of bacterial production six days later, rising again on day
133 to twice its own previous value and declines slowly until
day 160.

The processes outlined above are initiated twenty-five
days earlier, with a magnitude 30% larger in the flows but
50% lower in the gpecific rates, when the decay time of
inactivated viruses is shortened from fifty years to six

months.

For one month simulations the uptake of DON increases
gradually from the beginning of the year, reaches its maximum
height after the spring bloom, maintains a constant level
during summer and decreases gradually during the autumn
bloom. In contrast the seasonal cycle of ammonium uptake
shows the opposite trend; a slow decline from the beginning
of the year dropping faster at the end of spring bloom,
keeping a constant level during summer and increasing at the
autumn bloom. The ammonium excretion is constant during the
first 50 days of the year, declines slowly during the spring
bloom and increases slowly immediately after. The specific
loss rate of bacterial production into viral lysis ranges

from 0.6 to 0.8 d*' during the annual cycle.

Losses of ammonium to detrainment during the spring
bloom are less important than gains to the ammonium pool by
natural mortality of zooplankton as these represent up to 50%

of the seasonal primary production.
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The total nitrogen uptake of bacteria which at over 900
| mMol N/m’/year is 3 times larger than Control run B, is
nearly constant at all levels of contact rate in epidemics
\ with a decay time of one month (Table 6.6.c¢). However, it
| increases 37% from 312 to 429 mMol N/m’/year with contact
| rate increase in simulations with a decay time of six months
| (Table 6.6.b). There is a modest 8% increase in the total
nitrogen uptake of bacteria from 260 to 280 mMol N/m?/year

with contact rate increase in the fifty vyear decay

simulations.

6.3.1 Summary

Viral lysis surpasses gross bacterial production (total
nitrogen uptake by bacteria) for a short period during the
spring bloom. The losses to zooplankton grazing and ammonium
excretion during this period are low. Ammonium excretion
dominates the annual cycle, except when surpassed by viral
lysis during brief periods in spring and autumn, and is high
in winter, low during spring, increases during summer
(highest) declines during the autumn bloom, increasing again
towards the end of this period. However, in one month decay
simulations ammonium is second to viral lyses which is

gsupreme in all seasons of the year.

Bacteria are net consumers of ammonium, regardless of
decay time of inactivated viruses, 1in bacteriophage
epidemics. The excretion of ammonium was always smaller than

its uptake and declined with contact rate increase.

In conclusion, in bacteriophage epidemics viral lysis
increases at the expense of ammonium excretion and due to
rises in DON and ammonium uptake. Consequently it also
diminishes the total ammonium pool, decreases regenerated

primary production and increases the f-ratio.
Bacterial production will not exceed primary production
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neither in minimum nor maximum epidemics if the decay time of
inactivated viruses is long (6 months or more). Its maximum
level will be 31 to 93% that of primary production at the
most. However 1if the decay time is short (1 month or less)
then viral lysis of bacteria can force the bacterial
production to rise to levels twice that of primary production
at any given level of viral epidemics. These findings are

relevant for the discussion presented in Fuhrman (1992).

It was shown that longer decay times result in
decreasing levels of the total nitrogen uptake by bacteria.
This is consistent with the fact that less nitrogen is
available to bacterial consumption because it ig being

retained for longer in the form of inactivated viruses.

Shortening the decay time results in a generalized
increase in net bacterial production and viral lysis for all
contact rates. There is also a generalized decrease in
primary production although the range of values is much

smaller in maximum epidemics.

| It is possible to speculate that ocean samples where
‘ high bacterial productions have been measured may indicate

i that intense processes of viral lysis are taking place.

Epidemics of bacterial viruses display their control
role by forcing the bacteria biomass to either collapse at
bloom events or to keep at a nearly constant level throughout

the year, depending on contact rate levels and decay rates.

The timing of bacterial collapse is initiated earlier
for each increase in decay rate (shorter decay times). An
increase in bacterial production driven by a faster cycling
of nitrogen results in an earlier critical biomass of active

viruses being reached which causes the bacterial collapse.

Although the contact rate is fixed the specific rate of

viral lysis is variable and oscillates during the spring
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bloom from values near zero to twice that of the rate of
bacterial production. This results in an intense period of

viral lysis of bacteria by mid-April lasting 5 to 10 days.

The concentration of inactivated viruses increases for
longer decay times in maximum epidemics because nitrogen
locked in viruses is not being broken down as fast into DON.
By contrast the opposite happens in minimum epidemics because
the dynamics of the bacterial compartment rises drastically

for shorter decay times and more viruses are produced.

Notice that the contact rates needed for minimum and
maximum epidemics are (1) lower than for simulations with a
detritus pathway and (2) their value becomes also lower with

increase in decay rates (shorter decay times).

6.4 Sinking rate of 1m/day

Following Fasham et al. (1990) a detritus sinking rate
| of 1m/day was experimented to evaluate its impact on the

| behaviour of bacterial epidemics.

The phytoplankton primary production is 30-42% larger,
i ca. 160 mMol N/m?, in 1m/day simulations for the minimum
| epidemic. Nonetheless, its value is similar to those of
‘ 10m/day simulations in epidemics for the maximum rate of

‘ annual viral lysis.

The annual rate of viral lysis in 1m/day simulations for
the minimum epidemic is similar to 10m/day simulations for
long decay times and 13%, 83 mMol N/m?, lower for short decay
times (Tables 6.7.a & 6.5 a,b,c). Cverall viral lysis is 48-
57%, 156-428 mMol N/m?, higher than 10m/day simulations in

epidemics for the maximum rate of annual viral lysis.

Though overall net bacterial productions are 12-90%, 93-

148 mMol N/m?, larger in 1m/day simulations, the percental of
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\ viral lysis are significantly lower due to the lower value of
. contact rates (and an increased excretion of ammonium in the
‘ six month decay simulation which rises the net bacterial

production) (Table 6.7 a,b,c & 6.5 a,b,c).

Contact rates for 1m/day simulations are 25-48% lower

than those for 10m/day simulations.

Contact rates required for minimum and maximum epidemics
increase for longer decay times and decrease for shorter ones
by as much as 17 to 50% (Table 6.7 a,b,c). It is therefore
crucial to determine experimentally the decay time of
inactivated viruses in seawater in order to validate the
estimated contact rates of this model. A further constraint
on the values of 8 and (9 can be given by the theoretical

limit on contact rates (Murray & Jackson, 1992).

Faster decay times result in the percental increase of
viral lysis relatively to net bacterial production in
simulations of minimum and maximum epidemics. This value
rises from 22% to 64% in simulations of fifty years to one
month decay for minimum epidemics; and increases from 92% to
95% in the equivalent simulations for maximum epidemics
(Tables 6.7 a,c).

The largest values in total bacterial uptake of nitrogen
do not correspond to the highest values of net bacterial
production due to asymmetries in the excretion of ammonium.
Maximum net values are yielded at higher contact rates for

any decay time (Tables 6.8 a,b,c,d).

The bacterial uptake of DON and ammonium plus excretion
of ammonium increase under viral epidemics. Although the
uptake of Ammonium increased three times, the most remarkable

was the six fold increase in DON uptake.

The annual rates of primary production, net bacterial

production and viral lysis are similar for a given decay time
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under equivalent epidemics pressure (contact rates for

minimum or maximum) for all inactivation rates (Tableg 6.9
a,b).

However there 1is an increase in the maximum daily flow
into lysis, from 3.29 to 4.72 mMol N/m’/day, as the
inactivation rate increases resulting in the peak value being
reached systematically earlier in minimum epidemics (Table
6.9.a).

The primary production drops by a half, the net
bacterial production increases by a factor of two, viral
lysis rises by a factor of five, and the maximum daily flow
into lysis hardly changes when the contact rate is increased
from minimum to maximum epidemics in simulations of six

months decay with a sinking speed of 1m/day (Table 6.8.a).

The primary production drops 23%, the net bacterial
production increases by a factor of three (2.7), the viral
lysis rises by a factor of seven (6.6), and the maximum daily

‘ flow into lysis hardly changes when the decay time of
inactivated viruses is shortened from sgix to one month in
simulations of minimum epidemics with a sinking speed of

lm/day (Table 6.7.a). The values of these parameters do not
change significantly for decay times ranging from fifty years
to one year. The maximum variation between one year and six

‘ months is a 27% decrease in the maximum daily flow into

‘ lysis.

The primary production hardly changes, the net bacterial
production increases by a factor of two (2.2), viral lysis
rises by a factor of three (2.5), and the maximum daily flow
into lysis rises by a factor of two (2.2) when the decay time
of inactivated viruses is shortened from six to one month in
simulations of maximum epidemics (Table 6.7.c). However the
values of these parameters increase only 39-59% when the
decay time is shortened from fifty years to six months, with

the exception of primary production which hardly changes.
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The ratio of viral lysis to net bacterial production
increases:
1- When the contact rate is risen from minimum to maximum
epidemics, from 22% to 95%,
2- When the decay time is shortened from fifty years to one
month
from 22% to 64% in minimum epidemics
from 92% to 95% in maximum epidemics
3- When the sinking speed of detritus is increased from 1 to
10m/day.

Summary

Contact rates are 25-48% lower in 1m/day simulations yet
they yield higher rates of annual viral lysis and net
bacterial production and also generally higher maximum daily
flows into lysis in spite of the overall percentage of lysis

being half to three quarters those of 10m/day simulations.

A 31-45% reduction of contact rates with faster decay
times for bacteriophage epidemics is another qualitative
difference from the pattern obtained in phytoplankton
epidemics in which contact rates were identical independently

of decay times for maximum epidemics.

The variation in production rates between fifty and one
year decay is minimal. The transition between one year and
six months yields an increase of 22% in net bacterial
production and viral lysis. However the most significant
changes in production rates were between six and one month

decay simulations.

6.5 Interannual variability
The highest values for maximum daily viral lysis of
bacteria are reached close to the values of minimum epidemic

(Fig. 6.10).
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Contact rates around the value of the minimum epidemic
display considerable interannual variability on the size and
timing of the collapse of the bacterial spring bloom (Fig.
6.11) as a result of small differences in the overwinter

concentration of the active bacterial viruses.

Although viral lysis of bacteria does not affect the
timing for the onset of bacterial blooms it nonetheless
causes their early collapse thus not allowing the biomass of

bacteria to climb to the peak levels of control run B.

Table 6.10 shows the overwinter concentration of active
bacteriophages and corresponding bacteria concentration for
each year of a ten year run of minimum epidemic, compared
with the peak bacteria concentration and corresponding Julian
day number together with peak concentrations of active
bacteriophages during the spring bloom and the resulting peak
concentration of inactivated viruses. Notice that the
overwinter concentration of active viruses is decreasing
every year very slightly whilst the overwintexr concentration
of bacteria is nearly constant. These values have an impact
on the timing and concentration of the peak bacteria spring
value which do show some variation in the first 6 years of
the model run.

Lower overwinter concentrations of active viruses result in

larger peak bacteria values the following spring.

The bacterial loss flows show that viral lysis is
starting increasingly later for each new simulation year

(Fig. 6.12) thus allowing the bacterial biomass to rise to

higher levels (Fig. 6.11) and conseguently excrete more
ammonium that in turn fuels phytoplankton regenerated
production (Table 6.11) during the final part of the spring
bloom event. This results in the life of the phytoplankton
bloom being extended for ca. 3 more days (Fig. 6.11) and also

benefiting the zooplankton that follows on its wake.

The annual rate of viral lysis of bacteria is being
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reduced for each consecutive year (Table 6.11) due to the
accrued delay in the start of viral lysis in each vyear.
Notice that viral lysis finishes always on the same day (Fig.

6.12) independently of the starting date.

The interannual variability does not occur at higher

contact rates (Fig. 6.13).

Summary

It was shown that small changes in the overwinter
concentration of viruses can introduce interannual
variability in the ecosystem at low contact rates, which are
manifested by changes in the size and timing of the collapse
of bacterial blooms. These in turn are immediately reflected
in the magnitude of daily bacterial viral lysis and in

variations of the annual rates of viral lysis and regenerated

production.

6.6 Inclusion of a variable contact rate

The infectivity of modelled viruses changes during the
annual cycle due to the implementation of a variable contact
rate. On par with changes in host density another physical
justification for the seasonal variation in contact rate is
lower viability of viruses during summer due to increased
exposure to UV radiation as well as lower number of contacts
between host and virus in winter due to dilution with the

entrainment of deep waters into the mixed-layer.
6.6.1 Effects of B9 increase on production rates

There is an increase in bacterial production with the
increase in the level of contact rate with a peak located
' between minimum to maximum epidemic (Tables 6.12.a; 6.13.a;
6.14; 6.15; 6.16). There is an overall increase in the

’ bacterial uptake of DON and ammonium which increases up to
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80% and 29% for faster decay times (Tables 6.12.b; 6.13.b).
The losses to viral lysis accompany the growth in bacterial
production and divert an increasingly larger percental from
21% in minimum to 96% in maximum epidemic. Part of the lysed
material flows into DON fuelling the nitrogen available for

fast bacterial growth.

As a result of the nitrogen sequestered by viral
synthesis the bacterial excretion of ammonium declines and
consequently the regenerated primary production diminishes
(Table 6.12.c) and thus total primary production decreases
gradually. The lowest value it can reach is ca. 380 mMol

N/m?/year, which is 33% below control run B (Fig.6.14.a)

The lowest primary production is yielded by a contact
rate in between minimum and maximum epidemics in one month
decay simulations (Table 6.12.a) and after the maximum
epidemic in six months decay simulation (Table €.13.a).
Thereafter there is a slow but steady increase in primary
production as Beta$ increases in spite of a gradual decline
in new production. This is due to a rise in regenerated
production which results from the bacterial uptake of
ammonium declining faster than the combined excretion of

| ammonium by zooplankton and bacteria which also decline as

the contact rate increases (Tables 6.12.c; 6.13.b).

Overall net bacterial production ranges from 118 to 776
mMol N/m?/year (Fig.6.14.b) according to decay time and
contact rates and viral lysis (Fig. 6.14.c) ranges from 24 to
726 mMol N/m‘/year representing 21% to 96% of bacterial
production. The maximum daily flow into lysis ranges from

1.6 to 9 mMol N/m’°/day in simulations with a variable contact

rate.

The bacterial production and viral lysis in one month
decay simulation with a variable contact rate are 4 to 55%
lower than the fixed rate simulation with exception of

maximum daily flow into viral lysis which are similar (tables

-205-



Results II. CHAPTER 6.

6.12.a and 6.5.c). This negative balance declines from
minimum to maximum epidemic. The low rates in minimum
epidemic are due to a decrease of bacterial uptake of
ammonium and DON by more than 1/3 (tables 6.12.b and 6.6.c).
However, the bacterial excretion of ammonium is unaffected
and the regenerated production is higher (table 6.12.c) and
consequently the primary production is 33% larger than in
fixed contact rate simulations for the minimum epidemic. For
longer decay times the overall differences in production rate
is 4% lower for variable contact rate than fixed contact
rate. Although the maximum daily flow into lysis can be up

to 40 % larger in variable contact rate simulation.

A detailed analysis of tables 6.13.a, 6.14, 6.15, 6.16
and 6.17 reveals that the highest or lowest wvalues for
primary production, bacterial production, wviral lysis of
bacteria and maximum daily flow into lysis occupy a range of
contact rates that include the intermediate levels between
minimum and maximum epidemics. The typical sequence for
simulations with a decay time longer than one month and a
sinking rate of 10 m 4! is first, at the lowest contact
rate, the minimum annual viral lysis then the maximum daily
flow into lysis followed by the maximum annual gross
bacterial production which precedes the maximum annual net
bacterial production then maximum annual viral lysis and
finally the lowest annual primary production at the highest
contact rate. The sequence of the later two steps is reversed
for simulations with a decay time of one month (table
6.12.a) .

Simulations for fixed contact rates show the same
general pattern, but the gross bacterial production reverses
with maximum daily flow for decay time of ten years or
longer. For one month decay simulations the maximum daily

flow reverses its place with the lowest primary production.
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Summary

It was shown that the increase in contact rate
determines an increase in bacterial production and viral
lysis and a decline of ammonium excretion. This results in a
decrease of primary production.

A sequence of production events became apparent when

studying increasing levels of contact rate.

6.6.2 Effects of inactivation and decay time increase on

production rates

The production rates of primary production, bacterial
production and viral lysis yield almost constant values under
increasing levels of inactivation rate in either minimum or
maximum epidemics. However the maximum daily flow into viral
lysis rises gradually from 1.91 to 7.33 mMol N/m?/day with
increasing inactivation rate in minimum epidemic simulations
(Table 6.18.a. and fig. 6.15.a). A general trend of
irregular increase is shown for maximum epidemic but within a
shorter range of values, from 2.56 to 2.91 mMol N/m*/day
(Table 6.18.b and fig. 6.15.b).

Primary production shows a very slight increasing trend
with decay time increase from one month to fifty years for
minimum, intermediate and maximum epidemics (Tables 6.18.a,

b, c¢). However there is a drastic drop in the rate of

bacterial production from one to six months (394.4 to 152.2,
670.4 to 175.1, 769.7 to 331.6 mMol N m?/ year, for minimum,
intermediate and maximum epidemics respectively) with a more
gradual decline thereafter. Viral lysis follows the pattern
of bacterial production decline though with some slight
oscillations in minimum epidemics (Fig. 6.16.a). Maximum
daily flow into lysis rises gradually with the increase in
decay time in the epidemics which yield the largest daily
flow into lysis (Fig.6.16.b) This pattern is also followed
in minimum epidemics, with an unexplained drop for the ten

yvear decay simulation. However the flow into lysis in
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maximum epidemic reverses the pattern, declining with the
increase in decay time (Fig.6.16.c) closely following the

trend in bacterial production and annual viral lysis.

Summary

It was shown that increasing levels of the inactivation
rate have negligible effect on the annual rates of primary
production, bacterial production and viral lysis, though they
change the size of maximum daily flow into lysis.

Bacterial production and viral lysis are extremely high

in one month decay simulations and decline for longer decay

time.
6.6.3 Effects of B9 and decay time increase on biomass

The variable contact rate increases the amplitude of the
oscillations on bacterial biomass in spring bloom in minimum
epidemics (Fig.6.17.a). The height of bacterial biomass is
higher than for fixed contact rate simulations but drops
faster and to lower concentrations. Consequently two more
secondary blooms are produced before the bacterial biomass of
the six month and fifty year decay simulations converges on
day 160 to the same biomass levels of fixed contact rate
simulations and follow the same pattern for the rest of the
yvear (Fig.6.17.a, and Fig. 6.6). Nonetheless the bacterial
biomass continues to oscillate all the year long for the one
month decay time simulation, reaching its highest wvalue in
summer and lowest in autumn, in contrast with the constant
biomass level of the fixed rate simulation. This oscillation

| pattern is also present in maximum epidemics (Fig.6.17.b) for

\ all decay time simulations which is in contrast with the

| constant level of fixed Beta simulations. However for the
fifty year decay time simulation the autumn bloom displays
several oscillations identical in amplitude and frequency to

| those in simulations for fixed contact rates which decrease

gradually.
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Consequently the biomass of active viruses displays
oscillations also. The pattern is similar to the fixed rate
simulations with differences in the bottom values of virus
concentration before spring and autumn blooms (Fig. 6.18.a).
These values are larger by six and three degrees of magnitude
for six month and fifty years decay time in simulations for a

variable contact rate.

The peak concentration of active viruses 1is reached on
day 97 for one month decay and increasingly later for longer
decay times (8 and 16 days later for six month and fifty year
decay time simulations respectively). This is due to the
latter having pre spring bloom concentrations which are six
to 18 orders of magnitude lower and thus take slightly longer
to reach a critical biomass in spite of an earlier start for

their recover with the increase in decay time.

After the bloom the decline in the concentration of

active virus is larger and takes slightly longer for longer
‘ decay times reaching a bottom value before the bacterial
‘ autumn bloom. A reversal on this pattern is shown for maximum
epidemics (Fig. 6.18.b) where variable contact rates yield
10% lower peak concentrations of active viruses during the
spring bloom than fixed contact rates. For the rest of the
year the biomass differences are negligible even for the
fifty year simulation where the displayed oscillation of
biomass balance in the autumn bloom is solely due to timing

differences.

The biomass cycle of inactivated virus in minimum
epidemic for variable contact rate simulations has a similar
pattern to that of fixed contact rate. However the
difference between the peak concentrations for each decay
time simulation is much smaller at less than 0.0465 mMol
N/m?/day. The peak biomass levels are up to 0.02 mMol
N/m?/day higher in fifty year simulation and 0.3 mMol
N/m’/day lower in one month in comparison to fixed (9

gsimulations and are similar in six month simulations. The
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differences shown in figure 6.19.a. for the six month

simulation are mainly due to timing.

The concentration of inactivated viruses rises with the
increase in decay time in maximum epidemics. The biomass
levels are very similar to those of figure 6.6 and the

differences are negligible.

Summary

The variable contact rate determines an oscillation of
active viruses which changes and is reflected in the pattern
of the bacterial biomass for all decay time simulations. By
contrast the levels of bacterial biomass are nearly constant
for fixed contact rate simulations.

The height of spring blooms is reached later for increased

decay times.
6.6.4 Summary

Bacterial production rises for increasing levels of (9,
with peak values between minimum and maximum epidemic. The
annual rate of viral lysis closely follows the variation in
bacterial production, diverting an increasingly larger

proportion of the latter with the increase of contact rate.

The production rates of bacterial production, viral
lysis and primary production yield almost constant values
under increasing levels of inactivation rate in either

minimum or maximum epidemics.

The highest values of bacterial production (776.2 mMol
N/m’/year, seven times those of control run B) and viral
lysis (726.5 mMol N/m?/year) are reached in one month decay

simulations.

Bacterial production and viral lysis decline with

increasing decay times for minimum, intermediate and maximum
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epidemics. However the values for bacterial production are

never below those of control run B.

Maximum daily flow into lysis rises gradually with the
increase 1in inactivation rate and decay time. It declines
with the increase of decay time in maximum epidemic closely

following the trend in bacterial production and annual viral

lysis.

The overall synthesis of new viruses ranged from 15 to
450 mMol N/m* /year while the corresponding debris of lysed
cells into DON ranged from 9 to 276 mMol N/m* /year.

The concentration of Bacteria oscillates around the
biomass levels obtained for fixed contact rates throughout
the annual cycle for decay time simulations of six and one
month. The exception being the fifty year decay simulation
which matches the pattern for the fixed contact rate

simulation during the autumn bloom.

‘ Increases in decay time force the amplitude of

‘ oscillations of active virus biomass to increase up to 27
orders of magnitude which results in their peak

‘ concentrations being reached increasingly later during the

‘ spring bloom.

The biomass of active viruses at the height of the
bacteria spring bloom is 8-80% larger for minimum epidemics
depending on decay time and 10% lower for maximum epidemics

in comparison to fixed contact rate simulations.

The peak biomass of inactivated wviruses is ca. 0.65 mMol

N/m?’/day in minimum epidemics independently of decay time. By
contrast it rises from 0.8 to 1.1 mMol N/m*/day in maximum

epidemics with the increase in decay time.

The average concentration of bacteria in minimum

epidemics is twice that of maximum epidemics. By contrast the
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lowest concentration of virus in minimum and maximum

eplidemics differs by four orders of magnitude.
6.6.5 Host-prey dynamics

It will be shown that seasonal changes in contact rate

and in mixed-layer dynamics (Fig.6.20) affect the bacteria-

virus dynamics.

One month decay simulation for minimum epidemic (Fig. 6.21.a
and a,)

A fast decline in the concentration of bacteria and
virus takes place between day 1 and 60 (day on which viruses
reach their lowest wvalue). This 1is due to a deepening of the
mixed-layer depth which dilutes the concentration of both
host and virus and is further reinforced by a lower value of
the contact rate during this period.

The spring bloom takes place from day 60 to 90 and the
viruses follow on the wake of the bacteria growth, increasing
their concentration by three orders of magnitude partly due
to the rise in value of the variable contact rate.

The increased concentration of viruses forces the
collapse of the bacterial spring bloom. The bacteria reach
their lowest value on day 99 with a concentration of 0.1079
mMol N/m*

A secondary bloom follows which rises the virus
concentration to a peak 0.04796 mMol N/m’ on day 108. From
day 108 the contact rate lessens and bacteria bloom again,
increasing rapidly in concentration. Their height is reached
on day 197 whilst the virus concentration drops by two
thirds.

| This is followed by a drastic collapse of the bacterial
| bloom caused by the increase in contact rate from day 197 to
294 . There 1is not a noticeable increase in virus because the
simultaneous entrainment of waters into the mixed-layer

‘ dilutes the concentration and works against the build-up of

viruses.
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The concentration of bacteria increases from day 294 to
the end of the year whilst the virus concentration declines
because the mixed-layer continues to deepen and the variable

contact rate decreases.

One month decay simulation for maximum epidemic (Fig. 6.21b):

The concentration of viruses on day one is the lowest of
the year although it is four orders of magnitude larger than
in minimum epidemic. By contrast the concentration of
bacteria is large reaching a height on day 7 due to the low

infectivity of viruses during this period.

The bacterial concentration collapses to half of its
value on day 76 due to diluticn caused by the deepening of
the mix layer and the rising of the virus contact rate. The
virus concentration increases twofold during the ensuing
spring bloom whilst the bacterial concentration is kept
constant until day 116 due to the pressure of a very high

contact rate.

From day 116 to 196 the bacterial bloom grows and
reaches a peak of 0.1214 mMol N/m® while the virus
concentration declines slowly. This is due to the lessening
of the contact rate and the increased availability of
nitrogen for bacterial growth as a result of a short decay

time of 1nactivated wviruses.

Another collapse takes place until day 283 due
initially to the nitrogen diverted by virus being larger than
that produced by the undergoing bacterial bloom as a result
of the rising of contact rate and then due to the dilution

caused by the entrainment of waters into the mixed layer.

There is a fast increase in the concentration of
bacteria from day 283 to the end of the year due to the
lessening of the contact rate and consequently decline of

virus concentration, which i1s further diluted by the
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entrainment of waters into the mixed-layer.

The amplitude of the oscillations in bacterial
concentration during the annual cycle does not surpass twice

its lowest concentration.
Six month decay simulation for minimum epidemic (Fig.6.22a):

The concentration of viruses on day 1 is low at 1E-05
mMol N/m’. It drops by seven orders of magnitude to 3.6 E-12
mMol N/m’ on day 59 due to dilution caused by the deepening
of the mixed-layer. The concentration of bacteria increases
twofold and the height of the bacterial spring bloom is
reached on day 101 and then collapses under the growing
pressure of viruses. The peak concentration of viruses is
reached five days later at 0.06 mMol N/m?, an increase of ten
orders of magnitude on pre-bloom concentrations partly driven
by a twofold increase in contact rate. When the
concentration of virus drops to one third due both to the
lack of hosts and a lessening of the contact rate, a
secondary bloom of bacteria takes place which rises the virus
biomass to 0.045 mMol N/m®. A third much smaller bloom of
bacteria takes place on day 125 with a concentration of 0.023
mMol N/m’. Afterwards the concentration of virus declines by
twelve orders of magnitude due initially to the decline in
contact rate and then from day 225 due to the deepening of
the mixed-layer. A minimum annual concentration of 1.28 E-12

mMol N/m’ is reached on day 252 in spite of a rise in contact

rate which is not enough to compensate for the dilution
effect, whilst the concentration of bacteria is kept
constant. When the autumn bloom of bacteria is initiated the
biomass of virus grows by ten orders of magnitude due to the
increase of host biomass which coincides with the peak of the
variable contact rate and is enough to overcome the dilution
effect. 1Its concentration reaches 0.006 mMol N/m’ on day 326

and then declines to a concentration of 1E-5 mMol N/m’ on day

365 due to further deepening of the mixed layer and a

downturn of the contact rate.
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Six month decay simulation for maximum epidemic (Fig. 6.22b):

The range of concentrations of virus biomass varies by
less than an order of magnitude in maximum epidemic. The
bacteria concentration is three times lower than in minimum

epidemic.

The concentration of viruses increases 2.5 times during
the spring bloom while the bacteria biomass drops by 47% to

reach its lowest value on day 110.

The virus contact rate is low and the biomass of
bacteria is high in winter. The biomass of bacteria rises
and reaches a peak concentration of 0.076 mMol N m* between
days 17 and 29 then declines to ca. 0.04 mMol N m? on day
110, whilst the virus concentration reaches a peak 0.019 mMol
N m™?. Bacteria grow and reach another peak in mid-summer

| with a concentration of 0.076 mMol N m™”? on day 205 whilst

‘ the virus concentration drops due to a decline in contact
rate. The downturn in mixed-layer depth entrains more water
into the system which dilute both host and virus causing

\ their collapse until day 240.

The concentration of bacteria continues to decline
during the autumn bloom from days 240 to 321 due to the rise
in virus concentration which is the result of an increase in
contact rate. Then the lessening of the contact rate combined
with the further deepening of the mixed-layer reduces the
virus pressure and the bacteria concentration increases until

the end of the vyear.

Fifty year decay simulation for minimum epidemic(Fig. 6.23a

and a,,,
The concentration of virus declines by four orders of
magnitude to 4.07E-24 mMol N m’ on day 51 due to the

entrainment of water in the mixed layer which dilute the
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virus concentration, whilst bacterial concentration is kept
constant. Then the concentration of virus grows by 18 orders
of magnitude accompanying the spring increase in bacteria
biomass, which reaches 0.2687 mMol N wm’ on day 106. A
critical biocmass of virus is reached on this day, which
forces the collapse of the bacteria bloom. Further increases
in the concentration of viruses to a peak 0.074 mMol N/m® on
day 113 (Fig. 6.22.a,) depredates the bacteria concentration
to a low 0.028 mMol N/m’ on day 115.

An oscillation in bacteria and virus biomass ensues
typical of predator prey systems which takes the virus
biomass to a lower concentration of 0.01 mMol N m’/day due
not only to the inactivation rate but alsoc to a lower
concentration of bacteria. Once the virus pressure is reduced
bacteria blooms again and reaches a concentration of 0.14
mMol N m’ on day 121. This pattern is repeated once more and
then the virus concentration declines from 0.015 mMol N m’® on
day 136 to its lowest value of E-29 mMol N m’ on day 270.
During the autumn bloom the virus concentration increases 11

orders of magnitude.

Fifty year decay simulation for maximum epidemic(Fig. 6.23b
and b,,,

The concentration of virus, driven by a twofold increase

in contact rate, increases threefold from day 1 to 110 to a

| value of 0.014 mMol N m® which results in a 40% decrease in
bacteria concentration. Thereafter the contact rate declines
to its minimum value and the concentration of virus drops by
twelve orders of magnitude to a low 3.02E-14 mMol N m™ on
day 254. The bacteria biomass declines slightly when the
mixed-layer starts deepening at the end of this period.
However the autumn bacterial bloom rises the concentration of

1 bacteria threefold from 0.03 to 0.099 mMol N m* on day 277.

] A surge in virus growth driven by the upturn in bacterial
growth and the increase in contact rate rises the virus

concentration by eleven orders of magnitude in 26 days. The
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peak concentration of viruses is reached at 0.02677 mMol N w
° on day 280. A drop of 98% in virus biomass on day 289 due
to the deepening of mixed-layer reduces the viral pressure

and results in a sequence of six consecutive secondary blooms

of bacteria in a typical host-prey pattern.

Summary

In a host-prey system the concentration of bacteria and
viruses interact as follows : the concentration of virus
declines when mixed layer deepens (dilution effect) and the
contact rate declines {(lower infectivity) and when the
concentration of bacteria 1s low (less host); the
concentration of bacteria increases when the pressure of
virus is low or decreases, and when short decay times of
inactivated viruses result in extra DON available; bacterial
collapses are due to deepening of the mixed-layer, increase
of contact rate (higher infectivity), pressure of virus

concentration and low availability of nitrogen.
6.6.6 Effect of decay time on growth rate

The growth rate of bacteria displays large seasonal
oscillations with peaks in spring and autumn (Fig. 6.24).
A fast rise in growth rate is initiated increasingly earlier
for either shorter decay times or higher levels of the
contact rate. However the peak growth rates are reached 2-10
days later in spring blcoom and 19-30 days later in autumn
bloom than those of control run B. Notice that the rise to

the peak is faster for the longest decay time simulations.

The bacteria growth rate for fast cycling of nitrogen is
only 15% larger than for very slow cycling of nitrogen (50
year decay time) in maximum epidemic. Nonetheless the
difference in decay time is not reflected in the level of

growth rate for minimum epidemic.
The highest growth rates were reached by the end of the
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spring bloom and ranged between 0.58 and 0.78 d'. These
values represent a five to gixfold increase on the levels of

control run B (0.13 d%).

6.7 Summary and discussion

In this chapter the dynamics of bacterial viruses and
its effects on bacterial production, viral lysis and primary
production has been investigated. This has been achieved
through the analysis of results from 150 simulations in which
the infectivity of viruses and the availability of DON has
been varied, thus allowing the effect of differing levels of
contact rate, inactivation rate, decay time and sinking speed
of detritus on overall production rates and biomass to be

examined.

Increasing the levels of fixed and variable contact
rates yields higher bacterial production and viral lysis
due mainly to an increase in the bacterial uptake of DON and

also of ammonium.

The specific rate of viral lysis is variable on fixed
contact rates and osgcillates during the spring bloom from
values near zero to twice that of the rate of bacterial

production.

Seasonally varying contact rates do not change the
annual rate of viral lysis above the values of fixed rates
but have an impact on the intensity (size) of the flows
during blooms and also influence the concentration of the

bacterial biomass during these events.

Regenerated production declines with higher forcing of
the contact rate because bacterial viruses divert an
increasingly higher rate of bacterial nitrogen and thus the
bacterial excretion of ammonium diminishes.

Altering the levels of inactivation does not
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significantly affect the annual rates of bacterial
production, viral lysis and primary production. However this
results in an increase of the size of maximum daily flows

into lysis which is due to a later collapse of the bacteria

bloom.

Changes in decay time have an impact on the timing of
bacteria collapse which is initiated earlier or later
according to shorter or longer decay times. The exception is
the one month decay simulation for a fixed contact rate in

which the bacteria biomass is nearly constant throughout the

year.

Elevated peak rates of bacterial growth occurred at the
end of the spring bloom for all levels of decay time and
contact rate. These high growth rates can be explained by
faster cycling of nitrogen due to increased virus pressure on
bacteria biomass during this period which intensify the
direct flow into DON of lysed cell debris. This nitrogen can

be immediately taken up by other bacteria.

The concentration of active viruses follows the pattern
of bacteria variation though with larger oscillations of up
to 27 orders of magnitude, which increase with decay time. As
a result their peak concentration is reached increasingly

later for longer decay times.

Increases in decay time result in a decline of bacterial
production and viral lysis due to diminished availability of
DON which is sequestered for longer periods in inactivated

viruses.

A decrease of the detritus sinking rate increases
drastically the bacterial production and viral lysis. This
is due to a longer residence time in the mixed-layer of
nitrogen that can be broken down into DON and thus become

i available for growth.
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Host-prey dynamics of bacteria and viruses are affected
by external factors some of which have been summarized above.
Deepening of the mixed-layer, increase of contact rate,
pressure of virus concentration and low availability of
nitrogen result in bacteria decrease or collapse. Dilution
effect, low infectivity and fewer hosts are responsible for
the decline of virus concentration and increase of bacteria

concentration.

This work hasgs identified seven gradually increasing
steps in a range of contact rates that describe different
levels of epidemics.

- minimum annual viral lysis (referred to as minimum

epidemic) ,

- maximum daily flow into lysis,

- maximum annual gross bacterial production (referred to
as maximum annual uptake of nitrogen by bacteria),

- maximum annual net bacterial production,

- maximum annual viral lysis (referred to as maximum
epidemic),

- minimum annual primary production.
The seguence of the second and third and of the last 2

steps reverses according to decay time or sinking speed of

detritus.
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6.8 Tables
Inactiva | Beta9 Primary Net Viral | Maximum
tion production | Bacterial lysis | daily flow
rate production into lysis
.5 dt 7.5 559.7 112.8 23.7 1 2.120(109)
.792 4| 11.9 554.8 114.0 32.3 | 3.156(101)
1 d+* 14.9 556.9 113.4 28.5 | 3.717(103)
Table 6.1 Estimates of annual viral lysis, and the

resulting net bacterial production and primary production,

in

mMol N/m’/year, for minimum epidemics of bacterial viruses

with inactivation rates of

.5,

.792 and 1 4.

Also shown,

the maximum daily flow into viral lysis in mMol N/m* and day

when achieved

(in brackets) .
into the detritus compartment.

viruses was six months.

The lysed bacterial debris flows

The decay time of inactivated

Inactiva | Beta9 Primary Net Viral | Maximum
tion production | Bacterial lysis | daily flow
rate production into lysis
.5 at 16 387.9 309.8 290.2 2.684 (76)
.792 4 24 387.9 313.3 292 .4 2.739 (76)
14t 31 387.7 313.4 293.2 | 2.711 (76)
Table 6.2 Estimates of maximum annual viral lysis, and

the resulting net bacterial production and primary
for epidemics of bacterial

production,

in mMol N/m?/year,
viruses with inactivation rates of .5,

.792 and 1 4.

Also

shown, the maximum daily flow into viral lysis in mMol N/m’

and day when achieved
debris flows into the detritus compartment.

(in brackets) .

inactivated viruses was one month.

The lysed bacterial
The decay time of

Decay Betad Primary Net Viral | Maximum
time production | Bacterial lysis | daily flow
production into lysis
6 months 40 400.7 197.3 187.0 1.795 (76)
1 month 24 388.4 313.3 292 .4 2.739 (76)
1 day 21 399.6 429 .4 402.5 4.116 (76)
Table 6.3 Estimates of maximum annual viral lysis, and

the resulting net bacterial production and primary

for epidemics of bacterial
viruses with decay times of inactivated viruses of six

the maximum daily
flow into viral lysis in mMol N/m* and day when achieved (in
The lysed bacterial debris flows into the detritus

production,

months,

brackets) .

compartment.

in mMol N/m?/year,

The inactivation rate was

one month and one day. Also shown,
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Results II CHAPTER 6.
\
Decay Beta? Primary Net Viral | Maximum
time production | Bacterial lysis | daily flow
production into lysis
6 months 25 401.4 197.0 186.5 | 1.755 (76)
1 month 15 387.9 311.4 290.2 2.702 (76)
1 day 14 397.2 422 .4 397.5 | 3.996 (76)

Table 6.4 Esgtimates of maximum annual viral lysis, and
the resulting net bacterial production and primary
production, in mMol N/m’/year, for epidemics of bacterial
viruses with decay times of inactivated viruses of six
months, one month and one day. Also shown, the maximum daily
flow into viral lysis in mMol N/m®? and day when achieved (in
brackets) . The lysed bacterial debris flows into the detritus
compartment. The inactivation rate was .5 d'.

Betad Primary Net Viral lysis | Maximum
production | Bacterial of bacteria | daily flow
production into lysis
12.8 556.4 117.1 23.3 (20%) 3.036(120)
17 478.9 177.0 133.7 (76%) 2.226 (87)
36 395.2 207.6 195.0 (92%) 1.991 (76)

Table 6.5.a Estimates of annual totals of viral lysis
of bacteria and corresponding percentage to net bacterial
uptake of nitrogen (in brackets) compared with the resulting
net bacterial production and phytoplankton primary production
in mmol N/m2/yr. Also shown is the maximum daily flow into
lysis in mmol N/m2/day and day when achieved (in brackets).
Values are calculated for the minimum epidemic (Beta9=12.8),
for the epidemic with the maximum net bacterial production
(Beta9=17.0), and for the epidemic with the maximum annual
output of viruses (Beta9=36.0). The lysed bacterial debris
flows directly into the DON compartment and the decay time of
inactivated viruses is fifty years. The sinking speed of
detritus is 10m/day.
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Results II

CHAPTER 6.
Beta?9 Primary Net Viral lysis | Maximum
production | Bacterial of bacteria | daily flow
production into lysis
10.8 533.4 164.8 81.2 (49%) 3.734 (98)
18 379.8 354.0 321.0 (91%) 2.855 (76)
20 378.9 351.5 323.3 (92%) 2.808 (76)

Table 6.5.b Estimates of annual totals of
of bacteria and corresponding percentage to net bacterial
uptake of nitrogen (in brackets) compared with the resulting
net bacterial production and phytoplankton primary production
in mmol N/m2/yr. Also shown is the maximum daily flow into
lysis in mmol N/m2/day and day when achieved (in brackets).
Values are calculated for the minimum epidemic (Beta9=10.8),
for the epidemic with the maximum net bacterial production
(Beta9=18.0), and for the epidemic with the maximum annual
output of viruses (Beta9=20). The lysed bacterial debris
flows directly into the DON compartment and the decay time of
inactivated viruses is 6 months. The sinking speed of
detritus is 10m/day.

viral lysis

\ Betad Primary Net Viral lysis | Maximum

‘ production | Bacterial of bacteria | daily flow

‘ production into lysis

| 8 374.8 742.9 620.0 (83%) 5.008 (84)

i 12 378.9 803.5 741.4 (92%) | 5.718 (76)
14 381.1 800.2 751.6 (94%) 5.767 (76)

}

Table 6.5.¢ Estimates of annual totals of
of bacteria and corresponding percentage to net bacterial
uptake of nitrogen (in brackets) compared with the resulting
net bacterial production and phytoplankton primary production
in mmol N/m2/yr. Also shown is the maximum daily flow into
lysis in mmol N/m2/day and day when achieved (in brackets).
Values are calculated for the minimum epidemic (Beta9=8.0),
for the epidemic with the maximum net bacterial production
(Beta9=12.0), and for the epidemic with the maximum annual
output of viruses (Beta9=14.0). The lysed bacterial debris
flows directly into the DON compartment and the decay time of
inactivated viruses is 1 month. Fixed contact rates.

viral lysis
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CHAPTER 6.
Betad Primary Net Viral lysis | Maximum
‘ production | Bacterial of bacteria | daily flow
production into lysis
5.54 412.5 1418.0 1201.0(85%) 11.86 (90)
5.56 382.5 1711.0 1465.0(86%) | 12.28 (90)
8.00 395.1 2428.0 2305.0(95%) 17.92 (76)

Table 6.5.d Estimates of annual totals of viral lysis
of bacteria and corresponding percentage to net bacterial
uptake of nitrogen (in brackets) compared with the resulting
net bacterial production and phytoplankton primary production
in mmol N/m2/yr. Also shown is the maximum daily flow into
lysis in mmol N/m2/day and day when achieved (in brackets) .
Values are calculated for the minimum epidemic (Beta9=5.54),
for the epidemic with the lowest primary prodution
(Beta9=5.56), and for the epidemics with maximum net
bacterial production and maximum annual output of viruses
(Beta9=8.0) . The lysed bacterial debris flows directly into

the DON compartment and the decay time of inactivated viruses
is one day. Fixed contact rates.

Betad DON uptake Ammonium Ammonium Cell debris
uptake excretion into DON
12.8 162.0 97.2 142.1 8.8
17.0 174.9 104.8 102.7 50.8
36.0 161.3 90.1 43.7 74.1

Table 6.6.a Estimates of annual totals of DON and
Ammonium uptake compared to Ammonium excretion by the model
bacteria in mmol N/m2/year. Values are calculated for the
minimum epidemic (Beta9=12.8), for the epidemic with the
maximum net bacterial production (Beta9=17.0), and for the
epidemic with the maximum annual output of viruses
(Reta9=36.0) . The lysed bacterial debris flows directly into
the DON compartment and the decay time of inactivated viruses
is fifty years. Fixed contact rates.
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Results II CHAPTER 6.

Beta?d DON uptake Ammonium Ammonium Cell debris
uptake excretion into DON
10.8 195.5 117.3 148.0 30.9
15 279.5 159.1 103.8 110.5
18 288.4 151.9 86.3 122.0
| 20 287.7 141.5 77.7 122.9

Table 6.6.b Estimates of annual totals of DON and
Ammonium uptake compared to Ammonium excretion by the model
bacteria in mmol N/m2/year. Values are calculated for the
minimum epidemic (Beta9=10.8), for the epidemic with the
maximum ammonium uptake (Beta9=15.0), for the epidemic with
the maximum net bacterial production (Beta9=18.0), and for
the epidemic with the maximum annual output of viruses
(Beta9=20.0). The lysed bacterial debris flows directly into
the DON compartment and the decay time of inactivated viruses
is 6 months. Fixed contact rates.

Beta9 DON uptake Ammonium Ammonium Cell debris
uptake excretion into DON
8 634.5 302.7 194 .3 235.6
12 725.3 207.5 129.3 281.8
14 729 .4 181.6 110.8 285.6

Table 6.6.¢c Estimates of annual totals of DON and
Ammonium uptake compared to Ammonium excretion by the model
bacteria in mmol N/m2/year. Values are calculated for the
minimum epidemic (Beta9=8.0), for the epidemic with the
maximum net bacterial production (Beta9=12.0), and for the
epidemic with the maximum annual output of viruses
(Beta9=14.0) . The lysed bacterial debris flows directly into
the DON compartment and the decay time of inactivated viruses
is 1 month. Fixed contact rates.
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Results II CHAPTER 6.
Decay Beta$ Primary Net Viral | Maximum
time production | Bacterial lysis | daily flow

production into lysis
50 years 7 674 .2 260.3 58.3 5.719
(22%) (118)
10 years 7 667.7 263.6 66.0 6.018
(25%) | (113)
1 year 6 688.6 287.5 69.5 5.105
(24%) | (112)
6 months 5.6 693.2 313.2 81.0 4.025
(26%) | (119)
3 months 5.4 658.8 392.5 149.0 4.338
(38%) (116)
1 month 4.8 531.2 835.5 537.6 4.01
(64%) (110)

Table 6.7.a Estimates of annual viral lysis, and the
resulting net bacterial production and primary production, in
mMol N/m?/year, for minimum epidemics of bacterial viruses
with decay times of inactivated viruses of fifty, ten and one
year, plus six, three and one month. Also shown, the maximum
daily flow into viral lysis in mMol N/m’ and day when
achieved (in brackets). The lysed bacterial debris flows
directly into the DON compartment. The inactivation rate was
.792 d'. Sinking speed of detritus 1m/day.
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Results II CHAPTER 6.
Decay Beta?d Primary Max. Gross | Viral | Maximum
time production | Bacterial lysis | daily flow
production into lysis
50 years 7 674.2 505.4 58.3 5.719
(260.3) (22%) (118)
10 years 7 667.7 508.6 66.0 6.018
(263.6) (25%) | (113)
1 year 9 466.0 577.0 309.7 3.501
(403.6) (77%) | (90)
6 months 9 411.9 695.9 429.4 4.052
(523.0) (82%) (87)
’ 3 months 8 379.0 807.5 599.6 4.769
(713 .4) (84%) | (84)
1 month 6 381.1 1479.0 1028. 7.461
(1220.4) (84%) (76)
}
Table 6.7.b Estimates of maximum gross bacterial
| production (net in brackets), corresponding annual viral

| lysis and the resulting primary production, in mMol

: N/m?/year, for epidemics of bacterial viruses with decay
times of inactivated viruses of fifty, ten and one year, plus
six, three and one month. Also shown, the maximum daily flow
into viral lysis in mMol N/m? and day when achieved (in
brackets). The lysed bacterial debris flows directly into the
DON compartment. The inactivation rate was .792 4. Sinking
speed of detritus 1m.
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Results II CHAPTER 6.
Decay Beta?9 Primary Net Viral | Maximum
time production | Bacterial lysis | daily flow

production into lysis
50 years 20 392.3 327.3 300.2 2.8 (76)
(405.6) (92%)
10 years 20 389.6 335.2 308.4 2.8 (76)
(413.1) (92%)
1 year 16 383.5 429.9 392.8 3.3 (76)
(527.0) (91%)
6 months 15 383.9 520.6 479.6 3.9 (76)
(624.0) (92%)
3 months 14 385.4 687 .7 642 .2 5.0 (76)
(798.6) (93%)
1 month 11 389.5 1247.0 1180. 8.7 (76)
(1388.0) (95%)

Table 6.7.c Estimates of maximum annual viral lysis,
and the resulting net bacterial production (with the total
nitrogen uptake in brackets) and primary production, in mMol
N/m?/year, for epidemics of bacterial viruses with decay
times of inactivated viruses of fifty, ten and one year, plus
six, three and one month. Also shown, the maximum daily flow
into viral lysis in mMol N/m’ and day when achieved (in
brackets). The lysed bacterial debris flows directly into the
DON compartment. The inactivation rate was .792 d™'. Sinking
speed of detritus 1lm/day.
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Results II CHAPTER 6.

Beta9 | Primary Net Viral lysis | Maximum
production | Bacterial of bacteria | daily flow
production into lysis
5.6 693.2 313.2 81.0 (26%) 4.025
(582.6) (119)
5.9 649.6 335.2 123.0 (37%) 4.912
(596.2) (110)
S 411.9 523.1 429.4 (82%) 4.052
(695.9) (87)
11 380.0 537.9 471.2 (88%) 3.899
(679.0) (84)
15 383.9 520.6 4739.6 (92%) 3.911
(624.0) (76)

Table 6.8.a Estimates of annual totals of viral lysis
of bacteria and corresponding percentage to net bacterial
uptake of nitrogen (in brackets) compared with the resulting
net and gross (in brackets) bacterial production and
phytoplankton primary production in mmol N/m2/yr. Also shown
is the maximum daily flow into lysis in mmol N/m2/day and day
when achieved (in brackets). Values are calculated for the
minimum epidemic (Beta9=5.6), for the epidemic with the
maximum daily flow into lysis (Beta9=5.9), for the epidemic
with the maximum gross bacterial production (Beta9=9), for
the epidemic with the maximum net bacterial production which
is also the epidemic with the minimum annual primary
production (Beta9=11), and for the epidemic with the maximum
annual output of viruses (Beta9=15). The lysed bacterial
debris flows directly into the DON compartment and the decay
time of inactivated viruses is 6 months. Sinking speed of
detritus 1m/day.
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Results II CHAPTER 6.
Beta? Primary Net Viral lysis | Maximum
production | Bacterial of bacteria | daily flow
production into lysis
6 688.6 287.5 69.5 (24%) 5.105
(550.7) (112)
9 466 .0 403.6 309.7 (77%) 3.501
(577.0) (90)
13 386.1 439.2 388.1 (88%) 3.581
(558.7) (76)
14 381.9 437 .3 391.8 (90%) 3.362
(548.2) (76)
16 383.5 429.9 392.8 (91%) 3.323
(527.0) (76)

Table 6.8.b Estimates of annual totals of viral lysis
of bacteria and corresponding percentage to net bacterial
uptake of nitrogen (in brackets) compared with the resulting
net and gross (in brackets) bacterial production and
phytoplankton primary production in mmol N/m2/yr. Also shown
is the maximum daily flow into lysis in mmol N/m2/day and day
when achieved (in brackets). Values are calculated for the
minimum epidemic (Beta9=6) which is also the epidemic with
the maximum daily flow into lysis, for the epidemic with the
maximum gross bacterial production (Beta9=9), for the
epidemic with the maximum net bacterial production
(Reta9=13), for the epidemic with the minimum primary
production (Beta9=14), and for the epidemic with the maximum
annual output of viruses (Beta9=16). The lysed bacterial
debris flows directly into the DON compartment and the decay
time of inactivated viruses is 1 year. Sinking
speed of detritus 1m/day.
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Results II CHAPTER 6.
Beta?9 Primary Net Viral lysis | Maximum
production | Bacterial of bacteria | daily flow
production into lysis
7 667.7 263.6 66.0 (25%) 6.018
(508.6) (113)
7.1 660.9 263.8 71.3 (27%) 6.274
(506.9) (111)
17 398.6 339.1 304.8 (90%) 2.997
(431.1) (83)
20 389.6 335.2 308.4 (92%) 2.769
(413.1) (76)
21 388.9 333.0 308.2 (93%) 2.719
(407.1) (76)

Table 6.8.c Estimates of annual totals of viral lysis
of bacteria and corresponding percentage to net bacterial
uptake of nitrogen (in brackets) compared with the resulting
net and gross (in brackets) bacterial production and
phytoplankton primary production in mmol N/m2/yr. Also shown
is the maximum daily flow into lysis in mmol N/m2/day and day
when achieved (in brackets). Values are calculated for the
minimum epidemic (Beta9=7) which is also the epidemic the
maximum gross bacterial production, for the epidemic with the

maximum daily flow into lysis (Beta9=7.1), for the epidemic
with the maximum net bacterial production (Beta9=17), for the
epidemic with the maximum annual output of viruses
(Beta9=20), and for the epidemic with the minimum primary

production (Beta9=21).

The lysed bacterial debris flows directly into the DON
compartment and the decay time of inactivated viruses is 10
years. Sinking speed of detritus 1m/day.
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Results II CHAPTER 6.
Beta? Primary Net Viral lysis | Maximum
production | Bacterial of bacteria | daily flow
production into lysis
7 674.2 260.3 58.3 (22%) 5.719
(505.4) (118)
7.3 656.2 260.7 72.2 (28%) 6.577
(500.6) (110)
8.8 549 .3 307.6 197.0 (64%) 3.193
(495.4) (92)
17 403.3 330.3 295.4 (89%) 2.946
(422.9) (84)
20 3592.3 327.3 300.2 (92%) 2.77
(405.6) (76)
22 390.1 323.4 299.9 (93%) 2.654
(394 .3) (76)

Table 6.8.d Estimates of annual totals of viral lysis
of bacteria and corresponding percentage to net bacterial
uptake of nitrogen (in brackets) compared with the resulting
net and gross (in brackets) bacterial production and
phytoplankton primary production in mmol N/m2/yr. Also shown
is the maximum daily flow into lysis in mmol N/m2/day and day
when achieved (in brackets). Values are calculated for the
minimum epidemic (Beta9=7) which is also the epidemic with
the maximum gross bacterial production, for the epidemic with
the maximum daily flow into lysis (Beta9=7.3), for the
epidemic with a viral lysis matching the Bacastow & Maier-
Reimer (1991) requisites (Beta9=8.8), for the epidemic with
the maximum net bacterial production (Beta9=17), for the
epidemic with the maximum annual output of viruses
(Reta9=20), and for the epidemic with the minimum primary
production (Betaf=22).

The lysed bacterial debris flows directly into the DON
compartment and the decay time of inactivated viruses is 50
years. Sinking speed of detritus 1m/day.
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Results II CHAPTER 6.
Inactiva | Reta9 Primary Net Viral | Maximum
tion production | Bacterial lysis | daily flow
rate production into lysis

.5 d 3.6 685.1 319.6 90.2 | 3.29 (120)
(28%)

.792 4t 5.6 693.2 313.2 81.0 4.03 (119)
(26%)

1 4+ 7.1 686.3 316.0 87.1 | 4.72 (117)
(28%)

Table 6.9.a Estimates of annual viral lysis, and the
resulting net bacterial production and primary production, in
mMol N/m?/year, for minimum epidemics with inactivation rates
of .5, .792 and 1 4. Also shown, the maximum daily flow
into viral lysis in mMol N/m? and day when achieved (in
brackets). The lysed bacterial debris flows directly into the
‘ DON compartment. The decay time of inactivated viruses was
| six months. Sinking speed of detritus 1m/day.

Inactiva | Beta?9 Primary Net Viral | Maximum
tion production | Bacterial lysis | daily flow
rate production into lysis
.5 4+ 10 384 .6 516.2 478.0 3.891 (76)
(614.9) (97%)
.792 4t 15 383.9 520.6 479.6 3.911 (76)
(624.0) (92%)
14t 19 384.0 520.8 480.2 | 3.913 (76)
(623.6) (92%)

Table 6.9.b Estimates of annual viral lysis, and the
resulting net bacterial production (gross bacterial
production in brackets) and primary production, in mMol
N/m?/year, for epidemics for the maximum annual output of
bacterial viruses with inactivation rates of .5, .792 and 1
! d'. Also shown, the maximum daily flow into viral lysis in
mMol N/m* and day when achieved (in brackets). The lysed
bacterial debris flows directly into the DON compartment. The
decay time of inactivated viruses was six months. Sinking
speed of detritus 1m/day.
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Year 1 Year 2 Year 3 Year 4 Year 5 Year 6 Year 7 Year 8 Year 9 Year 10
Overwinter 0.185 | 6.18E-04 | 2.81E-04 | 2.09E-04 | 2.02E-04 | 2.03E-04 | 2.04E-04 | 2.05E-04 | 2.05E-04 | 2.05E-04
Active Virus
Concentration
Peak 0.02555 | 0.02906 | 0.0322 0.03339 | 0.03374 | 0.03264 | 0.03382 | 0.03382 | 0.03383 | 0.03383
Active Virus (109) (108) (109) (110) (110) (99) (110) (110) (110) (110)
Concentration
Peak 0.9237 0.7609 0.7107 0.6921 0.6848 0.6819 0.6808 0.6803 0.6802 0.6801
Inactive Virus (137) (137) (137) (137) (137) (137) (137) (137) (137) (137)
Concentration
Overwinter 0.1193 0.1042 0.1013 | 0.09944 | 0.09867 | 0.09841 | 0.09831 | 0.09827 | 0.09825 | 0.09825
Bacteria
Concentration
Peak Bacteria 0.1316 0.1566 0.181 0.1905 0.194 0.195 0.1953 0.1955 0.1956 0.1957
Concentration (85) (82) (89) (91) (92) (92) (92) (92) (93) (93)

Table 6.10 Overwinter concentration of active bacteriophages and corresponding winter bacteria concentration,
compared with the resulting peak bacteria concentrations (in mmol N/m3) during the following spring bloom and
corresponding day number (in brackets) together with peak concentrations of active bacteriophages during the
same event and the resulting peak concentration of inactive virus during the annual cycle. Values are calculated
for each consecutive year of a minimum epidemic of bacterial virus with a contact rate of 10.8 and a flow of
lysed bacterial debris through the DON compartment. Decay time 6 months, inactivation rate .792 and sinking rate 10m/day
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Year 1 Year 2 Year 3 Year 4 Year 5 Year 6 Year 7 Year 8 Year 9 Year 10
Viral lysis 195.8 114.4 92.9 85.5 82.8 81.8 81.5 81.3 81.2 81.2
of Bacteria (47.4%) (33.7%) (28.8%) (27.0%) (26.4%) (26.1%) (26.0%) (26.0%) (26.0%) (26.0%)
Regenerated 137.6 198.4 209.1 212.5 213.8 214.3 214.5 2145 214.6 2146
Production
New Production 314.5 318.8 318.7 318.8 318.8 318.8 318.8 318.8 318.8 318.8
Total Production 452 1 517.2 527.8 531.4 532.6 5331 533.3 533.4 533.4 533.4

Table 6.11 Estimates of annual totals of viral lysis of bacteria and corresponding percentage to total bacterial
uptake of nitrogen (in brackets) compared with the resulting new and regenerated primary production
in mmol N/m2/yr. Values are calculated for each consecutive year of a minimum epidemic of bacterial virus
with a contact rate of 10.8 and a flow of lysed bacterial debris through the DON compartment.
Inactivation rate .792, decay time six months, sinking rate 10 m/day.
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Results II CHAPTER 6.

Version 7 of the model: Introduction of wvariable contact
rates in bacterial epidemics

Beta9 primary net bacterial | viral lysis | max. daily
production production of bacteria flow into
lysis
8.6 498 .1 394 .4 278.7 (71%) 4.53 (95)
| .
9.6 406.7 670.4 577.3 (86%) 6.29 (76)
\ 11 379.5 769.5 696.5 (91%) 5.62 (76)
13 382.3 776 .2 721.4 (93%) 5.65 (76)
15 384 .8 769.7 726.5 (94%) 5.57 (76)

Table 6.12.a Estimates of annual totals of viral lysis
of bacteria and corresponding percentage to net bacterial
uptake of nitrogen (in brackets) compared with the resulting
net bacterial production and phytoplankton primary production
in mmol N/m2/yr. Also shown is the maximum daily flow into
lysis in mmol N/m2/day and day when achieved (in brackets) .
Values are calculated for the minimum epidemic (Beta9=8.6),
for the epidemic with the maximum daily flow into lysis

(Beta9=9.6), for the epidemic with the lowest annual primary
production (Beta9=11.0), for the epidemic with the maximum
net bacterial production (Beta9=13.0), and for the epidemic

with the maximum annual output of viruses (Beta9=15.0).
Decay time of inactivated viruses is one month.

i Beta9 DON Ammonium | Ammonium | Cell debris
uptake uptake excretion into DON
8.6 389.1 192.8 187.4 105.9
9.6 592 .6 248 .4 170.5 219.4
| 11 684.9 233.2 148.6 264 .7
| 13 701.8 200.0 125.6 274 .1
‘ 15 702.3 176.2 108.8 276.1

\ Table 6.12.b Estimates of annual totals of DON and

‘ Ammonium uptake compared to "DON" and Ammonium excretion by
the model bacteria in mmol N/m2/year.

Values are calculated for the minimum epidemic (Beta9=8.6),
for the epidemic with the maximum daily flow into lysis

(Beta9=9.6), for the epidemic with the lowest annual primary
production (Beta9=11.0), for the epidemic with the maximum
net bacterial production (Beta9=13.0), and for the epidemic

with the maximum annual output of viruses (Beta9=15.0).
Decay time of inactivated viruses is one month.
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Results II CHAPTER 6.
Beta9 | Regenerated Ammonium New
Production excretion by | Production
Zooplankton
8.6 180.2 211.1 317.9
9.6 86 .4 170.5 320.3
11 59.9 150.8 318.7
13 62.8 144.0 319.5
15 65.7 140.3 319.1

Table 6.12.c Estimates of annual totals of Regenerated
Production, New Production and Ammonium excretion by
zooplankton in mmol N/m2/year. Values are calculated for the
minimum epidemic (Beta9=8.6), for the epidemic with the
maximum daily flow into lysis (Beta9=9.6), for the epidemic
with the lowest annual primary production (Beta9=11.0), for
the epidemic with the maximum net bacterial production
(Beta9=13.0), and for the epidemic with the maximum annual
output of viruses (Beta9$=15.0). Decay time of inactivated
viruses is one month.

Betad primary net bacterial | viral lysis | max. daily
production production of bacteria | flow into
lysis
10.5 543.9 152.2 62.2 (41%) 5.26 (104)
11 524.8 175.1 94 .4 (54%) 6.42 (98)
22 389.6 333.1 309.5 (93%) 2.84 (76)
24 387.2 331.6 311.0 (94%) 2.69 (76)
25 386.8 330.2 310.8 (94%) 2.63 (76)

Table 6.13.a . Estimates of annual totals of wviral lysis
of bacteria and corresponding percentage to net bacterial
uptake of nitrogen (in brackets) compared with the resulting
net bacterial production and phytoplankton primary production
in mmol N/m2/yr. Also shown is the maximum daily flow into
lysis in mmol N/m2/day and day when achieved (in brackets).
Values are calculated for the minimum epidemic (Beta9=10.5),
for the epidemic with the maximum daily flow into lysis
(Beta9=11.0), for the epidemic with the maximum net bacterial
production (Beta9=22.0), for the epidemic with the maximum
annual output of viruses (Beta9=24.0), and for the epidemic
with the lowest annual primary production (Beta9=25.0).

Decay time of inactivated viruses is six months.
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Beta% | DON uptake | Ammonium Ammonium | Cell debris
uptake excretion into DON
10.5 189.4 112.9 150.2 23.6
11 201.9 119.9 146.6 35.9
22 277.0 130.3 74.3 117.6
24 275.7 124.0 68.1 118.2
25 274 .7 120.9 65.3 118.1

Table 6.13.b Estimates of annual totals of DON and
Ammonium uptake compared to "DON" and Ammonium excretion by
the model bacteria in mmol N/m2/year. Values are calculated
for the minimum epidemic (Beta$=10.5), for the epidemic with
the maximum net bacterial production (Beta9=22.0), for the
epidemic with the maximum annual output of viruses
(Beta9=24.0), and for the epidemic with the lowest annual

primary production (Beta%=25.0). Decay time of inactivated
viruses is six months.

Beta9 primary net bacterial | viral lysis | max. daily
production production of bacteria | flow into
lysis

11.8 531.3 151 77.0 (51%) 6.46 (95)
12 523.9 157.5 86.2 (55%) 6.61 (94)
25 398.6 268.1 248.7 (93%) 2.60 (76)
28 394.1 267.2 250.8 (94%) 2.33 (76)
34 391.5 260.5 248.2 (95%) 2.12 (76)
Table 6.14 . Estimates of annual totals of viral lysis

of bacteria and corresponding percentage to net bacterial
uptake of nitrogen (in brackets) compared with the resulting
net bacterial production and phytoplankton primary production
in mmol N/m2/yr. Also shown is the maximum daily flow into
lysis in mMol N/m2/day and day when achieved (in brackets).
Values are calculated for the minimum epidemic (Beta9=11.8),
for the epidemic with the maximum daily flow into lysis
(Beta9=12.0), for the epidemic with the maximum net bacterial
production (Beta9=25.0), for the epidemic with the maximum
annual output of viruses (Beta9=28.0), and for the epidemic
with the lowest annual primary production (Beta9=34.0).

Decay time of inactivated viruses is one year.
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Beta9 primary net bacterial | viral lysis max. daily
production production of bacteria flow into
lysis

12 556.2 118.2 24.3 (21%) 4.15 (119)
14.1 529 131.9 62.0 (47%) 8.62 (98)
29 412 .7 203.8 187.9 (92%) 2.17 (76)

36 403.7 202 190.6 (94%) 1.98 (76)

48 399.5 193.8 186.2 (96%) 1.59 (76)

Table 6.15 Estimates of annual totals of viral lysis of
bacteria and corresponding percentage to net bacterial uptake
of nitrogen (in brackets) compared with the resulting net
bacterial production and phytoplankton primary production in
mmol N/m2/yr. Also shown is the maximum daily flow into lysis
in mMol N/m2/day and day when achieved (in brackets).

Values are calculated for the minimum epidemic (Beta=12),
for the epidemic with the maximum daily flow into lysis
(Beta9=14.1), for the epidemic with the maximum net bacterial
production (Beta9=29), for the epidemic with the maximum
annual output of viruses (Beta9=36), and for the epidemic
with the lowest annual primary production (Beta9=48).

The decay time of inactivated viruses is ten years.

Beta? primary net bacterial | viral lysis | max. daily
production production of bacteria flow into
lysis

12.9 546.7 121.8 34.2 (28%) 6.39 (112)
14.7 525 132.2 65.8 (50%) 8.95 (96)
30 413.3 198 182.7 (92%) 2.25 (288)
36 405.6 196.6 184.9 (94%) 1.94 (76)
49 400.4 188.4 180.9 (96%) 1.59 (76)

Table 6.16 Estimates of annual totals of viral lysis of
bacteria and corresponding percentage to net bacterial uptake
of nitrogen (in brackets) compared with the resulting net
bacterial production and phytoplankton primary production in
mmol N/m2/yr. Also shown is the maximum daily flow into lysis
in mMol N/m2/day and day when achieved (in brackets).

Values are calculated for the minimum epidemic (Beta%9=12.9),
for the epidemic with the maximum daily flow into lysis
(Beta9=14.7), for the epidemic with the maximum net bacterial
production (Beta9=30.0), for the epidemic with the maximum
annual output of viruses (Beta9=36.0), and for the epidemic
with the lowest annual primary production (Beta9=49.0).

The decay time of inactivated viruses 1is fifty years.
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\
Beta9 Primary Net Viral lysis | Maximum
production | Bacterial of bacteria | daily flow
! production into lysis
‘ 6 679.0 290.8 67.0 (23%) 7.496
| (550.9) (110)
7 595.9 316.8 156.2 (49%) 8.557
! (547.1) (100)
10 471.5 401.4 321.0 (80%) 4.833
(566.5) (76)
14 407.7 423.6 378.4 (89%) 4.027
(540.6) (72)
| 18 391.1 416.8 386.6 (91%) 3.316
| (507.6) (76)
‘ 19 390.5 413.7 386.0 (93%) 3.218
‘ (499.7) (76)

’ Table 6.17. Estimates of annual totals of viral lysis of
bacteria and corresponding percentage to net bacterial uptake
of nitrogen (in brackets) compared with the resulting net and
gross (in brackets) bacterial production and phytoplankton
primary production in mmol N/m2/yr. Also shown i1s the maximum
i daily flow into lysis in mmol N/m2/day and day when achieved
‘ (in brackets). Values are calculated for the minimum epidemic
(Beta9=6), for the epidemic with the maximum daily flow into
| lysis (Beta9=7), for the epidemic with the maximum gross
bacterial production (Beta9=10), for the epidemic with the
maximum net bacterial production (Beta9=14), for the epidemic
with the maximum annual output of viruses (Beta9=19), and for
the epidemic with the minimum primary production (Beta9=19).
The lysed bacterial debris flows directly into the DON
compartment and the decay time of inactivated viruses is 1

year. Sinking speed of detritus 1lm/day. Variable contact
rates.
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Inactiva | Beta9 Primary Net Viral | Maximum
tion production | Bacterial lysis | daily flow
rate production into lysis

.1 4d+t 1.5 518.9 182.2 99.6 | 1.91 (110)
(55%)

.3 4t 4.3 518.5 184.3 103.8 3.57 (100)
(56%)

.5 at 6.8 534.1 164 .4 77.4 | 4.19 (103)
(47%)

.792 4+ 10.5 543.9 152.2 62.2 | 5.26 (104)
(41%)

1 4t 13.6 531.8 166.5 82.6 7.33 (100)
(50%)

Table 6.18a Estimates of annual viral lysis, and the

resulting net bacterial production and primary production, in

mMol N/m’/year,

of .5,

.792 and 1 4.

Also shown,

for minimum epidemics with inactivation rates
the maximum daily flow

into viral lysis in mMol N/m®’ and day when achieved (in
The decay time of inactivated viruses was six

brackets) .
months.

Sinking speed of detritus 10m/day.

Inactiva | Beta$ Primary Net Viral | Maximum
tion production | Bacterial lysis | daily flow
rate production into lysis
.14+t 3.3 386.9 322.5 302.0 2.56 (76)
(94%)
.3 4t 9 387.9 329.9 308.4 2.76 (76)
(93%)
.5 d+t 15 387.6 331.2 301.1 | 2.69 (76)
(91%)
.792 4+t 24 387.2 331.6 311.0 2.69 (76)
(94%)
14+t 26 392.7 332.9 306.9 2.91 (76)
(92%)
Table 6.18b Estimates of annual viral lysis, and the

resulting net bacterial production and primary production, in
mMol N/m?/year, for epidemics for the maximum annual output
of bacterial viruses with inactivation rates of .5, .792 and
1 d'. Also shown, the maximum daily flow into viral lysis in
mMol N/m? and day when achieved (in brackets). The decay time
of inactivated viruses was six months. Sinking speed of
detritus 10m/day.
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Decay Betag Primary Net Viral | Maximum
time production | Bacterial lysis | daily flow

production into lysis

50 years 12.9 546.7 121.8 34.2 6.39
(28%) (112)

10 years 12 556.2 118.2 24 .3 4.15
(21%) (119)

1 year 11.8 531.3 151.0 77.0 6.46
(51%) (95)

6 months 10.5 543.9 152.2 62.2 5.26
(41%) (104)

1 month 8.6 498.1 394 .4 278.7 4 .53
(71%) | (95)

Table 19.a Estimates of annual viral lysis, and the

resulting net bacterial production and primary production, in

mMol N/m?/year,

year,

for minimum epidemics of bacterial viruses
with decay times of inactivated viruses of fifty,
plus six and one month. Also shown,

ten and one

the maximum daily
flow into viral lysis in mMol N/m? and day when achieved (in

brackets). The inactivation rate was .792 d*. Sinking speed
of detritus 10m/day.
Decay Beta9 Primary Net Viral | Maximum
time productiocn | Bacterial lysis | daily flow
production into lysis
50 years 14 .7 525.0 132.2 65.8 8.95
(50%) (96)
10 years 14.1 52%.0 131.9 62.0 8.62
(47%) (98)
1 year 12 523.9 157.5 86.2 6.61
(55%) (94)
6 months 11 524 .8 175.1 94 .4 6.42
(54%) (98)
1 month 9.6 406.7 670.4 577.3 6.29
(86%) (76)
Table 6.19.b Estimates of annual viral lysis, and the

resulting net bacterial production and primary production, in

mMol N/m?/year,

for epidemics of bacterial viruses yielding

the maximum daily flow into lysis with decay times of
inactivated viruses of fifty,

one month. Also shown,

10m/day.

.792 at.

ten and one year,
the maximum daily flow into wviral
lysis in mMol N/m* and day when achieved (in brackets).
inactivation rate was

plus six and

The

Sinking speed of detritus
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Decay Beta9g Primary Net Viral | Maximum
time production | Bacterial lysis | daily flow

production into lysis

50 years 36 405.6 196.6 184.9 1.9 (76)
(94%)

10 years 36 403 .7 202.0 190.6 2.0 (76)
(94%)

1 year 28 394.1 267.2 250.8 2.3 (76)
(94%)

6 months 24 387.2 331.6 311.0 2.7 (76)
(94%)

1 month 15 384 .8 769.7 726 .5 5.6 (76)
(94%)

Table 6.19.c Estimates of maximum annual viral lysis,
the resulting net bacterial production and primary
production, in mMol N/m?/year, for epidemics of bacterial
viruses with decay times of inactivated viruses of fifty, ten
and one year, plus six and one month. Also shown, the maximum
daily flow into viral lysis in mMol N/m’ and day when
achieved (in brackets). The inactivation rate was .792 4.
Sinking speed of detritus 1l0m/day.
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6.9 Figures
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Figure 6.1 Variation in annual primary production (filled
square), gross bacterial production (dotted), net bacterial
production (star) and bacterial viral lysis (empty square) in
mMol N/m* /year, plotted against increasing levels of the
contact rate (Beta9) in single epidemic of bacterial viruses.
Inactivation rate of .792 and sinking rates of 10m/day. Decay
time six months.
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Figure 6.2 Variation in annual DON and ammonium uptake plus
ammonium excretion by bacteria and net bacterial production
plotted against increasing levels of the contact rate (Beta9)
in single epidemic of bacterial viruses. Inactivation rate
of .792 and sinking rates of 10m/day. Decay time six months.
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maximum epidemic,
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(a) minimum epidemic
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Figure 6.5 Annual cycle of bacterial biomass for decay rates
of one month (solid line) six month (dotted) and fifty years
(plus) compared to Control Run B (heavy dotted) for
inactivation rate .792 and sinking rate 10m d' in Version 6
of the model. (a) minimum (b) maximum epidemics.
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Figure 6.6 Annual cycle of inactivated viruses in minimum
(solid/dotted/plus) and maximum epidemic (empty

square/triangle/dashed) for decay times of one and six month
and fifty years.
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Figure 6.7 Annual cycle of phytoplankton biomass for decay
rates of one month (solid line) six month (dotted) and fifty

years (plus) compared to Control Run B (heavy dotted) and
Control Run A (star), for inactivation rate .792 and sinking
rate 10m d' in Version 6 of the model. (a) minimum (b)

maximum epidemics.
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Figure 6.8 Seasonal changes in the gpecific loss rate of
primary prodution for the minimum epidemic in the six month
decay simulation. Detrainment - dotted; zooplankton grazing -
solid line; natural mortality - triangle; phytoplankton
biomass - plus.
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Figure 6.9 Seasonal cycle of specific rates of bacterial
production in d*! for the minimum epidemic in the (a) six
month and (b) fifty year decay simulation. Detrainment -
dotted; zooplankton grazing - solid line; DON uptake - plus;
ammonium uptake - empty square; ammonium excretion - dashed;
viral lysis - cross.
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Figure 6.10 Variation in maximum daily flow into viral lysis
in mMol N/m?/day, plotted against increasing levels of the
contact rate (beta9) for the 10th simulation year with a
decay time of six months. Beta9 values between 10.6 - 21
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Figure 6.11 Annual cycle of bacteria (solid line),
phytoplankton (green dotted), zooplankton (dotted) and active
bacteriophage (red) biomass for a decay time of six months
for ten consecutive years of a minimum epidemic. Inactivation
rate .792 and sinking rate 10m d™*.
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Figure 6.12 Temporal evolution of bacterial loss fluxes (in
mMol N/m?/day) due to viral lysis for ten consecutive years
of a minimum epidemic with a decay time of six months.
Inactivation rate .792 and sinking rate 10m 4.
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Figure 6.13 Variation in maximum daily flow into viral lysis
in mMol N/m?/day, plotted against time in years for a range

of contact rates (beta9) from 10.6 to 12. Decay time of six
months, inactivation rate .792 and sinking rate 10m 'S
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(a) primary production
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Figure 6.14 Variation in annual (a) primary production, (b)

bacterial production and (c¢) bacterial viral lysis in mMol

N/m? /year, plotted against increasing levels of the contact

rate (Beta9), for decay times of fifty (empty square), ten

(plus) and one year (star) plus six months (triangle) and one
: month (cross). Inactivation rate of .792 and sinking rates of
! 10m/day .
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(c) viral lysis
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Fig 6.14 continued
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Figure 6.15 Changes in production rates of primary production
(filled square), net bacterial production (plus), viral lysis
(star) in mMol N/m?/year, and the maximum daily flow into
viral lysis (empty square) in mMol N/m’ for epidemics of
bacterial viruses, plotted against inactivation rates of .1,
.3, .5, .792 and 1 d'. Decay time of six months. (a) minimum
epidemics and (b) maximum epidemics.
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{a) minimum epidemics
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Figure 6.16 Estimates of annual viral lysis, the resulting
net bacterial production, primary production, in mMol
N/m*/year, and the maximum daily flow into viral lysis in
mMol N/m’ for epidemics of bacterial viruses plotted against
decay times of inactivated viruses of one and six months plus
one, ten and fifty years. Inactivation rate .792 d'. Sinking
rate 10m/day. (a) minimum epidemics, (b) epidemics with
larger daily flows into lysis, (c) maximum epidemics.
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(c) maximum epidemics
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Figure 6.16 continued
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Figure 6.17 Collapse of the bacterial biomass in (a) minimum
epidemic (a,) variation in seasonal balance and (b) maximum
epidemic during the spring and autumn blooms for decay rates
of one month (triangle/solid line), six months (star/dashed
or red) and fifty years (plus/dotted) for identical
simulations with variable/fixed contact rates.
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Figure 6.22 Seasonal variation of the host-prey dynamics of
bacteria and virus biomass in simulations with a decay time
of six months for (a) minimum and (b) maximum epidemic.
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bacteria and virus biomass in simulations with a decay time
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Chapter 7.

Results III - Simultaneous Epidemics of

Bacterial and Phytoplankton Viruses.

7.1 Introduction

: In chapter 5 and 6 the dynamics of phytoplankton and

| bacterial viruses were investigated separately. However, it
: is likely that both the bacteria and phytoplankton

i populations are at some stage of viral infection at any one
k time. Therefore in this chapter a simultaneous epidemic of
| bacterial and phytoplankton viruses is investigated thereby

introducing version 8 of the model.

The experimental strategy is outlined in § 7.2. Results
of simulations for increasing decay times of inactivated
viruses and a sinking speed of detritus of 1 m/day and 10
m/day are presented in § 7.3 and § 7.4. In these sections the
effect on overall production rates and biomass are studied.
The response of the epidemic to seasonally varying contact
rates is given special attention. In § 7.5 the conclusions

reached from these numerical simulations are discussed.

7.2 Experimental Strategy.

A reference minimum value for the contact rate (Beta8)
of phytoplankton viruses was determined to assure their
coexistence at any level of bacteriophage epidemic for
simulations with a sinking speed of detritus of 1 and 10m &
. .

However the reference value should be taken as an upper
limit on the infectivity of phytoplankton viruses as it
forced the phytoplankton biomass to concentration levels of

moderate to maximum epidemic.

Nonetheless lower levels of Beta8 may survive equally

well the impact of lesser epidemics of Beta9. Any change on
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the levels previously found for single epidemic indicated an
alteration in the infectivity of viruses and was due to

competition for nitrogen.

In order to investigate the effect of changes in the
reference (8 on the fate of the epidemic of phytoplankton
viruses against increased levels of the competing epidemic of

bacterial viruses cver 100 simulations were carried out.

Likewise the effect of changes in the reference 9 on
the fate of the epidemic of bacterial viruses against

increased levels of (8 was studied.

The effect of changes in decay time on production rates
and biomass were studied for joint epidemicsg with §8 and (9

‘ set alternately to minimum and maximum epidemic. The decay

1 times under scrutiny were one, three and six months plus

fifty years and were carried out in simulations for a sinking

speed of detritus of 1 and 10m 4.

The impact of variable contact rates on production rates
| and biomass were determined for 1m and 10m simulations and

compared to the results for fixed contact rates under similar

conditions.
‘ 7.3 Sinking speed of detritus 1lm/day

7.3.1 Impact of changes in the reference Beta8/Beta9 value on
the production rates for increased levels of

bacterial/phytoplankton epidemic

Simultaneous epidemics using the contact rate values
obtained for single minimum epidemics in both the bacteria
and phytoplankton viral populations have a very delicate
balance and yield low rates of viral lysis which increase for

shorter decay times.
The contact rate of phytoplankton viruses had to be

-269-



Results III. CHAPTER 7.

increased on average 54% on the minimum value for a single
epidemic in order to sustain any level of the coexisting
epidemic of bacteriophages. Figure 7.la shows that for
BetaB8=8.3 the annual rate of phytoplankton viral lysis
declines 82% between values of Beta9 8 - 30 and keeps a low

but constant value of ca. 33 mMol N m™” yr* for higher levels
of Beta?.

Values for Beta8 below that for the new minimum will
result in the epidemic of phytoplankton viruses being driven
to extinction under increased levels of the bacteriophage
epidemic. Figure 7.1b shows that for Beta8=8.0 the annual
rate of phytoplankton viral lysis declines 98% from Beta9=8.0

and becomes negligible from Beta9=25.0.

Values for Beta8 above the minimum for simultaneous
epidemics show smaller decreases and become constant at
higher levelg of annual viral lysis. Figure 7.1c shows that
for Beta8=12.0, maximum epidemic of phytoplankton viruses,
the annual rate of phytoplankton viral lysis declines 31%
between values of Beta9 11 to 30 and then becomes constant at

144 mMol N/m’/year matching the value of bacterial viral

lysis.

By contrast, the maximum value reached by bacterial
viral lysis is lower for each of these increases in the

reference Betas.

Increases in the infectivity of phytoplankton viruses
have a large impact on the epidemic of bacteriophages which
decreases gradually and can be driven to extinction no matter

the minimum value chosen for Beta9 (fig. 7.2).

Increases in contact rate result in a initial decline in
primary production which is then kept nearly constant for
higher levels of Beta9 (fig. 7.3a). Gross and net bacterial
production plus bacterial viral lysis increase initially and

then decline slowly as the contact rate rises (fig. 7.3Db).
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This pattern is identical for all decay time simulations.

7.3.2 Impact of changes in decay time on production rates

Increases in decay time result in a decline of
production rates in simulations for simultaneous epidemics
thus following the same pattern of single epidemics for

phytoplankton or bacteria.

Tables 7.1 a,b show the results for simulations of
simultaneous epidemics in which the phytoplankton viruses are
set to maximum epidemic and the bacterial viruses are set for

minimum or maximum epidemic.

The total viral lysis yielded in the simultaneous
epidemic with a minimum BetaS is 631.9 mMol N/m?/year for one
month decay time and decreases 43%, 56% and 64% for three

months, six months and fifty years, respectively.

The total viral lysis yielded in the simultaneous
epidemic with a maximum Beta9 is 1180.0 mMol N/m?/year for
one month decay time and decreases 47%, 70% and 73% for three

months, six months and fifty years, respectively.

The lowest values of total viral lysis for simultaneous
epidemics are 230 mMol N/m‘/year for minimum and 308 mMol

N/m?/year for maximum epidemic of bacteria with phytoplankton

set to maximum epidemic.

7.3.3 Impact of a variable contact rate on biomass and

production rates

The collapse of phytoplankton biomass at the end of the
spring bloom was found in previous chapters to be the result
of either bacteriophage or phytoplankton viral epidemics. A
low contact rate on bacteriophage epidemics resulted in the

drop of phytoplankton biomass occurring 50 days later (day

-271-



<.

Results IIT. CHAPTER 7.

! 150) in comparison to simulations for a higher contact rate.
Collapses which result solely from epidemics of phytoplankton

i viruses occurred even earlier (chapter 5 and 6).

A simultaneous epidemic for minimum lysis in both the
bacteria and phytoplankton populations results in a variation
of the concentration of phytoplankton biomass similar to that
of a single bacteria epidemic (figures 7.4.a and 7.4.b) and
produces an identical peak concentration of inactive viruses.
The viral lysis by phytoplankton viruses is minimal at 4.2
mMol N m” year® while the viral lysis by bacteria is four
times higher at 18 mMol N m™* year™.

However the concentration levels of bacteria are above
those of the observed data for Bermuda station "S" and thus
} higher fixed and variable contact rates of bacteriophages

have been tested that crop down the bacteria biomass.

A comparison of the effect of fixed and variable contact
rates on biomass was investigated in simultaneous epidemic

with a fifty year decay time for Beta8=8.3, minimum and

Beta9=19, maximum.

For fixed contact rates (Figure 7.5.a) the bacterial
biomass was nearly constant for 3/4 of the year with a
concentration of 0.07 mMol N m® 4! and then increased at the

autumn bloom to 0.17 mMol N m’ d* and displayed typical

oscillations of predator-prey interaction. Thig is due to
the high contact rate of bacterial viruses (see chapter 6,
§ 6.6.5).

The phytoplankton biomass which is under the attack of
viruses with low infectivity, is kept at a nearly constant
biomass of 0.17 mMol N m® 4 from the beginning of the year
then declines 44% at the end of the spring bloom. It is kept
at a nearly constant level during summer at 0.09 mMol N m’ d™

increasing to 0.3 mMol N m’ &' during the autumn bloom.
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When a variable contact rate was introduced for the same
average contact rate (Figure 7.5.b) the bacterial biomass
displayed a similar behaviour to the fixed contact rate
simulation though with some oscillations in the initial 3/4

of the year (0.1 to 0.05 mMol N m®> 4).

The initial phytoplankton biomass was slightly larger at
0.2 mMol N m®* d*' and collapsed twenty five days earlier to
0.1 mMol N m’ d' then had a secondary bloom which reached a
peak concentration on day 100 at 0.15 mMol N m’® 4.
Thereafter followed the pattern of the fixed contact rate
simulation with the difference of a collapse in the autumn
bloom which dropped the biomass concentration to 0.09 mMol N

m®* d' followed by a secondary bloom.

The variable contact rate introduces in the
phytoplankton biomass a secondary bloom in spring and autumn
and increases all production rates by 1.5% to 38% with the
exception of maximum daily flow into lysis which increases by
2.3 times (table 7.2).

7.4 Sinking speed of detritus 10m/day

7.4.1 Impact of changes in the reference Beta8/Beta9 value on
the production rates for increased levels of

bacterial/phytoplankton epidemic

The difficulty in balancing the epidemics of
phytoplankton and bacterial viruses which was found for 1 m
sinking rate is maintained in simultaneous epidemics for a

detritus sinking speed of 10 m.

The minimum contact rate for phytoplankton epidemic had
to be increased to Beta8=9.0, which is 8.4% above the value
for simultaneous epidemics in 1m/day simulations, in order to

sustain any level of the coexisting epidemic of
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bacteriophages (Fig. 7.8.a).

The annual rate of phytoplankton viral lysis declines
75% from 140.2 to 35.14 mMol N m™® yr ' between the values of
Beta9 16 - 50 and keeps a nearly constant value thereafter
in simulations for a decay time of 50 years. The bacterial
viral lysis rises from 0 to 175.9 mMol N m”? yr' within the

same frame of reference.

Values of Beta8 below the new minimum will result in the
epidemic of phytoplankton viruses being driven to extinction

for increased levels of Beta9 (fig. 7.8.Db).

Increases in the infectivity of phytoplankton viruses
have a large impact on the epidemic of bacteriophages which
can be driven to extinction no matter the minimum value

chosen for Beta9 (fig. 7.9.a) as in previous simulations.

However when the contact rate of phytoplankton virusesg
is excessively high it causes the phytoplankton lysis to go
over its maximum and start declining thus allowing the
bacteriophages to initiate a rise in bacterial viral lysis
(fig. 7.9.b).

This rising lysis of bacteria happens in spite of a
declining uptake of nitrogen by bacteria and a falling

primary production.

Simulations for a sinking speed of 10m/day (fig. 7.9
a,b) follow a similar pattern to 1m/day simulations though
with 33% lower bacterial lysis and bacterial production rates
and 14% to 20% lower primary production and phytoplankton
viral lysis. Furthermore peak values are reached at higher

contact rates (beta9).
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7.4.2 Impact of changes in decay time on production rates

The decline of bacterial production rates and
phytoplankton and bacterial viral lysis with the increase in
decay time follows the pattern of 1lm/day simulations (Fig.
7.9 a,b). However the primary production increases slightly

for longer decay times and lower values of the contact rate.

The results for simulations of simultaneous epidemics
in which phytoplankton and bacterial viruses are set to

minimum epidemic are presented in Table 7.5.

The total viral lysis yielded in the simultaneous
epidemic with a minimum Beta9 is 650.1 mMol N/m?/year for one
month decay time and decreases 63% and 75% for six months and

fifty years, respectively.

The lowest value of total viral lysis for simultaneous
epidemics is 159.8 mMol N/m’/year for minimum epidemic and a

decay time of fifty years.

7.4.3 Impact of a variable contact rate on biomass and

production rates

The concentration of bacteria is kept at a nearly
constant level of 0.1 mMol N m” 4" throughout the year for a
joint epidemic with fixed contact rates of (8=8.0 and
89=12.0, both corresponding to minimum epidemic, and a decay

time of six months (fig. 7.10a).

A similar result in single epidemic of bacteriophages
could be obtained only for simulations with a decay time of

one month.

Furthermore the phytoplankton biomass exhibits a
temporal evolution and concentration levels similar to the
obgserved data for Bermuda. This simulation for six months

decay time fits very well the observations.
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The variable contact rate induces an earlier collapse of
the phytoplankton spring bloom which takes place on days 60
and 63 for the fifty year (fig. 7.11b) and the six month
(fig. 7.10b) decay time simulations and is 30 and 25 days
earlier than for fixed contact rates (fig. 7.10a and fig.
7.11a) .

Consequently it also gives rise to two secondary
phytoplankton blooms in spring and one in autumn which are
due to enhanced predator-prey interaction driven by the

elevated contact rate of viruses during these events.

It also introduces oscillations in the biomass of
bacteria during spring, summer and autumn which range from
0.07 to 0.17 mMol N m”’ 4% and from 0.04 to 0.13 mMol N m*®
d* in six months and fifty year decay time simulations,

respectively.

Most production rates decrease by 10% to 31% in six
month decay time simulations but remain nearly constant for
fifty year decay time simulations. The exceptions are the
maximum daily flow into lysis which increase by up to 2.5

times and 3.5 times, respectively (table 7.6).

The viral lysis by phytoplankton viruses in simultaneous
minimum epidemics ranged from 66 to 72 mMol N m™? year ' while

the viral lysis by bacteria ranged from 90 to 578.7 mMol N m’

2 1

year . These values increased for shorter decay times.

7.5 Discussion

It is not easy to find the contact rates for a balanced

epidemic of bacterial and phytoplankton viruses because the
nitrogen resources they share are limited.

They depend on phytoplankton primary production either
directly (phytoplankton viruses) or indirectly (bacterial

viruses assimilate the nitrogen that bacteria obtained from
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the DON exuded by phytoplankton) .
Most crucial, however i1s that bacterial viruses control
the amount of nitrogen excreted as bacterial ammonium and

therefore available for regenerated primary production.

A similar effect is obtained by lessening the natural

mortality of phytoplankton which makes more nitrogen

\ available to lysis of phytoplankton and less to detritus,
zooplankton (hence a decline in ammonium) and DON. The
cumulative effect forces a decline in bacterial production

and hence the production of bacteriophages.

Attempts to use the low contact rate values determined
for single epidemics of phytoplankton and bacterial viruses
made the balance of the joint epidemic to become very
sensitive and prone to collapse under increased levels of any
of the contact rates into a single epidemic of favour driving

the other to extinction.

For identical values of the contact rate bacteria
yvielded larger productiocns and cycled more nitrogen than
phytoplankton due to their higher specific growth rate under
viral attack (see figures 5.55 and 6.24) which is twice that

of phytoplankton.

However increases in the infectivity of bacteriophages
have a limited impact on the epidemic of phytoplankton
viruses and are unable to drive them to extinction if a
minimum value of Beta8 is respected. There is a maximum drop
of 25-42% (ca. 108 mMol N m™® year™) on phytoplankton viral
lysis when the minimum epidemic of bacterial viruses is
established but no decline thereafter with the increase in

bacteriophage infectivity.
Nonetheless increases in the infectivity of
phytoplankton viruses have a large impact on the epidemic of

bacteriophages which decreases gradually and can be driven to
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extinction. This happens because the viral epidemic of
phytoplankton by diverting nitrogen into the making of new
viruses strangles the supply of nitrogen to bacteria directly
and indirectly. Hence the decline in bacterial production

which forces a decrease in bacteriophage production.

A limit on the availability of nitrogen in the system
sets the maximum value of joint wviral lysis at ca. 309 mMol N

2

m* year

for 50 year decay time simulations, at ca. 480 mMol

N m? year™

for 6 months decay time simulations and at ca.
1200 mMol N m” year ' for 1 month decay time simulations with

sinking speed of detritus of 1m/day.

The simulated biomass of phytoplankton was lower than
the observational data for Bermuda in simulations for a
sinking speed of 1m/day in which the value of Beta8 was large
and corresgsponded to a maximum epidemic of phytoplankton

viruses in the joint epidemic with bacteriophages.

Nonethelegs the gsimulated biomass of phytoplankton was
similar to the observational data for Bermuda in simulations

for a low value of Beta8 corresponding to a minimum epidemic.

The simulated biomass of bacteria could be fitted to the
observational data for Bermuda (Fasham, 1990) by forcing a
moderate to high contact rate on bacteriophages for
simulations with a decay time longer than three months. This
suggests that free living bacteria in the open ocean are
permanently under the control of viruses that crop down the
bacteria biomass. An alternative explanation is that the
bacteria are heavily grazed by zooplankton (Fasham 1995,

personal communication).

However bacteria exhibited a nearly constant

concentration during the annual cycle when the decay time of
inactivated viruses was short, 1 to 3 months, for any level

of contact rate.
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The peak concentration of inactivated viruses in 1m/day

simulations was 1.65 mMol N m’ d' which was up to 2 times

higher than in 10m/day simulations. Their pattern of temporal
\ variation is not very sensitive to changes in the level and

seasonality of contact rates.

Variable contact rates increased the overall production
! rates in 1m/day simulations by contrast to 10m/day

simulations where the rate of bacteria related processes

decreased and phytoplankton related processes increased. This

pattern was also found for single epidemics.

Bacteria are the main beneficiaries of slow detritus
sinking speed because their longer residence time in the
mixed-layer allows for a more complete breakdown of organic

matter into DON which can then be used by bacteria.

Therefore bacterial production and hence viral lysis are
very sensitive to the sinking speed of detritus in contrast

to phytoplankton viral lysis.

Analysis of fluxograms (Fig. 7.7 a,b,c) has shown that
on average 98% and 98.8% of the losses in the population of
active viruses of phytoplankton and bacteria, respectively,
are due to inactivation by natural ultra-violet radiation.
The percentage of losses is unrelated to decay time (table
7.3).

The amount of nitrogen exported to the deep ocean (Fig.
7.7 a,b,c) by detrainment in the form of active and
inactivated viruses in simulations for a decay time of one
and six months and fifty years is similar, at 155.7-193.1

1

mMol N m? year™. By contrast the contribution of the sinking
flux of detritus is three to five times lower at 41.8-47.9

mMol N m™? year ™ (Table 7.4).

However these simulations differ on the amount of

nitrogen that is available to the ecosystem from viral
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\ breakdown.

| This virus derived nitrogen continues flowing within the
\ mixed-layer, enhancing mostly bacterial production, and
increases with the shortening of decay time (table 7.4) from
1.2 to 115.6 to 560.8 mMol N m™” year ' for fifty years, six
months and one month, respectively.

Minimum simultaneous epidemic in both the bacteria and

phytoplankton population are dominated by bacterial viral
lysis.
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7.6 Tables
Decay Beta8 | Beta9 | Gross Bacterial | Total viral
time bacterial viral lysis
production | lysis
1 month 12.0 5.2 997.2 443.5 631.9
3 months 12.0 6.5 547.1 155.8 359.0
6 months 12.0 7.3 384.6 59.8 276.8
50 years 10.0 12.0 253.2 50.2 230.0

Table 7.1la

year ™’

fifty years,

minimum epidemic.

for decay times of one,

speed of detritus is 1m/day.

Variation in gross bacterial production,
bacterial viral lysis and total viral lysis in mMol N m™
three and six months plus

in simultaneous epidemics of phytoplankton and
bacterial viruses in which the contact rate Beta$ is set to

Inactivation rate is .792 d° and sinking

Decay Beta8 | Beta9 | Gross Bacterial | Total viral

time bacterial viral lysis
production | lysis

1 month 12.0 12.0 1208 1026 1180

3 months 12.0 17.0 610.4 488.2 638.6

6 months 12.0 21.0 424.7 236.6 384.0

50 years 10.0 29.0 267.0 198.3 308.3

Table 7.1b Variation in gross bacterial production,
bacterial viral lysis and total viral lysis in mMol N m™

year™

fifty years,

for decay times of one,

three and six months plus
in simultaneous epidemics of phytoplankton and

bacterial viruses 1n which the contact rate Beta9 is set to

maximum epidemic.

speed of detritus is 1m/day.
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Decay Betas Beta9 hPrimary Phyto Net Gross Bacteria |Bac. max. | Total
ime productio viral Bacterial |Bacterial |viral daily viral
b b ysis [productio | productio |lysis _flow llysis
[tmonth ymin 7 min 48| 5257 53| 8458 1167 5463 | 4|
88 3664 457 1226 1419 1118 81 11887
4.8 10, 3681 475] 1223 1878 | 1146 84| 11935
.. 83| 10, 3612 €59 1206| 1861 1180 82 11958
9l 10, 3474| 67| 1178 1833 | 1102 7.8 11987
o L8012l 3487 o746l 1290 ] 1105 ] 78] 12024
Smonths 52| 6| viruses of phytoplankton die e
8| 12, 3603| 261 | 5182 6474 4604 | 386 4861
. CBMVL 2] 3852 991 4044 5683 1 469.6 | 88 | 479.5
|10 max a2} 827 | M7 ] 4151 | 5444 | 3998 | 278 ) 47638
SCyears | 8 B virusesofbacteriadie I

2519 | 234

~+nn§3>>19>% 368.7 &8 2806 | 3631 |
3673 4458 2809 | 3576 | 2682

| tolmn 12| sess| 1e12| 1185 2832 so2
10 |MBP 19 336.2 245 208.7 289.3 178.7 214 303.2
S0 wolwel ) ser| 1147 eise| 2835 teas 17 3005

Table 7 12 Variation in primary production, viral lysis of phytoplankton, net and gross bacterial
production, viral {ysis of bacteria, bacterial maxirnum daily flow into lysis and total viral lysis

for decay times of one month, six months and fifty years, in simultaneous epidemics of phytoplankton
and bacterial viruses. The inactivation rate is .792 d-1 and the sinking speed of detritus is 1m/day.
Note: MV - rnaximum viral lysis. MBP - maximum bacterial production
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Results ITII.

CHAPTER 7.
Contact Gross Bact. Primary | Phytop. | Max. Total
rate bact. viral product | viral daily viral
produc | lysis ion lysis flow lysis
tion into
lysis
Fixed 363.1 251.9 368.7 58.0 Phyto
1.0 309.9
B8=8.3 (Day 96)
£9=19.0 Bac
2.34
(Day 76)
Variable 369.5 255.8 379.2 62.2 Phyto
2.34 318.0
(day 78)
Bac
3.23
(Day 74)
Increase 1.7% 1.5% 8.8% 7.1% P- 2.3 x 2.5%
B- 38%
Table 7.2 Variation in gross bacterial production, bacterial
viral lysis, primary production, phytoplankton viral lysis,
total viral lysis in mMol N m”? year ' and maximum daily flow
into lysis in mMol N m? d*' for fixed and variable contact

rates in simultaneous epidemics of phytoplankton and

bacterial viruses.

The decay time is fifty years,

the

inactivation rate is .792 d" and sinking speed of detritus

is 1lm/day.
Decay Beta8 | Beta9 Inactivation (%)
time . .
viruses of viruses of
phytoplankton | bacteria
1 months 8.0 8.0 97.8% 98.8%
6 months 8.0 12.0 96.9% 98.8%
50 years 8.3 19.0 97.9% 98.5%

Table 7.3

Variation in overall percentage of active viruses

of phytoplankton and bacteria inactivated by natural UV
radiation for one and six months and fifty years decay time

simulations,
bacterial viruses.

in simultaneous epidemics of phytoplankton and
Inactivation rate is

.792 d4' and sinking

speed of detritus is 1lm/day.
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|
i
i
\ fixed contact rates variable
contact rates
1 month 6 months 50 years
Betas8 8.0 8.0 8.3
Betad 8.0 12.0 19.0
Primary 366.4 369.3 379.1
production
Lysed bacterial 422.9 175.0 97.2
debris into DON
Breakdown of 560.8 115.8 1.2
' inactivated
viruses into DON
Detrainment of 147.0 179.1 189.9
inactivated
viruses
Sinking flux of 47.9 44 .8 41.8
detritus
Table 7.4

Variation in the losses by detrainment of

inactivated viruses, primary production, flow of lysed
bacterial debris intc DON, breakdown of inactivated viruses
into DON and sinking flux of detritus in mMol N m? year* for
decay times of one and six months plus fifty years, in
simultaneous epidemics of phytoplankton and bacterial

viruses. Inactivation rate is .792 4 and sinking speed of
detritus is 1m/day.
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Decay Betas8 Beta$d Gross Bact. Total Maximum
time bact. viral viral daily

prod. lysis lysis flow
1 month 9.0 8.0 894 .4 578.7 650.1 B-4.355
(76)
P-1.258
(95)
6 months 8.0 12.0 344.1 151.4 217.7 B-1.74
(95)
P-1.657
(93)
50 years 8.0 18.0 223.0 90.0 159.8 B-1.43
(90)
P-1.36
(94)

Table 7.5 Variation in gross bacterial production, bacterial

viral lysis, total viral lysis in mMol N m? year™™ and

maximum daily flow into lysis in mMol N m? d*' for decay
times of one and six months plus fifty vyvears, in simultaneous
epidemics of phytoplankton and bacterial viruses in which
contact rates Beta8 and Beta9 are set to minimum epidemic.

Inactivation rate is .792 d' and sinking speed of detritus

is 10m/day.
‘ Decay Gross Bact. Primary | Phytop. | Max. Total
‘ time bact. viral product | viral daily viral
produc | lysis ion lysis flow lysis
tion into
lysis
6 months 309.5 103.9 437.2 88.1 Phyto 191.9
4.147
38=8.0 (day 72)
89=12.0 Bac
3.512
(Day 86)
50 years 226.7 89.1 436.3 72.8 Phyto 161.9
88=8 3.907
89=18 (day 74)
Bac
5.051
(Day 72)
Table 7.6 Variation in gross bacterial production, bacterial
viral lysis, primary production, phytoplankton viral lysis,
total viral lysis in mMol N m™® year ' and maximum daily flow
into lysis in mMol N m™? 4! for variable contact rates in

simultaneous epidemics of phytoplankton and bacterial
viruses. The decay time of inactivated viruses is six months
and fifty years. The inactivation rate is .792 d' and
sinking speed of detritus is 10m/day.
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7.8 Figures

Simulations with a sinking speed of detritus of lm/day and an
inactivation rate of viruses .792 4

(a) Beta8=8.3

total procduction (mmoles N m-2 / year)

contact rate (beta9)

[ - primprod —+— Pvirlysis >~ net bactprod

—&— gross bactprod —>€— bactvirlysis

I |

(b) Beta8=8.0

total production (mmoles N m-2 / year)

-100- V0
—200—*’*******"?’33$‘<x;§§‘4‘ o
OOOOD S
'300 T T T T T T
6] 10 20 30 40 50 60 70
contact rate (beta9)

—£— gross bactprod —><— bactvirlysis

[T-— primprod —+— Pvirlysis %~ net bactprod 3‘
i
i

Figure 7.1 Variation in annual primary production (filled
square), bacterial production (star) and corresponding losses
by phytoplankton lysis (plus) and bacterial viral lysis
(square) in mMol N/m*/year, plotted against increasing levels
of the contact rate (beta9) in simultaneous epidemics of
phytoplankton and bacterial viruses for a 50 year decay in
inactivated viruses. The contact rate of phytoplankton
viruses is fixed at (a) beta8=8.3 (b) beta8=8.0 and (c)

1 betag8=12.0.
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(c) Beta8=12.0

total production (mmeoles N m-2 / year)

-300 T ~— T T
o] 10 20 30 40 50 60 70
contact rate (betaS)
~—®=— primprod —+— Pvirlysis =~ net bactprod |
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1

Figure 7.1 continued

1000 ——— — —

-400- <

total production (mmoles N m-2 / year)
Y
8
I
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}f

contact rate (beta8)

f 1
— B nprimprod —*+— Pvirlysis —*— net bactprod ;
—E=— gross bactprod —>€— bactvirlysis ‘
i

Figure 7.2 Variation in annual primary production (filled
square), gross bacterial production (empty square), net
bacterial production (star) and corresponding losses by
phytoplankton lysis (plus) and bacterial viral lysis (cross)
in mMol N/m’/year, plotted against increasing levels of the
contact rate (beta8) in simultaneous epidemics of
phytoplankton and bacterial viruses for a 3 month decay in
inactivated viruses. The contact rate of bacterial wviruses
(beta9) is fixed at 8.0,
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(a) primary production and lysis of phytoplankton
500

4007 ng
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2001
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1
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—™— nrimprod (1mo.) —*— primprod (6mo.} < primprod (50yr.)
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{b) bacterial production + viral lysis

total production (mmoles N m-2 / year)

contact rate (beta9)

—®8— bactprod {1mo.) —+— bactprod (6mo.) —* bactprod (50yr.) 1

—=— Buvirlysis (1mo.) —>< Bvirlysis (rmo.) & Bvirlysis (50yr.) ‘

|

Figure 7.3 Annual production rates (in mMol N/m*/year) and
corresponding losses by viral lysis plotted against
increasing levels cf the contact rate (beta9) in simultaneous
epidemics of phytoplankton and bacterial viruses for
different levels of decay in inactivated viruses. Beta8 1is
fixed at 12.0 and Beta$ ranges from 0 to 35 or 70. Positive

| values represent productions for viral decays of 1 month

‘ (filled square), 6 months (plus) and 50 years (star).
Negative values represent viral lysis for decays of 1 month
(square), 6 months (cross) and 50 years (triangle). (a)

\ primary production and lysis of phytoplankton (b) gross
bacterial production and lysis of bacteria.
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{a) simultaneous epidemic
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Figure 7.4 Annual cycles of phytoplankton (plus), bacteria
(empty square), zooplankton (dashed), active viruses of
phytoplankton (solid line) and bacteria (dotted) plus
inactivated viruses (heavy dotted) concentration in (a)
simultaneous epidemic for Beta8=5.2 and Beta9=6.0; (b) for
single epidemic of bacterial viruses for Beta9=6.0. The decay
time of inactivated viruses is fifty years.
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{(a) Beta8=8.0 Beta9=8.0 decay=1 month
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Figure 7.6 Annual cycles of phytoplankton (plus), bacteria

(empty square),
phytoplankton
viruses (heavy

epidemic with fixed contact rates for
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zooplankton

dotted)

and bacteria

(solid line),
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(a)

active viruses of

plus inactivated
concentration in a simultaneous

Beta8=8.0,

Beta9=8.0 and decay time of inactivated viruses is one month
Beta9=12.0 and decay time is six months.

(b) Beta8=8.0,
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Figure 7.7 Annual intercompartment flows of nitrogen for
Beta9=12.0
with a decay time of one and six

Beta8=8.0,
Beta8VvV=8.3,

Beta9=8.0
Betadv=19.0,

(b) Beta8=8.0,

months and fifty years respectively.
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Figure 7.7.c - continued
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Simulations with a sinking speed of detritus of 10m/day and
an inactivation rate of viruses .792 4

(a) betaB8=9.0
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Figure 7.8 Variation in annual primary production (filled
square), bacterial production (star) and corresponding losses
by phytoplankton lysis (plus) and bacterial wviral lysis
(square) in mMol N/m*/year, plotted against increasing levels
of the contact rate (beta9) in simultaneous epidemics of
phytoplankton and bacterial viruses for a 50 year decay in
inactivated viruses. The contact rate of phytoplankton
viruses is fixed at (a) beta8=9.0 (b) beta8=8.3.
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{a) primary production + viral lysis
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Figure 7.9 Annual production rates (in mMol N/m?/year) and
corresponding losses by viral lysis plotted against
increasing levels of the contact rate (beta9) in simultaneous
epidemics of phytoplankton and bacterial viruses for
different levels of decay in inactivated viruses. Beta8 is
fixed at 12.0 and Beta9 ranges from 0 to 35 or 70. Positive
values represent productions for viral decays of 1 month

(filled square), 6 months (plus) and 50 years (star).
Negative values represent viral lysis for decays of 1 month
(square), 6 months (cross) and 50 years (triangle). (a)

primary production and lysis of phytoplankton (b) gross
bacterial production and lysis of bacteria.
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{a) fixed contact rates
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Figure 7.10 Annual cycles of phytoplankton (plus), bacteria
(empty square), zooplankton (dashed), active viruses of
phytoplankton (solid line) and bacteria (dotted) plus
inactivated viruses (heavy dotted) concentration in a
simultaneous epidemic for Beta8=8.0 and Beta%=12.0. The decay
time of inactivated viruses 1s six months. (a) fixed contact
rates (b) variable contact rates.
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{a) fixed contact rates
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Figure 7.11 Annual cycles of phytoplankton (plus), bacteria
(empty square), zooplankton (dashed), active viruses of
phytoplankton (solid line) and bacteria (dotted) plus
inactivated viruses (heavy dotted) concentration in a
simultaneous epidemic for Beta8=8.0 and Beta%=18.0. The decay
time of inactivated viruses is fifty years. (a) fixed contact
rates (b) variable contact rates.
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Chapter 8.

Discussion and Conclusions.

8.1 Introduction

This chapter summarises the results and the conclusions
reached from this modelling investigation. The objectives of
the project are reviewed in § 8.2. Section 8.3 presents a
discussion of the results and the main conclusions. An
evaluation of its limitations is presented in § 8.4. Possible
directions for future work in this field are suggested in §
8.5.

8.2 Objectives of the investigation
The main aims for this modelling work were:

1. To determine theoretically and numerically whether there
is a viral solution to the DOC enigma,

and

2. To investigate the dynamics of viral epidemics in a marine
ecosystem and its repercussion in the biological production,
as a way to understand the bloom collapses observed in the

ocearn.

The more specific goals of the project were to determine:

1.(a) the conditions under which the concentration of
inactivated viruses may approach the 1.1 - 2.1 uMol N 17

of the author’s estimated DOC-class 6 concentration (Suzuki,
1988) for Bermuda surface waters based on the total DOC

measurement in Michaels et al., 1994.

1.(b) the conditions under which the rate of viral lysis may
vield the 2.2 Mol C m™? period’ required to explain the
imbalance between net export and measured loss of carbon in

the upper 150m of Bermuda (Michaels et al., 1994).
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1.(c) the conditions under which the annual rates of viral
lysis may approach the 325 mMol N m”* year ! (for a C/N ratio

of 4) required by the subsurface consumption rate of Bacastow
% & Maier-Reimer (1991).

2. (a) the impact of viral epidemics on biological production.

2. (b) to investigate the host-prey dynamics in phytoplankton-

virus and bacteria-virus systems.

These objectives have been met, within the limitations

of the modelling approach.

In order to obtain numerical evidence to support the
hypothesis that viruses are the answer to the DOC enigma an
epidemics model based on Fasham et al. (1990) and Fasham

(1993) ecosystem model of the upper ocean has been developed.

Two new compartments have been added due to the host specific
\ nature of the virus infection: viruses of phytoplankton and

| viruses of bacteria. A third new compartment of inactivated

\ viruses was also added due to the natural processes of

inactivation by ultra-violet radiation in the euphotic zone.

The epidemics model has been integrated over a ten vear
period and has been shown to produce annual cycles of
phytoplankton and bacteria biomass that fit the observational

data for Bermuda Station "S" in 1958-1960.

The equations governing the interaction of viruses with
phytoplankton, bacteria, DON, each other and the mixed-layer

have been presented in chapter 3.

Over two thousand simulations have been executed. The
effect of differing levels of contact rate, inactivation
rate, decay time of inactivated viruses and sinking speed of
detritus on overall production rates and biomass were
investigated. Chapter 5 dealt specifically with phytoplankton

epidemics, while chapter 6 investigated bacterial epidemics
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and chapter 7 studied joint simultaneous epidemics.

8.3 Discussion of results and conclusions

Marine ecosystemsg in the open ocean act as a "biological
pump" transferring organic matter from the euphotic zone to
the deep ocean at an estimated rate of 10 gigatons of carbon
per year (Sarmiento, 1992). The organic matter created by the
photosynthetic uptake of inorganic carbon and nutrients (new
production) subsequently flows through the food web and
finally leaves the upper layers moving into the oceanic
interior. The relative rates of transfer of carbon and
nutrients from sinking to nonsinking forms are of particular

importance to the efficiency of this pump.

The scientific evidence presented in chapter two is that
large horizontal and vertical gradients in DOC concentrations
are present in the upper ocean and as pointed out by
Toggweiler (1990, 1992) these can not survive the tendency of
the circulation to reduce them unless large amounts of DOC
production and remineralization are taking place. Though
recent developments have scaled down the global size of the
new pool (Suzuki, 1993) time-series measurements have
detected large changes in DOC concentrations during the
spring bloom in the North Atlantic which indicated that 20-
40% of DOC can turn over in days (Kirchman et al., 1991 and
Ducklow et al., 1993).

The natural processes that control the source and rate
of production of DOC at this magnitude in the upper ocean, as
well as its subsurface remineralization rate and lifetime,
are not known but are required to explain the ocean’s global

distribution of nutrients.

A large imbalance between dissolved inorganic carbon

(DIC) consumption, DOC production and the fallout of
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particulate material measured by sediment traps in the upper

150m of Bermuda has been reported (Michaels et al., 1994).

The extremely high molecular weight of viruses (chapter
2, § 2.1) and their composition of DNA/RNA and protein make
them very resistant to chemical oxidation and microbial
degradation conferring them all the characteristics for a

potentially long decay time.

By virtue of all these attributes and their minute
dimensions that allow them to be considered as dissolved, a
link between viruses and the semi-labile DOC was established
by the author:

Viruseg increase the residence time of C, N and P in the
euphotic zone. While these biogenic elements are sequestered
into the viral DNA and protein coat they remain in the upper
ocean in the form of semi-refractory free-floating virus
particles. This could explain why the bulk of the new pool of

DOC i1s concentrated near the surface.

It would also explain why the carbon sequestered from

‘ primary producers is not detected in sediment traps.

The breakdown rate of marine viruses is not known. While
conclusive data from laboratory experiments is not
forthcoming one interim solution would be to take the
estimate of 50 years for the breakdown of semi-labile DOC
advanced by Bacastow & Maler-Reimer (1991) and Togweiller
(1989). This was the lifetime required by global circulation
models to explain the ocean’s global distribution of

nutrients.

Viral epidemics by specific lytic viruses in the
phytoplankton and bacteria populations burst the infected
cells releasing into the water new viruses the size of which
(10-400nm) and burst size (20-200 phages) vary significantly

across species.

-301-



v

Discussion and Conclusions. CHAPTER 8.

The phages released in a single burst may be calculated
to contain 1.5 to 3 times as much DNA (and therefore biomass)
as a single bacterium, assuming the burst size to be 50 to
100 and the DNA content of individual bacteria and phages to
be 2.6 and 0.08 fg respectively (Furhman & Azam, 1982,
Borsheim et al.1990). Therefore the biomass of an infected
bacterium is more than three times higher than that of a

healthy bacterium.

The "soup" of cellular components in addition to viruses
that is released into the water when the infected
phytoplankton or bacteria cell bursts due to viral lysis
(chapter 2, § 2.1} can be taken up immediately by other
bacteria fuelling a DOC-bacteria loop (Bratbak et al., 1990;
Fuhrman, 1992) which can potentially increase the bacterial
production above the wvalue for primary production (Table
6.7.b and Fig. 6.4). This hypothesis was tested in order to
reconcile the high turnover rates of DOC measured by Kirchman
et al. (1991) in the North Atlantic spring bloom which were

due to an apparent fast consumption of DOC.

This project has studied the response of primary
production and bacterial production in the upper ocean to
lysis caused by epidemics of phytoplankton and bacterial

viruses. The dynamics of the epidemic is driven by the

contact rate between virus and host-cell 88 (or B9),
attenuated by an efficiency rate of biomass conversion k8,

and is controlled by a inactivation rate provided by natural

Ultra-violet radiation u8 (or u9).

‘ The project has concentrated on a range of contact rates
between minimum and maximum epidemic. These were defined to
be the minimum annual viral lysis required to sustain the
virus at an endemic level in the population and the maximum

annual viral lysis, respectively.

The attribution of contact rates for simultaneous

epidemics on phytoplankton and bacteria is difficult because
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they interact with each other and their interaction is driven

by the availability of nitrogen.

However, the resources in nitrogen are limited and
depend ultimately on the ability of the autotrophic component

(phytoplankton) to synthesise organic nitrogen.

Seasconally varying contact rates do not change the
annual rates of viral lysis but have an impact on the
intensity (size) of the flows during blooms (Fig. 5.54} and
also influence the concentration of the biomass during these

events (Fig. 5.49 and Figs. 6.17 a,b & 6.18a).

Inactivation rates of 0, .1, .3, .5, .792 and 1 d' were
explored in the model experiments (Tables 5.2, 5.3, 6.9 &
6.18) . However, the reference value used throughout this

study was .792 d' as the average inactivation rate of marine

viruses by natural UV radiation was determined to be ca. .8
d" by Suttle & Chen (1992). Nonetheless, the rate of

inactivation being dependent on solar radiation is bound to
i vary throughout the day and also from area to area according

to latitude and cloud cover.

Increases 1n inactivation rate, discussed in detail in
chapters 5, 6 and 7, resulted in lower or similar annual
production rates but much higher maximum daily flow into
lysis of bacteria during bloom events (Fig. 6.15). The
slowdown in the build-up of viruses forced by the
inactivation delays the collapse of the bloom and allows the
concentration of the host population to continue to rise

before a critical biomass of active viruses can be reached.

This model has explored a range of decay rates of
inactivated virus from 0 to 1 4%, namely; no decay, slow
decay, moderate, fast and instantaneous decay, corresponding
to 0, 50 years, 10 years, 1 year, 6 months, 3 months, 1 month

and 1 day, respectively (Tables 6.7 & 6.19).
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However, it is not realistic to expect these decay times
to be shorter than 1 month (see chapter 2). Recent works by
Cowie & Hedges (1994), Keil & Kirchman (1993, 1994) and
Heissenberger & Herndl (1994) reported the decay of high
molecular weight proteins in water to take longer than six
months. Evidence of intact viruses in large concentrations in
very old sediments collected in the sea bottom by marine
geologists and proteins identified in fossilized marine
organisms (Collins et al., 1991, 1992) points to an even
longer decay time. That is not surprising considering that
DOM in ocean water is known to be over four thousand years

old (Bauer et al., 1992; Williams & Druffel, 1988).

The peak concentration of inactivated viruses in Jjoint
epidemics (Fig. 7.4 & 7.5) ranged from 0.7 to 1.7 mMol N m™
in May-June according to the level of contact rate, decay
time and sinking speed of detritus. The 0.7 mMol N m™
concentration is equivalent to the 1.13%10° virus per ml
average data on intact bacteriophages reported from ocean
samples (Bergh et al.1989; Bratbak et al. 1990). The 1.7 mMol
N m”® peak concentration is equivalent to 2.75*%*10° virus per
ml. Both estimates of viral numbers are within the range of
values obtained by the new method of epifluorescence
microscopy {(Hennes & Suttle, 1995) and also by estimates
based on the seawater content of coated high molecular weight
dissolved DNA (Maruyama et al. 1993). They are also within
the range of estimates based on direct counting of viruses
under the electron microscope (Proctor & Fuhrman, 13990). The

number of viruses was estimated using a C/N ratio of 3.5 and

0.26 fg C per virus (Fuhrman, 1992).

The concentration of 1.7 mMel N m”° in inactivated
viruses nearly matches 1.8 mMol N m™”, the class-6 fraction
of semi-labile DOC estimated by the author for Bermuda
station "S" (see chapter 2, § 2.3) based on HTCO measurements
by Michaels et al. (1994). This value was obtained for
simulations with a sinking rate of 1m/day and decay times of

six months and fifty years for different levels of Beta8 and
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Beta9 either in fixed or variable contact rates (see chapter
7, Figs. 7.5 a,b & 7.6.b).

The annual cycle of modelled inactivated viruses
replicates well the timing and pattern of seasonal variation
in total DOC concentration measured at the U.S. JGOFS Bermuda
time-series station (Carlson et al. 1994) (Fig. 4.14) albeit
with concentration values that are a fraction of those

observed.

The timing and pattern of seasonal variation in the
concentration of modelled inactivated virus agree with that
of observations for other areas of the ocean which found a
strong seasonal pattern on the annual cycle of virus with the
highest concentrations in the summer and lowest in the winter

(Jiang & Paul, 1994; Smith et al. 1992).

The peak concentration of inactivated viruses in the
model should be considered only as the potential biomass in
| the absence of removal by marine snow (Kepkay, 1994). In
| coastal areas flocculation processes would remove most of the
l inactivated viruses to the bottom of the water column but in
‘ the open ocean that is less likely to occur due to the much
lower concentration of organic matter. Furthermore most of
those aggregates dissolve again in the upper 100m of the

ocean which would release the viruses.

To estimate the total concentration of "dissolved”
organic nitrogen at any one time one must add the
concentration of active and inactivated virus to that of the
base DON.

However the concentration of labile DON is ten times

lower than that of inactivated viruses.

The peak value of labile DON concentration in minimum
epidemics, 0.07 to 0.1 mMol N m™”* d* showed a threefold

-1

increase on the 0.023 mMol N m?® d* value for Standard Run B.
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The concentration of labile DON follows the pattern of the
blooms of active virus for decay times longer than one month
and follows the pattern of inactivated virus biomass in

simulations for a decay time of one month.

The availability of nitrogen in the system sets a limit
on the maximum value of joint viral lysis according to the

decay time of inactivated viruses (see chapter 7, § 7.5).

Maximum joint viral lysis ranges from ca 1200 to 480 to
309 mMol N m™? year ' for one month, six months and fifty
years decay times simulations with a sinking speed of
detritus 1m/day (Table 7.1Db).

The joint viral lysis of bacteria and phytoplankton in
minimum epidemics may contribute 159.8 - 650.1 mMol of
nitrogen m? per year (table 7.3), corresponding to 559.3 -

2275.4 mMol carbon m? per year, to the DOC pool in Bermuda

for decay times of fifty years and one month, respectively. A
very conservative C/N ratio of 3.5, which is the value
between DNA and proteins was used, ag on average viruses are
compoged by 50% DNA and 50% protein. A value of 4 would still

‘ be an acceptable option and would yield even higher

| production rates. The above estimates for viral lysis would
increase twofold in maximum epidemic and by up to 63% if a

sinking speed of detritus of 1m/day was used instead.

The annual viral production in the one month decay
simulation for minimum epidemic is enough to explain the 2.2
Mol C m? vanishing every year from Bermuda (Michaels et al.,
1994) . These are required to explain the imbalance between
organic carbon exported out of the euphotic zone, measured by
sediment traps, and the higher amounts expected from in situ
production inferred from dissolved inorganic carbon
consumption.

A short decay time of inactivated viruses of only one
month may be supported by data on the turnover time of

dissolved organic phosphorous (DOP), an element exclusive to
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nucleic acids, that is reported to have a cycle of 22-49 days
(Cho, 1990).

The author suggests that the reason why DOC measurements
in Bermuda using HTCO machines (66 uMol 1') do not show an
increase in the fraction of dissolved organic carbon and
hence do not reflect the impact of viral production is due to
the now common practice of using 0.2 um filters to remove
particulate material from DOC samples after the divulging of
Suzuki’s original work.

Although most viruses (20-200 nm) are still smaller than
the pore size of the new generation of DOC filters 90% of
them are retained in these filters (Paul et al, 1991). Notice
that this material is not analyzed by chemists nor by
biclogists and is always discarded. Therefore the biomass of
virus in these samples is not accounted for and is routinely

ignored.

Annual rates of viral lysis of 308-318 mMol N m™? year’
(Table 7.2) were obtained for simulations with a decay time
of inactivated viruses of fifty years and a sinking speed of
detritus of 1m/day. These productions were reached for fixed
and variable contact rate simulations where Beta8 was set to
minimum and Betad9 to intermediate and maximum epidemic.
Therefore the model results on viral lysis match the
magnitude and lifetime of the inputs of the yet unknown semi-
labile DOC required by the subsurface consumption rate of

Bacastow & Maier-Reimer’s (1991) global circulation model.

The contribution of viral lysis to the carbon cycle is
in two ways: the cell debris of lysed hosts (38% of the
total) enter in the short term biogeochemical cycles while
the viruses themselves (62% of the total) enter in the long
term biogeochemical cycles. The relative scale of lysed
debris turnover in the model (38%) is similar to that
observed by Kirchman et al. (1991) and Chen & Wangersky
(1993) for DOC turnover in the upper ocean (20-40% and 1/3 to

50%, respectively) and its relative decay time of 1 d' is
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i commensurate with the decay time of .1 to .5 d*' measured for

] this labile pool (see chapter 1, §8 1.1 and chapter 2, § 2.1).

The export of nitrogen into the oceanic interior by
detrainment in the form of active and inactivated viruses,
193 mMol N m”? year ', is four times larger than that
transferred by sinking detritus particles, 42 mMol N m”
year * (see chapter 7 in § 7.5, Fig. 7.7 a,b,c and Table

7.4). This confirms the postulate of Toggweiler (1990) on the
| relative contribution of dissolved and particulate organic

carbon to the bioclogical pump.

The model results on viral production do not lend
support to the viral source of the total "extra" DOC
| originally claimed by Suzuki.

Viral lysis of phytoplankton represents between 5-7% of
annual net primary production in minimum epidemics but a much
higher 150% for a short period during bloom events. In
J addition, viral lysis of bacteria represents 28-71% of the
annual gross bacterial production and diverts twice the rate

of the daily bacterial production at the height of the spring
bloom.

These large short-term fluxes into lysis last for less
than a week and would thus be easily missed by sampling
cruises. The size of the largest flows (5-7 mMol N m? 4" or
0.1 mMol C m” d" see table 7.4) is less than a tenth of what
is needed to explain the 1.3 to 6.6 mMol C m” of daily
ogscillations of DOC for the North Atlantic (Ducklow et al.,
1993) . Furthermore they are also only a sixth of the size of
oscillationg in marine viruses measured in Norwegian waters

(0.65 mMol C m™”® d' corresponding to 5%107 virus per ml).

However, these results on viral production are valid
only for the Bermuda station "S" area. They do not represent
a top ceiling on viral production due to its dependency on

primary production which itself is dependent on the nitrate
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concentration at the start of the spring bloom, whose
quantity is very latitude dependent. Therefore, the scale of
virus production can be higher or lower than what was
obtained for Bermuda and is bound to vary from one ocean

province to another.

In this work the epidemics of phytoplankton viruses were
given special attention because up to now the frequent
observation of collapse of phytoplankton blooms have not been
properly understood and explained. These very often occur in

the absence of known limiting factors.

} The model results suggest that the collapse of the

| spring bloom may be due to either direct predation by

| specific phytoplankton viruses or to a drop in regenerated
production caused by a reduction of bacterial excretion of

ammonium when bacteria are subjected to viral lysis.

Simulations for joint epidemics have shown that the
contribution of bacteria to viral synthesis is several times

larger than that of phytoplankton.

Epidemics of bacterial viruses exert their control role
by forcing the bacteria biomass to either collapse at bloom
events or to keep at a nearly constant level throughout the

year, depending on contact rate levels and decay times.

It was shown that the increase in contact rate
stimulates a growth in gross and net bacterial production and
viral lysis and a decline of ammonium excretion which in turn

induces a decrease of primary production.
Furthermore bacterial production rates and hence viral
lysis increase drastically for slower sinking speeds of

detritus and for shorter decay times of inactivated viruses.

-309-



'

! Discussion and Conclusions. CHAPTER 8.

J The larger availability of nitrogen for bacteria

! consumption in one month decay simulations stabilizes the
bacteria biomass at a constant level throughout the year.
However for decay times longer than one month a surge of
bacteria biomass followed by a collapse occurs at the spring

bloom for low levels of the contact rate.

Nonetheless peak rates of bacterial growth of ca. .6 to
i .8 d* (Fig. 6.24) occurred at the end of the spring bloom
1 for all levels of decay time and contact rate as a result of
faster cycling of nitrogen due to increased virus pressure
which intensified the direct flow into DON of lysed cell
debris. The immediate availability of nitrogen drives the
ensuing DON-bacteria-phage loop which enhances all bacteria

related processes during the event.

The peak bacterial growth rates obtained with the model
are four to six times higher than that of Control Run B for
the same event (Fig. 6.24). Nonetheless they are within the
range obtained with the radiolabeling techniques of thymidine
and leucine incorporation. Heissenberger & Herndl (1994)
reported bacterial growth rates of 1.18 d* for grazed
cultures and 0.67 4 for ungrazed cultures. Therefore one
suggests that viral pressure is the analoge of grazing by
flagellates which was shown by Heissenberger & Herndl to keep

the bacterial community in a more juvenile, active stage with

higher growth rates.

Reiterating, epidemics of bacteria are characterised by
a large increase in bacterial production and viral lysis for
increasing contact rates which suggest that ocean samples
where high bacterial productions are measured are undergoing

intense viral lysis.

Bacteria become net consumers of ammonium under viral
epidemics as the increase in DON and ammonium uptake is
accompanied by a significant decline in ammonium excretion,

due to the diversion of nitrogen into the synthesis of new
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viruses (Fig. 6.2 and Tables 6.6 a,b,c, Tables 6.12b & 6.13b
see also chapter 6, § 6.2 and § 6.3.1).

Furthermore the model results have shown that the C/N
ratio of 4 in bacteria cannot be maintained at all levels of
epidemics due to an asymmetry in the uptake of DON and

‘ ammonium as the contact rate increases (see chapter 6, §
i 6.4) .

The two results above are relevant to the discussion of
the most appropriate measurement of bacterial productivity

being the net or gross bacterial uptake of nitrogen (Bronk et
al., 1994).

As yet it is difficult to actually measure changes in
the uptake pattern of bacteria. However more accurate
information on the rates of ammonium and DON production and
uptake by both bacteria and phytoplankton will be available
with the advent of new techniques for their measurement
(Bronk et al., 1994).

The primary production does not benefit from the
increase 1in bacterial activity because most of the nitrogen
diverted from the DON-bacteria loop is lost to the synthesis
of new viruses. Furthermore regenerated production declines
due to a decreasing excretion of ammonium by zooplankton
which reinforces the viral induced decline in bacterial

ammonium.

Although primary production declines under joint viral
epidemics to values below those estimated by Fasham et al.
(1990) for Bermuda Station "S" and yielded by control run B
(578 mMol N m* year ') they are still reasonable considering
that the range of values measured by the BATS programme of
the JGOFS Time Series at this site can vary nearly twofold
between years (109 - 172 g C/m*/year). Significant
interannual variability in the depth of the winter mixed

layers, spring surface nitrate concentrations and the
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magnitude of the spring bloom and consequently primary

production were found at this station (Michaels, 1994 and
Michaels et al., 1994).

The major controlling factor on the simulated biomass of
active viruses was ilnactivation by natural ultra-violet
radiation which caused an estimated 98% of total annual
losses (Table 7.3) while detrainment came second with only
2% . Nonetheless the losses to inactivation are probably
overestimated by the model during the winter deepening of the
mixed-layer. The reason being that the penetration of ultra-
violet radiation decreases exponentially with depth whereasg
the inactivation parameter in the model is a constant

calculated originally for the upper 30 metres of the open

OcCearn.

It was shown in chapter 5, § 5.14 that the reason why in
minimum epidemic zooplankton controls the first part of the
phytoplankton blooms and the viruses the second part is due
to the delay in the build-up of active viral biomass which
has to increase by several orders of magnitude to 2.8%10°
virus particles per ml from their very depressed pre-bloom

levels of just one virus per every 20m’.

The peak concentration of active viruses is reached
during the decay phase of blooms and their bottom
concentration is reached before the onset of the autumn
bloom. Active viruses are below the detection limit of
electron microscopy which is 10* virus/ml, for most of the

annual cycle.

The amplitude of the oscillation in active phytoplankton
and bacterial viruses concentration increases for variable
contact rates, longer decay times and low values of the

contact rate and is negligible for larger contact rates.

A high infectivity on viruses allows for their critical

biomass to be sustained all year long at high levels enabling
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viruses to respond more gquickly to changes in the dynamics of
their hosts. The more closely coupled relationship with the
host population lessens the impact of mixed-layer dynamics
and UV inactivation on the simulated oscillation of virus

concentration.

Interannual variability in the size and timing of spring
bloom collapses in both the bacteria and phytoplankton
populations was found to be dependent on small oscillations
in the overwinter concentration of active viruses of bacteria
(Tables 6.10 and 6.11, see chapter 6, § 6.5).

A delay in the build-up of active virus biomass due to
their lower initial concentration allows bacterial biomass to
reach higher levels (Fig. 6.11) and excrete more ammonium
which fuels regenerated production thus extending the life of
the phytoplankton bloom for up to 3 days.

It is suggested that the above processes can be
triggered by changes in mixed layer depth driven by

occasional storms which dilute the concentration of viruses.

Another ecological implication of viral lysis is that
the large number of viral particles produced during the
spring bloom which the model estimates put at twice to four
times the size of phytoplankton biomass will curtail the
penetration of light in the mixed layer.

A large number of viral particles will affect the
diffraction of light which is most important at the sub-
micrometer scale and is repercuted in changes in the
photosynthetic available radiation (PAR) for phytoplankton.

This is of special relevance to remote sensing estimates
of primary production where the impact of sub-micrometer
particles of the size of bacteria (0.30 to 0.55 um in
., 1985) have been
estimated to account for 80% of the diffraction of light

diameter; Fuhrman, 1981; Sieracki et. al

(Trevor Platt, personal communication in 1993).

Host-prey dynamics of phytoplankton (Fig. 5.4b and
5.40 b,c,d), bacteria (Fig. 6.23 a,al,b,bl) and viruses are
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driven by oscillations in the concentration of active viruses
and their hosts in a typical predator-prey pattern,
emphasized by changes in mixed-layer depth and by seasonal
variation of the contact rate (Fig. 6.20).

Low concentration of viruses enable phytoplankton and
bacteria biomass growth which result in the build-up of virus
biomass with consequent collapse of the bacteria and
phytoplankton blooms. A decline in virus concentration due to
the lack of hosts lowers the pressure on bacteria and
phytoplankton which bloom again.

The concentration of viruses declines also due to
dilution when the mixed layer deepens and their infectivity

lessens due to a downturn in the contact rate.

Bacteria and phytoplankton increase when the pressure of
viruses is low or decreases, and when nitrogen is available
due to short decay time of inactivated viruses. Phytoplankton
and bacteria collapses result from enhanced infectivity of

| viruses due to the increase of contact rate, pressure of

virus concentration and low availability of nitrogen.

Thus, this project has successfully studied the impact
of viral epidemics on ecosystem dynamics and their
contribution to the production of dissolved organic matter in
the upper ocean. A much improved fit to the observations of
phytoplankton and bacteria biomass for Bermuda Station "S"
was obtained with this model for the joint epidemics of

bacteriophage and phytoplankton viruses.

Nonetheless the fit should not be overemphasized as the
phytoplankton biomass of observations is estimated from
chlorophyll concentrations and thus is not an accurate
representation of the actual phytoplankton biomass.
Furthermore there are other model changes (zooplankton
grazing, variable carbon/chlorophyll ratios) that can also
give better fit (Fasham 1995, personal communication). Fasham

has also produced a better fit using the FDM model and
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optimising it to the data. However see comments in Sarmiento
(1992) .

The original aims, given in § 8.2 above, have been
addressed within the limitations of a numerical modelling

approach. The main conclusions of this work can be summarized

as follows:

1 - This project has shown that marine viruses with
their dynamics and peculiar biogeochemistry can explain two
apparently conflicting aspects of the ocean’s pool of DOC:
the fraction that turns over rapidly in hours to days, which
was detected by HTCO machines, and the other fraction that is
remineralized very slowly in timescales of months to years
that contributes to the bulk of DOC in the upper ocean. The
author suggested the former to be lysed bacterial and

phytoplankton cell debris and the latter to be inactivated

\ viruses.

2 - The model results on DON/DOC production suggest
that viruses are possibly also the main contributor to the
pool of dissolved organic phosphorous (DOP) in the open ocean
as the latter is mainly composed of dissolved nucleic acids
(DNA/RNA) and 5’ -nucleotides (ATP) (Cho, 1990).

3 - The role of marine viruses in the regulation of the
size and timing of phytoplankton and bacteria blooms and
their collapses has been determined. Their impact on overall
production rates has been assessed and the importance of

their partnership in bacterial trophodynamics demonstrated:

{(a) - Viral epidemics are controlled by contact rates,
inactivation rate, decay time of inactivated viruses and

sinking speed of detritus.
(b) - In general the timing for the onset of blooms is
unchanged by viral epidemics but their termination is

hastened by viruses in the form of collapses. Therefore the
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time span of the bloom and its magnitude are lower than that
for control run B. However under certain conditions the

bacterial biomass is kept constant throughout the year.

(c) - Variable contact rates increase the amplitude of
biomass oscillation on active viruses, increase the size of
flows into viral lysis, forces a more abrupt collapse of
phytoplankton and bacteria blooms which give rise to

secondary blooms.

(d) - Primary production and regenerated production

decline for any level of viral epidemic.

(e) - Viral lysis enhance bacterial production through a
partnership of viruses and bacteria in microbial

trophodynamics.

(f) - Bacteria becomesg the most important compartment in
the ecosystem model in terms of nitrogen cycling, even
surpassing phytoplankton, when the decay time of inactivated
viruses is short. However bacterial production does not
exceed primary production neither in minimum nor maximum
epidemics when the decay time of inactivated viruses is

longer than three months.

Finally, one has to conclude that the now unveiling
relationships between viruses and their ecosystem with their
far-reaching possible implications for biogeochemical cycles
is a theme that is becoming ever more interesting!

8.4 Limitations of the study
8.4.1 Limitations of the biological model

Fasham et al. (1990) and Fasham (1993) discuss the

difficulties faced in the adequate parameterisation of the

ecosystem model, which are mainly due to the lack of
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understanding of fundamental biological processes and limit
the ability of the model to accurately predict planktonic

interactions in the upper ocean.

The DON released by phytoplankton in this model 1is
assumed to be a constant 5%. However, recent studies in the
ocean found that 75% of nitrate uptake by phytoplankton is
excreted in the early part of blooms as DON and then
reabsorbed when the nitrate is exhausted (Bronk et al., 1994;
Colles, 1992). This can be thought of as extracellular
storage of organic nitrogen (see chapter 3, § 3.4.3).
Bacteria will compete with phytoplankton for the utilisation
of this DON.

The new methods that have been developed to isolate DON
(Bronk & Glibert, 1991, 1993) enable its release and uptake
rates to be gquantified (see chapter 3, § 3.4.9). Therefore it
is the author’s opinion that a new formulation for nitrogen
uptake incorporating DON feedback into the phytoplankton

compartment ought to be included in future ecosystem models.
8.4.2 Limitations of the epidemic model

There are no datasets available in the U.S. JGOFS
Bermuda Atlantic Time-series Study (BATS) to check if the
variations in the seasonal cycle of modelled viruses are

accurate.

The viral epidemic was modelled on the assumption that
marine viruses are lytic. This assumption was based on the
results of 20 years of research at Cold Spring Harbour,
Massachusetts, USA, by the biomedical community who found
that the nature of the majority of marine viruses is lytic
(Cairns et al., 1992). However the present marine biology
community seems to be unaware of this past body work of
research by the biomedical community and until recently
suggested by extrapolation that marine viruses are lysogenic

or temperate at the image of freshwater viruses 90% of which
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are temperate. Nonetheless Wilcox & Fuhrman (1994) have shown
that the mechanism of virus production in seawater is lytic

rather than lysogenic.

Temperate viruses present as prophages in bacteria can
only be inducted by chance contact with UV radiation or
collision with another particle and should therefore be
modelled differently.

It is well known that viruses are host specific ie. that
one type of virus will attack solely one host species but not
infect a different species. Therefore, it may be argued that
because Fasham’s model lumps together diverse species into a
single phytoplankton compartment the results on viral
production would be flawed. The reasoning is that in the real
world no species would bloom twice, once in Spring and again
in the Autumn, as there is a succession of plankton blooms
each of them by a different species and with a much shorter
duration than allowed for in Fasham’s model. Consequently,
the build-up of phytoplankton or bacteria specific viral
biomass would be much smaller than in the presgent model and
the newly produced viruses would not be able to infect the
next incoming bloom. Furthermore, the majority would probably
have been removed by the time the right host bloomed again.
However, the quantitative bacterial species composition and
diversity are presently unknown which precludes a more
detailed model description of the specificity of virus/host

interactions driving the epidemics.

Nevertheless, one must state that the basic dynamics of
the epidemic are correct since lytic infection is dependent
on encounter frequency and determined by the product of virus
and host (bacteria or phytoplankton) concentration. Moreover,
flow results show that the inactivation rate imposed on
viruses drastically limits the number of active viruses in
the system for most contact rates not allowing them to reach
a threshold which would make the autumn bloom collapse. The

latter event coincides with the deepening of the mixed-layer
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which dilutes the virus concentration further. Thus, the
autumn bloom does not contribute to a large build-up of viral
biomass. In terms of viral contribution to the DOC that

remarkable aspect may balance any potential overestimate from

the spring bloom.

The validation of the contact rates suggested by the
model is a sensitive task to accomplish as these were
obtained by iteration. The contact rate was assumed to be the
fraction of the population that became infected by viruses.
This value, which was small in the early versions of the
model, had to be increased by a factor of 100 after the
introduction of the .8 d % inactivation rate in order to
sustain minimum epidemics.

The theoretical contact rate for bacteria estimated by
Murray & Jackson (1992) is 9.1 x 10> s or nearly 8 4" which
is within the range of values used throughout this work for
minimum to medium epidemics. That limit on contact rate value

can also encompass maximum epidemics if lower values for the

inactivation rate are used.
8.4.3 Possible critics to the epidemic model

For those who have still doubts on the applicability of
a viral epidemics which is intrinsically host specific to a
model where phytoplankton and bacteria are represented by an
amalgamation of species into one single compartment the
author would like to make a remark. Viral lysis is a density
dependant process therefore it would be easy to include in
Fasham’s original model a density dependant mortality to
phytoplankton and bacteria that would account for viral
mortality. Fasham’s model B already has such a formulation

for phytoplankton mortality though not for bacteria.

Then it would be a question of including a compartment
for semi-labile DON with inputs from the bacteria and
phytoplankton compartments reflecting the flow of high-

molecular weight particles (viruses) that are not readily
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taken up by bacteria. This compartment of semi-labile DON
would have an output to the compartment of labile DON with a
given decay time of one, three, six months or longer
according to what laboratory experiments may in the future
determine.

An additional link would be needed between the bacteria
and labile DON compartments reflecting the direct flow of
small-molecular weight particles released from the host cell
during lysis and which are readily taken up by other
bacteria. The material released by cell lysis of
phytoplankton is slightly more difficult to assign. If the
phytoplankton is composed of small size species like
picoplankton then the flow of lysed material apart from the
viruses themselves should go into labile DON. Otherwise, if
the phytoplankton is composed of diatoms then the flow of

lysed materials should go into detritus.

A flow network of this nature is for all purposes almost
identical to the one used in the present model and would

probably display the same behaviour as well as conduce to

similar results.

8.5 Future directions

This project has provided a significant and up-to-date
contribution to the undergoing investigation on the role of
marine ecosystems in the less known aspects of carbon

cycling.

Future work should include a white noise random
variation in the average contact rate (see chapter 3, § 3.2)
as demonstrated by Rand & Wilson (1991). The variable contact
rate used in the model implements solely a seasonal component
and is thus incomplete in face of recent developments in the

field of epidemiology.
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To incorporate viruses into models of global
biogeochemical cycles it is vital that research be conducted
on viral decay times into labile DON and processes
controlling it. The model proved extremely sensitive to the
values of this parameter which had a large impact on

bacterial production and viral lysis.

An explicit model for the detritus compartment,
involving the formation of algal flocs by physical
coagulation processes and their subsequent sinking, should be
developed in view of the high sensitivity of the epidemic

model to changes in the sinking speed of detritus.

Future studies should determine the role of viruses on
the succession of "monospecific" plankton blooms. Thus, there
is a need to divide the phytoplankton population in 2 or 3
sub-compartments based on differences of size, growth rate
and contribution to the sinking flux. The author would

suggest picoplankton, nanoflagellates and diatoms.

A DON feedback loop into the phytoplankton compartment

should be included in future versions of the model.

In this era of concern over the global change there is a
pressing need for models able to predict with consistency
simulations of annual carbon cycles. Therefore, it would be

worth including a carbon cycle into this model.

8.5.1 Proposed experiment to test the resistance of viral

capsids to breakdown by the UV method of DOC measurement

The following experiment could not be completed due to

mechanical failure of two 20 year old UV machines.

A seawater sample is concentrated by differential ultra-

centrifugation at 250,000 g to isolate and increase the
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number of viruses for the experiment.

By means of negative-staining electron microscopy a
viral counting is performed on the concentrate before and

after the DOC experiment.

For the DOC measurement, two aliquots of the concentrate
are used to run two independent DOC machines simultaneously:
one using the UV method (conventional DOC measurement) and

another using Suzuki’s technique.

Then, the residual liquid of the DOC machines (UV and
Suzuki’s) are examined in the electron microscope and

compared.

If the residual liquid of Suzuki’s machine contains no
virus but the UV machine’s residual liquid still has them,
then my hypothesis is correct, meaning that viruses are
indeed contributing to the "new" DOC signal. Whether they can
account for the total DOC in class 6 or even for a
substantial part of the excess DOC measured by Suzuki in the
other molecular weight classes depends on whether there is
enough viral component in this particular sample as well as

in the ocean itself (see 2.1.4 and 2.2.5).

However, it is extremely important that these analysis
be performed on fresh samples because viruses are extremely
efficient at sticking onto cther particles and therefore will
attach to the walls of the sample bottle very quickly. I
faced this problem after the processing of my virus samples
by ultracentrifugation. When it took me more than 24 hours to
analyse by electron microscopy the fresh concentrate of
viruses I would not find any wvirus as they would diffuse
through the water into the periphery and adsorb irreversibly
to the walls of the centrifuge tube. Sorptive losses of DOM
to container walls is recognised as a thorny problem
especially in acidified and freshwater samples (Hedges &

Farrington, 1993).
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Model Parameters and Initial Conditions.

Table 1. Model Parameters

This table gives the values assigned to the parameters

used in the model equations for the standard run. The choice

of these values is discussed in Fasham et al. (1990).
Parameter Symbol Value
PAR/Total irradiance - 0.41
Cloudiness - 4 Oktas
Light attenuation due to k, 0.04 m™
water
Cross-thermocline mixing m 0.01 m d*
rate
Sub-mixed layer N, 2 mMol N m™

concentration of nitrate

Phytoplankton maximum \Y 2.9 4+t

growth rate (Bermuda)

Initial slope of P-I curve o 0.025 (W m?) 'd*
Light attenuation by k. 0.03 m* (mMol N)*
phytoplankton

Half-saturation constant k., 0.5 mMol m™

for nitrate uptake

Half-saturation constant k, 0.5 mMol m™

for ammonium uptake

Phytoplankton maximum ul 0.05 4™+

specific mortality rate

Phytoplankton half- kg 0.2 mMol m™
saturation constant for

mortality

-322-




Model Parameters and Initial Conditions

APPENDIX A.

Phytoplankton DON 0% 5%
exudation fraction

Ammonium inhibition V 1.5 (mMol N m?3)™*
parameter to nitrate uptake

Zooplankton maximum growth g 1.0 4

rate

Zooplankton half- k, 1.0 mMol m™
saturation constant for

ingestion

Zooplankton assimilation 81,082,863 75%
efficiency

Zooplankton maximum loss w2 0.3 4+

rate

Zooplankton half- K, 0.2 mMol m”
saturation constant for

the loss rate

Fraction of zooplankton o) 20%

losses going to DON

Fraction of zooplankton € 70%

losses going to ammonium

Zooplankton feeding pl,p2,p3 0.5,0.25,0.25
preferences

Bacterial maximum uptake VP 2.0 at

rate

Bacterial excretion rate u3 0.05 4+t
Bacterial half-saturation k, 0.5 mMol m™
constant for uptake

Ammonium/DON uptake ratio n 0.6

for bacteria

Detrital sinking rate Y 10 m 4t
Detrital breakdown rate ua 0.05 4+
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Virus contact rate B as a function of
(phytoplankton) b, and b,
Virus contact rate B, as a function of
(bacteria) b, and b,
Average contact rate b, 0-16 4"
Seasonal component of b, 0 or
contact rate 30%
Phase synchronization of t, 16 (phyto)
the variable contact rate 35 (bacteria)
Virus assimilation kg 62%
efficiency
Virus inactivation rate U8, u9 50%-100% 4
Decay rate of inactive pn1o 0.0328767 4
viruses into DON 0.0109589 4
0.0054794 4+
0.0027397 4+t
0.0002739 4
0.0000547 4™
Detrital fraction of k, 38%
phytoplankton viral lysis
DON fraction of bacterial k, 38%
viral lysis
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Table 2. Initial wvalues.

This table gives a summary of the initial values used in
the ecosystem model for Bermuda Station "S". These values
were taken from version 1 of control run A after it had been

run to equilibrium.

Parameter Symbol Value

Mixed Layer Depth h 103 m
Phytoplankton P 0.2520 mMol N/m’
Zooplankton 7z 0.0197 mMol N/m?
Bacteria B 0.1193 mMol N/m’
Virus of phytoplankton Vi, 0.1850 mMol N/m’
Virus of bacteria Vi, 0.1850 mMol N/m’
Inactive viruses I, 0.1850 mMol N/m’
Labile Dissolved Organic N, 0.0105 mMol N/m?
Nitrogen

Ammonium N, 0.0759 mMol N/m?
Nitrate N, 0.5186 mMol N/m’
Detritus D 0.0725 mMol N/m’
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Julian Days and Corresponding Dates.

Table D1.

This table gives the Julian day and corresponding date
for the 1st of each month for a five year period. The start

day of the simulations presented in this work is Julian day
1.

Date Julian day

l1st Jan. 1 366 731 1096 1461
1lst Feb. 32 397 762 1127 1492
1st Mar. 60 425 790 1155 1520
1lst Apr. 91 456 821 1186 1551
l1st May 121 486 851 1216 1581
l1st Jun. 152 517 882 1247 1612
1st Jul. 182 547 912 1277 1642
1st Aug. 213 578 943 1308 1673
1lst Sep. 244 609 974 1339 1704
lst Oct. 274 639 1004 1369 1734
lst Nov. 305 670 1035 1400 1765
1st Dec. 335 700 1065 1430 1795

~326-




e

APPENDIX C.

Conversion of Viral Numbers into Viral Biomass.

The average DNA content of bacteriophages is about 0.08 fg of
DNA per virus (standard deviation of 0.06; n=96 [data from

Laskin & Lechevalier, 1978]).

The average reported number of virus particles at the height
of the Spring bloom is 10’ per ml (Bratbak, 1990; Paul et
al., 1991).

The viral DNA is composed of 16.2% nitrogen and is about 50%
of the particle’s weight which is mostly composed of proteins
(Laskin & Lechevalier, 1978).

To estimate the biomass of the viral population in the model

currency (mMol N m3) the following formula was used:
x fento * 10 g / amu = Mols

Nitrogen has an atomic mass unit (amu) of 14. Thus 10’ virus

per ml will correspond to 1.85 x 107 mMols N m3.

This value is an underestimation of the total wviral
population because the samples are prefiltered through 0.2-um
filters to remove bacteria and other microorganisms for viral
enumeration. Recently, it has been found that most of the
viruses (an average of 60%, and often 90%) are retained on
the 0.2-um filters in the process of filtering water (Paul et
al, 1991).

It seems that the interception of the viruses is dependant
upon the amount of particulate matter available for viral
adsorption. Thus, one would expect that the viral countings
performed during a bloom event are underestimated by at least

90%, 1f not more.

Therefore, correcting for that factor will give an estimated
concentration of 18.5 + 32.4 * 10 mMol N m” for the total

viral population at the height of a spring bloom.

-327-



Conversion of Viral Numbers into Viral Biomass APPENDIX C.

This value is comparable to that of the observational data
for the total phytoplankton population in spring blooms at
Rermuda Station "S", which is 10 + 45 * 10 mMocl N m™®
(Fasham et al.,1990).

Even though, one must be aware that this value corresponds
only to the easily identifiable virus phagues whose tails
have not been damaged. When performing viral countings under
the electron microscope most virus will be taken to be

detrital particles and will consequently be dismissed.
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