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In arc welding electromagnetic forces were traditionally thought to be the major cause of
fluid motion in the weld pool. Experiments have shown, however, that under some
circumstances the surface tension forces can produce a radically different flow pattern
from that produced by electromagnetic forces only. Additionally, it is now known that
the magnitude of the surface tension gradient with respect to temperature can vary
greatly, even changing sign, with the addition into the metal of very small amounts of
impurities. As a consequence of these observations the axisymmetic motion of a
semi-infinite region of fluid is investigated in this thesis, under the action of the
electromagnetic and surface tension forces arising from coincident point sources of heat
and current. A similarity solution can be obtained in this case and the resulting ordinary
differential equations are solved numerically. Results indicate that when the surface
tension gradient is large, but still within the experimentally obtained range, it dominates
the flow for most values of the applied current. However, flow breakdown caused by the
velocity down the axis of symmetry becoming infinite, which has been a problem with a
similar mode! containing the electromagnetic force only, still occurs. It is shown that the
value of the current at which this happens can be altered by several orders of magnitude
through changing the magnitude and sign of the surface tension gradient.

Under certain experimental conditions the spontaneous rotation of the molten metal in
the weld pool when the current is increased has been observed. In addition some
‘hysteresis’ effects have been noticed when making measurements of the weld pool size.
These observations suggest the possible occurrence of flow bifurcation and the existence
of multiple steady-state solutions. To investigate these possibilities a very small
azimuthal component is added to the electromagnetic force considered in the previous
model and, on approaching the expected flow breakdown, it is found that the azimuthal

velocity of the fluid increases sufficiently to prevent the appearance of the infinite
velocity down the axis.

Next an axisymmetric solution in a finite region is considered, with the coupled fluid

and heat flow in a hemisphere being investigated. The fluid motion is induced by the
electromagnetic, surface tension and buoyancy forces, due to coincident point sources of
heat and current. A set of coupled partial differential equations are obtained, which are
then solved using a finite difference method, and the effect of the three forces on the fluid
flow is examined. Finally, a linear stability analysis of these solutions subjected to a
three-dimensional perturbation is investigated numerically.
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Chapter 1: Introduction

Welding is a process which joins two materials, by fusing them together at their surfaces,
and is used in the construction of a great many items, eg. bridges, cars and nuclear power
stations. In the USA welding is utilised in 50% of industrial, commercial and consumer
products that make up the GNP [ 3 ]. Several methods are used to perform the welding,
including the use of gas torches, electric arcs, electron beams and lasers . With increasing
mass production, a reliable method of predicting the quality of the weld would be very
useful in industry, rather than having to rely on the judgement of skilled craftsmen. This
objective has started off a train of research into welding processes. In particular much
attention has been paid to TIG (Tungsten electrode with an Inert Gas shield) welding,

since its use is quite widespread, especially in automatic welding processes.

In TIG welding a high current electric arc is struck between a tungsten electrode and the
two workpieces that are to be joined. The tungsten electrode is non-consumable, whereas
using a different metal can provide a steady flow of molten drops into the weld. The
electric arc produces a strong source of heat sufficient to melt the workpieces in a small
pool under the electrode. The electrode is traversed along the edges of the materials to
make a complete join. To produce a strong weld the weld pool has to penetrate all the
way through the workpieces and be of sufficient size on the backface to produce a good
join. The penetration can be controlled by altering the current in the arc, and hence the

heat input, and the rate of traversal of the electrode.

A method for predicting the size and shape of the weld pool in the TIG welding process
would be of great use in ensuring that strong welds are produced first time, without

lengthy and costly experimental work.

Recently research has been carried out into computer control of arc welding using high

speed cameras, image processing and neural networks, to measure the size and shape of




the weld pool surface in real-time, and hence determine the overall shape of the weld

pool [8]),[56],[78].

The first attempt at modelling the welding process was made by Rosenthal [ 88 ], [ 89 ],
who constructed an analytical solution for the heat flow due to a point source of heat
traversing the surface of a semi-infinite block of material. Extensions of this work to
finite plates and including latent heat of fusion at the solid-liquid boundary, distributed
heat sources, surface heat loss due to convection and radiation, and temperature
dependent thermal properties have been carried out by many authors, and good
predictions have been made for the case of welding thin plates [ 36 ], [47 ],[ 54 ], [ 64 ],
[92], [ 105].

Experimental evidence, however, indicates the presence of motion in the weld pool
[14],[15],[ 113 ]. When convection becomes the dominant means of heat transfer, the
fluid flow can affect the temperature distribution and hence the shape of the weld pool.
This occurs when the Peclet number

p.PVLey

K

1s in the region of 10 or more, where p is the density, v the velocity, L is a typical length,
cp the specific heat and x the thermal conductivity. When arc-welding steel the values of
Pe can range from about 10 to over 1000, so convection will normally dominate over
conduction in determining the temperature distribution. Mills [ 68 ], [ 69 | showed this to
be the case in practice, when he spectroscopically measured the temperature distribution
in an arc during a series of welds, and measured the depth to width ratio of the resulting
welds. He observed that the depth to width ratio could change by up to 80%, without the

temperature distribution measured in the arc changing significantly.

Experimental results published by Woods and Milner [ 113 ] show the complicated flows
that can exist under a variety of welding conditions. They performed experiments where
a drop of dissimilar metal was added to a weld pool, which was then left to mix for a few
seconds (between 5 and 20 depending on the metals and method used). The resulting

solidified weld was then examined to check the homogeneity of the metal mix, giving an




indication of the strength of the fluid motion and the patterns of material differences
which are caused by the fluid motion. Comparison between arc and oxyacetylene
welding methods showed that in all cases arc welding produced substantially more
mixing than with a torch. This implies that the fluid flow is much more vigorous when
using the electric arc. The major difference in the forces acting in the two methods is the

electromagnetic force produced during arc welding.

Woods and Milner then investigated the possible effect of the arc pressure on the flow by
blowing a jet of nitrogen on to the surface of a heated pool, so that it produced the same
pressure distribution as the plasma jet present in arc welding. Some mixing occurred, but
considerably less than when using an electric arc. Woods and Milner also investigated
the case with just a current present, by touching the surface of a weld pool with a Icm
diameter disk electrode, the size shown by Nestor [ 74 ] to be the one over which the
majority of the current enters the weld pool when using a 1.2cm arc, the size used in their
experiments. Rapid mixing was observed, in some cases more rapid than when using the
arc, again showing the importance of the electromagnetic force in determining the flow

in the weld pool.

Further, Woods and Milner observed the flows produced in thin sheets (0.075 in.) of
various metals, and they were able to take pictures of the flow on the underside of the
sheet. All the metals tested produced qualitatively similar results. At low currents (~30A)
a double circulation was set up, which often rotated. As the current was increased this
eventually gave way to a purely rotational flow. It was discovered that the metals that
produced higher degrees of mixing in the previous experiments showed very rapid
motion, with erratic changes in flow pattern. Iron and steel produced particularly intense
flows, with a hot spot visible on the underside which rapidly changed shape and position,

indicating the presence of a complicated, possibly turbulent, flow.
The motion present in the weld pool could come from one of the following mechanisms:

(1) The strong electric current will produce an electromotive (or Lorentz) force due to

the interaction of the current with its own self-induced magnetic field or any imposed

fields.




(2) The surface tension of a fluid will normally change as the temperature changes, and
since there are large temperature gradients present in a weld pool, a significant

(Marangoni) force could be produced on the top surface.

(3) The temperature differences in the fluid can cause changes in the density of the

molten metal, and hence a buoyancy force could be produced when welding under

gravity.

(4) The arc plasma jet and the surrounding gas flow could induce movement in the

molten metal as they flow over the surface of the weld pool.

The Reynolds number

Re=y—li
Y

gives a measure of the degree of turbulence in the flow, where v is the kinematic
viscosity. If the number is over about 2000, then the flow is likely to be turbulent. For
TIG welding Re is often of order 100 and the flow is likely to be purely laminar,

although for other types of welding, eg. submerged arc welding, this may not be the case.

Work on the effect of the Lorentz force on motion of the molten metal was started by
Shercliff [ 94 ], who considered a point source of current discharging through a solid wall
into a semi-infinite region of electrically conducting, inviscid fluid. However, this model
caused the velocity field to be infinite down the axis of symmetry for all current values.
Later, Sozou [ 97 ] studied a viscous fluid under the same conditions. This time the
velocity field is finite everywhere for small values of a non-dimensional parameter K, but
when the latter is increased to about 300, the velocity down the axis again becomes
infinite. On considering the physical properties of molten steel, for instance, this critical
value of K corresponds to a current of about 3.7 amps. This loss of solution existence has
been observed in other conically similar flows, and was first mathematically proved in
the interaction between a line vortex and a plane wall by Goldshtik [ 33 ] and studied

more recentlyin [ 34 ], [ 35 ].

Narain and Uberoi [ 72 ], [ 73 ] modified the Shercliff and Sozou solutions to consider

flow in a conical region, and Sozou and Pickering [ 102 ] investigated numerically the



transient build-up of the steady problem solved by Sozou. In an attempt to increase the
value of K, Sozou and English [ 99 ] considered the problem of Sozou [ 97 ] but
included the effect of the velocity on the electromagnetic field. The authors found that
the back e.m.f. effect resulted in K¢ becoming a monotonically increasing function of
o= 4nvo, where ¢ and v are the electrical conductivity and the kinematic viscosity of
the fluid respectively. If o > 1 interaction effects are significant, whereas if ot << 1,

which is the case in welding, then there is negligible coupling between the two effects.

Sozou [ 101 ] investigated the flow confined to a cone and a central column and found
that K decreases as the angle of the cone in which the current is being discharged

decreases.

The problem was placed into finite geometry by Sozou and Pickering [ 103 ], with a
point source of current discharging into the centre of the plane free surface of a
hemispherical bowl of incompressible, conducting fluid. The authors obtained an
analytical solution to the linear slow viscous flow problem and a numerical solution for
the full non-linear problem. As in the previous papers, a breakdown in the velocity field
was found. In fact the authors were unable to get solutions for parameter values even as
high as that found by Sozou earlier] 97 ], reaching a value for K of only about 90,

corresponding to about one amp.

The use of a point source for the input current arc is obviously physically incorrect since,
in practice, the current entering the weld pool will be distributed over a significant region

of the surface. Many authors have tried different models for the current input.

Andrews and Craine [ 4 ], [ 5 ] proposed a current distribution arising from a point source
of current above the weld pool, and either a point, or ring, sink below. In this model, the
current enters the weld pool over the entire free surface. The authors investigated the
slow flow problem in a hemispherical bowl, and found a smooth analytical solution for
the velocity field. The poloidal flows obtained revealed that the fluid could move up or
down the axis of the pool, depending on the geometry of the current distribution.
Typically for welding, their solution breaks down when the applied current exceeds 15A.

Closer investigation of the source-sink model reveals that, for the parameters used, only



about 10% of the current issuing from the point source actually enters the pool. The
maximum current entering the pool for the solution of Andrews and Craine therefore
appears little higher than that of Sozou and Pickering [ 103 ]. However, the breakdown of
the two different solutions occurs for fundamentally different reasons. A singularity
appearing in the velocity field causes the breakdown of the Sozou and Pickering solution,
whereas the linearisation inherent in the Andrews and Craine solution becomes invalid as

the current is increased.

Sozou and Pickering [ 104 ] also considered the flow in an oblate hemispheroidal bowl of
equatorial radius a, with a disc source of current of radius k (where k<a). They obtained
an analytical solution when the inertial terms in the governing Navier-Stokes equations
are neglected, and displayed solutions for various values of a/k. However, on considering
parameter values appropriate to the welding of steel, their solutions are again only valid

for low currents.

The flow in a hemispheroidal bowl due to the current discharge from a disk electrode
touching the surface of the fluid has been solved numerically by Sozou [ 101 ], Sozou
and Pickering [ 104 ] and Ajayi, Sozou and Pickering [ 1 ]. It was observed that the larger
the electrode the slower the flow that is produced, and the larger the current at which
flow breakdown occurrs. This was attributed to the fact that with a larger electrode a
greater portion of the electromagnetic force is irrotational, and as such it is balanced by
the fluid pressure and does not cause any motion. Hence, a smaller proportion of the
applied current drives the fluid flow. This argument provides one reason why the
breakdown currents for the point source mode] are so low, since the entire force present
there is rotational, and hence drives the fluid flow. In practice, of course, with finite
electrode size, a proportion of the electromagnetic force will be irrotational, and hence

will not drive the flow.

Bojarevics et al. [ 11 ] considered the flow in a hemisphere, where the current is provided
by a smaller hemispherical electrode. Again they discovered that as the size of the
electrode increases, the velocities decrease and solutions can be obtained at higher

currents. Atthey [ 7 ] considered the flow in a hemisphere, with the current supplied by a




Gaussian distribution on the top surface. The fluid velocities obtained decreased when

supplying more distributed current densities.

In practical terms none of these models precisely model the electric arc. The arc forms a
bell shaped structure in welding, and figure 1.1 shows a plot of the isotherms present
during practical arc welding [ 32 ]. There are experimental difficulties in obtaining the
values of the current density in the arc under practical conditions, but measurements have
been made using a water cooled copper electrode instead of a workpiece [ 38 ], [ 65 ].
The current distributions measured at the surface have been compared with appropriate
Gaussian distributions, and show a marked difference in all cases, sometimes quite
pronounced [ 63 ]. The structure of an electric arc is quite complicated, but several
researchers have tried to model it. Published work shows some models have produced

good correlations with experimental results under certain conditions [ 44 ], [ 65 ].

In all the modelling work mentioned earlier the surface of the weld pool is considered to
be flat, which Lin and Eagar found to be the case for TIG welds with applied current of

less than about 240A [ 62 ]. As the current increases from 240A to 300A the size of the
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depression under the arc increases fivefold [ 87 ]. This could not have been produced by
the pressure of the arc, which has been shown to increase parabolically with current [ 13 ]

[ 37 ]. This indicates the possible existence of a bifurcation in the fluid velocity field.

Tsai and Kou [ 106 ] considered the effect on the free surface caused by the flow induced
by electromagnetic forces. They considered two current distributions, a point source and
a Gaussian distribution. With a point source a slight dip in the surface was caused at the
origin, but when using a Gaussian distribution for the current a slight bump was caused at
the origin. In both cases the deviation from a flat surface was only a few percent of the

weld pool depth.

The importance of surface tension forces in TIG welding was first shown by Heiple and
Roper [ 41 ], who examined the results of adding selenium or sulphur to a particular type
of stainless steel (type 21-6-9). This steel produces weld pools which have a poor depth

to width ratio, and possesses a negative surface tension gradient, which would be

expected to produce an outward flow on the free surface. Keene et al [ 49 ] measured %,

for steels producing welds with both high and low depth to width ratios, and found
values of 8*10” and -3*10™ respectively. Both sulphur and selenium are surface active,
i.e. they tend to segregate preferentially on the surface of the weld pool. Since surface
tension forces can depend on the makeup of the fluid at the surface, addition of the above
elements to the metal can change the surface forces present. A positive surface tension
gradient has been produced in molten iron by the addition of 40-60 ppm of sulphur,
oxygen or selenium ([2], [12],[29],[42]1,{43),[90]) and the same was assumed
to be the case for the steel examined by Heiple and Roper, as none of the alloying
materials are particularly surface active. Figure 1.2 shows the variation of surface tension
with temperature for two liquid steels. The data labelled "high d/w heat" is for material
having approximately 160ppm more sulphur than for the material labelled

"low d/w heat." The dashed lines illustrate proposed behaviour of the surface tension

above the maximum temperature studied (from [ 12 ], data from [ 70 ]).

In Heiple and Roper’s experiments, sulphur was added in the form of iron sulphide

placed in small holes drilled in the surface of a block of steel. The distribution of oxide
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Figure 1.2 - Surface tension verses temperature for two liquid steels [ 12 ], [ 70 ]

particles on the surface of the molten metal was observed to change from a ring around
the outside of the weld pool, concomitant with a flow outward from the centre of the
weld and producing a wide flat weld, to gathering in the centre of the pool, indicating an
inward flow. In the latter case the weld formed was also deeper and narrower. More
detailed results were obtained when adding small amounts of selenium (40-140ppm) in
strips across a stainless steel plate. An arc was then traversed across the plate and a
significant increase in depth to width ratio of up to 160% occurred in those strips. These
changes could not be caused other than by a change in surface tension, and a resulting
change in the flow direction from being outward on the surface to inward. Additionally,
surface tension forces have been shown to be very important in determining the flow

patterns in laser welds [ 16 ].

Lancaster [ 57 ] superimposed a spherically symmetric temperature distribution on to the

semi-infinite problem of Sozou [ 97 ], and included the Marangoni surface tension forces.

2nQ 3T

With this model he was able to calculate a non-dimensional quantity — =

%=

ol *k



which determines the character of the flow. The symbols denote: Q the strength of the

heat source, SﬂT the surface tension gradient with respect to temperature, o the

permeability of free space, I the applied current, and k the thermal conductivity.
Lancaster argued that if A/K is less than (3-4In2) convergent flow is produced, for

(3-4In2) < A/K < (2In2-1) a double circulation occurs, and for A/K > (2In2-1) a single

%
oT

surface tension forces produce higher surface velocities than electromagnetic forces

divergent flow is produced. Various models suggest that when =0 (107" the

associated with currents of 100-200A [ 24 ].

In Chapter 2 of this thesis an extension to Lancaster’s model is presented. Since, as
mentioned earlier, the Peclet number for arc welding steel indicates that the fluid flow
affects the temperature distribution, a model for the arc welding process is presented in
which the coupled solutions for both the temperature distribution and the velocity field
are sought. A similarity solution is obtained for the stream function and the temperature
in a semi-infinite region of electrically and thermally conducting material. A point source
of heat and current is placed at the origin, and the fluid flow is determined under the
action of the Lorentz and Marangoni forces only, for a range of values for the current and

surface tension gradient.

The buoyancy force has been shown to be smaller than the electromagnetic forces [ 58 ],
but Craine [ 20 ] determined that for a current of S0A buoyancy was strong enough to
partially counter the effects of the electromagnetic forces. When present, buoyancy
forces will tend to produce a wider shallower pool , and Kou and Sun [ 55 ] calculated a
depth to width ratio of 0.344 for pure conduction and 0.326 on including buoyancy, for

an arc current of 150A.

None of the above work included the possibility of an azimuthal component in the fluid
velocity, although this has been shown to exist in some experiments. Bojarevics and
Shcherbinin [ 10 ] investigated the flow in a hemispherical bow!l of mercury under an
electric current made by touching the surface of the pool with an electrode. They

observed the flow of graphite particles scattered on the surface of the liquid, and

10




discovered that with a positive electrode an inward flow could be produced at low
currents, but as the current increased the fluid started to spin. With current supplied to the
surface from below using a submerged electrode, the flow was outwards on the surface,

and the authors were unable to observe any azimuthal flow.

Woods and Milner [ 113 ] performed an experiment with a similar hemispherical pool of
mercury, where the current is tapped off on one side, perpendicular to the arc - often the
case under practical welding conditions. They found that by altering the position of the
bar taking the current from the pool, they could induce rotation in either direction, or

produce no rotation at all.

Bojarevics and Scherbinin { 10 ] and Bojarevics et. al. [ 11 ] looked at the semi-infinite
problem of Sozou [ 97 ], but included a small azimuthal forcing term through the
addition of a small applied meridional magnetic field. This extra force caused the fluid in
the weld pool to rotate, hence causing an outward centrifugal force to oppose the Lorentz
force. Bojarevics and Scherbinin discovered that on approaching the parameter value of
K=300 (the value at which the Sozou solution broke down) the rotation of the weld pool
increased, and the conflicting forces prevented the velocity becoming infinite down the
axis. They also noticed that above a certain parameter value, as the size of the additional
meridional magnetic field tended to zero, the azimuthal velocity did not approach zero.

This suggests that a purely poloidal flow could be unstable to an azimuthal perturbation

in the velocity.

In Chapter 3 of this thesis the model of Chapter 2 is extended by adding a small
meridional component to the magnetic field, creating an azimuthal force, and therefore
an azimuthal velocity. Solutions will be obtained with current values above the point

where flow breakdown occurs without the azimuthal force in Chapter 2.

In Chapter 4 the problem from Chapter 2 is placed in a confined geometry, a hemisphere.
The forces included are the Lorentz force, the Marangoni force and, additionally,

buoyancy. The situation investigated is axisymmetric, with no azimuthal force present.

One of the fundamental problems concerning experimentalists and welding practitioners

alike , is the non-repeatability of the welding process. Under apparently identical welding

11




conditions, measurable parameters which characterise a finished weld show significant
deviations from experiment to experiment. To be more precise the standard deviation of a
given parameter is significantly large. A criterion, described by Willgoss [ 110 1, to help
determine the quality of a weld on a plate of finite thickness for a given metal, is to
measure the backface width perpendicular to the traverse direction. The standard
deviation about the mean for several experiments is calculated, and the weld quality is
classified as good if the standard deviation is small (typically on a mean of 3mm is less
than about 0.3mm). A large standard deviation, signifying large variations in the
backface width and hence large variations in the structural properties of the weld is, for
obvious reasons, classed as a poor weld. In the extreme, if the standard deviation is very
large, then there is a significant probability that the weld will either not fully penetrate
the plate, leaving a region where the two plates are not bonded together, or the molten
metal will fall completely through the plate. Structurally, either could have disastrous

results.

Willgoss [ 110 ] proposed the application of an additional external magnetic field
sufficiently strong so that the electromagnetic force produced dominates over all other
forces present. This was observed to considerably reduce the standard deviation of the
backface widths of welds. The flows observed had a strong rotational component, and a
low depth to width ratio. This situation was modelled by Weatherill [ 108 ]} and Craine
and Weatherill [ 21 ]. There is some evidence, however, that under these conditions the

flow is no longer laminar, but has some degree of turbulence present [ 19 ], [ 66 ].

A more sophisticated approach would involve carrying out a full stability analysis of the
problem. This might also show the existence of multiple steady-state solutions, which
have been suggested by hysteresis effects observed under certain welding

conditions [ 62 ]. Researchers at Marchwood Laboratories (before its closure) also
believed this to be the case, as a result of experiments they performed in vibrating the
weld pool to determine if it had penetrated through the metal. They observed that after
vibration the depth of the weld increased considerably, out of proportion to the small

increase in applied energy. A first step towards a full investigation of stability is carried

12



out in Chapter 5, where the linear stability of the solutions found in Chapter 4 is

investigated.

13



Chapter 2: A Similarity Solution

2.1 Introduction

Most of the published work on modelling the process of arc welding has been concerned
with the flows driven by electromagnetic forces only. Experimental work by Heiple and
Roper [ 41 ] has shown that adding a relatively small amount of an impurity to liquid
metals can change the variation of surface tension with temperature, and drastically
change the shape of the weld pool produced, thus suggesting that the change in surface
tension has changed the qualitative character of the flow. In this chapter a model for the
flow of molten metal in the arc welding process is presented with the two major forces,
the Lorentz and surface tension forces, included. The model is an extension of the work

by Sozou [ 97 ], which contained just the electromagnetic force.

14



2.2 The Model

Solutions to the coupled heat and 1.Q
b

fluid flow equations are sought in

a semi-infinite region of
incompressible, electrically and

thermally conducting fluid.

\o

The electric arc is modelled by a

point source of heat and current

placed at the origin. This is not a
Figure 2.1 The geometry for the similarity solution
particubdly good assumption, in
that the arc has been shown experimentally to have a roughly Gaussian distribution under
some conditions [ 63 ]. However, the point source assumption allows a similarity
solution to be found, whereas the use of a Gaussian distribution would lead to a much
more difficult problem since a similarity solution would not then exist. Published models
of arc welding using just the electromagnetic forces have shown that the use of a
physically realistic Gaussian distribution, as opposed to a point source, allows a solution
to be found at higher current values, but the qualitative structure of the flows are not
greatly different [ 11 ], [ 7 ]. Since the principal aim of the work presented here is to
provide insight into the flow structure in the weld pool and to decide what has to be

included to give an accurate model, not to provide precise but complicated numerical

predictions about particular welding cases, the point source assumption is introduced in

this work.

The top surface is assumed to be flat, which has been shown experimentally to be
reasonable for low currents, less than ~200A [ 62 ]. The geometry is illustrated in

Figure 2.1, using spherical polar coordinates.

The model presented in this chapter includes the electromagnetic forces, arising from the

current in the weld pool and its self-induced magnetic field, and the surface tension

15




forces on the top surface of the pool, formed from temperature gradients. These two

forces are considered to be the largest of the forces present in the weld pool [ 24 1.

The derivation of the MHD equations governing the flow of the types of conducting
liquids used in practical or laboratory applications (eg liquid metals, fused salts) has been
given many times before (eg Shercliff [ 93 ]), so only the assumptions necessary for the
derivation are included here. The liquid is assumed to be an incompressible Newtonian
fluid and to have physical properties that are homogeneous and isotropic and, with the
exception of the surface tension, to be independent of the temperature. The liquid’s
permeability differs little from the permeability of free space, its electrical conductivity 1s
high and it has a small dielectric permittivity so that polarization can be neglected. For
slowly varying processes, and for velocities much smaller than the velocity of light, the
displacement and convection currents can be neglected in comparison to the conduction

current.

Buoyancy is not included at this stage, because a similarity solution cannot be found with
it in the model. This is probably not a major omission as it has been shown that the
buoyancy force is usually significantly smaller than the electromagnetic and surface
tension forces (eg. [ 24 ]). The buoyancy force is included in the numerical solution
obtained in Chapter 4. A steady state solution is sought so all time derivatives are

assumed zero.

The current flowing from the point source induces a magnetic field within the fluid. The
current and its induced magnetic field are assumed to be unaffected by the flow, and
hence the current distribution is spherically symmetric. The self-induced magnetic field
can be calculated in this case, and the electromagnetic forcing term can then be worked
out analytically. After seeking a similarity solution the resulting ordinary differential
equations governing the fluid flow and the temperature distribution can be solved

numerically.
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2.3 Derivation of the Equations

The governing equations are:

the momentum transport - Navier-Stokes equation
1 2 1
(v. V)V+EVp—vV V—EJXB=O, 2.1

where the first term describes the inertial forces, the second the pressure gradient, the

third the viscous forces, and the fourth the electromagnetic forces;

the fluid is incompressible
Vv=0; (2.2)
the heat transfer equation
v.VT = xV°T, (2.3)

where the left hand side describes heat transfer due to convection, and the right hand side
gives heat transfer due to conduction. Ohmic heating has been ignored because a
similarity solution cannot be found if the term is present and, due to the high electrical
conductivity of the fluid, it will in any case be considerably smaller than the heat input of

the arc.
In the above equations

v is the fluid velocity, p is the pressure,
p is the density, v is the kinematic viscosity, J is the current,
B is the magnetic field, x is the thermal diffusivity,

and T is the temperature.

As the value of the pressure is not required explicitly, taking the curl of equation (2.1)

eliminates it from the equation, to give

- Vx (vx (Vxv))= = vVx (Vx (VxV)) +%V><(J><B). (2.4)
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Equations (2.4) and (2.3) are to be solved subject to the following boundary conditions:
There is no motion across the top surface

T

vg=0 on 0= > 2.5)
There is no fluid crossing the axis 6=0

ve=0 on 6=0. (2.6)
There is no heat flux across the top surface

aT T

30 =0 on 0= % 2.7

The stress on the top surface due to surface tension is

_ ﬂ oy oT
Oro or 9T or’ 2:8)

where v is the surface tension, assumed to have a linear reslationship with temperature

(see figurel).

The assumed spherically symmetric current distribution is described by
J=r Jo—, (2.9)

where Jo is the total current input to the system. From this the self-magnetic field can be

calculated by using Ampere’s law

VxB =,
where [lois the permeability of free space. Since J is purely radial, only the r-component

of the above equation is non-zero, and so it follows that

1 (0 dBs ) Mo Jo
—. 2.1
rsmG(aG |:B¢ sin 6] a(pJ 27’ (2.10)
Since the problem is axisymmetric all ¢-derivatives are identically zero. Then, integrating

(2.10) once with respect to 6 gives

. I.Lofoj : _Jo
By sinf = oy sinBd 0 = o (—cos@ + C(r)).
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Evaluating this at 6=0 shows that C is a constant with value 1. Introducing a new

coordinate 1 = cos 6, B can be expressed as

_Jolo (=) A
2mr(l- uz)"z(p'

Observing that J is purely radial and B is purely azimuthal, JxB has only one non-zero

component:
2
Jxp=-f LU
4°r (1-pn°)
and hence

1 Jé to(1-1L)
v B=3& . 2.11
p X UxB) 2mpri(1-p?)” @10

Equation (2.2) and the axisymmetric nature of the problem implies the existence of a

streamfunction y such that

__[loy 1 oy
v= (rz o T o ,o]. (2.12)

A similarity solution for the stream function can now be found by assuming the stream

function to be separable inr and p
v = 0. (2.13)
The velocity can be written using (2.13) as
1
r(1-1%)

where a dash denotes differentiation of a function with respect to the variable on which it

[ Nf (W, =3 I , 0]

depends.

Next consider the inertial and viscous terms in equation (2.4):

inertial term:

Vxv= C?)[——(rv)+(—L)avr}
r ol

1 I 1— 232 .
:-&)(7(1—:;)‘“( 5 lf]'
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u P (1 u) P
f e[ L wad U f If 1Y,
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viscous term:

IS NI o A A C Ty A RPN
VX (Vxv)=~r r[a“{ . ((1_u2)l/z+ 2 If j(l W) })
_Al a :1_ llff (]_M'z)l/2 ’”
9 r 8‘)|: r ((l—uz)%-{- r v }r}j
[f"(l u%]'j
Al l“,f PN
6| —4+
i)
Vx (V5 (Vx v))=€>(1 %[————(1 lmf) (=™ f” [~H

s a{ [” LU= )ﬂj

" ” ’7 2\
vx(va)—r——lf[———L 1—} ézf( lf)l,z+(1"“) lf)

r au
—(f) l‘j f 4 (1= Hz)lﬁf” Yy +(_1:Ez)_% I—’f”-’r— (1~ 2)]' (2.15)
- r(1- le)l/: r P r I r : o

To separate the variables in the viscosity term (2.15), it is essential that the factors
depending on r are proportional to each other, clearly this is possible when [ is a power of
r (I~r"). Substituting such an expression in to (2.14) and (2.15), we find that the inertial
term is of order r'**® and the viscous term is of order r®”, and these are only equal when
a=1. Therefore [ = Cr, where C is a constant. Since the dimension of the stream function
is L*/T the dimension of C must be LT in order for f to be non-dimensional. Setting C

to be the kinematic viscosity, which also has dimension of LYT , the assumed form for the

stream function is

Y =vrf (). (2.16)
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From (2.12) and (2.16) it follows that

(f(u) S sz(ll) 0) 2.17)

1
Looking at (2.11), (2.14) and (2.15) it is obvious that (2.4) has only one non-zero

4
component, and after multiplying through by r_2 the resulting ODE is
v

s or Y. " TN T A T AN P2 T AN Ul JOZPLO(I‘U) —
3(-wW) A=) = 2(1=-p) T = (=) (- p) +2n2v2p(1—-u2)V2

Alternatively this can be written as

1 ’ ’ , J()2u0
=4 (1= pH)]” = —=—S———o . :
(fZ) F 2 [f(1- p)] R (2.18)

This equation can easily be integrated twice with respect to L to become

(f’-) = 2(1-p2)f " + 4f + 2ap + b — F (), (2.19)

and integrated once more to give

fr=2(1-p)f +4uf+a’ +bu+c- Fu), (2.20)
where

_Jo uo

F(w) 0+ wPIn (1) - E(1+—E)] @.21)

and the values of the three constants of integration a,b and c, are evaluated later (see
(2.32), (2.33) and (2.34)). Equation (2.20) is essentially the same as that obtained by
Sozou in his original paper [ 97 ]. If the term F(it) is removed from the right hand side,
equation (2.20) becomes that obtained by Slezkin [ 96 ], discussed by Batchelor [ 9 ], for

the momentum transfer through a viscous jet.
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Now consider the temperature. Assuming that T can be expressed as

T = h(r)g(W),
(c.f. (2.13)), and recalling the velocity definition (2.17) , the radial stress can be written

as
S v(L v, _ Yo dveg
PEPVIT e T o

2
:%[ 2 )”f”) (2.22)

(1-u%”
Evaluating (2.22) at p=0 and making use of (2.28), boundary condition (2.8) can now be

written as

p—f"<0) L 1(1g(0). (2.23)

From (2.23) h(r) has to have the form 1/r. Hence T is given by

T=-g(). (2.24)

It is not possible to write g(it) in non-dimensional form due to the lack of a length or time

scale in the formulation of the problem.

The convection term in equation (2.3) can now be written as

v gl -(1-puH”* 9[g
vVI= ( 7 r(1- p,)'/zf ](ﬂr} rooour 0
= -rg (fg'+f’8). (2.25)
The diffusion term in (2.3) can be written

KV°T K[ﬁ, ror r] r au{ }_L‘ai{ D

fg ((1- pdg” - 2ug") (2.26)

and this means that the temperature equation (2.3) is now given by

(1- p)xg” - 2uxg’ = vg'f+vef’.
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This can be integrated once with respect to p to become

‘= —"L% (2.27)
K(1-p%)

with boundary conditions (2.28) and (2.30) showing that the constant of integration is

4

Z€10.

Given the definitions (2.17) and (2.24), the boundary conditions (2.5), (2.6), (2.7) and

(2.8) can be written respectively as

ve(0) =0 => £(0) =0, (2.28)
vo(1)=0 = f(1)=0, (2.29)
of . ..

I g0-0. (2.30)
0= 5 (0) 2.31)

It is now possible to determine the constants of integration a, b and ¢ in equation (2.20).
Evaluating equations (2.19) and (2.20) at p=0 and p=1, making use of boundary
conditions (2.28) and (2.29), and the fact that F(0) and F'(0) are both equal to zero, the

following four equations are obtained:
b=-2f"(0),
2a +b=F'(1),
c==2f"(0),
a+b+c=F(1).

From these equations the values for a, b and ¢ in terms of '(0) can be obtained,

a= F’'(1)-F(1)-2f"0)

_ ‘J;; 2;“2’ %— 2(0) 2.32)
b=2F (1)~ F (1) +4f"(0)
- J"—z”;’(zmz- ¥5) + 4f7(0) (2.33)
pV'T
¢ =-2£"(0). (2.34)
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Bearing in mind that b = — 2 f”(0), boundary condition (2.31) can alternatively be

expressed

Jo? Llo

b= 2ovin ———5(2In2-3%) + 4f'(0) =2 QX 12 g(0). (2.35)

Since equation (2.20) is of Ricatti-type, it can be transformed to a second order linear

equation by the introduction of a new variable u(i) which is related to f(i) by

2,1 (W)
-2 (1- 2.36
F)==2(1-4% ()’ (2.36)
Equation (2.20) then becomes
u’ = ——~——4(1i‘u2)2[a W+bp+c-FWl, (2.37)

which is solved subject to the boundary conditions

u’(0) =0, u)=1. (2.38)

The first condition in (2.38) follows from (2.28) and the definition of u, whereas the

second condition is chosen for normalisation.

A minor inconvenience is the fact that to evaluate the boundary condition (2.23) and the
coefficients a, b, and c in equation (2.37) the value of f'(0) is required, but this cannot be
determined from the prescribed boundary conditions. The extra condition that is imposed
in order to calculate the correct value for f'(0) is that the total heat input into the system

in GTA welding has been experimentally found to be approximately six times the current
input [ 57 .

To calculate the heat input produced by a given value of f'(0), the total heat flux through
a small hemisphere around the origin is calculated. The heat flux is due to two
mechanisms, conduction and convection. The heat conducted is determined by the

temperature gradient on this hemisphere (see figure (2.3) ), and is given by :

oT 1
q=- k§= pc,m;g, (2.39)

where k is the thermal conductivity and c; is the specific heat capacity of the material.
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T1 ' T

T2

Figure 2.3 - Conduction of heat Figure 2.2 - Convection of heat
through a hemisphere through a hemisphere

The heat convected depends on the temperature and the mass of fluid passing through the

hemisphere (see figure 2.2) :

1 , 1,
qzzTc,,pvr=7gc,,p(——%f)=—c,,pv;§gf. (2.40)

The total heat flux is then obtained by integrating the sum of q; and g, over a full 2w
revolution in @, and over it from O to 1, giving
2 1
— Cp PV , LS 2
Q =J J {——";p &+ e ng d dy
00
1

= 2Ttpc,,J. g(x—vf')ydu. (2.41)
0

25




2.3.1 Method of solution

To solve the problem, equations (2.37), (2.27) and (2.41) are written as first order
differential equations, which are solved subject to boundary conditions (2.35) and (2.38)
using a NAG routine (DO2BBF). This routine uses a Runge-Kutta-Merson method to
integrate a system of first order ODE’s over a prescribed range subject to given initial
conditions. The necessary value for f'(0) is obtained by initially guessing a value , which
is then altered if the value for Q obtained on solving the equations is not within 0.1% of

6Jo. This correction procedure required no special algorithm, since the value for Q

behaved monotonically with f'(0) for most of the range of values of Jp and —3—'%
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2.4 Results and discussion

In all the results presented here values for v, x, p and cp which are appropriate for liquid

steel are prescribed:

p  =7000kgm>

v  =64%10" m%’

Kk =1.0*10"WmK's!
¢, =600Tkg'K!

2.4.1 Case 1 : Positive surface tension gradient

The highest temperatures in the liquid will occur at the origin, and hence equation (2.8)

I

shows that when 3T

1s positive the surface tension force is directed towards the origin.

The electromagnetic forces also act to force the fluid inwards along the top surface, and
down the axis. Hence it would be expected that for a particular current value, as the
surface tension force increases the velocity of the fluid increases, but the qualitative

nature of the flow remains basically unchanged. This is indeed the case. For all values of

9

positive 3T

the fluid describes a single loop, inwards along the top surface and down the

axis u=1 (6=0). Considering the definition of f(i) in terms of u(|t) (equation (2.36)
above), it is obvious that the radial velocity component, which is proportional to f’, will
become infinite down the axis L = 1 if u(1) becomes zero. This was the problem Sozou

encountered in his work [ 97 ]. The addition of the surface tension force does not

eliminate this problem, and in the case of positive % the increase in velocity causes this

breakdown to occur at lower current values.

Figure 2.4 displays, for a particular value of %, = +8*10"S Nm'K', the value of three

quantities: f'(0) = r v¢/v indicating the velocity on the top surface, f'(1) indicating the
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Figure 2.4 - values of particular quantities for % =+8*10°Nm 'K

velocity down the axis, and the value of u(1), for increasing values of applied current.
This figure shows the rapid increase in fluid velocity down the axis as u(1) approaches

Z€10.

Figures 2.5 to 2.8 display streamlines and isotherms for four values of the applied current
(with % fixed at +8*10° ¢ Nm™'K").The numbers on the figures indicate values of ¥/vL

and TL, where L is some length and the displayed axes are L long.
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0.0025

—1

Figure 2.5 - streamlines and isotherms for Jo=0.1A and % =+8*10°Nm 'K

Figure 2.5 is a plot at 0.1 A and clearly shows the single loop structure with a nearly

spherical temperature distribution.

Figure 2.6 is a plot at 0.2 A and it can be seen that the streamlines down the axis are
coming closer together, indicating an increasing downward velocity parallel to the axis.
The isotherms also display a slight elongation down the axis, indicating that the warmer
fluid, heated at the origin, is being forced down the axis, as convection starts to dominate

over conduction as the method of heat propagation.

1
F).ms

Figure 2.6 - streamlines and isotherms for Jo=0.2A and % =+8*10°Nm 'K
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Figure 2.7 - streamlines and isotherms for J;=0.3A and % =+8*10Nm 'K !

Figure 2.7 is a plot at 0.3 A, which is at the beginning of the region of rapid increase in
radial velocity. The formation of a jet like structure down the axis can be seen, with the

isotherms now being far from spherical.

Figure 2.8 is a plot at 0.34 A, a value just short of the point where breakdown occurs. A
narrow high velocity jet down the axis can be clearly seen, with the isotherms being

greatly elongated down the axis.
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The evolution of the flow and isotherm patterns presented in figures 2.5 to 2.8 is typical

of that occurring for all positive values of %’ although the particular current values at
which the changes occur vary considerably depending on the value of % chosen, with

. ay .
the current values decreasing as Y increases.

oT

Very close to the current value at which breakdown occurs it is difficult to obtain
solutions due to the high velocity gradients present near the axis. Using a quadratic
extrapolation it is possible to determine a good approximation to the point where u(1)

goes through zero, and hence f'(1) goes infinite. Figure 2.9 displays these values as a

graph of breakdown current vs. logio 9y . This shows very clearly the great influence the

oT

surface tension forces can have on the flow, since when %, is about 10*Nm'K! the

breakdown current is approximately 2 orders of magnitude less than when % is about

107'Nm 'K, It should be noted that the breakdown current for g% =10"Nm 'K is

almost zero.
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Figure 2.9 - Breakdown current for positive 9y

oT
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e A

Figure 2.10 - Possible flow structures for negative %

2.4.2 Case 2 : negative surface tension gradient

The temperature gradients in the liquid will remain as before, with the temperature
decreasing outwards from the origin. A negative surface tension gradient therefore causes
the surface tension forces to be directed outwards along the top surface, opposing the
electromagnetic forces. Intuitively it can be seen that there are three possible qualitative
structures for the fluid flow in this case. If the electromagnetic forces dominate, the flow
will have a single loop, with the fluid moving in along the top surface and down the axis.
If the surface tension forces dominate, then the flow will again be a single loop, but this
time up the axis and out along the top surface. If neither force dominates then there will
be a flow with two loops, fluid flowing out along the top surface and down the axis, but
inward at some intermediate value of | (see figure 2.10). These expectations are
confirmed by the detailed results presented below.

Figure 2.11 displays the values of u(1), f’(0) and f’(1) for % =-5*10" Nm'K". The
points where f'(0) and f’(1) cross the axis indicate the current values where the direction
of flow along the top surface, or down the axis, reverses, ie. where the qualitative

character of the flow changes between the cases mentioned above.
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Figure 2.11 - values of particular quantities for % =-5*10"Nm 'K’

Figure 2.12 is a plot of streamlines and isotherms for the case %‘ =-5%10" Nm'K'', ata

current of 0.5 A. This shows a purely outward flow on the top surface, and a single loop
structure. The surface tension forces dominate the electromagnetic forces, with the fluid
moving outward on the surface considerably faster than in the rest of the fluid. The
velocities are not fast enough, however, to cause significant convection of heat, and

hence the isotherms are nearly spherical.
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-0.095
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Figure 2.12 - streamlines and isotherms for Jo=0.5A and % =-5%10"Nm 'K’

Figure 2.13 shows the flow at 1.0 A, which is shortly after the value of f’(1) has passed
through zero. Looking at this graph it can be seen that there is a relatively strong outward
flow along the top surface. Also there is a region near the axis =1, where the
electromagnetic forces now dominate, and a second slower, counter rotating loop is
produced. The isotherms, being nearly spherical, show that the velocities are not

sufficiently large for convection to be important.

-0.051

-(L.034

-0.027

-0

Figure 2.13 - streamlines and isotherms for Jo=1.0A and % =-5%10"Nm 'K’
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0.05

0.075

Figure 2.14 - streamlines and isotherms for Jo=1.2A and % =-5*10"Nm"'K

Figure 2.14 displays the flow patterns at 1.2 A. This shows the way that the boundary
line between the portion of the flow which is dominated by the electromagnetic forces
and that dominated by the surface tension forces is sweeping upwards towards the top

surface, with the electromagnetic forces now dominating over most of the region.

Figure 2.15 shows the flow pattern at the current value, 1.5 A, where the electromagnetic

forces dominate everywhere over the entire region, and the flow is in a single loop.

0.01

0.125

0.25

—

Figure 2.15 - streamlines and isotherms for Jo=1.5A and % =-5*10"Nm'K
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Figure 2.16 - streamlines and isotherms for Jo=2.4A and % =-5*10"Nm 'K

Figures 2.16 and 2.17 show the streamlines and isotherms at 2.4 A and 2.5 A
respectively. Comparing these plots with figures 2.6 and 2.7 it can be seen that a similar
jet like structure is being created. Also the velocities are now large enough that
convection is important in determining the heat flow, and the isotherms are elongated

down the axis.

1.35

Figure 2.17 - streamlines and isotherms for Jo=2.5A and % =-5*10"Nm 'K
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From figure 2.11 it is clear that the value of u(1) is tending towards zero, and hence the
flow will reach the point of breakdown, with infinite velocity down the axis, for values of

the applied current only slightly larger than 2.5A.

The above results are for a fairly small value of Lk -5*107 Nm'K’". For larger values of

T
T

5T it is not always possible to realise the three possible flow types before the point of

breakdown is reached. For instance, consider the case for %, =-2%¥10° Nm'K.
Figure 2.18 displays the values of u(1), f'(0) and f'(1). From this figure it can be seen that

u(1) will reach the axis before f'(0) becomes positive, which means that the velocity

30 A

~
7 ~
-3 - ~

._ZO .
__50 -
| — (o)
TR ()
----- u(1)=10
—30 T ; -

0.0 0510 1.5 20 25 30 35 4.0 45 5.0
current

Figure 2.18 - values of particular quantities for % =-2%10°Nm 'K
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-0.2 .8 -14

Figure 2.19 - streamlines and isotherms for Jo=2.0A and % =2*%10°Nm'K!

down the axis will become infinite while the surface tension still dominates at the top of
the region, and the fluid flows outwards along the top surface. These cases are illustrated

in figures 2.19 to 2.21 and discussed below.

Figure 2.19 shows the streamlines and isotherms at 2.0 A, where the flow has a single

loop, and moves outward on the top surface. This figure has a similar appearance to

figure 2.12.

-0.90

-0.525

Y 4015

Figure 2.20 - streamlines and isotherms for Jo=4.0A and %,:—2* 10°Nm 'K
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Figure 2.20 depicts the flow at 4.0 A, where the electromagnetic forces are starting to
dominate the flow, with a downward flow near the axis, but a strong outward flow

remains along the top surface. The appearance of this flow is similar to that in figure 2.13.

Figure 2.21 shows the case just short of breakdown, at 4.65 A. Comparing this with
figure 2.14 it can be seen that, although the two flow loops are approximately the same
size, the flow down the axis in figure 2.21 is much stronger and the development of a jet
structure is clearly visible. Also, the isotherms are no longer completely spherically, but
are stretched down the axis due to the greater importance of convection.

The evolution of flow patterns for g% =-2%10° Nm 'K is typical of that for ‘large’

0 ) ) . )
values of é% with the flow being surface tension dominated at low currents. As the

current is increased, the electromagnetic forces dominate in a region near the axis, but
before they can dominate everywhere, the velocity down the axis become infinite and

breakdown occurs. Figure 2.22 shows the flow patterns attainable for various negative

I

values of e at different current values. The lines on the graph separate three regions of

flow. |

Figure 2.21 - streamlines and isotherms for Jo=4.65A and % =-2*10°Nm'K"
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Figure 2.22 - Breakdown current for negative %
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Region 1 is the surface tension dominated single loop flow, with the fluid flowing up the

axis and outwards along the top surface

Region 2 is where neither force dominates and a two loop flow exists, outward along the

top surface, down the axis and inwards at some value of p between O and 1.

Region 3 is the single loop flow dominated by electromagnetic forces, with the fluid
flowing inwards along the top surface and then down the axis.

The solid line depicts the current value at which, for a given 3T the velocity down the
axis becomes infinite, and the similarity solution ceases to exist.

Figure 2.22 also shows that a large negative value for 3T causes a large increase in the
value of the current at which breakdown occurs. It is possible, in these situations, to

obtain a similarity solution for the flow for realistic current values. In practice, values for

Iy

3T of magnitude 10" and larger are possible for real materials, and so the existence of

the similarity solution at high currents is important.

It should also be noted from figure 2.22 that in the limit as —g—% tends to zero the

breakdown current tends to a value slightly below 2.1 A. From figure 2.9 it can be seen

that this is consistent with the case when 9 is tending to zero from above. These

oT
limiting values are lower than the breakdown current obtained by Sozou [ 97 ] in his
original model. The breakdown current obtained in that case was about 3.7A. However,
Sozou assumed that the top surface was a plane wall, and hence that the velocity on the
top surface would be zero. This would obviously slow down the fluid flow, and hence
delay flow breakdown. Not surprisingly, therefore, a higher breakdown current occurs in

his work than for this model with a free surface.
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Chapter 3: Azimuthal Flow

3.1: Introduction

Heiple and Roper [ 42 ] have shown experimentally that an azimuthal rotation is possible
in a weld pool, and Bojarevics and Shcherbinin [ 10 ] demonstrated that a hemispherical
bowl of mercury undergoing inward flow can start rotating if the applied current is
sufficiently large, above about 15A in their case. Woods and Milner [ 113 ] also
considered a hemispherical bowl of mercury and showed that altering the orientation of

the lead drawing the current from the bowl could create a rotating flow.

Bojarevics and Shcherbinin suggested that the rotation could be due to a non-zero
azimuthal component in the electromagnetic force, caused by a non-zero meridional
component in the magnetic field. The latter might be caused in practice by the return
current path not being perfectly symmetric, or just by the Earth’s magnetic field. In [ 10 ]
they added a meridional component of magnetic field to the model adopted by Sozou

[ 97 ], a component that was considerably smaller than the self induced magnetic field.
The pair of ODE’s obtained was then solved using the semi-analytical Galerkin (spectral)
method [ 76 ]. They showed that on approaching the parameter value K=K., at which
flow breakdown would occur for the Sozou problem, the fluid starts to rotate
considerably faster. In addition the fluid velocity down the axis of symmetry reaches a
maximum at K=K. and then decreases as K increases further. The solutions of Bojarevics
and Shcherbinin also showed that when K>K., the azimuthal velocity does not tend to

zero if the azimuthal force is gradually reduced to zero.

In this chapter the approach of Bojarevics and Shcherbinin is applied to the model in
Chapter 2.
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3.2: The Model

The physical model is unchanged from that of Chapter 2, except that the magnetic field is
now of the form B = B; + By, where Bs is the self-induced magnetic field given earlier,

5. = Jobo(1=41) A

= , 3.1
27tr(l—p.2)l/2(p G-

and By is the new applied magnetic field.

Ampere’s law states

VXB=yJ.
It is convenient to chose a form for Bg such that VxBy is zero, since this leaves the form
for J unchanged and means that a similarity solution similar to that of Chapter 2 might
still be possible. The quantity Bo must also satisfy Maxwell’s equation V.By = 0. One

such form for Bg is

_ glolo Cut+D
BO - T (C ’ (1—“_2)!/2 ’ 0 ) (32)

where C, D and € are constants. The parameter € is a small number, which gives the
relative sizes of the self-induced and external magnetic fields. The values for C and D
were chosen to be -1 and 1 to remove the singularity at p=1, which leads to a parabolic

field in the meridional plane and a form for Bg which is very similar to Bs.
As in Chapter 2, the governing equations are given by:

the curl of the Navier-Stokes equation
—Vx(vx(va)):—vi(Vx(va))+éV><(JxB); (3.3)
incompressible fluid
Vv= 0; (3.4)
heat transfer equation

v.VT = xV*T. (3.5)
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Since By is independent of ¢, it is reasonable to assume that the solution to equations
(3.3), (3.4), and (3.5) will also be independent of ¢. The velocity (2.17) now has an

additional azimuthal component, and is expressed

2(—Vf ®w -—viQ (,u)] (3.6)

B

Since vy is independent of ¢, the continuity equation (3.4) is identically satisfied by (3.6).

A similarity solution can again be found with v, of the form

v_Iw
o=

3.7
r (1" o

where /(1) is a new function.

The temperature T is left unchanged from (2.24) as

T="1 5.

Since T is independent of ¢, equation (3.5) for the temperature is obviously unchanged
from (2.27) by the addition of the azimuthal velocity component, and remains
b Vg
K(1~41%)

However, the introduction of the azimuthal velocity component and the applied magnetic

(3.8)

field Bo changes the equation for the fluid flow. So consider again the Navier-Stokes

equation (3.3).

Firstly look at the inertial term in (3.3). Recalling that the model is axially symmetric,

and hence all @-derivatives are identically zero, and that v is given by (3.6), it follows that

1/2
Vxv=—t "—2 & U2V (3.9)
r
227 7 2,01
v :Avﬁ"_ V- Niher o, Il 3 vfl
v (Vxv) =7 = 3{(1 WL &#»-3(1—;12)‘”2’
A 2 . " 2 2 ll
VX (v (Vxv)=r l;;;(fl +f1 )—é #_fuz)‘%
&%{(12”')1“3(1 B4 (1 u)’éff”’} (3.10)
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Now considering the viscous term the following are obtained,
VX (Vx¥) =7 S0 = 20f 7] = 85 (1) = & 5 (),
VX (VX (VX V) =7 5 L [A—A” - 2pr7] - M
+& [ - apyr+ (l-uz)%f”” 1 6w

Finally from (3.1), (3.2) and (2.9) it can be shown that the electromagnetic term is

Jouo(l—u) Jopo e(1—41)
J é + é 159
O U TR ACRD el BTN

and hence its curl is

2 2
Vxm)= F A0S g ue U0 g e (),
41ty 2n°r (1-W) 2r (1-w)

(3.12)

Using the results obtained above ( (3.10), (3.11) and (3.12) ), the three components of

equation (3.3) can be written as

’,‘\: V_;(f/l/ +ﬂ//) __X;_[(l_u?_)llu 2 l/l] + J0u0€4 _O, (313)
¥ r 4TC pr
2 2011 2\ Vayrr 2 _
P T +JOL7L084 (g, (3.14)
A1) ’ 2 (1-42%)

V[ ~ v o1
b r4{(1 i 30 W+ (- f }

*Lﬁ(li@—.[—zluf”%(l—uz)f”"] Jipo__(1 H)-=0.3.15)
; 2prt (1-p?)

4 2\

L . r A-p?) A-pH”
On multiplying equation (3.13) by — , (3.14) by B and (3.15) by —————, the
v \Y %

equations simplify to

r JO”"E 2w+ a0 |+ r17+ 51y = 0, (3.16)
4np
J 44
8. 40’;" (1) + (1= =f T = 0, 3.17)
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Joo
B S

+ [21 r+ (A 437 ] = 0. (3.18)

Sl - [ 42y +1-ud ]

It is possible to integrate equation (3.18) once with respect to L to give

_ _Ja Yy P
proee Ul Gl 3 =)+ () -+ =0, @19)

with the constant of integration being zero after the use of boundary conditions (3.21)

and (3.25) below.

It can be easily seen that equation (3.16) is just the p-derivative of the equation (3.17),
hence only two equations need to be solved, (3.17) and (3.19). These two equations are
similar to those obtained by Bojarevics and Shcherbinin [ 10 ]. However, since they
scaled their variables equivalent to f(i) and (i) with Jo(uo/p)'/z, the constants in their

equations were different.

Equations (3.17) and (3.19) are solved subject to the same boundary conditions for f(j)

and g(p) as stated in Chapter 2. For convenience, these conditions are listed again below.

The top surface remaining flat requires application of

ve(0) =0 => f(0)=0. (3.20)
For no fluid to cross the axis of symmetry it is necessary that

ve(1) =0 => f(1)=0. (3.21)

Zero heat flux across the top surface leads to

ol . .,
=0 =>£0)=0. (3.22)

Balance of radial stress on the top surface yields

-V (0 =5k g (0). (3.23)
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For a physically realistic solution it is necessary that the total heat flux is related to the

total current input by 1

0= 2npcp_[ g(x=Vf")du=6l. (3.24)

Additional boundary conditions are required for I({t) and these are obtained from the

following requirements.

In order that the azimuthal fluid velocity is finite along the axis pu=1 it follows, using
(3.7), that

I(1)y=0. (3.25)
There is also zero applied stress in the azimuthal direction on the top surface, that is
Oe=0 on u=0. (3.26)

Since vy 1s independent of ¢, the general expression for Ggg becomes

_ (A=) ove  ven
G“"’_pv{ roooon (1-ph*)

and on using (3.7) it can be written

2
v 2] ,
Cgo =— p_z _HT +1.
r | (=)
Application of condition (3.26) then yields
I'(0)=0. (3.27)
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3.2.1: Method of solution

The system to be solved consists of equations (3.8), (3.17) and (3.19), subject to the
boundary conditions (3.20), (3.21), (3.22), (3.23), (3.24), (3.25) and (3.27). To obtain the
solution equations (3.5), (3.17) and (3.19) are written as a series of first order differential
equations, these are then solved by the NAG routine DO2HBF. This routine solves a
series of first-order ordinary differential equations, using initial value techniques
incorporating guesses for any unknown initial values (1(0), f'(0) and g(0) for our system.)
These guesses are then corrected using Newton iteration to obtain a solution where
conditions (3.24), (3.21) and (3.25) also hold to some required accuracy. In this work a
tolerance of 10” was used. This routine was used instead of the Galerkin method used by
Bojarevics and Shcherbinin [ 10 ], as the coupled boundary condition (3.23) would be

problematical to apply using this method.
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3.3: Results and discussion

When e<<1 the electromagnetic force in the azimuthal direction is very small and would

be expected to produce only a very small azimuthal velocity. This is indeed the case

when the current is below the breakdown current for a particular value of % In fact the

poloidal flow is very close to the solution obtained from the model in Chapter 2.

v

Figures 3.1 and 3.2 show the streamlines L’ where L is a length and the displayed axes

) .. L .
are L long, the scaled isotherms LT, and the scaled azimuthal velocity —:\:—(ﬁ at a distance

J

L from the origin for parameter values of J=1.5A and aT=—10'7Nm'lK", both with

€=0.001 and €=0 (cases with and without an azimuthal force). The streamlines produced
are virtually indistinguishable by eye, which is not surprising in view of the size of the

azimuthal velocity.

0.009 —

0.008 —
0.45 0.007
0.006 |
08 0.005
0.004 ;
0.003

0.002

0.001 ~

00 - — . )

L 9

Figure 3.1 - streamlines, isotherms and azimuthal velocity for J=1.5, %:—10’7, €=0.001

—F F—o1

0.45

0.8

Figure 3.2 - streamlines and isotherms for J=1.5, %:—10'7, e=0
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N k]

Figure 3.3 - streamlines, isotherms and azimuthal velocity for J=2.2, %,:—10’7, £=0.001
As the current approaches the breakdown value and the radial velocity down the axis
begins to grow rapidly, the azimuthal velocity also starts to increase to much larger
values. The centrifugal force produced as a result of the rotation slows down the poloidal
flow enough that although the velocity down the axis increases sharply, it does not
become infinite. In fact it reaches a maximum at a value for the applied current slightly
larger than the corresponding breakdown current for €=0 and decreases from then on.

Figure 3.3 shows the streamlines and isotherms for %:- 10'Nm 'K, £=0.001 and

J=2.2A, approximately the breakdown current for this value of % From this figure a

strong jet-like structure down the axis can be clearly seen, with the isotherms being
elongated down the axis p=1. The azimuthal velocity has now grown to be of significant
size everywhere, slowing the fluid down and preventing flow breakdown. On increasing
the current to J=5A the strong jet has disappeared and the isotherms are not stretched

down the axis to quite the same extent (figure 3.4).

Tors |

Figure 3.4 - streamlines, isotherms and azimuthal velocity for J=5.0, %:-10’7, £=0.001
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Figure 3.5 shows the variation with current of 1(0), f'(0) and f'(1) when g—%:-IOJNm'lK'l

and €=0.001. These three quantities are proportional to the azimuthal velocity on the top
surface, the radial velocity on the top surface and the radial velocity down the axis of
symmetry respectively. From the diagram the overall behaviour of the flow can be
clearly seen, with the azimuthal velocity being very close to zero until the applied current
is above 2A, and then increasing rapidly with the appearance of a perturbed pitchfork
bifurcation. This appears different to the results presented by Bojarevics and Shcherbinin
[ 10 ] who had their version of 1(0) having a maximum then decreasing, due to the
rescaling of the variables they had used. It is also clearly visible on figure 3.5 that the
growth in azimuthal velocity slows down the poloidal flow, with the fluid velocity down
the axis reaching a peak and the radial velocity on the top surface having a sharp drop in
its rate of increase, when the azimuthal velocity grows to a significant size. Halving the
size of € to 0.0005 produces a similar diagram, figure 3.6, the only significant difference

being that the maximum value for If’(1)l has doubled.

20
| — 1(0)
s I(O)
154 = (1)/100

10 4

\

0 1 2 3 4 5 6 7 8 9 10
current

Figure 3.5 - the variation with current of 1(0), f'(0) and f’(1) when g:]x;—lO'7 and £€=0.001
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current

Figure 3.6 - the variation with current of 1(0), f'(0) and f'(1) when %%:-10’7 and £=0.0005

Looking in more detail at the effect of changing the size of €, figures 3.7 and 3.8 show

the variation with € of some variables, at a fixed %’,——-10'7Nm']K'1. Figure 3.7 shows the

values of 1(0) at 1A, considerably below the breakdown current, and 5A, considerably
above. At 1A the azimuthal velocity tends to zero as €, and hence the azimuthal force,
tends to zero. However, at 5A the azimuthal velocity does not tend to zero, with 1(0)
tending to approximately 9.5. Figure 3.8 shows the values of both 1/max(If'(1)!) and
1/f°(1) for Jo=5A. These tend to zero as € approaches zero, indicating that the fluid

velocity down the axis will still become infinite even if the azimuthal velocity is

non-zero.
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Figure 3.7 - showing the effect of the size  Figure 3.8 - showing the effect of the size

_a_x__ -7 ’ ﬂ__ -7
of € on I(0) for v 10 of € on f'(1) for i 10

Figure 3.9 shows the effect of increasing the strength of the surface tension force, with

g};—lO'ﬁNm'lK'I and with €=0.001. From this diagram it can be seen that the curves for

£’(1) and 1(0) are qualitatively the same as for the case %,:—10'7Nm'lK'l, but with the

current value at which the rapid increase occurs now being at the higher value of about
3.2A. The quantity f’(0) behaves differently, due to the larger surface tension force, with
the fluid in this case flowing outwards along the top surface at low currents. However, as

1(0) increases to values above unity, f'(0) shows a sharp decreases in its rate of increase,

o

the same behaviour as with the smaller value of 3T
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Figure 3.9 - the variation with current of 1(0), f'(0) and f’(1) when —g%z-lO'6 and €=0.001

Similar results are also obtained for positive values of% . Figure 3.10 shows the values

of 1(0), £'(0) and f'(1) for %:10'7Nm'lK'] and £=0.001. Figures 3.11 and 3.12 show the

variation with € of some variables, for i3—%:10’71\1m“1<": 1(0) at 1A and 5A; and
1/max(If' (1)) and 1/f'(1) for Jo=5A.

N
oT

were obtained, since the numerical routine failed to converge.

No solutions above the breakdown current for values of greater than 2#10°Nm 'K’

Figures 3.13 and 3.14 show some flow variables for positive and negative values of %

respectively. These variables are:
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Figure 3.10 - the variation with current of 1(0), f'(0) and f'(1) when

KN _yo7 =0.001
3T 10" and £=0.00
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Figure 3.11 - showing the effect of the size Figure 3.12 - showing the effect of the size

9_ 107

of € on 1(0) for 3T

’ ﬂ_ -7
of e on f'(1) for aT—IO

56



14— Jat max{|f'(1)]) 4 — Jat mox(|f'(1)))
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Figure 3.13 - showing the effect of the size Figure 3.14 - showing the effect of the size

N, 107 N_ o7
of € on 1(0) for aT-+10 of € on I(0) for Ve 10

max(| (1) D, indicating the maximum velocity down the axis for a given %;

the current value at which this occurs;
the current value when 1(0)=1, when the weld pool undergoes its rapid increase in
azimuthal velocity;

the breakdown current for the equivalent solution with no azimuthal force, from

Chapter 2.

From these diagrams it can be seen that the maximum axial velocity does not tend to

9

infinity as 3T

increases, which would seem to indicate that the problems with

obtaining solutions is numerical. It should also be noted that the value of the applied

current at which the maximum axial velocity occurs and that at which 1(0) goes through 1

%

come closer together as
£ 3T

increases, indicating a more rapid growth in . More

importantly it can be seen that the current value at which 1(0)=1, while below the

%

breakdown current for 3T

% =10"Nm'K, approaches it more closely as is
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9

increased. Hence it can be concluded that as 3T

increases the fluid does not start to

spin until values of the current are much closer to the breakdown current. To prevent

flow breakdown the azimuthal velocity then undergoes a more rapid increase. It is not

9
oT

due to the azimuthal velocity not increasing sufficiently rapidly to prevent the axial

clear at present whether the inability to obtain solutions at high currents for large

velocity from becoming infinite, or is a result of the numerical method being unable to

work because of the presence of large gradients.

is
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Chapter 4: Solution in a Hemisphere

4.1 Introduction

An obvious and major omission in the

models presented in the previous chapters J,Q

is the fact that a real weld pool is finite in ¥

size. In an attempt to rectify this omission,

in this chapter a model is presented in r
which the weld pool is approximated by a .
hemispherical bowl. In practice the 0

position of the outer surface of a weld pool

is determined by the isotherm at the
. ) o Figure 4.1:The geometry for the model
melting temperature, but the investigation
of the flow in a hemispherical bowl should give a reasonable indication of the qualitative

nature of the flow in the real weld pool.

On changing to a finite hemispherical geometry the previous similarity solutions no
longer exist. The stream function and the temperature are now given by unknown
functions of r and 6, which means that instead of solving a series of coupled ODE’s it is
now necessary to solve a series of coupled PDE’s. This obviously requires a different

method of solution.

Since it is not possible to use a similarity solution in this model it seems appropriate to
include also the previously omitted buoyancy forces. The Boussinesq approximation is
introduced: the change in density due to temperature is ignored in all terms apart from the
buoyancy. Although the changes produced by the addition of bouyancy to the model are

in most cases relatively small (<10% change) [ 58 ], it can in some cases cause a major
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change in the qualitative structure of the flow and so the term is included in the model for

greater realism.

In this chapter, because of the geometry of the weld pool, an axisymmetric solution is
assumed, without any form of azimuthal rotation, but this postulate is relaxed in the

stability analysis discussed in the next chapter.

The governing equations will be solved numerically using finite differences. Second
derivatives are approximated using central differences, with first derivatives being
approximated by the method introduced by Leonard [ 59 ], which provides more accurate
results than the methods traditionally used. The resulting set of finite difference equations

are then solved using Successive Under Relaxation (SUR).

60



4.2 Deriving the equations

Recalling the original vector equations (2.3) and (2.4), the fluid flow is governed by the

following equations
— VX (v X (VX V) = — VI (VX (va))+%Vx (Jx B) +% VxFg, (41)
Vv=0. (4.2)

The additional term on the far right of equation (4.1) is the term describing the buoyancy

force in the liquid.

The temperature distribution is described by the following equation:
v.VT = xV°T. (4.3)

The flow is subject to the same boundary conditions on the axis and top surface as for the
initial problem, that is conditions (2.5), (2.7) and (2.8), with additional ones for the outer

hemisphere ( conditions (4.15) and (4.23) ), and the origin ((4.17) and (4.24) ).

The symmetry of the problem suggests that, as in Chapter 2, v is axisymmetric with no
azimuthal component, and hence a stream function W can be introduced, such that

The continuity equation (4.2) is therefore satisfied identically. The stream function y
now depends on r and 6, and is written as \y = vrg(A,lL), where [i=cos 0, A=r/a and a is the

radius of the hemisphere. Substituting this form for y into equation (4.4) gives

\Y g+ ng

V=-—— , -,0 ). 4.5
, (8n (o) ) 4.3)
T is now also dependent on r and 6, and is written in the form
TIII
T="251 @, (4.6)

where T, is the melting temperature, with t(i,A) being non-dimensional.
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Following Sozou and Pickering [ 103 ] a new variable f(u,A) is defined by

2

=gu+ @g}i:\'———z‘g—@ = (VX v)o ;(%’%)Tfl . 4.7
It should be noted that in contrast to the previous chapters that the funtion g describes the
stream function not the temperature and f describes the vorticity and not the stream
function.Taking note of equations (4.5), (4.6) and (4.7) consider each term of equation

“4.1):

r(1-p%” r
8 (“Vgu (~f V)1~ WZJ
r 2 ’

¥

VX (VX V) = A (V)8 + Agn) (f V(1= u?)’ )

Vi (vx (VX ¥)) = - % 5 {(—rv()ig :7)&%1) ( fv)(rl2 u)” }

r r

= %Hl(fugx —fxgu)+ 3ou+gh], (48)

PAN%] 2\ 2\
VX(VXV)=r7[aH{(1 5 F0=u) )] é[iaar(r(fv)(:z 15 )ﬂ
VWX (Vx (Vxv)) = & = -{Y‘(l—&—(ﬁ f)r)+(l n?)" a( (- u)—%f)ﬂ

&——&(xm 20+ (1= Wfos — 40 ). 4.9)

N d [( vew) (fV)(1= g)‘”’p

Vx (Jx B) is unchanged from that given in Chapter 2 as (2.11).
The buoyancy force, Fg, can be written as

Fg=- (p—pm)ge €
= (p—pm)ge (r cos® — 8 sind) , (4.10)
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where pmis the density of steel at its melting temperature, g. is the acceleration due to

gravity and e, is a unit vector pointing in the direction of gravity. The change in density

is approximated by

Tmat
P—Pm=— pB(T_Tm) = '—p[-){ ‘—Tm) , (41 1)
where P is the coefficient of expansion of the liquid metal.

From (4.10) and (4.11) it can easily be shown that

W
éVngz—égeBT"’(i W) 4 gt r4un) . (4.12)

From equations (4.8), (4.9), (4.12) and (2.11), it follows that the vector equation (4.1) is

4
reduced to a single scalar equation. On multiplying the latter by ﬁ and defining
V ]

new parameters 7, the Rayleigh number, and X by

3
8e Tna
X= Bz

and

equation (4.1) can now be written
2 2 K 2
(A=W)fup — 4 + X fr — 20— Tt XA (= A+ £+ )

= 3fgu + ghu + Mfugr — fig) - (4.13)

Equation (4.13) is identical to the one derived by Sozou and Pickering in [ 103 ] apart

from the term multiplied by ¥, which is due to the buoyancy force.

Looking at (4.5), the boundary conditions for the flow become the following :

v finite on p=1

g(1,A)=0, gx(1,A)=0, (4.14)
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v=0 on A=1

g(,1=0, ga(n,1)=0, (4.15)
v tangential to the top surface
8(0,1)=0, gx(0,A)=0, (4.16)

the flow tends to the similarity solution at the origin

g(1,0)=go() , f(1,0)= go”" (W) , (4.17)

where go(}L) is the solution obtained in Chapter 2, and the prime denotes differentiation

with respect to LL.

It was shown in Chapter 2 that considering the balance of the surface stresses on the free

surface of the weld pool (u=0) leads to the following relationship

_9dy_odyodT
0= 5rToT o’
which becomes
19v, e dve)_dyoT
pv[r %7 o )‘ 3T or (4.18)

Using equation (4.5) and the boundary conditions (4.16) the condition (4.18) becomes
2
pv- 2, \= L9
r2 (g“p + }\r g}\],)—" rz 5'7{, (ltx — t)Tma .
Recalling equation (4.7), the above expression can be rewritten
PV (0N) = -3—'% Tyma [M(o,x) —1( o,x)] : (4.19)

Returning to the temperature equation, with the aid of expressions (4.5) and (4.6)

equation (4.3) becomes

_x( (g+2gn) 0] (:_tjhi,l _p)” O]

[
r g}l ’ (l—uz)"ﬁ ’ bl ) 2 U

roar r
2 1 1 1 2(-1. 1 ) p 1[ wo (1=pd)
=K St-—Sh——Sh+ 5+ St+—h |- S+ - S+ tap ||
{f arzl arzl azrM "(rz arX] YA rt r
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which, after multiplying through by r, simplifies to

- V(?»tx —~ t}gLl + V(g + kgx)tu = K(ﬁm —2ur, + (l—uz)tw) :

The boundary conditions for the temperature equation are as follows:

g—g— =0 onO= g— no heat flux across the top surface,
oT

3 =0 onB=0, no heat flux across the axis due to symmetry,
T=Tm, atthe melting temperature on the surface of the hemisphere,

T is equal to the corresponding similarity solution at the origin.

(4.20)

4.21)
(4.22)
(4.23)

(4.24)
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4.3 Change to (1n.A) co-ordinates

It is easily seen that equations (4.13) and (4.20) are not purely elliptical in the region of
interest, since they both become parabolic on the axis p=1. Sozou and Pickering [ 103 ]
encountered a similar difficulty, and showed that the change of equation type on this

boundary could be removed by introducing a change of variable from [t to i}, where 11 is
defined by

n=(-w" (4.25)
A similar change of variable is used here, with the corresponding dependent variables

being expressed by:

i) = F(m,A),
g(LA) = G(M,A), (4.26)

HuA) = T(M,A).
With the change in variable (4.25) and the variation in notation (4.26), equations (4.13),
(4.7), (4.20) become

(2= 1) Fan + (27\61 +2G+6—~ 7n2ﬁ—“ + 4N Fi — 27{% + 4}:1 + 6%}?

L7 SN IV S G WEL 1 (4.27)
2-1” 2n
_p- 1, Gm QMG+ AGy) (4.28)
s A’ (2-nm”
1 1
— == Gn(AL - T \+—T(G+AG
an C(MmT )+ TG 426
K| -2 an2 I (2- nz) _
+{7y T+ (2-3n )4T] o T =0, (4.29)
respectively.
The changes in variable imply
AT _ . AT sin@dT __ sin _aT
20 U 2n I 2(I-cos6)* I’

66



but

1
sin® B (1-cos?0)” _ (14cosB) 6 _cos¥
2(1—c0s8)?  2(1-cosB)” 2 2%

and hence the boundary conditions (4.21) and (4.22) are equivalent to

oT

el =0,
omn |_,

ary _,
on |,

The final set of boundary conditions to be used are, therefore,
G(0,A) =0, v finite on axis,
G(n,1) =0, v zero on A= 1,

G(1,A) =0, v tangential on top surface,

G(M.0) = go(p), limit as A — O,
Tna dy
F(1,A) = "5 =L [AT(1,A) — T (1,M)],  stress on the top surface,
pv~ oT
FM.,0) = go” (1), limitas A — 0,
Fy(0,A) = 0, keep derivatives finite on the axis,
N G.L
Fn,1)= 2 - Tk (4.28) evaluated on A= 1,
-0 n°(2-n)
F(0,1) = % Groma (4.28) evaluatedon A= 1,1 =0,
Tn(0,A) =0, no heat flux across top surface,
Tn(1,A) =0, no heat flux across axis,
T(n,1) =T, temperature at melting temperature on hemisphere,
T(M,0) = to(W), limitas A — 0.

(4.30)

(4.31)

(4.32)

(4.33)

(4.34)

(4.35)

(4.36)

(4.37)

(4.38)

(4.39)

(4.40)

(4.41)

(4.42)

(4.43)

(4.44)
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4.4 Converting to finite differences

Traditional methods of writing first order advective derivatives in finite difference form
can lead to problems when fluid velocities are not small. Results obtained can look rather
diffuse when using one-sided differences, or may not converge when using central
differences[ 59 ]. The numerical method used here is to write the first derivatives as finite
differences using the Quadratic Upstream Interpolation (QUI) method introduced by
Leonard [ 59 ], due to its greater accuracy and stability compared to the more traditional

methods. The QUI method is explained in greater detail on the next three pages.

4.4.1 Quadratic Upstream Interpolation (QUI)

Traditionally first derivatives are approximated using either central differences, or one-
sided first order differences. Leonard [ 59 ] showed that both of these methods have
problems when the convection term is important. The reasons for these problems are
discussed below, and the justification of the accuracy of the QUI scheme is presented.
Attention is confined to a one dimensional system, for simplicity, because converting the

QUI method to two dimensions is trivial to undertake but makes the notation more

complicated.

Consider the model convective-diffusion equation

oP oP  9*P
BV W
ox

dt ox

+S, (4.45)

where P is some variable quantity, t denotes time, X is a spatial coordinate, u is the fluid
velocity and v is the diffusion coefficient. In this equation the first term on the right-hand
side represents the convection of P with the fluid, the second represents the diffusion of P

through the fluid and S represents any other terms not explicitly specified.

Standard first order, one-sided differences for the first derivative of the variable P with

respect to x, at a point x;, are
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oP\ Pi—-Pi,
x| Ax

dP) Py -P;
ox | Ax

Expanding P in a Taylor series about the point x; gives

_ oP) . (A’ (P . (Ax)* (9P 4
Pi+1—Pi+m[axJ+ 5 ( ]+ 6 '+0((Ax)), (4.46)

and

ox* | ox |
and
o A (2P, (A (PP _(Ax) (9P )
Pri=Pi— Ax (axl+ ; [axz - |57 | 0((Ax) ) (4.47)
Hence the convection term in (4.45) can be written, using one-sided differences, as
(Pi=Piy|__ [(9P) _Ax(P 2\
v _—_ut(axl— > (aszgo((Ax) ) (4.48)
or
-Pi+l"Pi—__ [(oP) . Ax(d°P ~N
T u-(axl-f- - [axzjf O((Ax) ) (4.49)

Looking at the leading order discretisation terms in (4.48) and (4.49), and comparing

with equation (4.45), it is seen that they are equivalent to a physical diffusion term with
an effective diffusion coefficient of E;ﬁ respectively. So, if (4.48) is chosen when u>0,
and (4.49) when u<0, the discretisation error terms interfere with, and may completely

swamp, the diffusion terms present in the system, when u is large.

In Leonard’s QUI method the term — u a—i is replaced by one of the following difference

d

expressions:

when u> 0

2Ax 6Ax

_ 1 (2Pi1 +3Pi— 6Py + Pig)
6Ax ’

3 U{Piﬂ—Pi—l _ (Pit1 —3Pi+3Pi — Pi—2):|

(4.50)
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when u<0

Piy1=Pi-y  (Pisa = 3Pi1 + 3Pi = Piny)
2Ax 6Ax
=—ul (_Pi+2 + 6Py —3P; - 2Pi—l)
- 6Ax :

(4.51)

With the aid of the Taylor series (4.46) and (4.47), and the corresponding ones for Pis2

and P;» which can be written

oP ’P)  4(Ax)’ (P 4
P,+2—P,+2Ax(a ]+2(Ax) (aﬁ}r 3|5 i+0((Ax) ) (4.52)

and

oP P 4(Ax)’ (P s
Piy=Pi- 2Ax(a ]+2(Ax) [ . ],- 3|5 i+0((Ax) ) (4.53)

we see expression (4.50) is equivalent to

_ (65K |
=—u [ax}’ > [8x j+0((Ax) ) (4.54)

-

and expression (4.51) is equivalent to

__[(2P) _ @’ (P N
“““L(ax)" > (ax4]i+0((Ax) ) (4.55)

It is obvious, therefore, that the QUI form for the finite difference representations of the

convection term do not have the same problem as that obtained with the one-sided

differences.

Central differences can also be used for first derivatives. The basic expression has the

dP) Pii—Pi
ox | 2Ax

Considering the Taylor series (4.46) and (4.47), it can be shown that expressing the

form

convection term using central differences leads to

{2 (2 o)
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It is obvious that the central difference representation of the convection term, like the
QUI method, does not produce the additional diffusion term. However it does have a
different disadvantage. Its use when convection is strong can result in the numerical

method being divergent.

On writing a numerical scheme in matrix form ®*' =A ®", where ®" is a vector of the
discretised unknown variable at iteration n, stability of the scheme requires the
amplification matrix A to have a spectral radius less than one (i.e. all the eigenvalues of A
must have absolute value less than unity). It is not always easy to show whether this is
satisfied for particular numerical schemes. It is well known that the use of central
difference representation for first derivatives can lead to instability. The work of Leonard
and others suggests that a more stable method for creating a finite difference
approximation to the governing equations is to use standard central differences for the
second derivatives, but to use the third order QUI method for the first derivatives, and it

is this approach that has been used in the following sections to solve the differential

equations.
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4.4.2 Writing the governing equations in finite difference form.

Equations (4.27) and (4.29) both include products of first derivatives; one term in each
product is the derivative of the variable for which the equation is being solved, whereas
the other is a derivative of one of the other dependent variables. Originally an attempt
was made to use the QUI scheme for both derivatives but, even after a considerable
amount of work, no convergent algorithm was produced. The approach adopted in this
section is to approximate the first derivatives of a variable using the QUI method in the

equation which is being used to update its value, but by central differences in the other

equations.

The mesh points used are equally spaced, and the same number of points are used in both
coordinate directions. The points are labelled for A=0 to 1 as i=0 to N, and forn=0to 1
as j=0 to N. The value of A at a particular grid point i is given by A; = iAA, and similarly
N =JjAn. In the finite difference equations, an omitted suffix has the value i or j as

appropriate.

Let us return to equation (4.27),

Q- n")Fqn + 2ka+2G+6—7n2F +4x2FM_2xQﬂ+4 X+6_G_’1F
mm n M n

2
- 4K2+xx{ —kT;ﬁT—M}:O,
2-1 2n

which is used to update the variable F.

Firstly, looking at the terms which will have only one form for the finite difference

representation, and writing down only the subscript that changes in each case we obtain

> Fis1— 2F; + Fi.)
P F: () =2+ F) 4.56
(2-M)Fmn (2—;) (ATI)2 ( )
ANFa: 4% (Fu1 - 2F+ Fi), (4.57)
G 3
GF”F : AT (Gt — Gj-1) Fij (4.58)
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2 (=T
YA (AT +T n ):

—7 1
XX?{—ZI- (Tist = Tit) + Ti - (1-1Y7) man (Tj1 = T,q)} :

Next consider the terms containing the first derivatives in F. In each case the first

derivative in G is expanded using central differences.

—2){9114-4}}71:
n

when [ZA (Gj1 = Gj=y) + 4} >0 use
=i
{2AT]TL(GJ+1 Gj1) + 4:] (2Fiy + 3F; — 6Fi + Fip),

d wh
and w er{2A

(GJ+1 j—l) + 4:! <0 use

_ ; {7A (GJ-H j—-]) +4}(‘—F,‘+2 + 6Fi+l — 3Fl — 2Fi—l),

(2AGy. +2G + 6 — 7n2)%‘—

when [i (Gis1 — Giot) +2G; + 6 — 11 > 0 use

[i (Gie1 = Giy) +2Gi+ 6 — T} —— oan (Pt 66 = 3F = 2F 1),

and when [i (Giui — Giut) + 2Gi + 6 — T7] <0 use

[ (G —Gio) +2Gi+ 6 — 7T1,] Tl/ (2FJ+1 +3F; - 6F;) + Fi).

Next consider the equation solved for the temperature, T, equation (4.29):

1

2n 4

(4.59)

(4.60)

(4.61)

(4.62)

(4.63)

_L _ 1 Kl .2 Ty (-1 _
Gn(ATo, T)+2n Tn(G+lGK)+{X Ton + (2— 319 e Tom | = 0.
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Converting this equation to finite differences term by term yields

i
- %Gn(xn ~T) :

when 271,A ———(Gjs1 — Gj-1) >0 use

4n]An(Gj+1 j—l)I:_é QT +3T;— 6T+ Tip) ~ Ti:‘ ,

and when o A ———(Gjs1 = Gj-1) <O use

i
4TI/AT](GJ+1 Gj-])lig (=T + 6Ty = 3T; = 2Tiy) — Ti] ,

%(G +AG)Ty -

when [G,‘ + %(GH.] - G,’q)} > 0 use

-
12n,An

and when [G,- + é(Gm - Gi_x)] <0use

I
12n;An

“

(2Ljw1 + 315 = 611 + T) [ G+ (Gis1 - Gin) |

KT, 2 RN e D
;}{7\ T+ (2—- 31 )4n + Tnn].

s
when 1 > (93) use

K 2 2-n) .
5 (T = 2T+ Tioy) + Ty~ 2T+ T;-
{ (Tin1 1) 4(Aﬂ)2 (Tiny i+ 1)

+(2- 31
2—4Tb—2L(2TJH+3Tj—6T-_,+ "1,

———— (<Tha + 6Tj1 = 3T = 2T1-) [ Gi+ 2 (G — Gin) |
2

(4.64)

(4.65)

(4.66)

(4.67)

(4.68)
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and when 1} < (25)" use

K| . -1
;[12 (T = 2T+ Tio) + (_ﬂ%) (Tjr1 — 2T+ Tj)

4(An)
+(2- 31))

241,AN (~Tj2 + 6T}y — 3T~ 27}_1):1 . (4.69)

Finally, consider equation (4.28) which is used to update the variable G. Applying our

method to this equation produces only one form for the finite difference representation,

which is:
1 1
= Fij— ——x— (G2 = 6Gj1 + 3Gj + 2Gp1) + —5— (Gjs1=2G; + Gy1) (470
J 24T1;3An(17 -1 j +1) 4le2(An)2(j+1 i+ Gi-1)  ( )
+ 17 3 [L(_QGH —3Gi+ 6Gii = Gig) + i (Gis1 — 2G; + G,-_l)} =0."
Q- |3

4.4.3 Finite differences near the Boundaries

The finite difference schemes presented above need to be altered when we are within one
grid point of the boundaries, since the QUI method uses points up to two away from the
current point, and working adjacent to the boundary can therefore require points outside
the boundary. To avoid this problem, when an equation is solved at a point wherei=1 or
N-1, or j = lor N-1 the finite difference equations are altered to use one-sided
differences, instead of the QUI method, to approximate first derivatives. One-sided
differences are used in preference to central differences, since the lesser accuracy is
preferable to possible instability of the code. The central difference approximation of
second derivatives can be left unchanged. Special attention is needed when it is necessary
to solve for the value of a variable actually on one of the boundaries, and these situations

will be looked at as required.

Since G is specified on all boundaries equation (4.28), which determines G, need only be

solved at all interior points. Equation (4.70) is used for all points 2 <i £ N-2 and
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2 £j < N-2. For points i=1 or N-1, or j=1 or N-1, the changes mentioned above are made

and the finite difference equation used is

1 1

—Fij——— (Gj— Gi)) + —5—— (Gj1=2G; + Gy
J 4T'\?AT]( j 11) 4T]]2(AT])2(]+1 ' 11)
+ "'——1-2"‘_2 [2i(Git1 —Gi) + i2 (Gis1 —2Gi+ Gi-)] =0. “4.71)
Q-

Turning to the temperature, boundary conditions (4.23), (4.24), (4.31) and (4.30) state
that T is specified for i=0 and N and T, is specified for j=0 and N. This means that a

solution for T needs to be found for all values of 1, ie. j=0,...N, and for i = 1,...N-1.

First consider the cases i=1, i=N-1, j=1I, or j=N-1 ie. all points which are one in from the
boundary. In this case the finite difference approximations for the second derivatives are

left unchanged, and first derivatives are approximated by first order one-sided differences,

- %(KT;\ -1):
when Gpp1 = Giz) > 0 use
2An
_ (GZEA?_I) (i (T: = Tiy) ~ T,), (4.72)
and when @%—;T(;jﬁ <0 use
- O (i (- Ty -T) (4.73)
+ (G + ka)zT—; :

when (G,- + é(Gm - Gi_1)>> 0 use

LN ¢ it )]
(G,+2<G,+1 G._l)) A (4.74)
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and when (G; + é(GM - G,-_l))< O use

L ¢ Al 50
(G,+2(G,+1 G,-l)) AN (4.75)

In the square-bracketed term in (4.29) the second derivatives are replaced with central
. .. . . . K ) _]}ﬂ_ .
differences as before, but the finite difference approximation for ;(2— 3n9) an is

changed:

when 1 < (25)" use

KA _ Z(T[H_Tg')

L2 =3 dnan (4.76)
and when 1 > (25)" use

X a2 (I=Tn)

MR ey 4.77)

On the top surface =1 (j = N), G=0 and Ty=0, hence the temperature equation (4.29)
reduces to

X2 T Gnpn o
V(x T, + 4) ST -1 =0. (4.78)

Using central differences for the second derivative in 1} would require the introduction of
points above the surface. However Ty= 0 on the top surface, and central differencing of
this condition implies that Tns+1 = Tx.;. Hence, wherever T is required in a finite
difference approximation, Tn.; can be substituted. First derivatives of G with respect ton
are approximated as one-sided differences using the point on the boundary and the one
inside. Since T is specified on both j=0 and N the equation is not solved at the end points,
and hence the first and second derivative with respect to A can still be approximated by

one-sided differences and standard central differences, respectively.
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With these assumptions the first term of equation (4.78) is represented in finite difference

form by
1_(.(7\'2 (Ti+1 - 2Tl + Ti—l) + (TN+] - 2TN + TN—I))
VW@ 4(any* ’
which simplifies to
57 o214 Ty + 12230, (4.79)
v 2(An)

On looking at the second term of (4.78), Gy, is approximated by a one-sided finite
difference using only the point on the boundary and the one inside. However, G=0 on

N=1, so the form for the finite difference approximation for T is determined by the sign
of Gn.p @

when Gy-; < 0 use

_{ 2GN“) (i (Ti=Te) - Ti)) (4.80)
and when Gy_; > 0 use
4 2G”‘1) (i T~ T)—Ti)) . 4.81)

Finally for the temperature equation we must consider the case =0, at which the relevant
boundary conditions are Tyn=0, G=0, G4=0 and G3=0. Using these conditions and

L Hopital’s rule, equation (4.29) reduces to

Ty
- % Gu(AT—T) +— [737‘ + %ﬂ + 33} 0. (4.82)
Since the flow is assumed to be axisymmetric, the flow is identical on both sides of the
axis 1} = 0. This implies that the points on one side have the same values as points on the
other side, ie G.; = G; and T.; = T;. Hence equation (4.82) can be written in finite

difference form

when (G; — Gg) > 0 as

_(Gi1-Goy
(an)*

2(T—To)

. LY
(Ti-T-)-T)+ v l:l (Tis1 = 2Ti + Ti-p) + By }= 0, (4.83)
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and when (G| — Gy) <0 as

G- Go) . ;
- (_(lAn—)zO) (G(Tin-T)-T) + % [lz(THl —2Ti+Ti) +

2T —To)

an? |=0. @84

Finally consider equation (4.27), which is used to update F. The boundary conditions
(4.36) to (4.39) specify F on all the boundaries except n1=0. The finite difference
equations (4.56) to (4.63) are solved in the interior of the region,i=1,..N-1 and j =
1,..N-1. When i=1, i=N-1, j=1 or j=N-1 ie. one point in from the boundaries, again the
method needs to be changed. As before the second derivatives are approximated by
central differences, but the first derivatives are changed to one-sided differences. The

terms that change are as follows
2 Fn
(2AG,.+2G +6—-1Tn )?:

when (i (Gixi — Git) + 2Gi + 6 — T)7) > O use

(Fjv1 — F))

(i (Gis1 = Giz) +2G; + 6 = Tvy)) AN (4.85)
and when (i (Gix1 = Gi-1) + 2G; + 6 — 7T1,2) <0 use
o PN (il )]
(i (Gis1 — Gio) +2G; + 6 = Tnj) AN (4.86)
~27x[ﬁ + 4]Fx:
n
wh [(—G‘Lﬂ_—GL_—Q+4]> O use
2NAn
(G = Gjn) o
2l[m2mAn +4 (Fi—Fi)), (4.87)
and when [(—%—l:—g’_—l) + 4j< 0 use
2n,An
2 G = Gi) o
21[ AN + 4}F,+, F). (4.88)
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The equation (4.27) must also be solved on =0, where boundary conditions (4.32),
(4.31), (4.38) and (4.14) state that G=0, G4=0, G3=0, Ty=0 and F;= 0. Use is also made

of L’Hopital’s rule in evaluating terms of the form Gn .

With the above observations, on n=0 equation (4.27) simplifies to

8Fun + 4A Fan — 2MGn + ) Fo, + 6GynF

+ YA(ATo + T— VaTyn) —2K=0. (4.89)
Making use of axisymmetry, and the boundary conditions (4.38), (4.31) and (4.14),

allows us to state that G.,; = G, F.; = F, and T.; = T}. The finite difference form for each

term of equation (4.89) can now be stated:

when (% + 2]> O use
n

16% +4i% (Fiuy — 2F; + Fiy)
((G('AmGO) + 2) (Fi—Fip) + 12@(;]%F,- J (4.90)

2 (Tl+1 i—l) - (T] To)

2K+XK£ e + Tij— o ) 0,
and when [%%;92 + 2]< O use
T

jed1=fo (AmF 0 4 42 (Fuy - 2F; + Fi)
{2 G, o

2K+ N  (Tiv1 = Tiy) y (T —To) To)

+x ( PSR Ty - an?

F is defined by derivative boundary conditions (4.36) and (4.39) on the boundaries of

n=1 and A=1. These are converted into finite differences as follows. On =1 the

boundary condition is
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FM = pv? oT

[A'Tl(lax) - T(I’K)]’

which can be represented in finite difference form as

Fin= oV BT[ 2 Tin )

(4.92)

This is used to solve for F along the boundary except at the end points. On A=0 the
condition F(1,0) = go” is used. On A=1 the first derivative of T is approximated by a

one-sided difference so that a point outside the boundary is not needed, giving

_Taady
Fyw= pv2 oT

[N (Tnv=Ty-1) - TN,N]- (4.93)

On the remainder of the boundary A=1 the following condition holds:

G
n*(2-1)

There have been several different methods proposed to deal with this type of boundary

F(n,1) = (4.94)

condition, the one used here was introduced by Woods [ 112 ]:

Fr= 3Gn- 3 Fn-
avm'e-nh) 2

+O(AVY) (4.95)

Other researchers ([ 77 ], [ 108 ]) have found this to be an accurate method which does
not produce as many problems with convergence as some more obvious approximations.

On the axis n=0 the boundary condition for F is

1
FO,1) = ) G- (4.96)

From the Taylor series (4.47) and (4.53) it is possible to construct an approximation for

the second derivative that does not require any points outside the weld pool:

G _ (Gin—=2Gin-1 + Gin-
o =(T = (A’; )‘2 : 2)+ O(AN) . (4.97)

Equation (4.96) is now converted to finite differences by applying (4.97) first for
derivatives with respect to A and then for derivatives with respect to 1. Since G is zero on
the boundary, the boundary points in the expansion are eliminated leaving the following

as the expression for Gayna
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1

Fno= _-__(4GN—1,N-—1 — 2GNnaN-1 — 2G N1 N2 + GN—Z,N—Z) (4.98)
4(An)* (ALY

This approximation has low accuracy. However, it is used for only one corner point and

hence should not significantly affect the accuracy of the final results.
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4.5 Results and discussion

The finite difference equations obtained in the previous section ( (4.56)-(4.63),
(4.64)-(4.69), (4.70), (4.71), (4.72)-(4.77), (4.85)-(4.88), (4.79)-(4.81), (4.83)-(4.84),
(4.90), (4.91), (4.92) and (4.93) ), were solved using Successive Under Relaxation
(SUR). An initial attempt was made to use the more sophisticated method of Stone’s
Strongly Implicit Procedure (SIP) using a NAG routine. However, the routine was

divergent for all parameter values tried, and so the simpler method of SUR was used

instead.

The method of solution is as follows:

1) The similarity solution of Chapter 2 is calculated, and used to set the values for F,G,T
on A=0.

2) F and G are set to zero everywhere else, and T to a linear profile from the origin to the
outer hemisphere.

3) An SUR sweep is made to calculate new values for F,G and T in turn, and the
maximum percentage change made at any grid point is recorded.

4) The SUR sweeps are repeated until the maximum percentage change in any of the
variables is less than a specified tolerance. If convergence could not be obtained, the
value of the relaxation parameter (origionally set to 0.7) is reduced and, as long as it is

still above 0.1, this process is repeated from step 2.

4.5.1 Accuracy of the results

To check the accuracy of the results obtained using the computer program several
numerical comparisons were made. Firstly, for several parameter values, solutions were
computed using 21x21,41x41,61x61 and 81x81 grids. In each case the tolerance for

convergence was set to be 0.1%. Figure 4.2 shows the maximum percentage change in

G(A,n) from one grid size to the next defined by max | change in G(i,)) 100 for three

i) max(IG(,j)D)
(i)
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parameter values: set 1 is —aa-%=8’*‘10'6Nm'lK'l and J=0.2A; set 2 is g%:-S*IO'éNm'IK’l

and J=5.0A; set 3 is g%:-m"‘Nm'lK'l and J=1.0A. The changes in T(A,n) were in all

cases too small (<<0.1%) to affect any decision about the grid size needed. It can be seen

that for most cases a 61x61 grid provides a reasonably accurate solution.

Solutions were also found for a 61x61 grid using a tolerance of 0.01%. The mean
percentage change over the grid was less than 0.1% in all cases, and hence the tolerance

was kept at 0.1%.
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Figure 4.2 - percentage change in solutions from increasing the number of grid points

84



4.5.2 The effect of buoyancy

In contrast to the models in Chapters 2 and 3, the buoyancy force was included within
this chapter. Under the influence of buoyancy the colder fluid at the outside of the
hemisphere will sink and the warmer fluid near the centre will rise, trying to generate an
upward and outward circulation in opposition to the inward flow generated by the
Lorentz force. It has been estimated that the buoyancy force is only 5-10% of the size of
the Lorentz or surface tension forces [ 7 ], but researchers have found significant
differences in the flows resulting from their models on including it, especially at low
currents [ 20 ], [ 55 ]. The following results illustrate the effect its addition has on

solutions obtained with the current model.
The figures 4.3 to 4.6 display plots of the streamlines for the flow in the hemisphere at a

fixed current of 1A and a positive % of 5*10"Nm'K™, but with B, the coefficient of

thermal expansion (4.11), varying from O to its physical value of 1.25%10"K™". The
numbers on the streamlines denote the appropriate values of y/(va), and those on the

isotherms denote degrees Kelvin above the melting temperature T,.

As would be expected, when there is no buoyancy force present the flow forms a single
inward flowing loop, as both the Lorentz and Marangoni forces both push the fluid

inwards along the top surface (figure 4.3).

f

Figure 4.3 - streamlines and isotherms for J=1A, =0 K, %:5* 10'Nm'K!
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Adding a buoyancy force with = 10°K™, figure 4.4, produces a flow that is almost

indistinguishable from that with no buoyancy force.

10

figure 4.5.

Figure 4.4 - streamlines and isotherms for J=1A, [3:10'5K'l QI=5* 10'Nm 'K

“oT

On increasing B to 5* 10°K! the effect of buoyancy can now be seen, with a slow,

counter-rotating buoyancy driven loop appearing towards the edge of the hemisphere,

Figure 4.5 - streamlines and isotherms for J=1A, B=5*10

Sl O cstnTngn-lp-l
K,aT—S 10'Nm K
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Using the full value for B of 1.25*10°*K™ it can clearly be seen that the buoyancy force
has completely changed the structure of the flow, with two counter-rotating loops being
present, figure 4.6. The buoyancy force dominates over most of the hemisphere, with the

Lorentz force dominating only near the origin.

\

Figure 4.6 - streamlines and isotherms for J=1A, p=1.25*10"K ", %:5* 10'Nm 'K

When added to a flow that is outward flowing on the top surface the buoyancy force

makes a much smaller change. Figures 4.7 to 4.9 display streamlines for the flow at 1.5A

with % = -3*10°Nm"'K ! and values for B equal to 0, 5* 107 and 1.25%107K"!
respectively. For the first two cases the flows are virtually identical, whereas for the third
the streamlines are not so closely packed near the top surface . This illustrates the fact
that the buoyancy force is a body force, whereas the surface tension acts only on the

surface of the fluid and causes the steep velocity profile there.
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10

Figure 4.7 - streamlines and isotherms for J=1.5A, =0 K’l, %}3* 10°Nm 'K

Figure 4.8 - streamlines and isotherms for J=1.5A, B=5* 10'5K'l, %}:—?ﬁ*‘lO’f’Nm'lK'1

20
10

Figure 4.9 - streamlines and isotherms for J=1.5A, B=1.25* 10'4K", %,:—3* 10°Nm 'K
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The above results illustrate the effect the buoyancy force can have on the solutions for
the flow field. The large qualitative differences present between figures 4.3 and 4.6
indicate that the inclusion of the buoyancy force in the model is essential to get a correct
qualitative description of the flow for all parameter values. However, the size of the
buoyancy force depends on the temperature difference across the weld pool and so will
be roughly proportional to the heat input Q, which is proportional to the current. The
Lorentz force, however, is proportional to the current squared, and hence the effect of

buoyancy is expected to become less important as the current increases. Additionally,

9

when 3T is large, the surface tension force dominates the flow at low currents and

buoyancy has little effect on the flow patterns produced.

A more detailed discussion of the results obtained for the cases of positive and negative

9y

is presented next.
or °P

4.5.3: Case 1 : positive %

In this case the surface tension force is acting to reinforce the Lorentz force, but the
buoyancy force opposes it. Despite its relatively small size compared to the other two

forces, the buoyancy force, as has been shown above, can produce a reversal of the flow

in a region of the weld pool, particularly when g% is small and the current is low.

Figures 4.10 to 4.12 show the streamlines for the flow with a very small value for % of

10'Nm 'K Initially the flow is almost entirely driven by the buoyancy force, with just a
small counter rotating loop near the origin, driven by the Lorentz and surface tension
forces (figure 4.10). As the current is increased this loop grows, as the strength of the

Lorentz force grows, expanding outwards from the origin (figure 4.11), until it

dominates the entire flow (figure 4.12). As the value of % is increased the surface
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Figure 4.10 - streamlines and isotherms for J=1.0A, f=1.25* 10'4K'1, %FIOJNm'IK']

Figure 4.11 - streamlines and isotherms for J=1.5A, f=1.25%* 10’4K‘1, §%=10'7Nm'}K'l

Figure 4.12 - streamlines and isotherms for J=1.8A, f=1.25* 10'4K'l, %leJNm'lK"
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tension forces start to dominate the flow at low currents and the loop created by the
buoyancy force decreases, and finally disappears. Approximate Reynolds numbers for

these three cases are 7, 12 and 80 respectively.

Figure 4.13 shows the overall qualitative structure of the flow for values of J and % The

lower solid line denotes the boundary between solutions containing one loop and those

consisting of two loops, labelled with 1 and 2 respectively. The upper solid line marks

the highest current values for which a solution could be obtained for a given value of g%,

The dotted line represents the breakdown current for the similarity solution. It can be

seen from figure 4.13 that the buoyancy force is strong enough to create a

counter-rotating loop provided % is less than 10°°Nm 'K .

2.9 7

2.0 1

0.5 A

OO T 1 T 1 T 1 N 1 T 1 T T T 1
-75 =70 -65 -6.0 =55 =50 —-4.5 —-4.0
surface tension gradient (log)

Figure 4.13 - qualitative flow structure for positive %
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The loss of convergence of the method of solution seems to be due in all cases to a rapid

increase in the velocity down the axis. Figures 4.14 and 4.15 show plots of the maximum

value of G as the current increases for small and large values of QX, 10’Nm'K"! and

aT
10°Nm 'K respectively. In both cases there is a rapid increase in G, and hence fluid
speed, approaching the value where it is impossible to obtain convergence. In Sozou and
Pickering’s solutions for the flow in a hemisphere under electromagnetic forces only, for

both a point { 103 ] and disk [ 104 ] current source, similar breakdown characteristics

were displayed.

5'- . _;n/or:(cfgct) 5: ' f?’%ﬂfﬁcp
.

S

.

.
O’|‘|'I‘I‘I'i‘1‘l;lO‘T‘I'I‘l‘!'l'l'l‘1
0.0 0.2 04 06 08 10 1.2 1.4 16 1.8 0.0 0.020.040.060.08 0.1 0.120.140.160.18

current current

Figure 4.14 - the chage in max(IGl) with Figure 4.15 - the chage in max(IGl) with

current, for %},:10’7Nm"K’l current, for %Yw:lO'SNm"K'l
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4.5.4: Case 2 : negative %_

In this case the surface tension force attempts to generate an outward flow on the top
surface, opposing the Lorentz force.

h

At low currents, for all values of 3T

the combined surface tension and buoyancy forces

dominate over the Lorentz force, initially producing a circulation up the central axis and

out along the top surface. As the current increases the structure of the flow changes,

depending on the size of _g_'% For small values of g—% a counter rotating loop is produced

at the origin, and this extends down the axis as the current is increased and the Lorentz
force starts to dominate the other forces. When the current is increased further this
second loop grows, but the solution stops converging before this second loop can

dominate the entire flow. Figures 4.16 to 4.19 show the evolution of the flow for

%: 2*%107"Nm 'K Approximate Reynolds numbers for these cases are 1, 5, 7 and 28.

Figure 4.16 - streamlines and isotherms for J=0.25A, p=1.25* 107K, e % 10"NMK

" oT
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Figure 4.17 - streamlines and isotherms for J=1.0A, B=1.25%10"K"", %:—2* 10'Nm 'K

Figure 4.18 - streamlines and isotherms for J=1.5A, B=1.25* 10K QI:Q* 10'Nm 'K

" oT
N

44

Figure 4.19 - streamlines and isotherms for J=2.0A, B=1.25*10"K ™", %=-2*10'7Nm“1<"
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For very large negative values of %, another type of flow structure is observed. The

surface tension force completely dominates the flow, producing a very strong outward jet
flowing out along the top surface of the weld pool. The strength of this flow is such that
it produces a strong circulating loop at the top of the weld pool, and a small slowly
counter-rotating loop is produced at the base of the pool, figures 4.20 and 4.21. The
pronounced irregularities in the streamlines and isotherms in these figures is due to the
numerical method used to plot them and proved to be difficult to remove. They are not
part of the actual flow structure. Approximate Reynolds numbers for the flows in these
two cases are 90 and 450. The formation of two loops probably arises because the fast
moving fluid has to turn through a sharp corner at the edge of the weld pool, and is then
sucked back to the centre due to the large pressure differential between the centre and the
edge of the weld pool. The fluid at the bottom of the pool, in comparison, has very little
force acting on it since both the Lorentz and buoyancy forces are relatively small,
especially at these low currents, and its motion is induced, therefore, by the rapidly

moving fluid above it.

Figure 4.20 - streamlines and isotherms for J=0.25A, §=1.25* 10'4K”, gjx;-IO'd'Nm’lK'I
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Figure 4.21 - streamlines and isotherms for J=1.0A, B=1.25*10"K"", %=-10'4Nm'lK']

The flow pattern discussed above is unlikely to occur in real weld pools, as a quick look
at the isotherms makes obvious. The strong outward flow along the top surface would
produce a weld pool that is wide and shallow, rather than the hemispherical shape
specified here. As a consequence, the bottom part of the hemisphere, where the counter

rotating loop occurs, would probably not be molten.
The qualitative structure of the flow at various parameter values is shown in figure 4.22.

The lower solid line denotes the boundary between the regions in parameter space which
exhibit single- and double-looped flows, the regions labelled 1 and 2 respectively. The
upper solid line denotes the largest current values at which a convergent solution was
obtained, for a given value of % The dotted line indicates the current value at which the
similarity solution breaks down, for comparison. Figure 4.22 suggests two possible

reasons for the loss of convergence observed. For small negative values of % a solution

can be found until the current value nears that of the breakdown of the similarity

solution, indicating that the loss of convergence is due to the velocity tending towards

infinity down the axis, as for positive values of %
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.0
For large negative g},, however, the loss of convergence occurs at a much lower current

9
oT

the large velocity gradients at the top surface causes the numerical method to become

than the breakdown current for the similarity solution. This suggests that at high

unstable. Figure 4.23 shows a plot of the maximum value of G in the hemisphere versus

the current, when %,:-10‘4Nm'IK". From this figure it can be seen that the value of

max(IGl) increases approximately linearly with the current, up to current values for which

a solution cannot be obtained numerically. This is in contrast to the situations when % is

either positive or small and negative, when a rapid increase in G is observed on

approaching the current values for which solutions cannot be obtained.

25 A

20 A

-7.5-7.0-65-6.0-55-50-45-4.0-3.5
surface tension gradient (log)

Figure 4.22 - qualitative flow structure for negative %
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On considering the Reynolds numbers for the flow with g%:-IO"‘Nm'IK'l at J=0.25A and

J=1.0A (figures 4.20 and 4.21) of 90 and 450 respectively, it can be seen that for the
current value at which solutions can no longer be obtained the Reynolds number for the
flow will be in the region of 1000. This would suggest that the flow may be becoming
turbulent to some extent and this could be responsible for the non-convergence of the

numerical scheme.

0
0.0 0.1 0.2 0.3 04 05 06 0.7 0.8 08 1.0
current

Figure 4.23 - the chage in max(IGl) with

current, for g—%:- 10*Nm 'K
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Chapter S: Stability Analysis

5.1: Introduction

Researchers at Marchwood Laboratories noticed effects during welding experiments
which they believed indicate the possible existence of multiple stable flows at a given
welding current. Reinforcing this hypothesis, hysteresis effects have been observed in the
size of the depression of the surface of the weld pool when the current is varied in the
200-300A region [ 62 ]. A stability analysis of the solutions found for the flow in the
weld pool is therefore of great importance. However up to now there has been no
published work on the stability of the solutions for the coupled heat and fluid flow
obtained from the various models presented by many authors. A major problem in any
such analysis is the fact that the basic flow is complicated and often obtained
numerically. In this chapter a linear stability analysis is presented for the numerical
solutions obtained in Chapter 4 for the flow in a hemisphere. A stability analysis for the
similarity solution in Chapter 2 was not attempted because, as shown in the Appendix,
there is no possibility of it bifurcating to a rotating flow, which has been shown to occur

inexperiments [ 11 ], [ 113 ].

The method of linear stability analysis was first introduced over a century ago by Lord
Rayleigh [ 80 ], who developed a general linear stability theory for inviscid plane-parallel
shear flows. In the years since then techniques have become more sophisticated, but in
the majority of problems the fluid is either stationary, e.g. the onset of Benard-Marangoni
convection in a layer of conducting fluid under the influence of a temperature gradient
and magnetic field [ 111 ], or the fluid is undergoing motion which can be described
analytically, often in a simple form, e.g. Taylor vortices in short cylinders [ 39 ][ 40 ], or

convection in spherical annuli [ 30 ]. The most common methods of analysis used are the
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normal mode method, where the perturbations are expressed as a series of orthogonal

functions in the coordinates, and one using energy considerations [ 17 1, [ 25 ].

Recently the method of geometrical optics has been applied to the flow of a non-viscous,
incompressible fluid [ 26 ], [ 27 ] to analyse the stability of the flow to short wavelength
perturbations. This method has shown that all axisymmetric flows such that the poloidal
flow has a point of stagnation [ 60 ] and, also, all generic vortex rings [ 61 ] are unstable
to short wavelength perturbations. However, these results do not carry over to viscous
fluids since these perturbations will tend to be damped by the viscous forces, and hence

the method is not applicable to the problem considered here.

In the stability analysis presented in this chapter the basic flow is only known
numerically. Little analytic progress can be made, therefore, and the stability of the basic

flow is investigated numerically.

A brief outline of linear stability analysis using the method of normal modes follows, as
presented by Chandrasekhar [ 17 ]. This technique is then applied to the solution
obtained in Chapter 4 for the flow in the hemisphere.

100



5.2: An introduction to linear stability theory

In many problems the equations of hydrodynamics allow simple flow patterns as
stationary solutions. These flows can, however, only be realised for certain parameter
values. The reason for this lies in their inherent instability, their inability to damp the
small perturbations to which any physical system is subjected. Linear stability theory was
introduced in an attempt to differentiate between the stable and unstable patterns of
permissible flows. There follows a quick overview of the basic principles and concepts of

the subject.

Suppose that we have a hydromagnetic system in a stationary state, described by a set of
parameters X,..Xj. In determining the stability of the system we seek to determine the
reaction of the system to small disturbances, specifically whether the disturbance will die
down or if it will grow in amplitude such that the system departs from its initial state and
never returns to it. If the former is true then the system is said to be stable with respect to
the particular disturbance, otherwise it is unstable. Clearly a system can only be
considered stable if it stable to all possible disturbances, i.e. there exists no mode for

which it is unstable.

If all initial states are classified as stable or unstable, then in the space of parameters
X1..Xj, the locus which separates the two classes of states defines the marginal stability of
the system (alternatively the state of neutral stability.) The determination of this locus is

one of the prime objects of an investigation into stability.

It is often convenient to suppose that all parameters of the system are kept fixed, save one
which is continuously varied. When this parameter reaches a particular critical value the
system passes from a stable to an unstable state, which is called the point where

instability sets in.

States of marginal stability can be of two kinds, corresponding to the way disturbances
grow or are damped. They can grow (or be damped) aperiodically, or they can grow (or
be damped) by oscillations of increasing (or decreasing) amplitude. In the former case

the transition from stability to instability is via a marginal state exhibiting a stationary
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pattern of motions. In the latter the transition takes place via a marginal state showing
oscillatory motions with a certain characteristic frequency. In the above statement it is
assumed that the system is dissipative. For a non-dissipative and conservative system the

results are different.

The linear stability analysis usually proceeds by taking a initial flow representing a
stationary state, and supposing the various physical variables describing the flow suffer
small (infinitesimal) perturbations. Equations are obtained governing these perturbations,
and all products or powers greater than one are discarded leaving a set of linearised
equations. Non-linear theories retain these terms and allow for perturbations of finite

amplitude. All the work presented here is concerned only with infinitesimal perturbations.

For an investigation into stability to be complete it is necessary that the reaction to all
possible disturbances be examined. This is normally done by expressing the perturbation
by an expansion in terms of a superposition of basic modes (normal modes) and then
examining the stability of this system with respect to each of these modes. The modes are

chosen by considering the geometry of the system, and the symmetry of the initial

solution.

If we denote the parameters describing the modes as Kk, then the perturbation A could be

represented symbolically by

Al = J A (r.n) dk .
The time dependence is eliminated by seeking solutions of the form

Ak (r1) = Ax (r)e™’,
where oy is a constant to be determined. With this form for time dependence G will
appear as a parameter in the equations which must be solved subject to appropriate
boundary conditions. In general the equations will not allow non-trivial solutions for
arbitrary ok . Requiring the existence of non-trivial solutions leads to a characteristic
value problem for Gk , and the original problem reduces to one of determining ox for

various modes K. In general the characteristic values for 6x will be complex, say,

or=0 +icy,
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where of” and o will depend on the parameters Xi,..X; of the basic flow, as well as on

k. The condition for stability is that 6§ be negative for all k. The states of neutral

stability will be characterised by

ci’(X,,..X,-): 0.
This condition defines a locus

Ek(Xl,..X,-) =0.
in (X1,..Xj)-space, which separates the stable from the unstable states, for a particular
mode k. It follows that the locus £(X,..X;) separating the regions of complete stability
from the regions of instability in (X,..Xj)-space, the marginal stability curve, is the
envelope of the loci . Further when the system become unstable as we cross X at some

potint, the mode of disturbance which will be manifested (at onset) will be the one whose

locus Zx touches X at that point.

The distinction between the two kinds of marginal states (stationary or oscillatory)
corresponds to whether the imaginary part of 6; vanishes with the real part. If o’ =0
implies o’ = 0 then we have a stationary state, otherwise we will have overstability with

fo) determining the characteristic frequency of the oscillations.

In practice evaluating ox tends to be an extremely difficult task. Therefore, since the

actual values of fo) are not needed, just the locus Zi (X1,..X]), the value of fo) in the
equations is set to zero and 2 (X,..X) is calculated by looking for the existence of a

non-trivial solution of the resulting equations, depending on the values of the parameters

X1,.X;.

It is not always possible to check for all possible modes k. Hence, only the modes with
the ‘simplest’ structure are often investigated, since in practical experiments the flow is
likely to go through several changes in flow pattern as different modes become stable and

unstable.
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5.3: The stability of the hemisphere flow

5.3.1: Deriving the equations

The method outlined in the previous section is now applied to the flow in the hemisphere
obtained in Chapter 4. If the ‘stationary’ solutions for velocity and temperature are
denoted by u and T respectively, and the infinitesimal perturbations to these solutions

are denoted by v and T, then the new total velocity and temperature, denoted by U and

Tiot, are
U=v+u
and
Tiot =T + To.
These are now substituted into the time dependent form of the curl of the Navier-Stokes
equation
Vx U

3 = Vx (Ux (VxU))-vVx Vx VxU+%VxFB+é—Vx UxB). (5.1)

The latter is then expanded for U and T, and any terms quadratic in the infinitesimal
perturbations are discarded. The terms containing only u and To, and the JxB term, can
be removed, since they form the stationary solution to equation (5.1). To reduce the
algebraic complexity of the remaining equations a new variable w, the perturbation

vorticity, is introduced, defined by w= curl v. Equation (5.1) then becomes

%—‘;-:Vx(ux w)+V><(v><(V><u))—viwa+%V><FB. (5.2)

where Fp is the bouyancy force due to the perturbed temperature.

Following the standard procedure the time dependence is set to be of the form e™. The
real part of ©, o ,1$ now set to zero and the existence of non-trivial solutions to the
equations are sought. The parameter values where this occurs trace out the marginal
stability curve, where c” changes from negative to positive, ie. the curve in parameter

space where the infinitesimal perturbations change from decaying to zero to growing
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exponentially. The value of the imaginary part of ¢ was not sought, and hence only the

real part of (5.2) was considered.

Each term in equation (5.2) is now expanded in terms of the components of u,w and v,

with the subscripts denoting the relevant component of the vectors:

N
UX W =T UgWy — 6 Uwe + é (uywe — ugwy).

A1 1 8 L 1 8
VX (uxw)= r ; M(_i %—[(urm — upw)N(2- M%) b} + P BV (urw(p)}

)" 09
al)\’(n(z 1n )1,4 azip( Ug q’) —[X(u,we ueWr)j
b o)~ )

A new term u. is introduced, for convenience, defined by

@-1)" du,
Vxu= (X&X(X) San 8*1) &)u(.,

and hence

A —1 0 Al 1 d
Vx(vxVxu)=r alﬂ[(Z— R a(p(—- v,u()] +6 a?\ [T’l(2“ NENZ aq)(veuc)]

It also follows that

I @2-1)" ow, o
VxVxw=E 0 [2%{@{&(7‘ )= an} (2 “)}
-1 al 1 ow,
2-n)” o ‘cﬁ{ak{n(z %% 9¢ ax(kw“’)m
G a[ A f1a, o 1 dw
éa)\’ (n(z_nz)l/z %[GXH{Z an(W(pn(z n) ) (2_n2)1/z a(P }:l

-1 a (x ) - (2- ;\) aw,D

on

ni2-no)

(@m)? Al 113, o s 1 Ows
5 ﬁm{z I (¥e@=1)") - o9 }D(s.s)
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and u is given by

_V (& _ (g+2Agn)
" (211’ ne- nz)”’o) G0

(c.f. equation (4.5)).

Since u and To only depend on A and m, the perturbation can be chosen to be separable
in ¢, and to have a ¢-dependence of the form e™? 5o that a—% = im, where m is a positive
integer. The axisymmetric case, m=0, has not been considered since it changes the

resulting equations considerably, although for a full analysis it should be included.

The perturbations can now be written as

wr = 1wy (A1) €00,

We = ;{)9 (7»,11) e(im<p+ ct)’
Wo = VT/'(p O\’,n) e(imq>+ GI)’
vr =%, (A1) €T,
ve = Ve (A,m) e9* 7,
Vo = Vo (A1) €0,

T - T (x,n) e(im(p+ O't).
These forms for the perturbations, together with equation (5.6) for u, are now substituted

into (5.3), (5.4) and (5.5) , the tildes dropped and the equations divided through by

e(im(,o+ 01)_

Equation (5.3) is then given by
3| 2-nH” } im
Vx (ux W)= T — + (g + Ag)wr |+ ———-
(ux w)=r1 2a27\‘2nka‘n{ 7 gnwe + (g guw ne- nz) 1, 8nWo
: Aga)
Y im__ A . SR €t ) N
2 (ne-my & T Tl 2 T oy

v (=19 o[ (g+rgn) 1 9
v ﬂ( 22 ﬁ{n(z- )" W“’} e ak(g"w“’))'

On expanding the derivatives and collecting like terms in the perturbations this becomes
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Equation (5.4) is now given by

VX (vx Vxu) = {'\—lm—;—,/:vruc+é\‘———"i—,-l/j
ain(2-n7)" akn(2-n""

N7
@aik(%(xv,uc)+<2—;>-_§ﬁ(vem)]. 5.8)

Making use of equation (5.6), uc can be expressed

Vgl

Uy = —

v (Qeuthew)  @-)% g
az?mk 2-1" o P )

and so (5.8) becomes

2g.+ A
Pt =t S S )

_§_vim [(2g> + Kgn) g jVO

AN =) 41 M

v (2= [ Bem tAgn) | 1 gy 1 )
+d >+ = (gn — :
A { @-n)  4r (=) gz (om )]

2-n)" [ (2gr + Agn) _ &0y |OVe 5.9
Y {(Z—n) +47»( “)]ak Y

g+ Agwn)  2(1-17) 1 8n
_ = 200+ A
4{ n ) (2gn+ Agm) — T (gnn n)

)

Q-n, Ve
27\’1,] 4}\’ (gnn 1 + (28’%‘*‘7&8}&)] anj

107



In an analogous way equation (5.5) can be written

a1 (1 N dwe asz (1——1‘]2) M
VX VX w= raz)\’zn( niz-n’ [an +7"ax3n +(2_n2)1/2 weg + 9N

N 2 o*w, m’ im ) Iwe
{(2—- 3n ) +n2-717) P } + -1 wy + —*—~(2_ % [ o+ A I

2 aw o*w
§-L I (im| 1 dwy (1- T]) m OWe | 49 We
i a\ 2n on +n(z n%) e +7»n2(2—n2) ver ax o\?

+(2-1 )‘/2 Ow,
2 dhon

L(  im aw, o g s P [(2— 31) dwe
azx(n(% )% oA AT | 4| m o

-__4wg |+im[ 1 owe  2(1-7?) 5.10
nz(z—wf)} ﬂn M wE-m) WOD' o

Finally considering the buoyancy term,

+(2-1)

Fp=Ppg.(cosB,-sin®,0) T
=PBpg. ((1-1),-n@-n)"*,0) T,

“VXFB— A imfg, +é‘ (I- T\)
ak amn(2- 1)

Bpg. 2-n*" (-1 aT
- & p [”af 5 311] (5.11)

s imPg. T

Gathering together the components of equations (5.7), (5.9), (5.10) and (5.11) the three

components of equation (5.2) can now be written down.

272

a’im
\Y

First the r-component, multiplied by

imafg. An im (2gr+Agw) 1 & 1 2m’
- S Ty | SRR g (= S gy, —(gn+A
v an ( (= le) 4X(gnn ﬂ) w 5 - T]Z) (gn gm)

, yields the equation

%l Al a:ZM)r —T](2—T] )
o 7 (- 2+ e - 2= 3n )+ o ( 4 (>-12)
2-n)" f4(0-nD _ Ngn_ ), 3we [(2=1)" (20~ gn)
T ey T ey [T 4
dwe (A(1=-m7) |, °we [AM2-1)" im _gn, L Owe_Aim
o (2-n3H" T oo 2 W 2-nH" ! )+ Q-nH” |
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2
Next the 8-component, multiplied by a—iﬂ, is given by

_imaBge (=) 1. i (QeatAgm) | 1 ( &))+ N ((2& + xgm)
4n ’

ve-n)”* “adn| -1 n 2-n%"
owr ((g+Agn)) 9w (n(2- n%)” m’ &
i (<2— n2>‘”2j+ aan( 2 ) e 2 G-
Owo (gn im (1= +(g+Agn)) | . Iwe (im)_
T (2 2”] Y (=) + ( AnEe-n?) * an | 2A =0.
. . . an ..
Finally the phi component, multiplied by y isgiven by

aBge =) (1=n’m T , aBpge 2= A"\ 9T Lo (im (= im(1 )
2v on Y FYSEET 2-1H)" W An2-n%

awe inm 1 _ &, ( -1’ W (gn _
"om (2"j @(M(z-nz) 2 e C T a2

P w Iwe (—(g+Agn)  (2-31%)), Pwef-n2-1?)
g We ® _ 0
e O }‘Han( 2 an +an2k an

(2— @-m" gy 1 _&my_ CawtAgw)
a (47& (g n ) an (g"“” n ) @2-1%)

av, 2-1)" (- Qe+ Argn) 1 &
T a (2—-1) 4r (gnn n )

(5.14)

_L_f20-m) e, (em) (@-m)
2an ne-n )(2gx+7ng>x> (2g7~n+7»87»>»n) 4, St i &m prwe gnj

R ) o

Since w is defined as curl v, vector identities give div w = 0. This fact can be used to

eliminate wy and its derivatives from equations (5.12), (5.13), (5.14):

Vow = LW, )+ = < (we n(2- ~ Mo (5.15
v = ) 2 (e ) T 5 =0 1)

SO

_ oy ow, LN@-n) -1°) dwe
w(p_m(n(z ) {2W’+7‘ax}+(l““) . 811) (5.16)

Diffentiating equation (5.16) leads to
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owe i ow 0w ow 2-1%) 9*w
OWe _ 1| 0 2\ r r _.29we  M(2-7") 0
ax‘m("(z ) [3ax la;fj!ﬂl M T 2 axanJ 61D

and

Iwg _ _i_ 24| Wr aw, 2(1 n)f aw,

+(4=517) dwa n(2—n ) azw(a]

— 2w (5.18)

2 on 2 on?
To make equations (5.16) to (5.18) purely real, the substitutions w, =i w, and wg =i we
are introduced. Equations (5.12) and (5.13) are multiplied through by i, the tildes
dropped, and finally wy and its derivatives are eliminated using (5.16), (5.17), and (5.18).

This leads to the final equations

maPge An . m (QgntAgn) 1, gny|_ ((gn—Agwm) m_
T v,an( + 47( m ) Wy + 2N

v -1 n 2 n@-n?
9wy . (—gn Pwr 2\, Owr (@ +Ag) | (2-317)
+ e x( 5 +4nj+ = (Fn)+ = [ A (5.19)
Pwin@-n)],  @-m)" (e _
+ arﬁ( 1 + we 2 " +gm (=0

and

maPge (1-1°) m ((ng + Agi) &n
—_—— T__ 5 —
ve-myt T el - i )J

1 (2. 40-71) dw, (2(1-1%) | dw, [ n2-1")
Wy (2~ nz)l/z ()\’ + }\' }\'gl}\j_*_ a)\' [(2_ nz)l/’.]+ 8]’] [ ’y j (520)
1 (ent-a’+ ) M @-m) (-71) Iwo (= gn
+ weg (- nz) [ mn n 7 g+ An ( g+Ag )j 87\. ( +2n

a Woe (An) + awe 41X (6 m’ +2(g+?»gx>) CAL [n(Z—n )] 0.

on? 4\
As equation (5.16) can be used to solve for wy if required, the equations used to solve for
w are (5.19), (5.20) and (5.16) can be used to recover the values for wy if needed. Taking
the curl of the Navier Stokes equation to obtain equation (5.1) eliminates the pressure

from the problem. This can be easily recovered if required from the ¢-component of the
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original Navier Stokes equation. This means that we have one more equation than is

necessary and so the equation for the phi component (5.14) can now be discarded.

The perturbation equation for the temperature is given by

%+V.VTO+U.VT—KV2T=O. (5.21)

Since we are looking at the case of marginal stability, the first term in the above equation

is zero. The stationary temperature distribution, found in Chapter 4, can be written

Tna
= t (L),
To 2 ( an)
with the perturbation given by

T — Tm T (l,n) e(zm(p + Gt).
The forms of these variables, and those for v and u, are substituted into equation (5.21)

and the tildes dropped to give for each of its terms the following expressions

H 1 (2— nZ)‘/z
V-V To= el [azk - az)\?)-*- ve 2a°)\2 T t,
wVT = Tm;’gn ﬂ_ va(g2+77»g;\) ﬂ,
2a"An oA 280%  on

T [BZT 29T, (=30)3T  (2-1) &T m’ }

VT =2

2
a

! - T |.
YERT) 4% om 4N ot AMe-mD)

Collecting the above terms together and multiplying by 2a*W/ T gives as the final

equation:

iy, o 2=m)” ven 9T v(g+hew OT
2v; (tx 7\)+ Ve ey T
PT T (-3n)3T Q- PT _ 2m’
- »{2% e +4 ot o LY )

T ]z 0. (5.22)
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The final equation used to solve for the perturbation comes from the definition of w,

_al{@=m)"ave  _(1=7) im
w=Vxv a[ 2A aan(z %)% Ve anE-nd)” 9}
1 im _ Vg Ve
6“L7»n(2—n2)’/2 T ] -

(%1 Vo ave (2= H) vy
R 2\ Em

Since the flow is considered to be incompressible, div v = 0. Hence vy and its derivatives
can be eliminated in the same way as w, and its derivatives were removed

following (5.16).

The r component of (5.23) becomes
o [40=m))  9v ove (n@-m) |, v [nE-n?)
wyma = vy [ 7\. J I (2(1- )) n s + anom 3

(1=4n’+20° =) | dve [(2=1)"*(6 =) |, Ve [n(2=1*)"
o e[ mE-n)" }L on [ ) iencl v ual [

and the theta component leads to

e-m)"*( -’ vy OV va
— We Imda = vy A e +21 |+ (41’](2 n % )+ 2 (}ﬂ](2 n %7

(=) 9ve,. -  dve(n2-mA) ). ve [n2-1)
+ve[ T ) ax“‘ n) + 811( > ]+8Mn[ 5 ] (5.25)

The values for vy can be recovered from div v = 0 (c.f. wg ), so again only these two

equations have to be solved.

5.3.2: The boundary conditions

The following conditions come from considering the physical situation:

Vi=Vve=Vy=0 onA=0and 1, (5.26)

T=0 onA=0and 1, (5.27

vg=0 onny=0and 1, (5.28)
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— =0 = _n:() onT]:Oandl. (529)

Conditions (5.26) comes from requiring no fluid motion on the outer hemisphere,
and allowing no perturbations from the prescribed flow at the origin.

Equation (5.27) results from fixing the outer boundary to be at the melting temperature

and allowing no perturbation from the prescribed temperature at the origin.

The velocity condition (5.28) arises from allowing no motion across the axis nor across

the top surface, requiring the latter to be flat.

In addition condition (5.29) comes from requiring no heat flux across the axis and none

across the top surface.

Considering the stresses on the top surface, the following conditions are obtained:
_pv(Ldv: ve Ovo
Cro = -+
T alhde Ao

_ pvove _19ydl
= 2ahom - a ol on (5-30)

and
pv(@=m)%ave (-1 im
Gos = - s Vot N7
" “7‘[ 2 m ne-m? Y ne-ny”
- %%‘%ZPVW, =0. (5.31)

Considering the equations (5.19), (5.20), (5.22), (5.24) and (5.25) and requiring that none
of the vorticity or velocity components, or the temperature, become infinite on the
boundaries gives some additional boundary conditions that must be satisfied. Only those
conditions that are required to solve the equations are listed below, additional derivatives
of the perturbations can also be shown to be zero on the boundaries. Use is made of

L’Hopital’s rule where appropriate.
Firstly consider the axis, 1= 0.

From equation (5.23) the following is found:
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web L [a_vg im?ﬁ)

lmvrﬁav &_lavr
2%am A A 2¥ on

=> Ve =V, =0 onn =0, otherwise w,, wg — 0.

(5.32)
This result then also implies that
we= 0 (5.33)
From equation (5.19) we obtain
2
m‘ 1 dw,
"W T2 on =0,
=> w,=0. (5.34)
From the temperature equation (5.22) we obtain
xm®  oT o°T 8 T(-2x
Tx—112+ﬁ(Vg”n‘4K)+ 7( 2KA) + T] ( 3 j—O,
=> T=0. (5.35)

Now let us look at the origin, A=0.

Firstly, from equation (5.20) we obtain

Ovem [ 2 1, g 281 ow( g Iw, (=n@-n)”

2
" m’ _&m +ivgg _—ﬁl_zn L) im (l—nz)_ﬁ +8w im 0
“lane-my 2 ) | Ae-ml n n) am (A
0
—>%_we=wq,=o. (5.36)

From the identity div w = 0, (5.15), it follows that
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= w,=0.
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(5.37)

Finally, looking at the outer surface of the hemisphere, A = 1, equation (5.23) implies that

w,=0.

Thus, the complete set of boundary conditions for the perturbation are

On n = 0 (the axis):
V,=0, V9=0, V¢=O,

W= 0, We:O, W¢=0,

T=0;
on 1 = 1 (the top surface):
ve =0,
PV e _ oo
2ah on pvw, =0;

on A = 0 (the origin):

on A =1 (the outer hemisphere):
vi=0,ve=0,vy=0,

T=0.

(5.38)

(5.39)

(5.40)

(5.41)

(5.42)

This list obviously does not contain a sufficient number of conditions for all the variables

on all the boundaries, and so equations (5.20) and (5.22) have to be solved on particular

boundaries.

Equation (5.20) is solved on 1} = | where, making use of boundary conditions (5.40), it

becomes
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ow, (1 ~m’ g 1), Owe
P (xj*w"( A2 "x]* o (278

Pwa, . Owe (1) Pwel 1)
+ g A+ n [4k]+ P 5y =0. (5.43)

In a similar way on A=1, using boundary conditions (5.42), equation (5.20) leads to

@m(z(l— n%} 1 ((211“—4n2+ 1) _mf}rmz 3 wo

A |-y | " am n n T M e !
2 2 2
s ((6 -7 >J+ Pwy (n@—n >]=o, (5.4

on 4 on’ 4
The temperature equation (5.22) is solved on n = 1 where, making use of boundary

conditions (5.40), it becomes

t 2km*) oT T T (x\_
2v{)L - t;J— T( Y J— = (Vgn - 4K)+ 2 (0 + o (27»]‘ 0 (545)
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5.4: Method of solution

The problem can now be stated as finding the locus of the parameter values (J % ) where

there exists a non-zero solution to the equations (5.19), (5.20), (5.22), (5.24), (5.25)
subject to the boundary conditions (5.39),(5.40), (5.41) and (5.42). Due to the fact that
the perturbation cannot be written in an analytic form, this is a far from trivial problem.
The existence of a solution has to be investigated numerically, since in this problem the
original solution whose stability is being checked is a numerical solution in (A,n). The
method chosen was to write the problem in finite difference form as a matrix equation
Ax= 0, where x is a vector of the values of the perturbation functions on an 11 by 11
equally spaced grid of points in (A1) space, excepting those points where the value of
the variables are known from the boundary conditions. A is a matrix containing the
coefficients in the finite difference equations.

For a given value of —aa—% the current value, J, is increased from zero in small steps. For
each value of J the solution to the problem in Chapter 4 is calculated, and this is then
used to specify the elements in the matrix A, whose determinant is then calculated using
a NAG routine. When a change of sign of the determinant occurs as J increases, this
means that the determinant has gone through zero, and hence a non-trivial solution to

Ax = 0 was possible in this range, ie. a non-zero solution to the perturbation equations is
possible. The prescribed values of J and -g% provide a point on the marginal stability

curve.

This method was chosen for its simplicity and speed. A major disadvantage, however, is
the amount of memory storage space required for the matrix A. Since this space grows
with the square of the total number of grid points used, and the time taken to calculate the
determinant with the cube, it proved impossible to use significantly more grid-points than

the chosen 11 by 11 grid.
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In solving the system of equations, (5.19), (5.20), (5.22), (5.24) and (5.25) are converted
to finite difference form using the method introduced in Chapter 4. That is, in the
equation for which a variable is solved, its first derivatives are approximated using the
QUI method in the interior of the region, and using one-sided differences one point in
from the boundary. The second derivatives are approximated using central differences.
All derivatives of other variables in an equation are approximated using central

differences.

Where a differential equation for a given variable needs to be solved on a boundary, the
first derivatives of this variable are approximated using one-sided differences. The first
derivatives of other variables are approximated using central differences, provided this
would not require a point outside the region, otherwise one-sided differences are used.
The finite difference forms of the equations in most of the region are not presented, since
their derivation is time consuming and follows the method shown in Chapter 4. Special

consideration has to be given for some second derivatives on the boundaries, as set out

below.

First consider equation (5.43), which is solved along the boundary n=1, except for the
end points A=0 and 1. To avoid the need for points outside the boundary, the gi, term is
evaluated on =1 by considering a central A derivative of a one-sided | derivative, the

appropriate term becoming

| gm 1Y
We[x+2+}\').

e (m2+1 _ (gi+1,;—1 - gi—lj—l)),

AN A(AA)(An)

2
We

and second derivative >- term is approximated using a first order one-sided method to

give

0*wo 1y

on? |4A ]
(wo — 2w -1 + wej2) 1
S @y A
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5.5: Results and discussion

The values of the determinants calculated for each given value of 9% varied smoothly as

oT

the current was increased. For the mode m=1 figures 5.24 and 5.25 show the values of

the current at which, for a given %, the determinant went through zero, i.e. the figures

display the marginal stability curves. A few points were calculated with m=2 for both

. . d : : .
positive and negative 5’]{,, but the current values obtained were in all cases considerably

above those for the case m=1, and hence the m=1 instability mode is likely to manifest

first.

0.4~

0.35 A

0.3+

0.25 ~

0.2

current

0.15 A

0.14

0.05 -

OO T T T T T T T T T ] T [ Al T T i
~7.5-7.0-65—-6.0 -5.5 -5.0 4.5 —4.0 —3.5
surface tension gradient (log)

Figure 5.24 - marginal stability curve for % positive
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Comparing figure 5.24 with the earlier figure 4.13 it can be seen that the loss of stability

. d o
for a prescribed 5% occurs at a current value much lower than that at which it becomes

impossible to obtain a converged numerical solution.

In an analogous way comparing figure 5.25 with 4.22 also reveals instability at current
values at which numerical solutions exist. In addition, it is observed that the peak in
figure 5.25 corresponds with the peak in the current at which the solution breaks down,
displayed in figure 4.22. This suggests that the drop in current on the left-hand side of

figure 5.25 arises from the rapid increase in velocities caused by the increasingly large

surface tension forces.

0.6

0.5 A

0.1+

0.0 T T T T T T T 1 T T v H T 1 T 1
~7.0 —6.5 —6.0 =5.5 =5.0 —4.5 —~4.0 —3.5 =3.0
surface tension gradient (log)

Figure 5.25 - marginal stability curve for % negative
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For a few particular values of % the eigen-problem Ax=0x is solved in the region of the

loss of stability. In each case one of the eigenvalues was seen to pass through zero. The
associated eigenvector then contains the form for the perturbation which will be
manifested at the loss of stability. Figures 5.26 to 5.30 contain plots of the maximum
values of the poloidal velocity and azimuthal velocity obtained from these eigenvectors.
It should be stressed that, due to the limited number of grid points used in calculating the
perturbations, these plots do not give more than a general indication of the structure of
the flow and the irregularities in the presented curves are a result of this. In all figures the
velocities have been rescaled by the maximum poloidal velocity calculated for that case.
The azimuthal velocities are shown in the right-hand plot on each figure.

Figure 5.26 displays the results for %:—10'4Nm’lK'l and J=0.05A. In this case the basic
stationary flow is purely surface tension driven, with a strong outward loop at the top of
the hemisphere and a much weaker counter rotating loop at the bottom.

When %z- 10°Nm™'K ™" and J=0.6A (the parameter values for figure 5.27) the basic flow

now contains a single, strong, surface tension driven loop.

Figures 5.28 and 5.29 refer respectively to the cases %z— 10°Nm 'K " and J=0.3A, when

the basic flow is a fairly slow single loop driven by the surface tension and buoyancy

Iy

forces, and aT=10'7Nm"K'l and J=0.35A, for which the stationary flow contains two

loops, one driven by surface tension and electromagnetic forces near the origin and one

driven by buoyancy near the outer hemisphere.

Finally, figure 5.30 displays the results when %%:10'5Nm'1K" and J=0.13A, when the

stationary flow is dominated by surface tension forces, and a single inward loop is

observed.
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Figure 5.26 - poloidal and azimuthal velocities at loss of stability for

ﬂ_‘ by lgr-1
3 10°Nm 'K

=
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Figure 5.27 - poloidal and azimuthal velocities at loss of stability for

R
3T 10°Nm K

Figure 5.28 - poloidal and azimuthal velocities at loss of stability for

él_ -6 -l -1
o= 10°Nm 'K
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Figure 5.29 - poloidal and azimuthal velocities at loss of stability for %;10'5 Nm 'K

Figure 5.30 - poloidal and azimuthal velocities at loss of stability for %;IOJNm'IK'1
There are two common features in figures 5.26 to 5.30. Firstly the azimuthal velocity
components are larger than the poloidal perturbation components, which indicates that at
the point at which stability is lost the fluid is likely to start to rotate with a significant
velocity. Secondly, the maximum velocities occur at the top surface of the weld pool,
although considering that the perturbation velocity is fixed at zero on the other
boundaries this is not surprising. It is also observed that the poloidal velocity reaches a
significant size near the axis and towards the outer hemisphere, with, in figure 5.28, this

region extending up the hemisphere.
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From figures 5.26 and 5.27, where the basic flow is strongly outwards, it can be seen that
the maximum velocities occur at the edge of the hemisphere, where the fluid has to turn a

sharp corner and go down.

In the other three figures the basic flow is either moving slowly outward (figure 5.28), or
moving inward (figures 5.29 and 5.30), and the maximum velocities are seen to occur

near the origin.
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Chapter 6: Concluding remarks

In this thesis we have presented models for the flow of fluid and heat in a weld pool due
to electromagnetic, surface tension and buoyancy forces, and have investigated the

possibility of the poloidal fluid flow undergoing a bifurcation to a rotating flow pattern.

In Chapter 2 the flow in a semi-infinite region of thermally and electrically conducting
fiuid caused by coincident point sources of heat and current, and including
electromagnetic forces in the body of the fluid and a surface tension force along the top
surface, was investigated, and similarity solutions for the stream function and
temperature were obtained. The surface tension force proved to be of great importance in

determining the fluid flow, with the flow pattern being dominated by it when

9

3T >10°Nm™'K™' for most values of the applied current. The breakdown of the solution

with the appearance of an infinite velocity down the axis of symmetry, which Sozou
[ 97 ] had observed for his similar model including just the electromagnetic forces, was
also observed. However, it was shown in Chapter 2 that the breakdown current can be

changed by over an order of magnitude through the addition of the surface tension forces

9y

with 3T

>10°Nm 'K, For the case QY<O, solutions without singularities can be found

oT
9
oT

up to realistic welding currents. Since the value of for molten steel can be O(10°™%)

and either positive or negative, the particular value of %, appropriate for a given type of

steel greatly affects the surface tension force and is very important, therefore, in

determining the fluid flow.

In Chapter 3 the effect on the solutions obtained in Chapter 2 caused by adding a small

azimuthal component to the electromagnetic force was studied. It was shown that below
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. d . : .
the breakdown current for a given %Y the azimuthal rotation produced by this force was

oT
very small and did not appreciably affect the flow pattern. On approaching the

breakdown current the azimuthal velocity started to increase rapidly, and the fluid started

9

3T less than approximately 2* 10°Nm™'K™! the increase in azimuthal

to spin. For

velocity was found to produce a centrifugal force which slowed down the poloidal flow

9
oT

approximately 2* 10°Nm 'K it proved impossible to obtain solutions above the

and prevented the fluid velocity becoming infinite down the axis. For greater than

breakdown values of the current, although it was not possible to prove whether this was
due to the azimuthal velocity not being able to grow sufficiently rapidly or due to the
chosen numerical method being unable to converge because of the large velocity
gradients present. Without some component of force in the azimuthal direction it is not

possible to obtain a spontaneous generation of swirl using a similarity solution, as shown

in the Appendix.

In Chapter 4 a model for a finite weld pool was presented, in which the flow of fluid and
heat in a hemisphere was investigated under the influence of electromagnetic, surface
tension and buoyancy forces arising from coincident point sources of heat and current.

The addition of the buoyancy force was shown to produce significant differences in the

%

flow pattern when values of the applied current and 3T

are small. Since the similarity

solution of Chapter 2 was being used to obtain one of the boundary conditions for this

%

model it is not surprising that, for most values of 3T

, the solutions broke down due to

a rapid increase in fluid velocity down the axis of symmetry. For % <-10°Nm 'K,

however, it proved impossible to obtain solutions for current values high enough for this
breakdown to occur, since the numerical method failed to converge. The Reynolds
numbers of the flows at this point were almost 1000 and thus the flows may be becoming
turbulent to some extent, and this could be responsible for the non-convergence of the

numerical scheme.
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In Chapter 5 a linear stability analysis of the solution obtained in Chapter 4 was

presented. The perturbations were given a ¢-dependence of the form ™ and the

9
oT

when m=1. The case m=2 was also investigated, but the basic flow did not lose stability

solutions were seen to undergo bifurcations at small current values for all values of

with this mode until higher values of the applied current were used. Ideally the case m=0
should have been done in addition, however the derivation of the equation would have

been greatly changed and considerable time whould have been needed to complete this.

Although the hemispherical model does not provide solutions for the current values used
in real welding conditions, the loss of stability of the basic flow occurs at such low values
of the applied current that, unless this is purely due to the use of the point source, there is
some doubt as to the accuracy of any other model which excludes the possibility of
azimuthal rotation. It would be instructive to perform a stability analysis for a model with
Gaussian distributions for the heat and current sources, to see whether instability occ#urs

at similar current values.
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Appendix A: Linear stability of the
similarity solution

Although the spontaneous generation of a rotating flow without a corresponding force to
create it has been observed many times, eg. in sink hole flow [ 48 ], there has been no
work published analysing the flows generated in the welding problem. In a related MHD
problem, Shtern, Goldshtik and Hussain have shown that it is possible it to generate a
swirling flow in a conically similar flow without an azimuthal force being present [ 95 ].
They considered the case of the Zeleny-Taylor cone, which is used to model
electrosprays, for example, with motion induced by a radial surface tension force. A
linear stability analysis showed that a swirling flow is generated when the Reynolds
number is large enough. However, if the cone half-angle is taken to be /2, ie. a flat
plane, to match the weld pool geometry, the generation of the swirling flow no longer

OCCurs.

The appropriate part of the analysis related to the welding problem is presented below.

Much of the derivation of the equations is omitted, since it is virtually identical to

Chapters 2 and 3.

The velocity 1s assumed to be given by

v:_%(f,(m’ i) zm)]} (AD)

(1" ()"
as in Chapter 3, where 1(1t) is now infinitesimal. Unlike Chapter 3 no additional magnetic
field is applied, and on substituting (A.1) into the Navier-Stokes equation, and
eliminating the term quadratic in 1, the following equations are obtained
Jg Mo
TVip(l+ )
(-pHl" —fI = 0. (A.3)

(ﬁ ) =4f + 2 [f"(1- pH]" - (A2)
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Using the definition (A.1), the stress in the azimuthal direction is given by

Oy = — pr_\;z_ (f—_ﬁ% + l’) (A4)
Evaluating (A.4) at the top surface, u=0, the first term in the bracket disappears. This is
the important difference between the mode] for a weld pool, and that of the cone used by
Shtern, Goldshtik and Hussain, since for the outer surface being at n=0 the first term in

(A.4) is still present and the following does not apply.

In model for the weld pool, zero applied stress in the azimuthal direction, leads to the

simple condition of
I'(0)=0. (A.5)
In order that the azimuthal velocity is finite on the axis p=1, it follows from (A.1) that
I(1)=0. (A.6)

Equation (A.2) is identical to (2.18) and in the same manner as in Chapter 2 can be

integrated three times, and simplified by the introduction of a new variable u(u), defined

by

Sy =-2(1-p?) l;—(% (A7)

Using this form for f, equation (A.3) becomes

(- + 2(1-p2) “ul = 0. (A.8)
This can be integrated once with respect [ to give
I =c, (A.9)

where c is the constant of integration. Evaluating equation (A.9) at p=0, and making use
of (A.5), shows that c=0. Since u cannot be zero, because f would then be infinite, /" must
be identically zero. Hence [ is a constant, and from the boundary condition (A.6), this

constant must be zero.
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It is therefore not possible to find a transition to a swirling flow using a model based on

the similarity solution.
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