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#### Abstract

Harmonic oscillator well eigenfunctions, classified according to the group $\mathrm{SU}_{3}$, are used as a set of zero order approximations to nuclear states. A selection rule is used to put the representation of $\mathrm{SU}_{3}$ in their order of importance. A method is developed for calculating energy levels, with thesstates, by a variational procedure using a central force only.

The appearance of rotational $f$ eatures for even nuclei in the ds-shell is discussed, using only the states of the leoding representation, and the low lying energy levels of $0^{18}, N^{20}$ and $M^{24}$ are calculated. The agreement with the $K=0$ bands is good but the $K=0$ and $K=?$ band spacing in $M^{24}$ is too small for any exchange mixture.

The mixing of bands in $M^{2}{ }^{4}$, for Rosenfeld exchange, is of the right kind to give almost the correct branching ratio for E 2 transitions from the second $2^{+}$state.

Mixing of representations is small and the changes in the spectrum from the leading representation only slight.

Initial calculations are given on the use of the deformed, harmonic oscillater well eigenfunctions as a set of zero order states. It is found that there is very little difference between the deformation parqmeters which minimise the deformed harmonic oscillator potential and the Gaussian two body potential.
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## Introduction

The states in which the nucleus may exist are given, in the quantum mechanical approach to the nuclear problem, as the eigenfunctions in the Schrödinger equation

$$
\begin{equation*}
H \Psi=E \Psi \tag{1}
\end{equation*}
$$

Where $H$ is the nuclear Hamiltonian operator. The energy in the state $\Psi$ is given by the eigenvalue E. The solution of the Schrödinger equation is doubly difficult. In the first place, even if our knowledge of nuclear forces was so complete that we could construct the true Hamiltonian, the resulting many-body problem could not be solved by present mathematical techniques. The task, therefore, is to reduce the insoluble problem to a soluble one while introducing as little errar as possible.

In the usual appraooh to such physioal problens, models are constructed which approxinate to the actual system in some way and are mathernatically tractable. Unlike the atomic problem, no single nuclear model has yet been proposed which will predict all the know nuclear properties although the many models already put forward do partially solve the problem. (Moszkowski 1957)

The aim today then, is to try to construct a
'unified' model which retains the good points of the old
models but rejects their bad ones.
In this thesis, certain ideas connected with on attempt to build up such a unified model are tested. This model was proposed by J.P. Elliott (1958 I \& II) and is based on the Independont Particle Model. The significant part about it is that the many-particle wave functions are classified according to the irreducible representaitions of the unimodular mitary group $\mathrm{SU}_{3}$. This classification allows states to be associated in a way resembling rotational bands and the construction of the states involves an intrinsic state which may be related to that in the rotationsl model.

The physical importance of this scheme has already been shom by Elliott. States classified according to the $\mathrm{SU}_{3}$-group have been favourably compared with those arising from a variational colculation in the nuclear ds-shell using a reailistic Hamiltonian.

We shall here develop a method to set up directly the energy matrix spread out by the states of this new model. The method will be applied to nuclei in the nuclear ds-shell and, in particular, to the $\operatorname{Mg}^{24}$ nucleus which is treated in greater detail. For these latter reasons, the theory is developed with respect to the ds-shell but it can easily be extended to other shells.

In Chapter 1 a Hamiltonian is defined which is realistic as far as our rather qualitative arguments later on are concerned. The assumptions associated with the model, in the dsmshell, are set out and a brief account of the well-known classification according to the permutation group is recorded.

Chapters 2 and 3 deal with the $\mathrm{SU}_{3}$-group in some detail. The theory is developed using a simpler set of operators of the group then those suggested by Flliott. The raising and lowering operators in Chapter 3 will be seen to be very important in our method for calculating matrix elements.

The classified, many particle, angular momentum states are given in Chapter 4 as projections out of states classified according to two subgroups of $\mathrm{SU}_{3}-$ the $\mathrm{SU}_{2}$ and $U_{1}$.

The method for calculating the energy matrix, spread out by these states, is given in Chapter 5.

In Chapter 6 we illustrate the appearance of collective features, as particles are added into the shell, using only the states of the 'leading' representation of $\mathrm{SU}_{3}$. Appraximations to the $0^{18}, \mathrm{Ne}^{20}$ and $\mathrm{M}_{\mathrm{g}}^{24}$ spectra are shown.

The results of colculations on the mixing of other $\mathrm{SU}_{3}$-representations, with the 'leading' representation for $\mathrm{Mg}^{24}$ are given in Chapter 7.

Some conclusions are drawn after Chapter 7.
At the end of the thesis an addendum has been
added. In this we present initisl calculations on the use of the eigenfunctions of the axially symnetric, deformed harmonic oscillator as a set of zero order approxinations to the true nulcear states. Although these calculations are far from complete, it is felt that at least one of the results so far obtained, is worth recording.

## Chapter 1

Assumptions of the Model and the Nuclear Hamiltonian

## Assumptions

In the shell model (Elliott and Lane, 1957) the nuoleus is assumed to consist of $A$ particles which, in the first approximation (for $A<40$ ), move in the central potential of the harmonic oscillator. The nuclear particles all have intrinsic spin $\frac{1}{2}$ and may either be protons or neutrons. The protons and neutrons are assumed to be different states in isotopic spin (charge) space of a hypothetical particle, the nucleon (Rose 1957, p.217). Operators $t_{ \pm}$and $t_{0}$, describing the isotopic spin space, are defined analagously to the operators $s_{ \pm}=\frac{\gamma_{2}}{2} \sigma_{ \pm}$and $s_{0}=\frac{h}{2} \sigma_{s}$ of the intrinsic spin space, where $\sigma_{ \pm 1}$ and $\sigma_{0}$ are the Pauli spin matrices (Schiff 1949). The convention will be used that, for a nucleon state $\psi$,

$$
t_{0} \psi= \pm \frac{1}{2} \psi
$$

depending on whether $\psi$ is a neutron or proton respectively.
The aotual states of the nucleus, in the zero order approximation, are formed by totally antisymmetrising products of $A$ single-particle oscillator states. This ensures that the Pauli Exclusion Principle is obeyed. The low lying energy states are constructed by completely filling the lowest oscillator shells
with A-k nucleons and then putting the remaining $k$-particles in the next (in general unfilled) shell. Thus for $0<A \leqslant 4$, $4<A \leqslant 16$ and $16<A \leqslant 40$, the unfilled shells are the 1 s , $1 p$ and (2s, 1d) respectively. In general there are many such low lying states which can be constructed, all being degenerate in energy for the oscillator potential. With such an approximation, the "magic" numbers at 4 and 16 (Elliott and Lane 1957, p. 261) can be associated with the completely filled oscillator orbits Is and lp. Indeed, if a single particle spin orbit force is added (see 1.2a below) the magic numbers throughout the whole periodic table can be associated with the closure of shells (Mayer 1949).

As the next approximation to the actual nuclear states, the lowest degenerate oscillator states, which are finite in number, are used to spread out a matrix representation of the realistic Hamiltonian. On diagonalising this energy matrix, the eigenfunctions and eigenvalues correspond to a first order approximation to the states and energy levels respectively. For more than a few particles in the shell, such a program is prohibitive because of the large number of possible degenerate oscillator well states. The problem in the shell model is to reduce this number of states to reasonable proportions. This implies the discovery of possible classification schemes.

We shall here describe a possible classification scheme for the oscillator states with $16<A<40$ (the ds-shell) and develop a method for calculating the energy in the states for a realistic Hamiltonian.

The first excited state of $0^{16}$ is about 6 Mev above the ground state. It seems reasonable to suppose that the anergy differences, less than 6 Mev , between the low-lying excited states of the A-particle nucleus $(16<A<40)$ and the ground state, come solely from the interaction between the $k$-particles in the ds-shell. The first order approximation to the low-lying energies will thus be found by considering the energy matrix spread out by the $k$-particle degenerate oscillator states.

## The nuclear Hamiltonian

Nuclear models do not rely on the detailed form of the Hamiltonian for their construction, but they do stem from some of the general features which this operator is supposed to possess. In the rotational model, for example, the part of the Hamiltonian coupling the intrinsic motion to the collective one is assumed small - the adiabatic assumption. Of course, on testing the validity of a model some realistic Hamiltonian must be used.

We quote then the effective Hamiltonian (Elliott and Lane, 1957, p.336) which is believed to be realistic for a shell model, at least for qualitative arguments, in the region $16<\mathrm{A}<40$.

The Hamiltonian consists of two parts - the kinetic (T) and potential ( $V$ ) energies. The explicit form for $T$ is known exactly in the A-particle problem:

$$
T E \frac{1}{2} m \sum_{i=1}^{A}[p(i)]^{2}
$$

1.1
where $p(i)$ is the momentum of the $i^{\text {th }}$ particle and $m$ the mass of the nucleon (assumed constant).

The potential $V$ is not known exactly because of the uncertainty in the form of the nuclear forces. It is known that the repulsive Coulomb force, existing between protons, is small, in this region, compared with the attractive nuclear forces which must exist to form stable nuclei. Calculations in the p-shell (Inglis 1953, Kurath 1956) have shown that a mass of agreement an be found by using a potential of the form

$$
V=\sum_{i<j} V_{c}(i j)+\xi \sum_{i}\left(S_{i} I_{i}\right)
$$

where

$$
V_{0}(i j)=\left(W+M P_{i j}^{r}-H P_{i j}^{\tau}+B P_{i j}^{\sigma}\right) V_{0}\left(r_{i j}\right)
$$

$P_{i j}^{r}, P_{i j}^{\tau}$ and $P_{i j}^{\sigma}$ are the exchange operators in the ordinary, isotopic spin and intrinsic spin spaces. $W, M, H$ and $B$ are exchange constants, usually normalised such that $W+M+B+H=1$. $V_{0}\left(r_{i, j}\right)$ is the radial shape dedpending on the internucleon distance $r_{i j}{ }^{*}$

Experience has shown that the properties of low lying states are reasonably insensitiveto the radial shape. Essentially the same results can be obtained by using a Yukawa or Gaussian radial dependence. For mathematical simplicity we shall take

$$
V_{0}\left(r_{i j}\right)=-V_{o} e^{-r_{i j}^{2}} a^{2}
$$

where $V_{0}$ is the (positive) strength and a the range of the force.
The spin orbit force $\sum_{i}\left(s_{i} I_{i}\right)$ is introduced to account for the doublet splitting for one particle outside a closed shell e.g. $H_{e}^{5}$ and $0^{17}$. Such a term, on its own, c annot arise from a nucleon - nucleon interaction however, it is thought that perhaps a two body vector or $t$ ensor for ce will account for the effects produced.
(See Elliott and Lane 1957, p. 336 on this point and for references. Also Feingold 1956.)

In this thesis we concentrate on finding the spectrum produced from a Hamiltonian with central force alone. For those nuclear states which have $\operatorname{spin} S=0$, the matrix elements of the spin-orbit potential are zero and the total angular momentum $J$ is equal to the orbital angular momentum $L$. In such cases we shall thus be able to compare our predictions for the energy levels directly with those found experimentally.

An irreducible representation of the group of permutations of degree $k, S_{k}$, is labelled by a set of numbers $[f]=\left[f_{1} f_{2} \ldots f_{n}\right] . \quad[f]$ is a pertition of $k$ into $n$ integral parts such that

$$
f_{1} \geqslant f_{2} \cdots f_{n} \quad \text { and } \quad f_{1}+f_{2}+\ldots+f_{n}=k
$$

(Jahn and van Wieringen (1951))
The set may be represented, diagrammatically, by a Young Tableau with $n$ rows of lengths $f_{1} f_{2} \ldots f_{n}$ respectively.


A function $\psi$ is said to have symmetry $[f]$ if it belongs to the basis of the representation [ $f$ ] of $S_{k}$. It is usual to describe such a function by $\psi[f]$.

It is well known that totally antisymmetric nuclear states, $\Psi$, may be formed if orbital functions of symmetry $[f]\{\psi[f]\}$ are combined with charge-spin functions of adjoint symmetry $[\mathfrak{f}]\{\Gamma[\mathfrak{f}]\}$ (Bunday 1960, Chapter II). The adjoint representation $[\mathrm{f}]$ has the number of rows (columns) in its tableau equal to the number of columns (rows) of the tableau
for $[f]$. The antisymmotric state $\Psi$ will be lebelled with the [f] of its orbital part. We notice that since the charge-spin space is of only four dimensions, functions ( $\Gamma$ ) in this space cannot be constructed which are antisymmetric in more thanfour parts. This implies that the representations $[\hat{f}]$ can have at most four rows i.e. [f] can have at most four columns.

A Hamiltonian whose operators act only in the orbital space (Wigner (W) and Majorana (M) exchanges only), cannot couple states $\Psi[f]$ and $\Psi\left[f^{i}\right]$ with different $[f]$ labols. This is because functions classified according to $S_{k}$, in particular the $\Gamma$-states, are orthogonal with respect to the [f]-labol. Thus, for such a Hamiltonian, the classification according to $S_{k}$ will certainly reduce the number of zero-order states without loss in accuracy.

Since nuclear forces are attractive, the states of maximum orbital symmetry will be lowest in energy. As we are only interested in the low-lying energy levels, then only those states which have maximum orbital symmetry need be considered.

We shall, in fact, include some Heisenberg (H) and Bartlett (B) exchange in the Hamiltonian but still consider only the states with maximum orbital symmetry. The mixing of states of other symmetries, with the states of maximum orbital symmetry,
is expected to be small enough, in a first approximation, to be ignored.

Throughout this thesis the [f]-label will tend to be dropped - in these cases states with maximum orbital symmetry are implied.

Construction of antisymmetric states with maximum orbital symmetry
The k-particle totally antisymmetric states, whose orbital parts have maximum orbital symmetry, may be formed by antisymmetrising between antisymmetric states of four (or less) particles with symmetrical orbital parts.

$$
\text { If } a, b, c \text { and } d \text { are four different single particle }
$$

orbital states, a normalisedfour particle symmetric state will be

$$
\psi_{1234}[4]=\sqrt{1 / 4!} \sum_{P} P\left(a_{1} b_{2} c_{3} d_{4}\right) \equiv(a b c d)_{1234}
$$

1.4 a
where $\sum_{P} P$ sums over all permutations of the partide numbers $1,2,3$ and 4.

If two particles happen to be in the c-orbital state, we shall have:-

$$
\psi_{1234}[4]=\sqrt{2!/ 4!} \sum_{P}^{\prime} P^{\prime}\left(a_{1} b_{2} c_{3} c_{4}\right) \equiv\left(a b c^{2}\right)_{1234}
$$

1.46
where $\sum$ 'ignons permutations between particles in the same orbital states. The charge-spin functions $\prod^{(2 T+1)(2 S+1) \text { with symmetries }}$ [4] [3] and [2] are well known (Jahn and Van Wieringer 1951, Elliott, Hope and Jahn 1953).

We shall write then

$$
\stackrel{11}{[4]}, \quad \stackrel{22}{[3]} \text { and } \Gamma_{[2]}^{13} \text { or } \Gamma\left[\begin{array}{l}
31 \\
{[2]}
\end{array}\right.
$$

Thus, for example, totally antisymmetric four particle states may be written.

$$
\psi_{1234}[4]=\psi_{1234}[4] \Gamma^{[4]}
$$

Where $\psi_{1234}[4]=(a b c d)_{1234}$ etc. We shall adopt the notation

$$
\Psi_{1234}^{11}[4]=(a b c d)_{1234}^{11} \quad \text { etc. } \quad 1.6 \mathrm{~b}
$$

Take now the construction of a k-particle antisymmetric state.
If $k=4 p+q$, where $q<4$, consider

$$
\left.\begin{array}{l}
2 \mathrm{~T}+1,2 \mathrm{~S}+1 \\
\Psi[\mathrm{q}] \\
4 \mathrm{p}+1, \ldots, 4 \mathrm{p}+\mathrm{q}
\end{array}\right\}^{2 \mathrm{~T}+1,2 \mathrm{~S}+1}
$$

where $N$ is a normalisation coefficient. $\sum P$ means the sum over all permutations between the $p+1$ sets of numbers

$$
(1234)(5678) \ldots(\ldots 4 p+1,4 p)(4 p+1, \ldots 4 p+q)
$$

preserving the natural order in the sets. $(-)^{P^{+}}= \pm 1$ depending on whether $P$ is an even or odd permutation. The charge-spin functions are vector coupled (trivially) to a $(2 T+1)(2 S+1)$ state.

The fact that $\Psi_{k}$ is antisymetric is clear from the construction.

Because the p-sets of four particles all have symmetry [4] and one set has symmetry [q], $\Psi_{k}$ cannot have orbital symmetry less than [44...4q]. The oharge-spin space however always prevents $\Psi_{k}$ having orbital symmetry greater than [44... 4q]. Hence $\Psi_{k}$ has either orbital symmetry [44 ... 4q], i.e. maximum symmetry, or is identically zero.

## Further Classification

If the single particle wave functions span a vector space of S-dinensions, the k-particle states classified according to the representation [ $f$ ] of $S_{k}$ also spread out an irreducible representation of the group $U_{S} \cdot$ Here, $U_{S}$ is the group of all simultaneous unitary transformations among the single particle states. The representations of $U_{S}$ may then, also be lábelled with [ $f$ ]. In the nuclear ds-shell, for example, the states $\psi[f]$ spread out the irreducible representation $[\mathrm{f}]$ of $\mathrm{U}_{6}$.

By considering the infinitesimal operators of the group $U_{s}$, it can be shown that a state $\psi$ may be classified simultaneously according to the irreducible representations of $U_{S}$ and its subgroups. Which subgroups we choose for further classification will depend on physical considerations

It has been shown (Elliott 1958 I) that the classification according to the $\mathrm{U}_{3}$-subgroup and the further reduction to the rotation group $R_{3}$, is especially suited for the labelling of states in a degenerate oscillator level. This classification seems to have some physical significance and so we shall use the representation labels of these groups to classify the states $\psi[\mathrm{f}]$ further.

In the next chapter we consider the $U_{3}$-group in some greater detail and determine the classification of its irreducible representations. The classification of states according to the $\mathrm{R}_{3}$-group will be left until Chapter 4.

## Chapter 2

The $\mathrm{U}_{3}$ Group

## The Group Operators

The oscillator Hamiltonian

$$
H_{0}=\left(r^{2}+b^{4} p^{2}\right) / 2 b^{2}
$$

is invariant with respect to the group $U_{3}$ described by the nine spherical tensor operators (Elliott 1958 I sec. 3).

$$
\begin{align*}
& H_{o}=\left(r^{2}+b^{4} p^{2}\right) / 2 b^{2} \\
& I_{q}=(r \times p)_{q} \\
& Q_{q}=\sqrt{4 \pi / 5}\left\{r^{2} Y_{q}^{2}\left(\theta_{r} \phi_{r}\right)+b^{4}{ }_{p}^{2} Y_{q}^{2}\left(\theta_{p} \phi_{p}\right)\right\} / b^{2}
\end{align*}
$$

Here the $I_{\dot{q}}$ are the three infinitesimal rotation operators and the $Q_{q}$ the five components of a second degree tensor operator. The arguments of the spherical harmonics are the polar angles of space, and momentum vectors $\vec{r}$ and $\vec{p}$. In particular

$$
Q_{0}=\left\{\left(2 z^{2}-x^{2}-y^{2}\right)+b^{4}\left(2 p_{z}^{2}-p_{x}^{2}-p_{y}^{2}\right)\right\} / 2 b^{2}
$$

The invariance of $H_{0}$ with respect to $\quad U_{3}$ means that it
commutes with all the operators of the group. (Jauch and Hill 1940). This implies that the group operators only transform between the
degenerate states of $H_{0}$. This property can clearly be seen by rewriting the operators in 2.2 in terms of the three creation operators $a_{i}^{+}$and the three destruction operators $a_{i}$ of the oscillator quanta in the $\mathrm{x}, \mathrm{y}$ and z directions where

$$
a_{x}^{+}=\sqrt{1 / 2}\left(x-i b^{2} p_{x}\right) / b
$$

and

$$
a_{x}=\sqrt{1 / 2}\left(x+i b^{2} p_{x}\right) / b \quad \text { similarly for } y \text { and } z \underline{2.4}
$$

Thus by defining the operators

$$
A_{i j}=\left(a_{i}^{+} a_{j}+a_{j} a_{i}^{+}\right) / 2, i \text { and } j=x, y \text { or } z
$$

we may deduce the relation (Table I) between these operators $A_{i j}$, formed from a Cartesian basis, and the spherical tensor operators in 2.2

|  | $Q_{+1}$ | Q-1 | $\sqrt{3} \mathrm{~L}+1$ | $\sqrt{35}-1$ | $\sqrt{3} L_{0}$ | Q +2 | $\mathrm{Q}_{-2}$ | $\sqrt{2} \mathrm{H}_{\mathrm{O}}$ | Q 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\sqrt{6} A_{x z}$ | -1/2 | $1 / 2$ | 1/2 | 1/2 |  |  |  |  |  |
| $\sqrt{64} \mathrm{zax}^{\text {a }}$ | -1/2 | +1/2 | -1/2 | -1/2 |  |  |  |  |  |
| $i \sqrt{6 A}{ }^{2 x}$ | -1/2 | -1/2 | 1/2 | $-1 / 2$ |  |  |  |  |  |
| $i \sqrt{64} \mathrm{zy}^{\text {a }}$ | -1/2 | -1/2 | -1/2 | $+1 / 2$ |  |  |  |  |  |
| i ${ }^{6} \mathrm{~A}_{\mathrm{yx}}$ |  |  |  |  | $\sqrt{1 / 2}$ | $1 / 2$ | -1/2 |  |  |
| $i \sqrt{6 A_{x y}}$ |  |  |  |  | $-\sqrt{1 / 2}$ | 1/2 | $-1 / 2$ |  |  |
| $\sqrt{6 A^{x}}{ }^{2 x}$ |  |  |  |  |  | 1/2 | 1/2 | $\sqrt{1 / 3}$ | $-\sqrt{1 / 6}$ |
| $\sqrt{6 a} y{ }^{\text {y }}$ |  |  |  |  |  | $-1 / 2$ | $-1 / 2$ | $\sqrt{1 / 3}$ | $-\sqrt{1 / 6}$ |
| $\sqrt{6 A_{z z}}$ |  |  |  |  |  |  |  | $\sqrt{1 / 3}$ | $\sqrt{2 / 3}$ |

Table I. Transformation Coefficients between the Cartesian operators $A_{i j}$ and the spherical tensor operators.

The many particle operators $A_{i j}$ are defined as the sum of single particle operators $A_{i j}(p)$.

Thus

$$
A_{i j}=\sum_{p} A_{i, j}(p) \quad \text { sumned over all particles }
$$

For this reason the commutation properites of the single particle operators will belong aliso to the many particle operators. Henceforth the symbol $A_{i j}$ will denote the many particle operator unless otherwise stated.

Because the $A_{i j}$ operators are combinations of one destruction with one creation operator, it is clear that they cannot excite a state out of a given degenerate oscillator level. The operators $A_{i j}$ merely shift a quantum from the j-direction into the i-direction.

If $s$ is the number of $s t a t e s$ in the degenerate oscillator level, then clearly the $A_{i j}$ will be some of the operators of $U_{S}$ - the set of unitary transformations in s-dimensions.

The Comutation Relations
The commutators of the $A_{i j}$ operators may be deduced from those belonging to the tensor set. (Elliott 1958 I (8)). We shall here find them directly from the simpler relations for the creation and destruction operators.

From the explicit form of the $a_{i}^{+}$and $a_{i}$ given in
2.4 we d educe.

$$
\begin{gathered}
{\left[a_{i}^{+}, a_{j}^{+}\right]=0} \\
{\left[a_{i}, a_{j}\right]=0} \\
{\left[a_{i}^{+}, a_{j}\right]=0 \quad i \neq j} \\
\text { but since } a_{x}^{+} a_{x}=\left(x^{2}-b^{2}-b^{4} a^{2} / \partial x^{2}\right) / 2 b^{2} \\
\text { and } a_{x} a_{x}^{+}=\left(x^{2}+b^{2}-b^{4} \partial^{2} / d x^{2}\right) / 2 b^{2}
\end{gathered}
$$

we may write, in general :-

$$
\left[a_{i}^{+}, a_{j}\right]=-\delta_{i j} \text {. for all } i \text { and } j
$$

where

$$
\begin{aligned}
\delta_{i j} & =0 \quad \text { for } i \neq j \\
& =1 \text { for } i=j
\end{aligned}
$$

The most general commutator for the $A_{i j}$ operators is:

$$
\begin{align*}
{\left[A_{i j}, A_{k l}\right] } & =\left(a_{i}^{+} a_{j}+a_{j} a_{i}^{+}\right)\left(a_{k}^{+} a_{1}+a_{1} a_{k}^{+}\right) / 4 \\
& -\left(a_{k}^{+} a_{1}+a_{1} a_{k}^{+}\right)\left(a_{i}^{+} a_{j}+a_{j} a_{i}^{+}\right) / 4
\end{align*}
$$

From equations 2.7 we know that

$$
\begin{aligned}
& {\left[a_{i}^{+} a_{j}, a_{k}^{+} a_{1}\right]=+\delta_{j k} a_{1} a_{i}^{+}-\delta_{i l} a_{j} a_{k}^{+}} \\
& {\left[a_{i}^{+} a_{j}, a_{1} a_{k}^{+}\right]=\delta_{j k} a_{1} a_{i}^{+}-\delta_{i l} a_{j} a_{k}^{+}} \\
& {\left[a_{j} a_{i}^{+}, a_{k}^{+} a_{1}\right]=\delta_{j k} a_{1} a_{i}^{+}-\delta_{i 1} a_{j} a_{k}^{+}} \\
& {\left[a_{j} a_{i}^{+}, a_{1} a_{k}^{+}\right]=\delta_{j k} a_{1} a_{i}^{+}-\delta_{i I} a_{j} a_{k}^{+}}
\end{aligned}
$$

Thus from 2.8

$$
\left[A_{i j}, A_{k l}\right]=A_{i l} \delta_{j k}-A_{k j} \delta_{i l}
$$

This last relation shows that the set $A_{i j}$ do in fact describe the group $U_{3}$.

The commutation relation in 2.9 is very easy to $r$ emember and apply. For this reasonve prefer to use the set $A_{i j}$, rather than the tensor set in 2.2, to describe the properties of $U_{3}$. Classification According to the Group $U_{3}$

Just as the classification of the group $U_{S}$ may be described in terms of Young Tableau, with at most s-rows, so may the group $U_{3}$ be described by tableau with at most three rows.

The many particle oscillator wave functions may be considered as tensors in the oscillator creation operators. In the p -shell, for example, the single particle wave functions are tensors of degree one

$$
\phi=a_{i}^{+} \phi_{0} \quad i=x, y \text { or } z .
$$

where $\phi_{0}$ is the "vacuum" state of no quanta viz. the (1s) state.

In the sd-shell the single particle states are symmetric tensors of degree two

$$
\phi=a_{i}^{+} a_{j}^{+} \phi_{0} \quad i, j=x, y \quad \text { or } z
$$

that is, six in number.
The classification of the many particle stateswith respect to the group $U_{3}$ merely describes the tensorial symmetry of the wave functions with respect to the creation operators.

The representations of $U_{3}$ are, therefore, described by partitions of $n$, the numbers of oscillator quanta, into not more than three parts, $\left[n_{1} n_{2} n_{3}\right]$ where

$$
n_{1} \geqslant n_{2} \geqslant n_{3} \quad \text { and } \quad n_{1}+n_{2}+n_{3}=n
$$

We can define the leading state of the representation $[n]$ as the one having $n_{1}$ quanta in the s-direction and $n_{2}$ and $n_{3}$ quanta in the $x$ and $y$ directions respectively. This is analagous to saying that, in the rotation group $R_{3}$, with angular momentum quantised in the z-direction, the leading state is the one with $M=L$. The leading state in $U_{3}$ has the maximum number of quanta $\left(n_{1}\right)$ in the $z$ direction and the maximum number of quanta in the $x$ direction. where $n_{z}=n_{1}$ for the representation $\left[n_{1} n_{2} n_{3}\right]$. The leading state is then the one with maximum weight (Racah 1951).

The other states of the representation [ n ] may be generated by some operation with the group operators on the leading state.

The single particle states in the p -shell then spread out the representation [100] of $\mathrm{U}_{3}{ }^{\circ}$ The two partiole states oan spread out the representations [200] and [110]. In the latter example the leading state of [200] will have $n_{z}=2$ and $n_{x}=n_{y}=0$ and the leading state of [110] will have $n_{g}=n_{x}=1$ and $n_{y}=0$ since the single particle in the ds-shell is a symmetric tensor of degree two, it must spread out the representation [200] of $U_{3}$.

In physical problems we want to ignore transformations which are simply an overall change of phase. This means dealing with the unimodular unitary group $\mathrm{SU}_{3}$ obtained by removing the unit infinitesimal operator $H_{0}=\left(A_{x x}+A_{y y}+A_{z z}\right)$. Under this restriction the representations do not reduce further, but those corresponding to tableaux differing only in a number of complete columns become equivalent. Thus the irreducible representations of $\mathrm{SU}_{3}$ may be labelled by only two numbers $(\lambda \mu)$. These numbers are defined by convention as $\lambda=n_{1}-n_{2}$ and $\mu=n_{2}-n_{3}$. (Elliott 1958 I par. 4.)

The leading state of the ( $\lambda \mu$ ) representation then has an excess of $\lambda$ quanta in the $z$-direction over that in the $x$.


The problem of classifying the nuclear states with respect to $\mathrm{SU}_{\mathrm{S}}$ and $\mathrm{SU}_{3}$ involves determining which representions $(\lambda \mu)$ occur in a given representation [f]. This reduction may be performed, by a chain calculation, in a very simple way using the rules for combining tableau, (Jahn 1950), and the dimension formula,
dimension of $[\mathrm{f}](\mathrm{D}[\mathrm{f}])$

$$
=\prod_{1 \leqslant i<j \leqslant s}\left(f_{i}-f_{j}+j-i\right) /(j-i)
$$

for the irreducible representation [ f ] of $\mathrm{U}_{3}$ or $\mathrm{SU}_{3}$ (Weyl 1920 p. 283).

In the ds-shell, for example, e ach single particle function transforms according to the representation (20) of $\mathrm{SU}_{3}$. Thus

$$
[1] \rightarrow(20)
$$

2.12a

For two particles in the shell, the possible classifications according to $\mathrm{SU}_{S}$ (the permutation symmetry) are given by

$$
[1] \times[I]=[2]+[11]
$$

Simply by adding one square to the representation [I]. The possible representation of $\mathrm{SU}_{3}$ are found by adding two squares
to (20) in a symmetric way.
Thuswe get


From the dimension formula

$$
\begin{array}{rl}
D[2]=21 & D[11] \\
\text { and } & D(40)=15 \\
\text { a } & D(21)=15
\end{array} D(02)=6
$$

The representation (40) of $\mathrm{SU}_{3}$ means that the $f$ our creation operators, describing the $t$ wo particle state, form totally symmetric tensors of rank four. The se tensors can only arise if the two particle states themselves are symmetric. Hence we must have

$$
\begin{aligned}
& {[2] \rightarrow(40)+(02)} \\
& {[1 I] \rightarrow(21)}
\end{aligned}
$$

In this way we may build up the complete reduction of any [f]into representations of $\mathrm{SU}_{3}$ (Elliott 1958 I Table 1 ). The Subgroups $\mathrm{SU}_{2}$ and $\mathrm{U}_{1}$ of the Group $\mathrm{SU}_{3}$

The subgroups $\mathrm{SU}_{2}$ and $\mathrm{U}_{1}$ do not seem to have any direct physical significance but they will be used later in defining a set of states classified according to the $R_{3}$ subgroup. For this reason the classification of states according
to $\mathrm{SU}_{2}$ and $\mathrm{U}_{1}$ is considered important.
Subgroups of $\mathrm{SU}_{3}$ may, in general, be found by looking for sets of operators, within the set of $\mathrm{SU}_{3}$ group operators, which describe a group, i.e. whose commutators are contained within the set (Racah 1951).

The $\mathrm{SU}_{3}$-group operators can be formed from the $U_{3}$ group operators by removing the unit infinitesimal operator. That is by removing $H_{0}$ or ( $A_{x x}+A_{y y}+A_{z z}$ )
We introduce the operators

$$
B_{i j}=A_{i i}-A_{j j}
$$

where clearly $B_{i j}=-B_{j i}, B_{i i}=0$ and $B_{i j}+B_{j k}=B_{i k}$
The eight independant operators describing the $\mathrm{SU}_{3}$ group may thus be written

$$
\begin{aligned}
& A_{i, j}, i \neq j \\
& B_{i j}, i, j=x \text { or } y \text { or } z
\end{aligned}
$$

since at most two $B_{i j}$ operators may be written down as being linearly independant.

From the commutation relation in 2.9 we deduce

$$
\left[A_{i j}, B_{k 1}\right]=A_{i k} \delta_{j k}-A_{k j} \delta_{k i}-A_{i 1} \delta_{i 1}+A_{1 j} \delta_{i 1}
$$

$$
\left[B_{i j}, B_{k I}\right]=0
$$

2.15 b

From the commutators in 2.15 with 2.9 we can see that the operators $A_{x y}, A_{y x}$ and $B_{x y}$ form a group, the group $S U_{2}$, and all these operators commute with the operator $\left(B_{z x}+B_{z y}\right)$
which describes the group $U_{I}$. Thus the $\mathrm{SU}_{3}$ group reduces simultaneously to the $\mathrm{SU}_{2}$ group and the $\mathrm{U}_{1}$ group i.e.

$$
\mathrm{SU}_{3} \rightarrow \mathrm{SU}_{2} \mathrm{x} \cdot \mathrm{U}_{1} \cdot
$$

$\underline{\text { Irreducible Representations of the Subgroups } S U_{2} \text { and } U_{1}}$
The $U_{1}$ group, being of only one dimension, needs but one "number" to label its representations. We shall choose a set of states which diagonalize the operator $\left(B_{z x}+B_{z y}\right)$ and introduce the quantum number $E$

Thus

$$
\left(B_{z x}+B_{z y}\right) \quad \phi(E)=E \phi(E)
$$

where we assume now that $\phi$ implies a normalised state, with permuation symmetry $[\mathrm{f}]$, and belonging to the $(\lambda \mu)$ representation of $\mathrm{SU}_{3}$ (Elliott 1958 II (2)).

The $\mathrm{SU}_{2}$ group is isomorphic with the $R_{3}$ group.
This isomorphism may be seen directly from the operators in 2.14 by defining operators

$$
\omega_{0}=\frac{1}{2} B_{x y}, \omega_{+1}=-\sqrt{\frac{1}{2}} A_{x y} \text { and } \omega_{-1}=\sqrt{\frac{1}{2}} A_{y x}
$$

The $\omega$-operators have the cormutation relations

$$
\left[\omega_{+1}, \omega_{-1}\right]=-\omega_{0} \text { and }\left[\omega_{ \pm 1}, \omega_{0}\right]=\mp \omega_{ \pm 1}
$$

which are just those of the $R_{3}$ group.
The classification by the $\mathrm{SU}_{2}$ group follows in a
similar way to the classification by the $R_{3}$ group, with a
number $\Lambda$ corresponaing to the orbital angular monentum quantum number I .

The Casimir operator of the $\mathrm{SU}_{2}$ group, corresponding to the operator $L^{2}$ of $R_{3}$, is

$$
\begin{aligned}
\omega^{2} & =\omega_{0}^{2}-\omega_{+1} \omega_{-1}-\omega_{-1} \omega_{+1} \\
& =\frac{1}{4} B_{x y}^{2}+\frac{1}{2}\left(A_{x y y x}+A_{y x} A_{x y}\right)
\end{aligned}
$$

We introduce the labelling A such that.

$$
\omega^{2} \phi(\varepsilon \Lambda)=\Lambda(\Lambda+I) \quad \phi(E \Lambda)(\text { Elliott 1958, II, (7)) }
$$

The quantum number $E$ is preserved in the operation
with $\omega^{2}$ since $\left(B_{z x}+B_{z y}\right)$ commutes with all operators of $\mathrm{SU}_{2}$, in particular with $\omega^{2}$.

We are free to diagonalize one more operator of $\mathrm{SU}_{2}$ corresponding to the diagonalization of $L_{z}$ in $R_{3}$. We define a number $v$ such that

$$
B_{x y} \not(E \Delta \nu)=2 \quad \omega_{0} \phi(E \Delta \nu)=\nu \phi(E \Delta \nu)
$$

Olearly $\frac{1}{2} \nu$ takes on the values $\Lambda, \Lambda-1, \ldots-\Lambda$ by analogy with the $R_{3}$ group, that is

$$
\nu \text { takes on the values } 2 \Lambda, 2 \Lambda-2, \ldots-2 \Lambda
$$

With the exception of the last quantum number $" v$ ", this classification of states has been given by Elliott (1958, II). In the last stage, Elliott chooses to diagonalize the operator $I_{0}=i\left(A_{y x}-A_{x y}\right)$. Thus a set of states $\chi(E M K)$ is defined
which have the component of angular moment in the $z$-direction a good quantum number. The use of the v-labelling has certain advantages which will be seen in Chapter 4.

So that many of the results obtained by Elliott may be carried over into this paper, the relationship between the sets of states $\varnothing$ and $\chi$ must be determined. To do this we must first deduce the exact connection between the operators $\omega_{0}$, $\omega_{ \pm 1}$, which we have used to describe $\mathrm{SU}_{2}$, and the set $v_{0},{ }_{ \pm}$, which Elliott (1958, II) uses to describe the group.

Defining $\omega_{x}, \omega_{y}$, and $\omega_{z}$ in analogy with the operators $I_{x} I_{y}$ and $L_{z}$ of $R_{3}$ we have:

$$
\begin{aligned}
\omega_{x}=-\sqrt{\frac{1}{2}}\left(\omega_{+1}-\omega_{-1}\right) & =\frac{1}{2}\left(A_{x y}+A_{y x}\right)=\frac{1}{2 i \sqrt{6}}\left(Q_{2}-Q_{-2}\right) \\
\omega_{y}=i \sqrt{\frac{1}{2}}\left(\omega_{+1}+\omega_{-1}\right) & =\frac{1}{2} i\left(-A_{x y}+A_{y x}\right)=\frac{1}{2} I_{0} \\
\omega_{z}=\omega_{0} & =\frac{1}{2}\left(A_{x x}-A_{y y}\right)=\frac{1}{2 \sqrt{6}}\left(Q_{2}+Q_{-2}\right)
\end{aligned}
$$

from 2.17 and Table 1.
Elliott describes the $\mathrm{SU}_{2}$-group by the set of operators

$$
\begin{aligned}
v_{0} & =\frac{1}{2} I_{0} \\
\text { and } v_{+1} & = \pm\left(\frac{1}{2 \sqrt{3}}\right) Q_{ \pm 2}
\end{aligned}
$$

Defining Cartesian components of $\vec{v}$ in the conventional way as above, we deduce:

$$
\begin{aligned}
& v_{x^{\prime}}=-\sqrt{\frac{1}{2}}\left(v_{+1}-v_{-1}\right)=\frac{1}{2 \sqrt{6}}\left(Q_{2}+Q_{-2}\right) \\
& \equiv \omega_{z^{\prime}} \\
& v_{y^{\prime}}=\sqrt{\frac{1}{2} i}\left(v_{+1}+v_{-1}\right) \\
& =\frac{1}{2 \dot{i} / 6}\left(Q_{2}-Q_{-2}\right) \\
& \equiv \omega_{x} \\
& v_{z^{\prime}}=v_{0} \quad
\end{aligned}
$$

The primes have been introduced when discussing $\overrightarrow{\mathrm{v}}$ since, with these formal operators, the compoents $v_{q}$ and $\omega_{q}$ were defined quite independently.

Thus, in our language, the set of states $\chi(\wedge k)$ spread out the representation $\triangle$ of $\mathrm{SU}_{2}$ for which $W_{y}$ is diagonal. Because of the isomorphism between the $\mathrm{SU}_{2}$ and $\mathrm{R}_{3}$-groups, the relationship between the sets $\chi(\Delta \mathrm{K})$ and $\phi(\Delta v)$ is the same as that between the sets $\psi_{y}(L i i)$ and $\psi_{z}$ (LIN') in this order. Here $\psi_{y}(\operatorname{LM})\left\{\psi_{z}\left(\operatorname{LiN}^{\prime}\right)\right\}$ belongs to the basis of the representation $L$ of $R_{3}$ in which $I_{y}$ $\left\{\mathrm{I}_{\mathrm{z}}\right\}$ is diagonal.

We determine now the relationship in the $\mathrm{R}_{3}$-group. Consider a set of axes $S^{\prime}$, which occupy the same positions in space as a set $S$ but where the $z^{\prime}$-axis lies along $O y$ and the $x^{\prime}$ axis lies along 0 .


An Euler angle rotation of $(\pi / 2, \pi / 2, \pi)$. corries $S$ into $S^{\prime}$. Olearly, the set of states $\psi_{z^{\prime}}^{\prime}(I M)$, defined in $S^{\prime}$, which diagonalize $I_{z}$, are identical with the set $\psi_{y}(I M)$, defined in $S$, which diagonalize $L_{y}$.

$$
\text { i. } \theta \quad \psi_{z^{i}}^{\prime}(I N) \equiv \psi_{Y}(I N)
$$

Using the well known transformation properties of angular momentum functions under finite rotations (e, g. Elliott 1958 III, p.29) we have

$$
\begin{aligned}
\psi_{z}(L M) & =\sum_{M^{\prime}} D_{M M^{\prime}}^{L}\left(\frac{\pi}{2}, \frac{\pi}{2}, \pi\right) \psi_{z}^{\dagger}\left(L M^{\prime}\right) \\
& =\sum_{M^{\prime}} D_{M M^{\prime}}^{L}\left(\frac{\pi}{2}, \frac{\pi}{2}, \pi\right) \psi_{y}\left(L M^{\prime}\right) \\
\text { i.e } \quad \psi_{z}(L M) & =(-)^{M} \sum_{M^{\prime}} d_{M^{\prime} M}^{L}(\pi / 2) \psi_{y}\left(L M^{\prime}\right)
\end{aligned}
$$

We use the fact that;

$$
\begin{aligned}
& D_{M M^{*}}^{L}(\alpha \beta \gamma)=e^{i N / x} d_{M M^{\prime}}^{L}(\beta) e^{i M^{8} \gamma} \\
& \text { and } \alpha_{M M^{\prime}}^{L}(\beta)=(-)^{M^{\prime}-M} \alpha_{M^{\prime} M^{\prime}}^{L}(\beta)
\end{aligned}
$$

$$
\text { (EIIIott } 1958 \text { III, p.30) }
$$

Wie may consider the $\mathrm{SU}_{2}$-group to be a pseudo $\mathrm{R}_{3}$-group where $v_{x}{ }^{\prime}{ }^{v} y^{\prime}$ and $v_{z}$, are the angular momentum operators in
the $S$ i-frame and $\omega_{X}, \omega_{y}$ and $\omega_{z}$ the operators in the S-frome. Thus we con write imaediately, from 2.23ig,

$$
\phi(\Lambda \nu)=(-i)^{\nu / 2} \sum_{K}^{-} d_{K / 2 \nu / 2}(\pi / 2) \chi(\Lambda K)
$$

where it must be rembered that, whereas in the $R_{3}$ group we have
in the $\mathrm{SU}_{2}$-group, because of the definition of the $\phi(\Lambda \nu)$ and $\chi(\wedge \mathrm{K})$, we have:

$$
\omega_{z} \phi(\Lambda \nu)=\left\{\nu / 2 \mid \phi(\Lambda \nu) \quad \text { and } \quad \omega_{y} \chi(\Lambda K)=(K / 2 \mid x(\Lambda K) .\right.
$$

We write 2.23b as

$$
\phi(\Lambda \nu)=\sum_{K} b(\Lambda, \nu ; K) \chi(\Lambda K)
$$

where

$$
\mathrm{b}(\Lambda, \nu: \mathrm{K})=(-i)^{\nu / 2} \hat{a}_{\mathrm{K} / 2 \nu / 2}(\pi / 2)
$$

We sholl see later that we are most interested in the coefficients $b(\Lambda, 2 \Lambda ; K)$. In this cose the $\alpha_{K / 2 \Lambda}^{\Lambda}(\pi / 2)$ simplifies so that we may write:-

$$
\begin{aligned}
b(\Lambda, 2 \Lambda ; K) & =(-i / 2)^{\Delta} \sqrt{\frac{(2 \Lambda)!}{\left(\Lambda+\frac{K}{2}\right)!\left(\Lambda-\frac{K}{2}\right)!}} \\
& -31-
\end{aligned}
$$

$$
2.26
$$

It is useful to know the relation between the numbers $E$ and
$\nu$ and the oscillator quanta.
From the explicit form of the single particle operator $\left(B_{z x}+B_{z y}\right)$, we can see that the single particle state $\phi_{s . p}(E)$ in the oscillator $n$-shell has the number of quanta in the z-direction $\left(r_{z}\right)$ as a quanturn number since:-

$$
E=2 n_{z}-n_{x}-n_{y} \equiv 3 n_{z}-n
$$

Similarly, it can be seen that the state $\phi_{\text {s.p. }}(E v)$ has also the difference $\left(n_{x}-n_{y}\right)$ of the oscillator quanta in the $x$ and $y$ direction a quantum number since

$$
v=n_{x}-n_{y}
$$

Since the many particle operators $A_{i j}$ are linear combinations of the single particle operators, it follows that, for the many particle state $\phi(E \Lambda \nu)$,

$$
\begin{align*}
& E=3 N_{z}-N=\sum_{i}\left(3 n_{z}(i)-n\right)=\sum_{i} \varepsilon_{i} \\
& \quad \text { and } \quad v=N_{x}-N_{y}=\sum_{i} n_{x}(i)-n_{y}(i)=\sum_{i} v_{i}
\end{align*}
$$

summing over all particle numbers.
In the single particle states the $\triangle$ labol is
unnecessary since it is related to $E$.

$$
\text { i.e. } \Lambda=\frac{1}{2}\left(n_{x}+n_{y}\right)=\frac{1}{6}(2 N-E)
$$

For the many particle states however, the $\Delta$ labelling is not so trivial. It describes the symmetry of the quanta in the $x y-p l a n e$ and thus serves to distinguish states of a representation with the same $E$ and $V$ labels. The numbers $E, \Lambda$ and $\nu$ form a unique set of labels for a state of the ( $\lambda \mu$ ) representation.

For the leading state of a representation ( $\lambda \mu$ )

$$
\begin{aligned}
E & =\left(N_{z}-N_{x}\right)+\left(N_{s}-N_{y}\right)=2 \lambda+\mu(=\bar{E}) \\
\text { and } \nu & =N_{x}-N_{y}=\mu(=\bar{v})
\end{aligned}
$$

This then is part of the reduction $\mathrm{SU}_{3} \rightarrow \mathrm{SU}_{2} \mathrm{X} \mathrm{U}_{1}$ found in a simple manner. $\bar{E}$ is the maximum $E$ in the representation and $\bar{\nu}$ is the moximum $v$ in $\bar{E}$.

The complete reduction has been studied by Elliott
(1958. II), using Young Tableau which illustrate the representation of a unitory group (as in 2.12 for example). He finds the simple results that, within a representation ( $\lambda \mu$ ),

$$
E=2 \lambda+\mu, 2 \lambda+\mu-3, \ldots,-\lambda-2 \mu
$$

(This can be deduced immediately from 2.28)
For each value of $E$ :$\Lambda=\frac{1}{6}|2 \lambda-2 \mu-E|, \frac{1}{6}|2 \lambda-2 \mu-E|+1, \ldots, \min \left\{\frac{1}{6}(2 \lambda+4 \mu-E), \frac{1}{6}(2 \mu+4 \lambda+E)\right\}$ 2.31

We notice that for $E=\bar{E}=2 \lambda+\mu, \quad A$ has the single value $\frac{1}{2} \mu$.

It is useful to present the values of $2 A$ appearing for each value of $E$, in a ( $\lambda \mu$ ) representation, in an array:


This is the most general form for the array. In a special case, parts of the array in $2 \Lambda$ may be missing e.g. the values of $2 \Lambda$ must slways remain positive or zero.

In the next chapter we sholl discuss the raising and lowering operators in a ( $\lambda \mu$ ) representation. These operators will be useful in generating other states of a representation when the leading state is known.

## Chapter 3

Raising and Lowering Operators and the
Classification of Many Particle States

Raising and Lowering ( $R$ and $L$ ) Operators in the $S U S_{2}$-group

The $R$ and $L$ operators in the $S U S_{2}$-group will be formed from the operators of the group and therefore will not be able to alter the $E$ or $\triangle$ labels of a state. From the commutation relation in 2.15 we see

$$
\begin{aligned}
& {\left[A_{x y}, B_{x y}\right]=-2 A_{x y} .} \\
& {\left[A_{y x}, B_{x y}\right]=2 A_{y x} .}
\end{aligned}
$$

Thus, since $B_{x y} \phi(\Delta \nu)=\nu \phi(\Delta \nu)$
We have $B_{x y} A_{x y} \phi(\Lambda \nu)=\left(A_{x y} B_{x y}+2 A_{x y}\right) \phi(\Delta v)$

$$
=(v+2) A_{x y} \phi(\Delta v)
$$

i.e. $\quad A_{x y} \phi(\Lambda \nu)=\phi^{\prime}(\Lambda \nu+2)$
$3.1 a$
Similarly $A_{y x} \phi(\Lambda \nu)=\phi^{\prime}(\Delta \nu-2)$
where throughout the chapter, primed states will be, in general, unnormslised.

Thus the $A_{x y}$ and $A_{y x}$ operators of $S U_{2}$ are the $R$ and $L$ operators respectively of the $\nu$-label by two units.

Because of the isomorphism between the $R_{3}$ and $S U_{2}$ groups, this fact could have been deduced immediately from the well known properties of $I_{ \pm I}$ (Edmonds 1957).

The normalisation coefficient of the $\phi$ states may be calculated in the same way as those normalisation coefficients associated with $\mathrm{L}_{ \pm 1}$.

Thus

$$
\omega_{ \pm 1} \phi(\Lambda \nu)=\mp \sqrt{\frac{1}{2}} \sqrt{\left(\Lambda \mp \frac{\nu}{2}\right)\left(\Lambda \pm \frac{\nu}{2}+1\right)} \phi(\Lambda, \nu \pm 2)
$$

i.e. $A_{x y} \phi(\wedge \nu)=\sqrt{\left(\Lambda-\frac{\nu}{2}\right)\left(\Lambda+\frac{\nu}{2}+1\right)} \phi(\Lambda, \nu+2)$
and $A_{y x} \phi(\Delta \nu)=\sqrt{\left(\Lambda+\frac{\nu}{2}\right)\left(\Delta-\frac{\nu}{2}+1\right)} \phi(\Lambda, \nu-2)$
3.20

The phases have been chosen in accordance with those of Condon and Shortl ${ }_{\text {ey }}$ (1935)

R and L operators in the full $\mathrm{SU}_{3}$-group
We wish to find the operstors now which raise and lower the $E$ and $\triangle$ labels as well as the $\nu$.

Consider the operators $A_{x z}, A_{z X}, A_{y z}$ and $A_{z y}$. The effect of these operators on the $E$ and $\nu$ labels may be deduced
imediately from the commutation relations:-

$$
\begin{aligned}
& {\left[A_{x z}, B_{x y}\right]=-A_{x y},\left[A_{x z},\left(B_{z x}+B_{z y}\right)\right]=3 A_{x z}} \\
& {\left[A_{z x}, B_{x y}\right]=A_{z x},\left[A_{z x x},\left(B_{z x}+B_{z y}\right)\right]=-3 A_{z x}} \\
& {\left[A_{y z}, B_{x y}\right]=A_{y z},\left[A_{y z},\left(B_{z x}+B_{z y}\right)\right]=3 A_{y z}} \\
& {\left[A_{z y}, B_{x y}\right]=-A_{z y},\left[A_{z y},\left(B_{z x}+B_{z y}\right)\right]=-3 A_{z y}}
\end{aligned}
$$

Thus we find

$$
\begin{align*}
& A_{x z} \phi(\varepsilon v)=\phi^{\prime}(\varepsilon-3, \nu+I) \\
& A_{z x} \phi(\varepsilon v)=\phi^{\prime}(\varepsilon+3, \nu-I) \\
& A_{y z} \phi(\varepsilon \nu)=\phi^{\prime}(\varepsilon-3, \nu-I) \\
& A_{z y} \phi(\varepsilon v)=\phi^{\prime}(\varepsilon+3, \nu+1)
\end{align*}
$$

3.40
3.4 a

These operators do not, in general, preserve the $\Lambda$ labelling. We should expect some combination of these operators with the $A_{x y}$ and $A_{y x}$ to give states which belong to a definite representation of $\mathrm{SU}_{2}$.

We shall now derive the explicit form for the
operators $0_{ \pm}$where

$$
0_{ \pm} \phi(E \Lambda \nu)=\phi^{\prime}(E-3, \Lambda \pm I / 2, \nu-1)
$$

and then quote the results for the remaining six raising and
lowering operators in the $E, \Lambda$ and $v$.
Two operators which decrease $E$ and $v$ are

$$
A_{y z} \text { and } A_{y x} A_{x z}
$$

From the explicit form for $\omega^{2}$ (2.19) and the commutation relation for the $A_{i j}(2.9)$ we may deduce

$$
\begin{align*}
& \omega^{2} A_{y x} A_{x z}=A_{y x} A_{x z}\left\{\omega^{2}+\left(1 / 2 B_{x y}+3 / 4\right\}+A_{y z}\left\{\omega^{2}-\left(1 / 2 B_{x y}-\left(1 / 4 B_{x y}^{2}\right.\right.\right.\right. \\
& \omega^{2} A_{y z}=A_{y x} A_{x z}
\end{align*}
$$

Consider

$$
\left[A_{y x} A_{x z}+\alpha A_{y z}\right] \phi(E \Delta \nu)
$$

where $\alpha$ is some number.
Then

$$
\begin{aligned}
& \omega^{2}\left[A_{y x x_{x z}}+\alpha A_{y z}\right] \phi(E \wedge v) \\
& =\left\{A _ { y x } A _ { x z } \left[\omega^{2}+\left(1 / 2 B_{x y}+3 / 4+\alpha\right]\right.\right. \\
& +A_{y z}\left[\omega^{2}-(1 / 2) B_{x y}-\left(1 / 4 B_{x y}^{2}+\alpha\left\{\omega^{2}-\left(1 / 2 B_{x y}-1 / 4\right\}\right]\right\} \phi(E A \nu)\right.
\end{aligned}
$$

Since $\omega^{2} \phi\left(E_{\Delta \nu}\right)=\Lambda(\Lambda+I) \phi(E \Lambda \nu)(2.20)$ and $B_{x y} \phi(E \Delta \nu)$
$=\nu \varnothing\left(E_{\Lambda \nu}\right)(2.21)$, we may rewrite the right hand side of 3.8a as

$$
\begin{aligned}
& \left\{A_{y x x z}\left[\Lambda(\Lambda+I)+\frac{1}{2} \nu+3 / 4+\alpha\right]\right. \\
& +A_{y z}\left[\Lambda(\Lambda+I)-\frac{1}{2} \nu\left(\frac{1}{2} \nu+I\right)+\alpha\left\{\Lambda(\Lambda+I)-\cdots \frac{1}{2} \nu-1 / 4\right]\right\} \quad x \\
& \phi(\varepsilon \Lambda \nu) \quad 3.8 \mathrm{~b}
\end{aligned}
$$

If 3.7 is to be a state with definite $\nmid$ value, then the ratio of the coefficients of $A_{y x} A_{x z}$ and $A_{y z}$ in 3.8 b must be equal to the ratio of the coefficients in 3.7. Two values of a $\alpha$ satisfy the equivalence, they are:

$$
\alpha_{I}=\left(\Lambda-\frac{1}{2} \nu\right) \text { and } \alpha_{2}=-\left(\Lambda+\frac{1}{2} \nu+I\right)
$$

substituting the values into 3.8 b we deduce the corresponding $\Delta$-values, for the function in 3.7, to be

$$
\Lambda_{1}=\Delta+1 / 2 \text { and } \Lambda_{2}=\Delta-I / 2
$$

Hence we see

$$
\left[A_{y x} A_{x z}+\left(\Lambda-\frac{1}{2} \nu\right) A_{y z}\right] \phi\left(E_{\Lambda \nu}\right)=\phi^{\prime}(E-3, \Lambda+1 / 2, \nu-1)
$$

$\left[A_{y x} A_{x z}-\left(\Lambda+\frac{1}{2} \nu+1\right) A_{y z}\right] \phi\left(E_{\Delta \nu}\right)=\phi(E-3, \Lambda-I / 2, \nu-1)$
3.9 b

Similarly we may show.

$$
\begin{array}{lll}
{\left[A_{x y} A_{y z}+\left(\Lambda+\frac{1}{2} \nu\right) A_{x z}\right] \phi(E \Lambda \nu)=\phi^{\prime}(E-3, \Lambda+1 / 2, \nu+1)} & \underline{3.90} \\
{\left[A_{x y} A_{y z}-\left(\Lambda-\frac{1}{2} \nu+1\right) A_{x z}\right] \phi(E \Lambda \nu)=\phi^{\prime}(E-3, \Lambda-1 / 2, \nu+1)} & \underline{3.9 a} \\
{\left[A_{z x} A_{x y}+\left(\Lambda-\frac{1}{2} \nu\right) A_{z y}\right] \not \phi^{\prime}\left(E_{\Lambda} \nu\right)=\phi^{\prime}(E+3, \Lambda-1 / 2, \nu+1)} & \underline{3.10 a} \\
{\left[A_{z x} A_{x y}-(\Lambda+\right.} & \left.\left.\frac{1}{2} \nu+1\right) A_{z y}\right] \phi(E \Lambda \nu)=\phi^{\prime}(E+3, \Lambda+1 / 2, \nu+1) & \underline{3.100} \\
{\left[A_{z y} A_{y x}+(\Lambda+\right.} & \left.\left.\frac{1}{2} \nu\right)_{A_{z x}}\right] \phi(E \Lambda \nu)=\phi^{\prime}(E+3, \Lambda-1 / 2, \nu-1) & \underline{3.10 c} \\
{\left[A_{z y} A_{y x}-(\Lambda-\right.} & \left.\left.\frac{1}{2} \nu+1\right) A_{z x}\right] \phi(E \Lambda \nu)=\phi^{\prime}(E+3, \Lambda+1 / 2, \nu-1) & 3.10 d
\end{array}
$$

The expressions in 3.9 and 3.10 are the most general forms for the raising and lowering operators. Any state $\phi^{\prime}\left(E^{\prime} \wedge^{\prime} \nu^{\prime}\right)$ can be obtained from a given state $\phi\left(E_{A \nu}\right)$ by a suitable combination of the operators in 3.9 and 3.10 .

A glance at 3.9 and 3.10 will show that the operators are very cumbersome to use as they stand. Powers of operators must be understood since the function of $\triangle$ and $\nu$ within the operators will chonge its value after each operation. We are most interested, in this thesis, in generating states $\phi(E \wedge \nu)$ from the leading state of a representation $\{\phi(\lambda \mu)\}$

By observing certain rules on how the state is to be generated the set of $R$ and $L$ operators may be simplified.

States $\phi^{\prime}(E \wedge \nu)$ genersted from the leading state $\phi(\lambda \mu)$
We notice that if a state $\phi^{\prime \prime}\left(E_{\Lambda \nu}=2 \Lambda\right)$ can be generated from the leading state, any state $\phi^{\prime}\left(E_{\Lambda \nu}\right)$, with the same $E$ and $\triangle$ labels, may be generated from it by powers of the operator $A_{y x}$. Thus we need only use the general

R and L operators in 3.9 to generate a state of maximum $\nu$. With these restrictions the operators simplify.

From 3.9d we see that if $\nu=2 \Lambda$ then

$$
\phi^{\prime}(E-3, \Lambda-1 / 2,2 \Lambda+1) \equiv 0
$$

since the maximum $\nu$ in this case is only $(2 \Omega-1)$.

Thus we deduce

$$
A_{x y} A_{y z} \phi\left(E_{\Lambda}, \nu=2 \Lambda\right) \equiv A_{x z} \phi\left(E \Lambda^{\nu}=2 \Lambda\right)
$$

3.11

Substituting this identity into 2.90 we see that

$$
A_{X Z} \phi(E \Lambda \nu=2 \Lambda)=\phi^{\prime}(E-3, A+I / 2, \nu=(2 \Lambda+I))
$$

$3.12 a$

Defining now

$$
E_{+}=A_{X Z}
$$

any state with maximum $v$ for a given $E$ can be generated from the leading state by suitable powers of $\mathbb{E}_{+}$. That is

$$
{\underset{+}{\mathrm{P}}}_{\mathrm{P}} \phi(\lambda \mu)=\phi^{\prime}(2 \lambda+\mu-3 p, I / 2(\mu+\mathrm{p}), \mu+\dot{\mathrm{P}})
$$

since $\phi(\lambda \mu) \equiv \phi(\lambda \mu, \quad E=2 \lambda+\mu, \Lambda=\mu / 2, \nu=\mu)$
By referring to the array in 2.32, which shows explicitly the states of maximum $\nu$ for each $A$ value within an $\varepsilon$, We see that the operators ${\underset{+}{+}}_{p}^{p}$ generate the states on the extreme right hand side of the array, from the leading state at the head.

$$
\begin{gathered}
\text { With } \nu=2 \Lambda, \text { the expression in } 3.9 \mathrm{~b} \text { simplifies to } \\
{\left[A_{y x x z}-(2 \Lambda+1) A_{y z}\right] \phi(E \Lambda \nu=2 \Lambda)=\phi^{\prime}(E-3, \Delta-1 / 2, \nu=(2 \Lambda-1)}
\end{gathered}
$$ 3.14

The operator in 3.14 is not in a very convenient form as repeated application requires a change in the coefficient of $A_{y z}$

For example, we must write :-

$$
\begin{aligned}
{\left[A_{y x} A_{x z}-(2 \Lambda) A_{y z}\right]\left[A_{y x} A_{x z}\right.} & \left.-(2 \Lambda+1) A_{y z}\right] \phi(E A, 2 \Lambda) \\
= & \phi^{\prime}(E-6, A-1,2 \Lambda-2)
\end{aligned}
$$

The operator in 3.14 however is equivalent to the complete operator form

$$
E_{-}=\left[A_{y x} A_{x z}-A_{y z}\left(B_{x y}+I\right)\right]_{\equiv\left[A_{y x} A_{x z}-A_{y x}(2 \Lambda+I)\right]}
$$

when acting on a state with maxinum $\nu$ in $\Lambda$.
Since E_ will elways generate a state with maximum $\nu$ in
A. the complete operator form may always be used. Hence, repeated application of the operator in 3.14 may be written as powers of $E_{-}$, e.g.

$$
E_{-}^{2} \phi(E \Lambda, 2 \Lambda)=\phi^{\prime}(E-6, \Lambda-1,2 \Lambda-2)
$$

Clearly now, any state with maximum $\nu$ in $\triangle$ cain be generated, from the leading state, by a combination of operators $E_{-\infty} q_{+}{ }^{p}$. Thus

$$
E_{-}^{q_{E} p} \phi(\lambda \mu)=\phi^{\prime}\left(2 \lambda+\mu-3(p+q), \quad \frac{1}{2}(\mu+p-q), \mu+p-q\right) \quad \underline{3.16}
$$

The leading state generated from a state $\phi(E A \nu=2 \Delta)$
We now consider the inverse operation to take a
state $\phi(\in \Delta \nu=2 \Lambda)$ back to at least on unnormalised form of the leading state.

First consider the operator which will take a state on the extreme right hand side of the array in 2.32 back to the leading state $\phi^{\prime}(\lambda \mu)$

From equation 3.10 d

$$
\left(A_{z y} A_{y x}-A_{z x}\right) \phi(E \bar{A} 2 \bar{n})=\phi^{\prime}(E+3, \vec{\Lambda}+I / 2,2 \bar{\Lambda}-1)
$$

where $\bar{A}$ is the maximum $\Lambda$ in $\varepsilon$. Since $\bar{A}$ is the maximum $A$ in $E$, a glance at the array 2.32 will show that the state $\phi^{\prime}(E+3, \bar{\Lambda}+1 / 2,2 \bar{A}-1)$ does not exist i.e. is identically zero. Hence -

$$
A_{z y} A_{y x} \phi(\bar{E} \bar{\pi}, 2 \bar{n}) \equiv A_{z x} \phi(\bar{E} \bar{\pi} 2 \bar{\pi})
$$

Substituting this identity into 2.10 c we see that

$$
A_{z X} \phi(E \bar{\lambda} 2 \bar{A})=\phi^{\prime}(E+3, \bar{A}-1 / 2,2 \bar{A}-1)
$$

Thus by defining

$$
F_{-}=A_{z x}
$$

tho operator $F_{-}^{p}$ will have exactly the opposite effect to $\mathrm{E}_{+}^{\mathrm{P}}$. Not only this, $\mathrm{F}_{-}^{+}=A_{z X}^{+}=A_{X Z}=E_{+}$. It is for this latter reason that we prefer to operate on $\phi(\lambda \mu)$ with $E_{+}$ before E.

The inverse operator ( $\mathrm{F}_{+}$) to that in 3.15 arises from that in 3.10b. Thus

$$
F_{+}=A_{z x x} A_{x y}-A_{z y}\left(B_{x y}+1\right)
$$

where $F_{+} \phi(E \Lambda \nu=2 \Lambda)=\phi^{\prime}(E+3, \Delta+1 / 2, \nu=2 \Lambda+1)$
3.20 b

Notice that in this case $\mathrm{F}_{+}^{+} \neq \mathrm{E}_{-}$.
The complete inverse operator to $E_{-}^{q} E_{+}^{p}$ acting on the leading state $\phi(\lambda \mu)$ is $F_{-}^{P}{ }_{+}^{q}$, which will take the state $E_{-} q_{+}^{p} \phi(\lambda \mu)$ back to an unnormalised form of $\phi(\lambda \mu)$.
Normalisation coefficients for $E_{-}$and $E_{+}$
Since the inverse operator of $E_{+}$is also the adjoint of $E_{+}$, i.e. $E_{+}^{+}=F_{-}=\left(E_{+}\right)^{-1}$, we are able to determine the normalisation coefficients $\mathbb{N}_{p}$ where

$$
\mathrm{E}_{+} p \phi(\lambda \mu)=\quad N_{p} \phi\left\{(2 \lambda+\mu-3 p), \quad\left(\frac{1}{2} \mu+\frac{1}{\mathrm{z}},\right), \mu+\mathrm{p}\right\} \quad \text { 3.2I }
$$

We adapt a method used by Racah (1951).

$$
\begin{aligned}
& \text { If } \phi_{0}=\phi\left(\lambda_{\mu}\right), \text { we define states } \phi_{i} \text { such that, } \\
& E_{+} \phi_{0}=\phi_{1}=N_{1} \phi_{1} \\
& E_{+} \phi_{1}=\phi_{2}^{\prime}=N_{2} \phi_{2} \\
& \ldots \ldots \ldots \ldots \text { etc. Where the unprimed }
\end{aligned}
$$

$\phi^{\prime \prime} \mathrm{s}$ are normalised.

$$
\text { Introduce the numbers } \mu_{j} \text { where } F_{-} \not \phi_{j}^{\prime}=\mu_{j} \phi_{j-1}, \mu_{0}=0
$$

By knowing the $\mu_{j}^{\prime} s$, it is possible to determine the normolisation ooefficient $N_{p}$ for:-

$$
E_{+}^{p} \phi_{0}=E_{+} \phi_{p-1}^{\prime}=\phi_{p}^{\prime}
$$

But $\phi_{p}^{\prime}=N_{p} \phi_{p}$ where $\left(\phi_{p} \mid \phi_{p}\right)=1$.

Thus by taking the adjoint of 3.24 with itself, where

$$
\left(\phi_{p}^{\prime}\right)^{+}=\left(E_{+} \phi_{p-1}^{\prime}\right)^{+}=\left(\phi_{p-1}^{\prime}\right)^{+} E_{+}^{+}=\left(\phi_{p-1}^{\prime}\right)^{+} F_{-},
$$

we have

$$
\begin{aligned}
N_{p}^{*} N_{p}=\left(\phi_{p} \mid \phi_{p}^{\prime}\right) & =\left(\phi_{p-1}|F-| \phi_{p}^{\prime}\right) \\
& =\mu_{p}\left(\phi_{p-1}^{\prime} \mid \phi_{p-1}^{\prime}\right)=\mu_{p} N_{p-1}^{*} N_{p-1}
\end{aligned}
$$

Thus $\quad M_{p}^{*} N_{p}=\mu_{p} \mu_{p-1} \cdots \mu_{1} N_{0}^{*} N_{0}$
If $\phi_{0}$ is normalised, $N_{0}^{*} N_{0}=1$

$$
\text { i.e. } \quad N_{p} * N_{p}=\prod_{j=1}^{p} \mu_{j}
$$

To determine the $\mu_{j}$, we first derive a recurrence relation.
From 3.23, we have

$$
F \phi_{j+1}^{\prime} \equiv \mu_{j+1} \phi_{j}
$$

but

$$
F_{L_{j, 1}} \phi_{-}=F_{+} \phi_{j}^{\prime}
$$

$$
=A_{z x} A_{x z} \phi_{j} \text { from } 3.12 b \text { and } 3.19 b
$$

$$
=\left[A_{z x}, A_{x z}\right] \phi_{j}+A_{x z} \Lambda_{z x} \phi_{j}^{\prime}
$$

$$
=B_{Z X X} \phi_{j}+E_{+} F \not \phi_{j}
$$

$$
=B_{Z X X} \phi_{j}^{\prime}+\mu_{j} \phi_{j}^{\prime}
$$

Now

$$
\begin{gathered}
B_{z x}=(1 / 2)\left\{\left(B_{z x}+B_{z y}\right)-B_{x y}\right\} \\
\text { and }\left(B_{z x}+B_{z y}\right) \phi_{j}^{\prime}=(2 \lambda+\mu-3 j) \phi_{j}^{\prime} \\
B_{x x y} \not \phi_{j}=(\mu+j) \phi_{j}
\end{gathered}
$$

from the relations in 3.22, and 3.13.

We find, then, from 3.28, and 3.29,
$\mu_{j+1} \phi_{j}=\left(\mu_{j}+\lambda-2 j\right) \phi_{j}$ for any $\phi_{j} \quad$ 3.30a
Hence $\mu_{j+I}=\mu_{j}+\lambda-2 j_{j}$
3.30 b

From this recurrence relation and lmowing $\mu_{0}=0$ we can deduce:-

$$
\mu_{j}=j(-j+I+\lambda)
$$

3.31

Substituting this value in 3.27 we see that the normalisetion coefficient in 3.21 is given by

$$
N_{p}^{*} N_{p}={\underset{1}{p}}_{p} j(-j+1+\lambda)
$$

Notice that in 3.23,F is used as the inverse of $\mathrm{E}_{+}$whilst in 3.25 wse the fact that $\mathrm{E}_{+}^{+}=\mathrm{F}_{\boldsymbol{\prime}}$.

As we have already obscrved, $\mathrm{F}_{+} \neq \mathrm{E}_{-}^{+}$, and so this approach cannot be used to calculate the normalisation coefficients $M_{q p}$ where

$$
\begin{aligned}
& \left.E_{-}^{q} \not \subset(12 \lambda+\mu-3 p), \mu / 2+p / 2, \mu+p\right) \\
& =M_{q p} \not(((2 \lambda+\mu-3 p-3 q), \mu / 2+p / 2-q / 2, \mu+p-q) \quad 3,33
\end{aligned}
$$

We therefore have to resort to the straightforwerd method of coloulating explicitly

$$
\left(2 \lambda+\mu, \mu / 2, \mu\left|\left(E_{+}^{P}\right)^{+}\left(E_{m}^{q}\right)^{+} E_{-}^{q} E_{+}^{p}\right| 2 \lambda+\mu, \mu / 2, \mu\right)
$$

$$
=N_{p}^{*} N_{p} M_{q p}^{*} M_{q p} \text { for oach value of } p \text { and } q .
$$

This may be done using the commutation relation of the $A_{i j}$ and making use of the fact that any creation operator in E, $\Lambda$ or $\nu$ on the leading state $\phi(\lambda \mu)$ gives zero.

For all the normalisation coefficients $\mathbb{M}_{q p}$ required in this paper, and calculated in the way indicated in 3.34, wo find that they are given by the expression:-

$$
\mathbb{M}_{q p}^{*} M_{q p}=\prod_{k=1}^{q} k(\mu-k+1)(\mu+p+2-k)(\lambda+\mu+2-k)
$$

This is verified for all $p$ and $q$ with $p+q=2$ or 4. Thus we have the result, at least for $p+q=2$ or 4 and all $p$ with $q=0$.

$$
\begin{array}{r}
\mathbb{I q}_{\mathbb{E}_{+}}^{p} \phi(\lambda \mu)=e^{i \delta} \sqrt{\left\{\prod_{j=1}^{p} j(-j+I+\lambda) \prod_{k=1}^{q} k(\mu-k+I)(\mu+p+2-k)\right.} \times \frac{(\lambda+\mu+2-k)}{(\lambda)} \\
\phi(E=2 \lambda+\mu-3(p+q), \Lambda=\mu / 2+p / 2-q / 2, v=\mu+p-q)
\end{array}
$$

3.36

The phase will be chosen to be +1 for convenience ie. $5=0$. With this convention and that in 3.2, all states of a representation will have real and positive normalisation coefficients if the phase of the leading state is real and positive.

In Chapter 5 we shell use the notation:-

$$
E(\lambda \mu, E \Delta \nu)
$$

to denote the operator which generates a normalised state $\phi(\lambda \mu \psi \in / \nu \nu)$,
from the leading state $\phi(\lambda \mu)$, in the way indioated in this Chapter. That is, if $E=2 \lambda+\mu-3(p+q), A=I / 2(\mu+p-q)$, $\nu=2 \Lambda-2 x$,
then:-

$$
E\left(\lambda \mu, E_{\Omega} \nu\right) \phi(\lambda \mu) \equiv \frac{A_{y x}^{r} E_{-}^{q} E_{+}^{p}}{P_{r q p} M_{q p} N_{p}} \phi(\lambda \mu)=\phi((\lambda \mu) E \Lambda \nu)
$$

where $P_{r q p}$ is the normalisation ooefficient derived from

## 3.2 c

Equivalent Operators
We sholl find it useful to represent such operators as $A_{y \bar{x}}{ }^{\boldsymbol{T}} \mathrm{E}_{-}^{q} \mathrm{E}_{+}^{p}$, acting on the leading state, as combinations of the operators $L_{0}, L_{ \pm I^{*}}$

We notice that, from 3.10 ,

$$
A_{x y} \phi(\Lambda, \nu=2 \Lambda) \equiv 0
$$

3.38

Hence

$$
A_{y x} \phi(\Delta, \nu=2 \Lambda) \equiv\left(A_{y x}-A_{x y}\right) \phi(\Lambda, \nu=2 \Lambda)=-i L_{0} \phi(\Lambda, \nu=2 \Lambda)
$$

(Table 1, Ghapter 2)
Since $\left[A_{y x},-i L_{0}\right]=\left[A_{y x},\left(A_{y x}-A_{x y}\right)\right]=B_{x y}$
we deduce :-

$$
\begin{aligned}
A_{y x}^{2} \phi(\Lambda, \nu=2 \Lambda)= & A_{y x}\left(-i L_{0}\right) \phi(\Lambda, \nu=2 \Lambda) \\
= & \left(\left(-i L_{0}\right) A_{y x}+B_{x y}\right) \phi(\Lambda, \nu=2 \Lambda) \\
= & \left(-L_{0}^{2}+2 \Lambda\right) \phi(\Lambda, \nu=2 \Lambda) . \\
& -48-
\end{aligned}
$$

Similarly for any power $A^{r} y x^{\text {. }}$
Since $E_{-\infty}{ }^{\text {g }} E_{+}^{p} \phi(\lambda \mu)$ is a state with maximum $\nu$ in $\Lambda=(1 / 2)(\mu+p-q)$, we may replace the $A^{r} y x$ part of the operator $\left(\mathbb{A}_{y x}^{r} E_{-}^{q} E_{+}^{p}\right)$ immediately in terms of $L_{o}$ operators and constants.

The operator $E_{-}^{q} E_{+}^{p}$ is merely a sum of products of the form $A_{y x}^{x} A_{y z}^{\beta} A_{x z}^{\gamma}$. As well as the equivalences in 3.38 and 3.39 we have from 3.4 b and 3.4 a :

$$
A_{z x} \phi(\lambda \mu) \equiv A_{z y} \phi(\lambda \mu) \equiv 0
$$

Hence $\left.\quad A_{x Z} \phi(\lambda \mu) \equiv\left(A_{X Z}-A_{z X}\right) \phi(\lambda \mu)=\sqrt{(1 / 2)_{+I}}+I_{-I}\right) \phi(\lambda \mu)$ 3.413

$$
\left.A_{y z} \phi(\lambda \mu) \equiv\left(A_{y z}-A_{z y}\right) \phi(\lambda \mu)=-i \sqrt{(I / 2)\left(I_{+1}\right.}-I_{-1}\right) \phi(\lambda \mu) \quad 3.41 \mathrm{~b}
$$

Thus from 3.39 and 3.41 we may deduce the equivalences of any product $A_{y x}^{\alpha} A_{y x}^{\beta} A_{x z}^{\gamma}$ and hence $E_{-}^{q} E_{+}^{p}$, knowing the commutators of the $A_{i j}$ with $L_{0}$ and $I_{ \pm 1}$.

In Tables 3 to 6, given at the end of this Chapter,
we quote the expansions and equivalences of certain operators $A_{y x}^{r} E^{q} E^{p}$. These operators will be of most use to us in the later Chapters.

In Table 3, the expansion of the operators $A_{y x}^{r} E^{q_{q^{2}}^{p}}$ is given in terms of operators of the form $A_{y x}^{\alpha} A_{y z}^{\beta} A_{x z}^{\gamma}$. Table $3 a$ contains only operators which do not change the $E-$ value i.e. $p+q=0$. Table $3 b$ contains
operators which lower $E$ by $6,(p+q=2)$, and Table $3 c$ has operators with $p+q=4$ i.e. they lower $E$ by 12.

As an example of how Table 3 may be read tre quote (from entry 311)

$$
A_{y x}^{3} E_{-}^{1} E_{+}^{1} \equiv A_{y x}^{4} A_{x z}^{2}-(\mu+2) A_{y x}^{3} A_{y z} A_{x z}
$$

In Table 4 we list the equivalences of the operators appearing in Tables 3 a and 3 b using the results of Table 3 . These equivalences are written in the general form:-

$$
A_{y x}^{x} E_{-}^{q} E_{+}^{p} \equiv a_{1}\left(I_{+1}^{2}+I_{-1}^{2}\right)+a_{2}\left(I_{+1}^{2}-I_{-1}^{2}\right)+a_{3} I^{2}+a_{4} \quad 3.43 a
$$

where the $a_{i}$ 's are functions of $I_{o}$ only.
Thus, under the entry (002), we have

$$
E_{+}^{2} \equiv(I / 2)\left(I_{+I}^{2}+I_{-1}^{2}\right)-\left(I / \lambda I^{2}+\left((1 / 2)_{0}^{2}+\lambda\right)\right.
$$

3.43 b

The equivalences of the operators appearing in Table 30 are too cumbersome to be written in one table. We have thus split up the equivalence-reduction into two parts. In

Table 5 we list the equivalences

$$
\left.\begin{array}{rl}
A_{y x}^{r} E_{-}^{q} \mathbb{E}_{+}^{p} \equiv b_{1} A_{x z}^{4} & +b_{2} A_{y z} A_{x z}^{3}
\end{array}\right) b_{3} A_{y z}^{2} A_{x z}^{2} .
$$

3.449
where the $b_{i}$ are functions of $L_{0}$ only.

Thus, under the entry (113),

$$
A_{y x}^{I} E_{-}^{I} E_{+}^{3} \equiv-L_{0}^{2} A_{x z}^{4}+i(\mu+4) L_{0} A_{y z} A_{x z}^{3}+0
$$

In Table 6 the equivalences of all operators $A_{y z}^{m} A_{x z}^{n}$ with $m+n=4$ are listed. These equivalences are of the form.

$$
\begin{aligned}
& A_{y z}^{m} A_{x z}^{n}=a_{1}+d_{2}\left(I_{+I}^{2}+L_{-I}^{2}\right)+d_{3}\left(I_{+I}^{2}-I_{-I}^{2}\right)+d_{4}\left(I_{+I}^{4}+I_{-I}^{4}\right) \\
& +a_{5}\left(L_{+I}^{4}-I_{-1}^{4}\right) 3.453
\end{aligned}
$$

Where $d_{i}=o_{i 1} L^{4}+c_{i 2} I^{2}+c_{i 3}$. 3.4 .5 b
and the $o_{i j}{ }^{\prime} s$ are functions of $L_{0}$ only.
Thus, for the operator $A_{x z}^{4}$,

$$
a_{2}=\{-1 / 2\} \mathbb{H}^{2}+\left\{(1 / 2) L_{0}^{2}+3(\lambda-1)\right\}
$$

Explicit form for the single particle states
The single particle states in the oscillator $n$-shell are symmetric tensors of degree $n$ of the oreation operators $a_{i}{ }^{+}$, that is, they spread out the representation (no) of $\mathrm{Su}_{3}$. When $\mu=0$, the $\Lambda$-number is given directly by the $E$-number (see 2.31), hence the single porticle states are only distinquished by the $E$ and $\nu$ labels. In view of the relations in 2.27, we see that the single particle oscillator well functions, which are labelled by $E$ and $v$ are just those which may also be labelled with $n_{x}, n_{y}$ and $n_{z}$ : that is, the solution of the harmonic oscillator equation in Cartesian coordinates.

The six single porticle states in the oscillator
$n=2$ shell are given in Table 2, together with the shorthand notation we shall adopt for them.

## Table 2

| Total number of quanta | $E$ | 2 | $\nu$ | Shorthand Notation | Explicit form |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 4 | 0 | 0 | $\phi_{0}$ | $\bar{H}_{0}(\bar{x}) \vec{H}_{0}(\bar{y}) \vec{H}_{2}(\underline{z}) e^{m} p^{2} / 2$ |
|  | 1 | 1 | 1 | $\phi+1$ | $\bar{H}_{1}(\vec{x})$ Hen $_{0}(\vec{y}) \mathrm{H}_{1}(\bar{z}) e^{m} \rho^{2} / 2$ |
|  |  |  | -1 | $\phi_{-1}$ | $H_{H_{0}}() H_{H}() \vec{H}_{1}() e^{-p^{2} / 2}$ |
|  |  |  | 2 | $\emptyset_{+2}$ | $\vec{H}_{2}() H_{0}() H_{0}() e^{-p^{2} / 2}$ |
|  |  |  | 0 | $\phi_{0}^{*}$ | $\vec{H}_{1}() H_{1}() H_{0}() e^{-p^{2} / 2}$ |
|  |  |  | 2 | $\phi_{-2}$ | $\vec{H}_{0}() \vec{H}_{2}() \vec{H}_{0}() e^{-\rho^{2} / 2}$ |

In this table $\bar{x}, \bar{y}$ and $\bar{z}$ mean $\bar{x} / b, \bar{y} / b$ and $z / b$ respectively with $b$ the oscillator well parameter and $\rho^{2}=\left(1 / b^{2}\right)\left(x^{2}+y^{2}+z^{2}\right)$.

$$
\bar{H}_{n}(\bar{x})=\sqrt{\frac{1}{b 2^{n} n!\sqrt{\pi}}} H_{n}(\bar{x})
$$

3.46
with $H_{n}(\bar{x})$ the Hermite Polynomial of degree $n$.
The phase of the $\phi^{\prime}$ s has boen chosen to tie up with the phases of the raising and lowering operators in 3.2 and 3.36.

The matrix represenetation of the basic operators $A_{y x}, A_{y z}$ and $A_{x z}$, spread out by the single particle states, have been given in Tables 7. These matrices will be seen to have great use when trying to construct a many particle state of maximum orbital symmetry, $\not \phi((\lambda \mu) E \Lambda \nu)$, from the leading state $\phi\left(\lambda_{\mu}\right)$, using the operators $A_{y x,}, E_{-}$and $\mathbb{E}_{+}$ Tables 7 have toberead downwards. Thus, from Table 7a,

$$
A_{x z} \phi_{0}=\sqrt{2} \phi_{+1}
$$

Construction of antisymmetric states, with maximum orbital symmetry, olassified sccording to $\mathrm{SU}_{3}, \mathrm{SU}_{2}$ and $\mathrm{U}_{1}$

From the work on raising and lowering operators, states of a ( $\lambda \mu$ ) representation may be generated from the leading state of the representation. The leading state of the (unique) representation containing the maximum Ewalue in a given configuration is easy to construct. This 'Ieading' representation will be the one which maximises $2 \lambda+\mu$ (2.30) and it has a leading state which is determined solely from the $E$ and $\nu$ values i.e. for this state, the $(\lambda \mu)$ and $f$ labels are trivial. The leading state of other representations can be found by orthogonality relations with the states of the leading representation.

The k-particle state of maximum orbital symmetry, which has maximum $E$ and $\nu$ valueq, is formed by putting. $k$ partioles into the single particle orbits, in the way show in 1. I, filling those orbits with the greatost value for $E$ and $\nu$ first. Thus, in the ds-shell, four pariticles must be put into the $\phi_{0}$ state before the filling of the $\phi_{+1}$ etc. Because of the relation in 2.28, the $E$ value of the k-particle state is bound to be a maximum and the $\nu$ value will be a maximum for this $E$.

For $k=4$, only the $\phi_{0}$ single-particle orbit is filled. Thus $E=4 \times 4=16, \nu=4 \times 0=0$. The only representation $(\lambda \mu)$, which has a state with $E=16$ and $v=0$, within $[\mathrm{f}]=[4]$, is (80) (Elliott 1958, I, Table 1).

Hence :-

$$
\Phi^{11}([4](80), 16,0,0)=\left(\phi_{0}^{4}\right)^{11}
$$

using the notation in 1.6b.
When $k=8$, both the $\phi_{0}$ and $\phi_{+1}$ orbits are
filled. In this case:-

$$
E=(4 \times 4)+(4 \times 1)=20 \text { and } \nu=(4 \times 0)+(4 \times 1)=4
$$

i.e. $(\lambda \mu)=\{84\}$ (FIliott 1958, I, Table I).

Hence

$$
\Phi^{11}([44] \quad(84), 20,2,4)=\sqrt{\frac{4!4!}{8!}} \sum_{P}^{\prime}(-)^{P} P\left\{\left(\phi_{0}^{4}\right)_{1234}^{11}\left(\phi_{+1}^{4}\right)_{5678}^{11}\right\}^{11} 3.49
$$

the coupling of the charge-spin states being trivial.
Other states $\Phi\left((\mu \mu) \sum_{\wedge} \nu\right)$ of the leading representation are found by applying the appropriaite operator $A_{y x}^{r} \mathbb{E}_{-}^{q} \mathbb{E}_{+}^{p}$ to $\Phi(\lambda \mu)$. In practice we expand the operator into a sum over operators $A_{y x}^{x} A_{y z}^{\beta} A_{x z}^{\gamma}$ (see Table 3) and thenproceed to find $\Phi((\lambda \mu)=\Lambda \nu)$ by using the known relations of the operators $A_{y x}, A_{y z}$ and $A_{x z}$ on the single particle states (see Table 7).

It is corvenient to represent the states in terms of Slater determinants for these operations to be carried out. For the nuclei which we shall consider later \{i.e. $k=2,3,4$ and 83 , these determinonts may be written dom immediately e.g.

$$
\Phi([4](80) 1600)=\sqrt{1 / 4!}\left|\begin{array}{ccc}
\phi_{0}^{++}(1) & \phi_{0}^{+-}(1) & \phi_{0}^{(1)} \\
\phi_{0}^{+}(1) & - \\
\phi_{0}^{++}(2) & & \vdots \\
\vdots & & \vdots \\
\vdots & & \vdots \\
\phi_{0}^{++}(4) & \cdots & \phi(4)
\end{array}\right|
$$

where $\phi_{0}^{+(1)}$ means that number 'one' particle is in the orbital state $\phi_{0}$ and has isotopic spin projection $+1 / 2$ (neutron) and intrinsic spin-1/2.

We shall write the normalised determinant
$\left|\phi_{0} \phi_{0} \phi_{0} \phi_{0}\right|^{(1)}$
the order of the charge spin functions being understood.

The bracketed number will give the number of such determinants which sum to give a maximum symmetric orbital state.

$$
\text { Thus, the totally antisymmetric state }|\alpha \propto \propto \beta|^{(4)} \text {, }
$$

with orbital symmetry $[f]=[4]$, is given explicitly as

$$
|\propto \propto \propto \beta|^{(4)}=|\propto \propto \propto \beta|+|\alpha \propto \beta \propto|+|\propto \beta \propto \alpha|+|\beta \propto \alpha \propto|
$$ Hence, for example,

$$
\begin{aligned}
\left.\Phi^{11}(80) 10,1,2\right) & =\frac{E_{ \pm}^{2}}{4 \sqrt{7}} \Phi^{11}(80) \quad \begin{array}{l}
\text { where the normalisation } \\
\text { is deduced from } 3.3 \mathrm{~b}
\end{array} \\
& \equiv \frac{A_{\$ 2}^{2}}{4 \sqrt{7}} \quad \Phi^{11}(80) \quad \text { (Table 3) }
\end{aligned}
$$

But :-

$$
\begin{aligned}
& A_{x z}^{2}\left|\phi_{0} \phi_{0} \phi_{0} \phi_{0}\right|^{(1)}=A_{x z} \sqrt{2}\left|\phi_{0} \phi_{0} \phi_{0} \phi_{+1}\right|^{(4)} \\
& =\sqrt{2}\left\{2 \sqrt{2}\left|\phi_{0} \phi_{0} \phi_{+1} \phi_{+1}\right|^{(6)}+\sqrt{2}\left|\phi_{0} \phi_{0} \phi_{0} \phi_{+2}\right|^{(4)}\right\} \\
& =4 \sqrt{6}\left(\phi_{0}^{2} \phi_{+1}^{2}\right)^{11}+2 \sqrt{4}\left(\phi_{0}^{3} \phi_{+2}\right)^{11}
\end{aligned}
$$

Thus we deduce:-

$$
\left.\Phi^{11}((80) 10,1,2)=\sqrt{1 / \pi} \sqrt{6}\left(\phi_{0}^{2} \phi_{+1}^{2}\right)^{11}+\left(\phi_{0}^{3} \phi_{+2}\right)^{11}\right\}
$$

the obvious normalisation of which provides a check on the calculations above. In the $k=8$ particle problem we shell have:-

$$
\begin{equation*}
\Phi^{11}(84)=\left|\phi_{0} \phi_{0} \phi_{0} \phi_{0} \phi_{+1} \phi_{+1} \phi_{+1} \phi_{+1}\right| \tag{I}
\end{equation*}
$$

Thus, for exemple

$$
\begin{aligned}
\Phi^{11}((84) 14,3,6) & =\frac{\Phi_{+}^{2}}{4 \sqrt{7}} \Phi^{11}(84) \\
& =\frac{A_{x 2}^{2}}{411} \Phi^{11}(84) \quad \text { (Table 3). }
\end{aligned}
$$

But

$$
\begin{gathered}
A_{x z}^{2}\left|\phi_{0} \phi_{0} \phi_{0} \phi_{0} \phi_{+1} \phi_{+1} \phi_{+1} \phi_{+1}\right|^{(1)}=A_{x z}\left\{\sqrt{2}\left|\phi_{0} \phi_{0} \phi_{0} \phi_{+1} \phi_{+1} \phi_{+1} \phi_{+1} \phi_{+1}\right|^{(4)}\right. \\
\left.+\sqrt{2}\left|\phi_{0} \phi_{0} \phi_{0} \phi_{0} \phi_{+1} \phi_{+1} \phi_{+1} \phi_{+2}\right|^{(4)}\right\}
\end{gathered}
$$

The determinants in the first term all have two columns with
the same orbital and charge-spin states and so are identically zero. Thus $A_{X Z}^{2} \phi(84)=\sqrt{ } 2\left\{\sqrt{ } 2\left|\phi_{0} \phi_{0} \phi_{0} \phi_{+1} \phi_{+1} \phi_{+1} \phi_{+1} \phi_{+2}\right|^{(4)}\right.$

$$
\left.+2 \sqrt{ } 2\left|\phi_{0} \phi_{0} \phi_{0} \phi_{0} \phi_{+1} \phi_{+1} \phi_{+2} \phi_{+2}\right|^{(6)}\right\} 3.54
$$

there being only four non-zero determinants of
$\left|\phi_{0} \phi_{0} \phi_{0} \phi_{+\phi} \phi_{+1} \phi_{+1} \phi_{+1} \phi_{+2}\right|^{(4)} \equiv-\left|\phi_{0} \phi_{0} \phi_{0} \phi_{+2} \phi_{+1} \phi_{+1} \phi_{+1} \phi_{+1}\right|^{(4)} 3.55$
Hence we deduce :-

$$
\Phi^{11}((84) 14,3,6) \equiv \sqrt{1,7}\left\{-\left(\phi_{0}^{3} \phi_{+2}\right)^{1.1}\left(\phi_{+1}^{4}\right)^{111}+\sqrt{6}\left(\phi_{0}^{4}\right)^{11}\left(\phi_{+1}^{2} \phi_{+2}^{2}\right)^{11}\right\}^{111} 3.56
$$

Such states as $\left(\phi_{0}^{2} \phi_{+1}^{2}\right)^{11}$ in $\left.\Phi^{17}(80), 10,12\right)$, and
$\left\{\left(\phi_{0}^{3} \phi_{+2}\right)_{1}^{11}\left(\phi_{+1}^{4}\right)^{11}\right\}^{11}$ in $\Phi^{17}(84)$ 14, 3, 6), we shall
call configurational states. These states have [f], f and $\nu$ as quantum numbers but not ( $\lambda \mu$ ) or $\Lambda$. The configurational states will be written $\Phi_{i}(E \nu)$ where $i$ is some arbitrary label.

In general we have

$$
\Phi\left((\lambda \mu) E_{\Lambda \nu}\right)=\sum_{i} p_{i}\left((\lambda \mu) E_{\Lambda} \nu\right) \quad \Phi_{i}(E \nu)
$$

Casimir Operators of the $\mathrm{U}_{3}$-group
We shall define a Casimir Operator to be any
operator of the group which commutes with all operators of the group.

It con be seen that the operators

$$
C_{I}=1 / 2 \sum_{i, j} A_{i j} A_{j i}
$$

3.57a
and

$$
c_{2}=\quad \sum A_{i j} A_{j k} A_{k j}
$$

are linearly independent and comnute with all operators
$A_{p q}$ of $U_{3}$.
The explicit form for the operator $\mathcal{C}_{1}$, of the groupmsur ${ }_{3}$, obtalned from $C_{1}$ by removing the unit operator $\left(A_{x x}+A_{y y}+A_{z z}\right)$ is:-
$\tilde{C}_{1}=1 / 6\left[B_{x y}^{2}+B_{z x}^{2}+B_{z y}^{2}\right]+1 / 2\left[A_{x y} A_{y x}+A_{y x} A_{x y}\right]$

$$
+I / 2\left[A_{y z} A_{z y}+A_{z y} A_{y z}\right]
$$

$$
+1 / 2\left[A_{z x} A_{x z}+A_{x z} A_{z x x}\right]
$$

3.58

This operator corresponds to the Casimir Operator formed from the tensor prescription (Racah 1951 p. 30 )

$$
\tilde{C}_{1}=(1 / 12)[(Q . Q)+3(I . I)]
$$

where ( . ) denotes a scaler product.
States of a particular representation $(\lambda \mu)$ of $\mathrm{SU}_{3}$, diagonalize the Casimir Operstors. We could equally well have defined the numbers $\lambda$ and $\mu$ as being associated with the eigenvalues of $\tilde{C}_{1}$ and $\tilde{C}_{2}$ just as $I$ is associated with the eigenvalue of $L^{2}$ for the $R_{3}$-group. The eigenvalues of the $\tilde{C}$ 's are the sane no matter on which state of a representation they are operating. We thus choose the most convenient state - the leading state to determine the values of $\left\langle\tilde{C}_{1}\right\rangle$ in a representation. Writing 3.58 in the more convenient form

$$
\begin{align*}
\tilde{C}_{I}=(1 / 12)\left[\left(B_{z x}\right.\right. & \left.\left.+B_{z y}\right)^{2}+3 B_{x y}^{2}\right]+(1 / 2)\left[\left(B_{z x}+B_{z y}\right)+B_{x y}\right] \\
& +A_{y x} A_{x y}+A_{y z} A_{z y}+A_{x z} A_{z x}
\end{align*}
$$

we deduce, since

$$
A_{x y} \phi(\lambda \mu)=A_{z y} \phi(\lambda \mu)=A_{z x} \phi(\lambda \mu) \equiv 0
$$

(see 3.38 and 3.40)

$$
\begin{align*}
\tilde{\mathrm{C}}_{1} \phi(\lambda \mu)= & (1 / 3)\left[\lambda^{2}+\mu^{2}+\lambda \mu+3 \lambda+3 \mu\right] \not(\lambda \mu) \\
& \stackrel{(2.16}{ } \text { and } \underline{2.21}) \\
= & \left(\tilde{C}_{1}\right) \lambda_{\lambda \mu} \phi(\lambda \mu)
\end{align*}
$$

The eigenvalue of $\tilde{\mathrm{C}}_{2}$ in a ( $\lambda \mu$ ) representation may be found in a similer way but, as yet, no physioal
interpretation has been given to this number.
(See Chapter 6, for the use of the pperator $C_{1}$ )

Table 3- Expansion of some operators $A_{y x}^{r} E_{-}^{q} \mathbb{F}_{+}^{p}$ acting on $\phi(\lambda \mu)$ (for example see 3.42)

Table 3a $p+q=0$
Table 3b $p+q=2$

| $r q$ | $p$ | 1 | $A_{y x}^{?}$ | $A_{y x}^{4}$ |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 1 |  |
| 2 | 0 | 0 |  | 1 |
| 400 |  |  | 1 |  |


| r q p | $\mathrm{A}_{\mathrm{Xz}}^{2}$ | $A_{y x}^{2} A_{x z}^{2}$ | $A_{y x}^{4} A_{x z}^{2}$ | ${ }^{A_{y x}} A_{y x} A_{x z}$ | $A_{y x}{ }^{\text {a }}{ }_{y z} A^{\text {dz }}$ | $\mathrm{A}_{\mathrm{yz}}^{2}$ | $A_{y x}^{2} A^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 002 | 1 |  |  |  |  |  |  |
| 202 |  | 1 |  |  |  |  |  |
| 402 |  |  | 1 |  |  |  |  |
| 111 |  | 1 |  | $-(\mu+2)$ |  |  |  |
| 311 |  |  | 1 |  | $-(\mu+2)$ |  |  |
| 020 |  | 1 |  | $-2(\mu+1)$ |  | $\mu(\mu+1)$ |  |
| 220 |  |  | 1 |  | $-2(\mu+1)$ |  | $\mu(\mu+1)$ |

Table 3c. $\quad p+q=4$

| (r q p ) | $A^{4}$ | $A^{2}{ }_{y x} A^{4}{ }_{x}$ | $A_{y x}^{4} A_{x z}^{4}$ | $A_{y x} A:_{y z} A_{x z}^{3}$ | $A_{y x}^{3} A_{y z} A_{x z}^{3}$ | $A_{y z}^{2} A_{x z}^{2}$ | $A_{y x}^{2} A_{y z}^{2} A_{x z}^{2}$ | $A_{y x} A_{y z}^{3} A_{x z}$ | $A^{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 004 | 1 |  |  |  |  |  |  |  |  |
| 204 |  | 1 |  |  |  |  |  |  |  |
| 404 |  |  | 1 |  |  |  |  |  |  |
| 113 |  | 1 |  | - $(1 \times+4)$ |  |  |  |  |  |
| 313 |  |  | 1 |  | $-(\mu+4)$ |  |  |  |  |
| 022 |  | 1 |  | $-2(\mu+3)$ |  | $2)(\mu+3)$ |  |  |  |
| 222 |  |  | 1 |  | $-2(\mu+3)$ |  | $(\mu+2)(\mu+3)$ |  |  |
| 131 |  |  | 1 |  | $-3(\mu+2)$ |  | $3(\mu+1)(\mu+2)$ | $-\mu(\mu+1)(\mu+2)$ |  |
| 040 |  |  | 1 |  | $-4(\mu+1)$ |  | $6(\mu)(\mu-1)$ | $-4 \mu(\mu-1)\left(\mu+\frac{1}{\sqrt{(\mu-1}}\right.$ | $(\mu-1$ |


-63-
Table 4 (contd.)

| r q p | $\mathrm{L}_{0}^{6}$ | $\mathrm{I}_{0}^{4}$ | $\mathrm{L}_{0}^{3}$ | $\mathrm{I}_{0}^{2}$ | $L_{0}$ | 1 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 311 | $\frac{1}{2}$ | $\begin{gathered} \frac{1}{2} \\ -\frac{1}{2} \\ (\lambda-\mu+2) \end{gathered}$ | $-\frac{1}{2}(\mu+2)$ | $\begin{gathered} -\frac{1}{2}(3 \mu-2) \\ \frac{1}{2}(3 \mu-2) \\ -\frac{1}{2}(2 \lambda+\mu+2)(3 \mu-2) \end{gathered}$ | $\frac{1}{2}(\mu+2)(3 \mu-2)$ |  | $\left(\begin{array}{c} \left(L_{+1}^{2}+L^{2}-1\right. \end{array}\right)$ |
| 020 |  | $-\frac{1}{2}$ |  | $\begin{gathered} -\frac{1}{2} \\ \frac{1}{2} \\ -\frac{1}{2}\left(2 \lambda+2 \mu-\mu^{2}+2\right) \end{gathered}$ | ( $\mu+\mathrm{I}$ ) | $-\frac{1}{2} \mu(\mu+2)$ $\begin{gathered} -\frac{1}{2} \mu^{2} \\ \mu^{2}(\lambda+\mu+1) \end{gathered}$ | $\left(\begin{array}{c} \left(\mathrm{L}_{+1}^{2}+\mathrm{L}_{-1}^{2}\right) \\ \left(\mathrm{L}_{+1}^{2}-\mathrm{L}_{-1}^{2}\right) \\ \mathrm{L}^{2} \\ 1 \end{array}\right.$ |
| 220 | $\frac{1}{2}$ | $\begin{gathered} \frac{1}{2} \\ -\frac{1}{2} \\ \frac{1}{2}\left(2 \lambda+\mu+4-\mu^{2}\right) \end{gathered}$ | -( $\mu+1$ ) | $\begin{aligned} & \frac{1}{2}\left(\mu^{2}+\mu+2\right) \\ & \frac{1}{2}(\mu-1)(\mu+2) \\ & \frac{1}{2}\left[\left(-5 \mu^{2}+4\right)\right. \\ & -(2 \lambda+\mu)(\mu-1)(\mu+2)] \end{aligned}$ | $(\mu+1)(\mu-2)$ | $\begin{aligned} & -\frac{1}{2} \mu(\mu-2)(\mu+2) \\ & -\frac{1}{2} \mu^{2}(\mu-2) \\ & \mu^{2}(\mu-2)(\mu+\mu+1) \end{aligned}$ | $\left(\begin{array}{c} \left(\mathrm{I}_{+1}^{2}+\mathrm{L}_{-1}^{2}\right) \\ \left(\mathrm{L}_{+1}^{2}-\mathrm{I}_{-1}^{2}\right) \\ \mathrm{I}^{2} \\ I \end{array}\right.$ |

Table 5 (For an example see 3.44)

| $r \mathrm{qp}$ | $\mathrm{L}_{0}^{4}$ | $\mathrm{I}_{0}^{3}$ | $\mathrm{L}_{0}^{2}$ | $\mathrm{I}_{0}$ | 1 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 004 |  |  |  |  | 1 | $A^{2}{ }_{\text {Lz }}$ |
| 204 |  |  | -1 |  | ( $\mu+4$ ) | $A^{\text {a }}$ |
| 404 | 1 |  | $-2(3 \mu+8)$ |  | $3(\mu+4)(\mu+2)$ | $A_{x z}^{1}$ |
| 113 |  |  | -1 | i $(\mu+4)$ |  | $\begin{gathered} A_{x z}^{L} \\ A_{y z} A_{x z}^{3} \end{gathered}$ |
| 313 | 1 | -i( $\mu+4$ ) | $-(3 \mu+4)$ | $i(\mu+4)(3 \mu+4)$ |  | $\begin{gathered} A_{x z}^{L} \\ A_{y z} A_{x z}^{3} \end{gathered}$ |
| 022 |  |  | -1 | i2 $(\mu+3)$ | $-(\mu+2)$ $(\mu+2)(\mu+3)$ | $\begin{gathered} A_{x z}^{4} \\ A_{y z} A_{x z}^{3} \\ A_{y z}^{2} \\ A_{x z}^{2} \end{gathered}$ |

Table 5 (contd.)

| r q p | $\mathrm{L}^{4}$ | $\mathrm{L}_{0}^{3}$ | $\mathrm{I}_{0}^{2}$ | $L_{0}$ | 1 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 222 | I | -i2( $\mu+3$ ) | $-(\mu+2)(\mu+3)$ | i2 $\mu(\mu+3$ ) | $\begin{gathered} -\mu(\mu+2) \\ \mu(\mu+2)(\mu+3) \end{gathered}$ | $\begin{gathered} A_{x z}^{4} \\ A_{y z} A_{x z}^{3} \\ A^{2} A_{x z}^{2} \\ y_{z z} x_{x z} \end{gathered}$ |
| 131 | 1 | -i3( $\mu+2$ ) | $\begin{gathered} (3 \mu+2) \\ -3(\mu+1)(\mu+2) \end{gathered}$ | $\begin{aligned} & -i 3 \mu(\mu+2) \\ & i \mu(\mu+1)(\mu+2) \end{aligned}$ |  | $\begin{gathered} A_{x z}^{4} \\ A_{y z} A_{x z}^{3} \\ A^{2} A^{2} \\ A_{x z}^{3} \\ A_{y z}^{3} A_{x z} \end{gathered}$ |
| 040 | 1 | $-i_{4}(\mu+1)$ | $\begin{gathered} (6 \mu-4) \\ -6 \mu(\mu+1) \end{gathered}$ | $\begin{aligned} & -\mathrm{i}_{4}(\mu+1)(3 \mu-4) \\ & \mathrm{i}_{4} \mu(\mu-1)(\mu+1) \end{aligned}$ | $3 \mu(\mu-2)$ $-6 \mu(\mu+1)(\mu-2)$ $(\mu+1) \mu(\mu-1)(\mu-2)$ | $\begin{gathered} A_{x z}^{4} \\ A_{y z} A_{x z}^{3} \\ A_{y z}^{2} A_{x z}^{2} \\ A_{y z}^{3} A_{x z} \\ A^{4} \end{gathered}$ |

Table 6 (For an example see 3.45)

|  | $\mathrm{L}^{4}$ | $\mathrm{L}^{2}$ | 1 |  |
| :---: | :---: | :---: | :---: | :---: |
| ${ }_{\text {A }}^{\mathrm{A}_{\mathrm{xz}}^{L}}$ | $\frac{3}{8}$ | $\begin{gathered} \frac{3}{4} \frac{L_{0}^{2}}{4}-\frac{3}{4}(4 i-5) \\ -\frac{1}{2} \end{gathered}$ |  | $\begin{aligned} & \mathrm{L}_{+1}^{2}+\mathrm{I}_{-1}^{2} \\ & \mathrm{~L}_{+1}^{2}-\mathrm{I}_{-1}^{2} \\ & \mathrm{~L}_{+1+1}^{4}+\mathrm{I}_{-1}^{4} \end{aligned}$ |
| $A_{y z} A^{3}{ }^{3}$ |  | $\frac{3}{4} i I_{0}$ <br> $\frac{1}{4}{ }^{i}$ |  | $\begin{gathered} 1 \\ \mathrm{I}_{+1}^{2}+\mathrm{I}_{-1}^{2} \\ \left(\mathrm{I}_{+1}^{2}-\mathrm{I}_{-1}^{2}\right) \\ \mathrm{I}_{+1}^{4}-\mathrm{I}_{-1}^{4} \end{gathered}$ |
| $\mathrm{A}_{\mathrm{yz}}^{2} A_{x z}^{2}$ | $\frac{1}{8}$ | $-\frac{1}{4} L_{0}^{2}-\lambda \frac{\mu, 5}{2} \frac{5}{4}$ | $\frac{1}{8} 4^{4}+\left(\lambda+\frac{\mu}{2} \frac{13}{8}\right)_{0}^{2}+\lambda(\lambda+\mu-2)$ <br> $\frac{1}{2}(\mu-4)$ <br> $\mathrm{L}_{0}$ $-\frac{1}{4}$ | $\begin{gathered} 1 \\ \mathrm{I}_{+1}^{2}+\mathrm{I}_{-1}^{2} \\ \mathrm{~L}_{+1}^{2}-\mathrm{I}_{11}^{2} \\ \mathrm{I}_{+1}^{4}+\mathrm{I}_{-1}^{4} \end{gathered}$ |

Table 6 (Cont.)

|  |  | $\mathrm{c}^{4}$ | $I^{2}$ | 1 |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $A_{y z}^{3} A^{3}$ |  | $\frac{3}{4} i I_{0}$ <br> $\frac{1}{4} i$ | $\begin{gathered} \frac{3}{4} i L_{0}^{3}+\frac{3}{4}(2 \lambda+2 \mu-3) i L_{0} \\ -\frac{1}{4} i L_{0} \\ -\frac{1}{4} i L_{0}^{2}-\frac{3}{2}(\lambda+\mu-2) i \\ \frac{1}{4} i \end{gathered}$ | $\begin{aligned} & \mathrm{L}_{+1}^{2}+\mathrm{L}_{-1}^{2} \\ & \mathrm{~L}_{+1}^{2}-\mathrm{I}_{-1}^{2} \\ & \mathrm{~L}_{+1}^{4}-\mathrm{I}_{-1}^{4} \end{aligned}$ |
| $\dot{\infty}_{\infty}^{\infty}$ | $A^{4}{ }_{y}^{4}$ | $\frac{3}{8}$ | $\begin{gathered} -\frac{3}{4} L_{0}^{2}-\frac{3}{4}(4 \lambda+4 \mu-5) \\ \frac{1}{2} \end{gathered}$ | $\begin{gathered} \frac{3}{8} \mathrm{~L}_{0}^{4}+\frac{3}{8}(8 \lambda+8 \mu-9) \mathrm{L}_{0}^{2}+3(\lambda+\mu)(\lambda+\mu-2) \\ -\frac{1}{2} \mathrm{~L}_{0}^{2}-3(\lambda+\mu-1) \\ L_{0} \\ \frac{1}{4} \end{gathered}$ | $\begin{aligned} & \mathrm{L}_{+1}^{2}+\mathrm{L}_{-1}^{2} \\ & \mathrm{I}_{+1}^{2}-\mathrm{I}_{-1}^{2} \\ & \mathrm{I}_{+1}^{4}-\mathrm{I}_{-1}^{4} \end{aligned}$ |

Table 7. Matrix representation of $A_{x z}, A_{Y z}$ and $A_{y x}$. (For example see 3.47)

7 .

| $A_{x Z}$ | $\phi_{0}$ | $\phi_{+1} \phi_{-1} \phi_{+2} \phi_{0}^{\prime} \phi_{-2}$ |  |
| :--- | :--- | :--- | :--- |
| $\phi_{0}$ |  |  |  |
| $\phi_{+1}$ | $\sqrt{2}$ |  |  |
| $\phi_{-1}$ |  |  |  |
| $\phi_{+2}$ |  | $\sqrt{2}$ |  |
| $\phi_{0}^{\prime}$ |  | 1 |  |
| $\phi_{-2}$ |  |  |  |

Tb.

| $A_{y z}$ | $\phi_{0}$ | $\phi_{+1}$ | $\phi_{-1} \phi_{+2} \phi_{0}^{\prime}$ | $\phi_{-2}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\phi_{0}$ |  |  |  |  |
| $\phi_{+1}$ |  |  |  |  |
| $\phi_{-1}$ | $\sqrt{2}$ |  |  |  |
| $\phi_{+2}$ |  |  |  |  |
| $\phi_{0}^{\prime}$ |  | 1 |  |  |
| $\phi_{-2}$ |  |  | $\sqrt{2}$ |  |

7 c.

| $A_{y x}$ | $\phi_{0}$ | $\phi_{+1} \phi_{-1} \phi_{+2} \phi_{0}^{\prime}$ | $\phi_{-2}$ |  |
| :--- | :--- | :--- | :--- | :--- |
| $\phi_{0}$ |  |  |  |  |
| $\phi_{+1}$ |  |  |  |  |
| $\phi_{-1}$ | 1 |  |  |  |
| $\phi_{+2}$ |  |  |  |  |
| $\phi_{0}^{\prime}$ |  |  | $\sqrt{2}$ |  |
| $\phi_{-2}$ |  |  |  | $\sqrt{2}$ |

## Chapter 4

## An Integrel Form for the Wave Functions

The nuclear Hamiltonian, with central force alone, is invariant with respect to rotations of the orbital coordinates in three dimensions. The true eigenfunctions therefore, spread out irreducible representations of the group of rotations in three dimensions $\left(R_{3}\right)$ i.e. they have the orbital angular momentum (I) a good quantum numbar.

From the operators of the $\mathrm{U}_{3}$ group (2.2) it can be seen that $R_{3}$ is a subgroup of $\mathrm{SU}_{3}$. Orbital states may therefore be classified according to $S U S_{3}$ and $R_{3}$ in the same wey that we have states $\varnothing$ classified according to $\mathrm{SU}_{3}, \mathrm{SU}_{2}$ and $\mathrm{U}_{1}$. The sets of states classified in the two different ways span the same space and hence a relation exists of the form;-

$$
\phi\left(\left[f^{\prime}\right](\lambda \mu) E \Lambda^{\nu}\right)=\sum_{\alpha L^{\prime} K^{\prime}} a\left(\lambda \mu E \Lambda \nu, \alpha L^{\prime} K^{\prime}\right)_{\psi}\left(\left[f^{\prime}\right](\lambda \mu) \alpha J^{\prime} K^{\prime}\right)
$$

Where both $\varnothing$ and $\psi$ are normalised.
The a's are numerical coefficients and the $\psi$ 's are the states classifed according to $R_{3}$ with the operator $I_{o}$ diagonal. States with the same $L^{\prime} K$ ' Iabels, in a representation ( $\lambda \mu$ ), are distinguished by an orbitrary labelling $\alpha_{0}$

## We define the $x$-label in the expansion of the

leading state iv.

$$
\phi([f](\lambda \mu))=\sum_{L^{\prime} K^{\prime}} a\left(\lambda_{\mu}, K^{\prime} L^{\prime}\right) \psi\left([f]\left(\lambda_{\mu}\right) \mathbb{K}^{\prime} L^{\prime} K^{\prime}\right)
$$

Other states $\psi$ may be found by suitable operations with the $\mathrm{R}_{3}$-group operators. Thus:-

$$
I_{ \pm I}^{p} \quad \psi\left(K^{\prime} L^{\prime} K^{\prime}\right)=\psi^{\prime}\left(K^{\prime} L^{\prime} \mathbb{K}^{\prime} \pm p\right)
$$

In 4.2 the $\psi$-states are defined to within a phase depending on the phase of $\varnothing$ and the definition of the a-coefficients. The $\psi$-states will be defined to be exactly those defined by Elliott (1958, I,(24)) in the equation:-
where

$$
x\left([f](\lambda \mu) K^{\prime}\right)=\sum_{L^{\prime}} o\left(\lambda \mu K^{\prime} L^{\prime}\right) \psi\left([f](\lambda \mu) K^{\prime} L^{\prime} K^{\prime}\right)
$$

$$
x\left([\mathrm{f}](\lambda \mu) \mathbb{K}^{\prime}\right) \equiv x\left([\mathrm{r}](\lambda \mu) E=2 \lambda+\mu, \Lambda=\mu / 2, K^{\prime}\right) \text { and }
$$ the o( $\lambda \mu K^{\prime} L^{\prime}$ ) are positive for non-negative K . Since the relation between the $\phi$ 's and the $\chi$ 's is known (2.24) we have:-

$$
\begin{aligned}
& \phi([f](\lambda \mu))=\sum_{\mathbb{F}} b\left(\mu / 2 \mu, K^{\prime}\right) x\left([f](\lambda \mu) \mathbb{K}^{\prime}\right) \\
&= \sum_{K^{\prime} L^{\prime} L^{\prime}} b\left(\mu / 2 \mu, K^{\prime}\right) O\left(\lambda \mu K^{\prime} L^{\prime}\right) \psi\left([f](\lambda \mu) K^{\prime} L^{\prime} K^{\prime}\right) \\
& \equiv \sum_{\mathbb{R}^{\prime} L^{\prime}} a\left(\lambda \mu K^{\prime} L^{\prime}\right\rangle \psi\left([f](\lambda \mu) K^{\prime} L^{\prime} K^{\prime}\right) \\
& \text { from } 4.2
\end{aligned}
$$

We deduce

$$
\mathrm{a}\left(\lambda \mu \mathrm{~K}^{\prime} \mathrm{I}^{\mathbf{v}}\right)=\mathrm{b}\left(\mu / 2 \mu, \mathrm{~K}^{\mathbf{\prime}}\right) \mathrm{c}\left(\lambda \mu \mathrm{~K}^{\mathbf{\prime}} \mathrm{I}^{\mathbf{v}}\right)
$$

In order that $\psi(\mathbb{K} M)=\psi(-\mathbb{K} L M)$, the coefficients $o(\lambda \mu-K I)=(-)^{I+\lambda+\mu} \circ(\lambda \mu \mathrm{KI})$ (\#11iott 1958 II sec. 6)
Since $b(\mu / 2, \mu, K)=b(\mu / 2, \mu-K)(2.24)$, we find

$$
a(\lambda \mu-K I)=(-)^{I+\lambda+\mu} a(\lambda \mu \mathrm{~K} L)
$$

The relation in 4.2 is true in any frame of reference, in
particular in a frome rotated through Fuler angles
$\alpha_{3} \beta, \gamma \quad(=\Omega)$ (Edmunds 1957, p.7) Thus

$$
\phi_{\Omega}([f](\lambda \mu))=\sum_{L^{\prime} K^{\prime}} a\left(\lambda \mu K^{\prime} L^{\prime}\right) \psi_{\Omega}\left([f](\lambda \mu) K^{\prime} I^{\prime} K^{\prime}\right)
$$

Where the states are now defined relative to the rotated frame $\Omega$.

With the relationships
and

$$
\int \mathscr{F}_{M K}^{L}(\Omega)\left|\mathcal{A}_{K^{\prime \prime} K^{\prime}}^{L^{\prime}}\right|^{*} d \Omega=\frac{\delta\left(L^{\prime}\right) \delta\left(M^{\prime \prime}\right) \delta\left(K K^{\prime}\right)}{(2 I+I)}
$$

$4 \times 7 b$
(Edmunds 1957, p. 62)
we find, by multiplying 4.6 by $\mathbb{D}_{\mathbb{M}}^{\mathrm{L}}(\Omega)$ and integrating over the angles $\Omega$, after substituting 4.7 a for $\psi_{\Omega}$,

$$
\int \phi_{\Omega_{\Lambda}}\left([f]\left(\mu_{\mu}\right)\right) \mathscr{D}_{\mathbb{K K}}^{\mathrm{I}}(\Omega) \quad \mathrm{a} \Omega=\frac{a\left(\lambda_{\mu} \mathbb{K} \mathrm{L}\right)}{(2 \mathrm{~L}+1)} \psi\left([f]\left(\lambda_{\mu}\right) \mathrm{K} \mathrm{LM}\right)
$$

where

$$
\int d \Omega \text { means } \frac{1}{8 \pi^{2}} \int_{0}^{2 \pi} d \alpha \int_{0}^{\pi} \sin \beta d \beta \int_{0}^{2 \pi} d \gamma
$$

Equation 4.8 is very similar to the integral form of the $\psi$-states given in terms of the $\chi$-states (Elliott 1958 II (21). Elliott has shown that by using all the states $\chi_{\Omega}\left([f]\left(\lambda_{\mu}\right) K\right)$ with maximum $E$ in a representation all states $\psi([f](\lambda \mu) K I N)$ may be generated. Since the state $\phi_{2}([f](\lambda \mu))$ may be expended in terms of all the staties $\chi_{\Omega}([\hat{f}(\lambda \mu) K)$, becoiuse none of the b-ooefficients con ever be zero, it follows inmediately that the integral in 4.8 must generate all states of a representation.

By using the $\chi$-functions as 'intrinsic' states in the integral, it was found that a different state is needed for each 'band' K. With the $\varnothing$-function however, only one intrinsic state need be defined for each representation and that is the leading state.

$$
\text { We may express the representations (I) of } \mathbb{R}_{3}
$$ appearing in the $(\lambda \mu)$ representation of $\mathrm{SU}_{3}$ in the simple way (Elliott 1958, I, (24)):-

$$
K=\min (\lambda \mu), \min (\lambda \mu)-2, \ldots, 0 \text { or } 1
$$

while, for each value of $K$,

$$
L=K, K+1, \ldots, K+\operatorname{mox}(\lambda \mu)
$$

except when $K=0$ when

$$
I=\max (\lambda \mu), \max (\lambda \mu)-2, \ldots, 0 \text { or } 1
$$

These relations may be deduced from the explicit osloulations of the $c(\lambda \mu \mathrm{KL})$, defined in 4 3, or the $a(\lambda \mu \mathrm{KL})$, defined in 4.2 .

The appearance of a band-like structure for the $\psi$-states is clear from the relations in 4.9. Each band is Iabelled with a K-number. Within each band, states with definite orbital angular momentum appear in the way that angular momentum states appear in a rotationsl band. In this classification scheme however, the bands are cut off at some upper limit while the rotational bands extend to infinity. In this analysis, the $K$-label in the $\psi$-states is not a proper quanturn number in the sense that it describes a classification with respect to some group. States with different $K$-labels are not necessarily orthogonal, in fact, it is possible for one state to have two different K -labels. The K-label will holp to distinguish different states with the same angular momentum.

## The expansion coefficients $a(\lambda \mu, K L)$

The $a(\lambda \mu \mathrm{KL})$ may be derived explicitly from the relation in 4.5a. The calculation of the $b(\mu / 2, \mu \mathrm{~K})$ is straightforward using the closed expression in 2.26. Recurrence relations derived by Elliott (1958, II, sec. 5), enable the $c(\lambda \mu \mathrm{KL})$ to be calculated without too much difficulty.

A more direct method for colculating the a-coefficients has recently been found (J.P. Elliott private communication).

Since the o-coefficients depend only on the group properties of the representation $(\lambda \mu)$ of $\mathrm{SU}_{3}$, the $[\mathrm{f}]$ label for the states $\psi \& \phi$ will not enter into the problem. This has already been indicated by the labelling of the coefficients. We shall therefore, omit the [f] labels in the following proof.

On forming the product:-

$$
\left(\phi(\lambda \mu) \mid \psi\left((\lambda \mu), K L K^{\prime}\right)\right) a(\lambda \mu . K L)
$$

and expanding the $\phi\left([f]\left(\lambda_{\mu}\right)\right)$ using 4.2 we find:-

$$
\begin{aligned}
& \left(\phi(\lambda \mu) \mid \psi\left((\lambda \mu) K L K^{\prime}\right)\right) a(\lambda \mu K L) \\
& =\sum_{K^{\prime \prime} L^{\prime \prime}} a^{*}\left(\lambda \mu K^{\prime \prime} L^{\prime r}\right)\left(\psi\left((\lambda \mu), K^{\prime \prime \prime} I^{\prime \prime} K^{\prime} r^{\prime}\right) \mid \psi\left((\lambda \mu) K K^{\prime}\right)\right) a\left(\lambda \mu . K_{H}\right) \\
& =a^{*}\left(\lambda \mu K^{\prime} L\right) a(\lambda \mu K L)\left(\psi\left((\lambda \mu) K^{\prime} I K^{\prime}\right) \mid \psi\left((\lambda \mu) K K^{\prime}\right)\right) \quad 4.11
\end{aligned}
$$

The last relation coming from the orthogonality of the $\psi$-states with respect to the proper-quantum numbers representing the angular momentum (I) and its projection.

The amcoefficients are given directly by putting $K=K$ in 4.11. Thus

$$
a^{2}(\lambda \mu K L)=\left(\phi(\lambda \mu) \mid \psi\left((\lambda \mu) K^{\prime} I K\right)\right) a(\lambda \mu \mathbb{K})
$$

Knowing the a-coefficients from 4.12, the overlaps of the $\psi$-states may be deduced directly from 4.11 .

The problem reduces to the calculation of such funotions shown in 4.10.

Defining the rotation operator $R(\Omega)$ by $R_{L}(\Omega) \varnothing=\phi_{\Omega}$
we have, from 4.10 and 4.8:-

$$
\left(\phi(\lambda \mu) \mid \psi\left((\lambda \mu) K I K^{2}\right)\right) a(\lambda \mu K L)=(2 L+1) \iint_{K}^{I} \sum_{K}^{I}(\phi(\lambda \mu)|R(\Omega)| \phi(\lambda \mu)) d \Omega \quad 4.13
$$

We appeal to a particularly simple explicit form
for the $\phi(\lambda \mu)$ in terms of a product of one quantum, normalised states with symmetry ( $\lambda \mu$ ). There will, of course, be a number of such functions corresponding to the ways of ordering the numbers $1,2, \ldots(2 \mu+\lambda)$ in the tableau of ( $\lambda \mu$ ). Since one such arrangement can be obtained from another by a permutation, the overlap $\left(\phi(\lambda \mu) \mid \phi_{\Omega}(\lambda \mu)\right)$ in 4.13 will be independent of which one we use. We therefore choose the most convenient.

A state $\phi(\lambda 0)$ made up from singlo particle states $\phi(i)$ may be written:~

$$
\phi(\lambda 0)=\phi_{z}(1) \phi_{z}(2) \ldots \phi_{z}(\lambda)
$$

where $\phi_{z}(i)$ is a single particle state with one quanta in the $z$-direction and zero quanta in the $x y$-plane i.e. $\phi_{z} \sim z$ so a representative state may be written :-

$$
\begin{aligned}
& \phi(\lambda \mu)=\sqrt{\frac{1}{2}}\left\{\phi_{\mathbf{z}}(1) \phi_{\mathbf{x}}(2)-\phi_{\mathbf{x}}(1) \phi_{\mathbf{z}}(2)\right\} \sqrt{\frac{\gamma}{2}}\left\{\phi_{\mathbf{z}}(3) \phi_{\mathbf{x}}(4)-\phi_{\mathbf{x}}(3) \phi_{\mathbf{z}}(4)\right\} \ldots \\
& \cdots \sqrt{\frac{1}{2}}\left\{\phi_{\mathbf{z}}(2 \mu-1) \phi_{\mathbf{x}}(2 \mu)-\phi_{\mathbf{x}}(2 \mu-1) \phi_{z}(2)\right) \phi_{z}(2 \mu+1) \ldots \phi_{z}(\lambda+2 \mu) \quad 4.15 \mathrm{~b}
\end{aligned}
$$

Now $\phi_{\Omega}(\lambda \mu)$ will be the priduct of all rotated single
particle functions and hence $\left(\phi(\lambda \mu)|R(2)| \phi\left(\lambda_{\mu}\right)\right)$ reluces to
a producit of such matrix elements as:

$$
\left(\phi_{\mathrm{z}} \mid\left(\phi_{\mathrm{z}}\right)_{\Omega}\right)=\cos \beta
$$

and $\left(\sqrt{\frac{1}{2}}\left(\phi_{z}(1) \phi_{x}(2)-\phi_{x}(1) \phi_{z}(2)\right) \|_{\sqrt{2}}^{\frac{1}{2}}\left(\phi_{z}(1) \phi_{x}(2)-\phi_{x}(1) \phi_{z}(2)\right)_{\Omega}\right)$

$$
\equiv(\cos \alpha \cos \gamma-\cos \beta \sin \alpha \sin \gamma)
$$

which follows from the explicit form for the $\not \phi^{\prime} \mathrm{s}$.
Hence we may write:-

$$
\left(\phi(\lambda \mu) \mid \phi_{\Omega}(\lambda \mu)\right)=(\cos \alpha \cos \gamma-\cos \beta \sin \alpha \sin \gamma)^{\mu}(\cos \beta)^{\lambda}
$$

Substituting 4.17 in 4.13 we find:-

$$
\left(\left.\phi(\lambda \mu)\right|_{\psi}\left((\lambda \mu) K L K^{\prime}\right)\right) a\left(\lambda \mu K_{L}\right)=(2 L+1) \int \mathcal{D}_{K^{\prime} K^{\prime}}^{L}(\Omega) x
$$

$$
(\cos \alpha \cos \gamma-\cos \beta \sin \alpha \sin \gamma)^{\mu} \times(\cos \beta)^{\lambda} d \Omega
$$

Since $\quad \mathcal{D}_{K^{\prime} K}^{L}(\Omega)=e^{i K^{\prime} \alpha} e^{i K_{\gamma}} \alpha_{K^{\prime} K^{\prime}}^{L^{\prime}}(\beta) \quad$ (Edmunds 1957, 4.1)
and

$$
\begin{gathered}
(\cos \alpha \cos \gamma-\cos \beta \sin \alpha \sin \gamma)^{\mu}=\sum_{n=0}^{\mu} \frac{\mu!(-)^{n}}{n!(\mu-n)!} \times \\
(\sin \alpha \sin \gamma \cos \beta)^{n}(\cos \alpha \cos \gamma)^{\mu-n} \\
-78-
\end{gathered}
$$

by a binomial expansion,
we may rewrite 4.18 such that:-

$$
\left(\phi(\lambda \mu) \mid \psi\left((\lambda \mu) K I K^{r}\right)\right) a(\lambda \mu K L)=\frac{(2 L+I)}{8 \dot{\pi}^{2}} \sum_{n=0}^{\mu} \frac{\mu!(-)^{n}}{n!(\mu-n)!} \times
$$

$$
A_{n}\left(\mu K^{2}\right) B_{n}(\mu K) C_{n}\left(\lambda L K K^{\prime} K\right)
$$

4.20
where:-

$$
\begin{aligned}
& A_{n}\left(\mu K^{\prime}\right)=\int_{0}^{2 \pi} d \alpha e^{i K} \alpha \sin ^{n} \alpha \cos ^{\mu-n}(x) \\
& B_{n}(\mu K)=\int_{0}^{2 \pi} d \gamma e^{i K} \gamma \sin ^{n} \gamma \cos ^{\mu-n}(\gamma) \\
& O_{n}(\lambda I K \cdot K)=-\int^{+1} d(\cos \beta) d_{K}^{L} K^{2}(\beta) \cos _{(\beta)}^{\lambda+n}
\end{aligned}
$$

Thus, by substituting 4.20 into 4.11 , a closed expression $f$ or the amoefficients and the overlaps mey be found.
The functions $A_{n}$ and $B_{n}$ ore/the same form and the integrals may be performed in general. It can be shownthat:$A_{n}\left(\mu K^{\prime}\right)=\frac{2 \pi n!(\mu-n)!}{(i)^{n} 2^{\mu}} \sum_{\bar{p}} \frac{(-)^{n-p}}{p!(n-p)!\left(\frac{\mu-K^{2}}{2}-p\right)!\left(\frac{\mu+K^{!}}{2}-n+p\right)!}$ 4.223
where $p$ is summed from $\max \left[0, \frac{1}{2}\left(2 n-\mu-K^{:}\right)\right]$to $\min \left[n, \frac{\mu-K^{\prime}}{2}\right]$.

In the actual evaluation of $A_{n}$ it has been found useful to use the expression:-
$A_{n}\left(\mu K^{!}\right)=\frac{2 \pi(\mu-n)!(-)^{n}}{(i)^{n} 2^{\mu}{ }_{m}!!!}\left(\left(1+D_{y}\right)^{t}\left(1+D_{x}\right)^{n}(y-x)^{n}\right)_{x=y=0}$
4.22 b
where $\quad \ell=\frac{\mu+K^{\prime}}{2}, m=\frac{\mu-K^{2}}{2}$ ond $D_{y}=\frac{\partial}{\partial y}, D_{\mathbf{x}}=\frac{\partial}{\partial x}$.
It can easily be seen that the expension of 4.22 b yields the summation in 422a.

No genersl expression has yet been found for the $C_{n}$ functions but it is possible to evaluate them in special coses.

$$
\text { When } K=K^{\prime}=0(\text { implying } \mu \text { even }), d_{o o}^{I}(\beta)=P_{I}(\cos \beta)
$$

(Edmunds 1957. p.59).
Thus $\quad G_{n}(\lambda I 00)=-1 \int^{+1} P_{I}(x) x^{\lambda+n} d x$.
4.23

Expanding $x^{\lambda+n}$ in terms of Legendre functions we find:-

$$
x^{\lambda+n}=\sum_{L^{\prime}} \frac{\left(2 I^{!}+I\right) 2^{\prime \prime}(\lambda+n)!\left\{\left(\lambda+n+I^{\prime}\right) / 2\right\}!}{\left(n+\lambda+I^{\prime}+I\right)!\left\{\left(\lambda+n-I^{!}\right) / 2\right\}!} P_{I^{:}}(x)
$$

where $I^{\prime}$ is such that $\left(\lambda+n+I^{\prime}\right)$ is even. (Whittaker \& Watson 1927, p.310).

Thus, from the orthogonality relations for the Legendre
Polynomials, we have:-

$$
\begin{gathered}
\dot{C}_{n}(\lambda L \infty)=\frac{2^{I+1}(\lambda+n):[(\lambda+n+I) / 2\}!}{(\lambda+n+I+I)!\{(\lambda+n-I) / 2\}!} \\
\text { if } \lambda+n+I \text { is even } \\
=0 \text { otherwise. }
\end{gathered}
$$

4.25

In trese particular cases the $A$ and $B$ coefficients simplify to:-

$$
A_{n}(\mu 0)=B_{n}(\mu 0)=\frac{(n-1)!!(\mu-n-1)!!}{\mu!!} 2 \pi \quad \text { for } n \text { and } \mu \text { even }
$$

$$
=0 \text { otherwise }
$$

where $\mu!: \equiv \mu(\mu-2)(\mu-4) \ldots$ 2. etc.
We can, in this case, using 4.12, write down the genersi expression:-

$$
a^{2}(\lambda \mu O L)=\frac{(2 L+1) 2^{I-\mu} \mu!}{(\mu / 2)!(\mu / 2)!} \sum_{n=0}^{\mu_{1}} \frac{(n-I)!!(\mu-n-1)!!}{n!!(\mu-n)!!} \times
$$

$$
\frac{(\lambda+n)!\{(\lambda+n+L) / 2\}!}{(\lambda+n+L+1)!(\lambda+n-L) / 2)!}
$$

where $\Sigma^{\prime}$ sums over even $n$ only.
The form of the $C_{n}(\lambda I J \cdot K)$ coefficients in two more important cases are given below for $K$ and $K^{\prime} \leqslant 2$

$$
\begin{aligned}
& c_{n}(\lambda 220)=\frac{\sqrt{6}}{(\lambda+n+1)}(\lambda+n+3)^{\left(\frac{1-(-)^{\lambda+n+1}}{2}\right)} \\
& c_{n}(\lambda 222)=\frac{(\lambda+n+2)}{(\lambda+n+1)(\lambda+n+3)}\left(\frac{1-(-)^{\lambda+n+1}}{2}\right)
\end{aligned}
$$

$$
+\left(\frac{1}{(\lambda+n+2)}\right)\left(\frac{1-(-)^{\lambda+n}}{2}\right)
$$

Using 4.22,4.27 and 4.28, all the acoefficients required in this thesis may be calalated.

## Chapter 5

## Energy Matrix Spread Out by the States $\Psi([f](\lambda \mu) K I M)$

The general method for oalculating matrix elements.
We now develop the method for determining the energy in totally antisymmetric states $\Psi\left(\left[f^{7}\right]\left(\lambda_{\mu}\right) K M M\right)$ of the realistic Hamiltonian discussed in Chapter 1. The states $\Psi$ have orbital functions defined in the last chapter and, for the moment the charge-spin labels have been suppressed. Since the Hamiltonian is scalar in the charge and spin spaces, it follows that the matrix elements of H between states $\Psi$ with different charge-spin labels must be zero.

The Hamiltonian with central potential alone is spherically symmetric. This means that the operator $H$ will have the same form no matter in which frame of reference it is seen.

Thus

$$
\begin{aligned}
& H \Psi([f](\overline{\lambda \mu}) K I M)=\frac{(2 L+1)}{\Omega(\overline{\lambda \mu}, K I)} \int \mathscr{Q}_{M K}^{L}(\Omega) H{ }_{\Omega}([\hat{\mathrm{L}}](\overline{\lambda \mu})) d \Omega \\
& \text { (ir on 4.8) } \\
& \equiv \frac{\left(\Omega L_{1}+1\right)}{a\left(\overline{\lambda \mu}, K L_{1}\right)} \int \mathscr{S}_{N K}^{L}(\Omega) H_{\Omega} \underset{\Omega}{ }([f](\overline{\lambda \mu}) d \Omega
\end{aligned}
$$

where $H_{\Omega}$ is the Hamiltonian seen in the intrinsic frame. With the assumption that $[f]$ is a good quantum number, we may
just consider the states of maximum orbital symmetry when calculating the energy of low lying energy levels (Chapter 1). We have then

$$
H_{\Omega} \Phi_{\Omega}(\overline{\lambda \mu})=\sum_{\lambda \mu \varepsilon \Omega^{\nu}}\left(\left(\lambda \mu \varepsilon_{\Lambda \nu}\left|H_{\Omega}\right| \overline{\lambda \mu}\right) \theta_{\Omega}(\lambda \mu) \varepsilon_{\Delta \nu}\right)
$$

where $\left((\lambda \mu) \mathcal{N}_{\lambda \nu}\left|H_{\Omega}\right| \bar{\mu} \overline{)}\right.$. is the matrix element coupling the state ${ }_{\Phi}^{\Phi}((\lambda \mu) \in \Lambda \nu)$ to the leading state of the ( $\left.\overline{\lambda \mu}\right)$ - representation in the matrix representation of $\mathrm{H}_{\Omega}$, spread out by the states ${ }_{\Omega}(\lambda \mu E A \nu)$, in the intrinsic frame.

From 3.37 we may write :-

$$
E(\lambda \mu E \Lambda \nu) \quad \Phi_{\Omega}(\lambda \mu)=\Phi_{\Omega}\left((\lambda \mu)_{\varepsilon \Omega \nu}\right)
$$

Thus

$$
\begin{equation*}
H_{\Omega} \Phi_{\Omega}(\overline{\lambda \mu})=\sum_{\lambda \mu \in \Lambda \nu}\left(\left.(\lambda \mu)_{E \Lambda \nu}\right|_{F_{\Omega}} \mid \overline{\lambda \mu}\right) \mathbb{E}\left(\lambda_{\mu}, \equiv A \nu\right)_{\Omega}(\lambda \mu) \tag{5.4}
\end{equation*}
$$

\left. Expanding ${\underset{\Omega}{s}}^{( } \lambda \mu\right)$ in terms of ${\underset{S}{L}}^{\Psi}\left((\lambda \mu) K^{\prime} I^{\prime} K^{\prime}\right)$, using $4 \cdot 2$, we have:-

Since in $5 \cdot 4$ the operator E acts on the leading state of a representation, it may be replaced by the equivalent operator $\tilde{E}$. From $5 \cdot 4$ and 5.5 we see that the $\tilde{E}$ operators will now act directly
on the states ${\underset{S}{2}}^{\sim}$. Because the $\widetilde{E}$ - operators are functions only of the angular momentum operators $L_{0}$ and $I_{+1}$, we can deduce the numbers $f$ where:-

Notice that the $\widetilde{E}$ operators can only change the last label in $\underset{\Omega}{\sim}$. Thus, from $5.4,5.5$ and 5.6 ,

$$
H_{\Omega} \Phi_{\Omega}(\overline{\lambda \mu})=\sum_{\lambda \mu E \Lambda^{\nu}}\left((\lambda \mu) E_{\Lambda \nu}| |_{\Omega} \mid \overline{\lambda \mu}\right) \sum_{K^{\prime} I^{\prime}} a\left(\lambda \mu K^{\prime} L^{v}\right) \sum_{K^{\prime \prime}} f\left(\lambda \mu_{\Lambda \nu} \mid L^{\prime} K^{\prime} K^{*}\right) x
$$

$$
\Psi_{\Omega}\left((\lambda \mu) \mathbb{K}^{2} L^{t} \mathbb{K}^{x}\right)
$$

5.7

Defining the number $g$ by:-

$$
g\left(\overline{\lambda \mu} \mid \lambda_{\mu} L^{\prime} K^{\prime} K^{n}\right)=\sum_{E_{\Lambda} \Lambda}\left(\left.\lambda \mu E \Lambda \nu\right|_{\Omega} \mid \overline{\lambda \mu}_{\mu}\right) f\left(\lambda_{\mu}, E_{/ \Omega} \nu \mid I^{\prime} K^{\prime} K^{n}\right) \quad, \quad 5.8
$$

equation 5.7 reduces to:-

$$
H_{\Omega}{\underset{\Omega}{\Omega}}(\overline{\lambda \mu})=\sum_{\lambda \mu K^{\prime} L^{\prime} K^{\prime \prime}} a\left(\lambda_{\mu} K^{\prime} L^{\prime}\right) g\left(\overline{\lambda_{\mu}} \mid \lambda_{\mu} L^{\prime} K^{\prime} K^{v}\right){\underset{\Omega}{ }}_{\Psi}\left(\left(\lambda_{\mu}\right) K^{\prime} L^{\prime} K^{n}\right)
$$

Substituting $5 \cdot 9$ into $5 \cdot 1$ we find
we may integrate directly over the $\mathscr{F}$-functions, using $4 \cdot 7 \mathrm{~b}$, to find:$H \Psi((\overline{\lambda \mu}) K I M)=\sum_{\lambda \mu K^{\prime}} \frac{a\left(\lambda \mu K^{\prime} I\right)}{a(\overline{\lambda \mu K L})} g\left(\overline{\lambda \mu} \mid \lambda \mu I K^{\prime} K\right) \quad \Psi\left((\lambda \mu) K^{\prime} I M\right)$ 5.12

From the definition of the phases of the $\Psi-$ state in $4.5 b$ we have

$$
\begin{gathered}
\Psi\left((\lambda \mu) K^{\prime} \mid I M\right)=\Psi\left((\lambda \mu)-\left|K^{\prime}\right| I M\right) \\
\text { with } a\left(\lambda \mu-\left|K^{\prime}\right| L\right)=(-)^{I \mu+\lambda+\mu} a\left(\lambda \mu\left|K^{\prime}\right| H_{1}\right) .
\end{gathered}
$$

$$
5.13
$$

Defining now
$\tilde{g}\left(\overline{\lambda \mu}\left|\lambda_{\mu} I\right| K^{\prime} \mid K\right)=g\left(\overline{\lambda_{\mu}}\left|\lambda_{\mu} L\right| K^{\prime} \mid K\right)+(-)^{I_{+} \lambda+\mu} g\left(\overline{\lambda \mu}\left|\lambda_{\mu} I-\left|K^{\prime}\right| K\right), \quad 2 . I_{\mu}\right.$ with the exception of $K^{\prime}=0$, when $\tilde{g}(\bar{\lambda} \mu \mid \lambda \mu \operatorname{LOK})=g(\bar{\lambda} \mu \mid \lambda \mu$ LOK $), 5.14 b$ we may rewrite 5.12 as:-

We therefore deduce the elements of the energy matrix [H] to be:-

$$
\begin{aligned}
& \left(\left(\lambda^{n} \mu^{n}\right)\left|K^{n}\right| L^{n} M^{n}|H|(\overline{\lambda \mu}) K L M\right\rangle=\sum_{|K|} \frac{a\left(\lambda^{n \prime} \mu^{n}\left|K^{\prime}\right| L^{\prime}\right)}{a\left(\bar{\lambda} \mu^{K I}\right)} x
\end{aligned}
$$

the sum over $\left|K^{\prime}\right|$ persisting since the states are not or thogonal with respect to this number.

The eigenvalues of $[H]$ will be the prediction of the energy levels. The eigen functions will correspond to the stationary states of these levels. If the classification is a good one, the off-diagonal elements in [H] will be small, that is, the diagonal elements will be a good approximation to the true eigenvalues and the true eigenfunctions will involve little mixing of $\lambda, \mu$ or K .

It is not necessary to diagonalize the matrix [H], with elements defined in 5.16, to deduce the energy levels, even though it has the advantage of being symmetric. The non-symmetric matrix with elements $\bar{g}(\bar{\lambda} \mu|\lambda \mu \mathrm{~L}| \mathrm{K} \mid \mathrm{K})$ has the same eigenvalues as $[\mathrm{H}]$

To prove this last statement, let us first define unnormalised states:-

$$
\Psi^{2}((\lambda \mu) \mathbb{K} \mathcal{N})=a(\lambda \mu \mathbb{K} I) \Psi((\lambda \mu) K L M)
$$

Equation 5.15 may now be written as:-

The eigenfunctions ${\underset{\Psi}{i}}_{i}$ (LM) of the matrix. $[H]$ will be linear combinations of the $\Psi^{\prime}$ thus :-
where $\alpha_{i}$ are expansion constants. If $E_{i}$ is the eigenvalue of $[H]$ corresponding to $\widetilde{\Psi}_{i}$ then, within the given $[f]$,
$H_{i}\left(\Psi_{M}\right)=E_{i} \widetilde{\Psi}_{i}(I M)=\mathbb{F}_{i} \sum_{\bar{\lambda} \vec{\mu}|K|} \Psi^{\prime}((\overline{\lambda \mu})|K| I N) \alpha_{i}((\overline{\lambda \mu})|K| I N)$
also $H \widetilde{\Psi}_{i}(I M)=\sum_{\lambda \tilde{\mu}|K|} x_{i}((\overline{\lambda \mu})|K| I M) H \Psi:((\overrightarrow{\lambda \mu}|K| I M)$
$=\sum_{\bar{\lambda}|\mathrm{K}|} \sum_{\lambda \mu\left|K^{\prime}\right|} \alpha_{i}(\overline{\lambda \mu}|\mathbb{K}| I M) \tilde{g}^{\prime}\left(\overline{\lambda \mu}|\lambda \mu L| K^{\prime} \mid K\right) x \Psi^{\prime}((\lambda \mu) \mid K!I M) 5.21$

Replacing the left-hand side of $5 \cdot 20$ by the right-hand side
of $5 \cdot 21$ and equating coefficients of $\Psi^{\prime}$ - since these states are independent - we find :-
$E_{i} \alpha_{i}((\lambda \mu)|K| I M)=\sum_{\overline{\lambda \mu}|K|} \tilde{g}(\overline{\lambda \mu}|\lambda \mu I| K \mid K) \propto_{i}((\lambda \mu)|K| I M)$
2.22a
or, in matrix notation,

$$
E_{i}\left[x_{i}\right]=[\hat{g}]\left[x_{i}\right]
$$

Clearly now the $E_{i}$ are the eigenvalues of the $[\widetilde{g}]$ matrix. The eigenfunctions of $[\hat{g}]$ give the values of $x_{i}((\bar{\lambda} \bar{L})|K| L M)$ to within a normalisation factor. If the eigenfunctions $\tilde{\Psi}_{i}$ of $[\mathrm{H}]$ are to be normalised then, from 5.19 and 2.17 ,

$$
\begin{aligned}
& \left(\Psi_{i}(I M) \mid \Psi_{i}(I M)\right)=I \\
& =\sum \alpha_{j}((\overline{\lambda \mu})|K| L M) \alpha_{i}^{*}\left(\left(\lambda \mu\left|K^{\prime}\right| L M\right) a(\overline{\lambda \mu}|K| L) a^{*}\left(\overline{\lambda \mu}\left|K^{\prime}\right| I\right)\right. \\
& |\mathrm{K}||\mathrm{K}| \mid
\end{aligned}
$$

$$
\left((\overline{\lambda \mu})\left|K^{\prime}\right| I M|(\overline{\lambda \mu})| K \mid M\right)
$$

Knowing the a-coefficients and the overlaps in 5.23 we can deduce the unknown normalisation coefficient for $\widetilde{\Psi}_{i}$.

We notice that, in deducing the eigenvalues from 5.22, no knowledge of the a-coefficients or the overlaps ( $\Psi \| \Psi$ ) need be possessed since $\tilde{g}$ is independent of both.

Since most of the calculation of the matrix elements of [H] go into the $\tilde{g}$ - functions, (see 5.16 ), a useful check may be put on the results by using the symmetrical property of the matrix for $H$. Alternatively, the symmetry of $[\mathrm{H}]$ will provide a method for calculating one $\tilde{g}-e l e m e n t$ from another when the a-coefficients and overlaps are known.

Since

$$
\left(\left(\lambda^{n \prime} \mu^{n}\right)\left|K^{* q}\right| I M|H|(\bar{\lambda} \bar{\mu}) K L M\right) \equiv\left((\bar{\lambda} \mu) K L M|H|\left(\lambda^{n} \mu^{n v}\right)\left|K^{v}\right| I M\right),
$$

from 5.16 we find:-

$$
\begin{aligned}
& \sum_{\left|K^{\prime}\right|} \frac{a\left(\lambda^{\prime \prime} \mu^{n}\left|K^{\prime \prime}\right| 工\right)}{a(\overline{\lambda \mu}|K| I)} \tilde{g}\left(\overline{\lambda \mu}\left|\lambda^{\prime \prime} \mu^{\prime \prime} I\right| K^{\prime} \mid K\right)\left(\left(\lambda^{n \prime \prime} \mu^{\prime \prime}\right)\left|K^{\prime \prime}\right| I M\left|\left(\lambda^{n \prime} \mu^{\prime \prime}\right)\right| K^{\prime \prime} \mid I M\right) \\
& \equiv \sum_{\left|K^{\prime}\right|^{a}\left(\lambda^{\prime \prime} \mu^{\prime \prime}\left|K^{\prime \prime \prime}\right| \mathrm{L}\right)} \tilde{\mathrm{g}\left(\lambda^{\prime \prime} \mu^{\prime \prime}|\overline{\lambda \mu} \mathrm{L}| \mathrm{K}^{\prime}\left|\|_{\mathrm{K}}{ }^{\prime \prime}\right|\right)\left((\overline{\lambda \mu})|K| \mathrm{Mi}|(\overline{\lambda \mu})| \mathbb{K}^{\prime} \mid \mathrm{Mi}\right) \quad 5.24}
\end{aligned}
$$

In particular, when $L=0$, the only $K$ value will be $K=0$. Thus,

$$
\frac{a\left(\lambda^{\prime \prime} \mu^{\prime \prime} 00\right)}{a(\overline{\lambda \mu} 00)} \widetilde{g}\left(\overline{\lambda \mu} \mid \lambda^{\prime \prime} \mu^{\prime \prime} 000\right) \equiv \frac{a(\overline{\lambda \mu} 00)}{a\left(\lambda^{\prime \prime} \mu^{\prime \prime} 00\right)} \tilde{g}\left(\lambda^{\prime \prime} \mu^{\prime \prime} \mid \overline{\lambda \mu} 00\right)
$$

From the selection rule derived later (Table 8), we shall see that, when $(2 \bar{\lambda}+\bar{\mu})-\left(2 \lambda^{n}+\mu^{n}\right) h^{=12}$ there can be no nixing of $\mathbb{K}_{\mathrm{g}}$, thent is:

$$
\tilde{g}\left(\overline{\lambda^{\prime}}\left|\lambda^{\prime \prime} \mu^{\prime \prime} L\right| K^{\prime} \mid K\right) \equiv 0 \text { unless }\left|K^{\prime}\right|=|K|
$$

When $(2 \bar{\lambda}+\bar{\mu})-\left(2 \lambda^{\prime \prime}+\mu^{*}\right)=6$, it is found that:

$$
\tilde{g}\left(\overline{\lambda \mu}\left|\lambda^{\prime \prime} \mu^{\prime} L\right| K^{v} \mid K\right) \quad \text { is small for }\left|K^{\prime}\right| \nmid|K| \text { compared with the }
$$

term when $\left|\mathbb{K}^{\mathbf{\prime}}\right|=|\mathbb{K}|$.
If also the overlaps of the states in the $(\bar{\lambda} \bar{\mu})$ representation are smail, then :-

$$
\frac{a\left(\lambda^{\prime \prime \prime} \mu^{\prime \prime}\left|K^{n}\right| L\right)}{a(\overline{\lambda \mu}|K| L)} \tilde{g}\left(\overline{\lambda^{\mu}}\left|\lambda^{\prime \prime} \mu^{n} L\right| K^{m} \mid K\right)
$$

$$
\Omega_{a\left(\lambda^{\prime \prime} \mu^{n}\left|K^{\prime \prime}\right| L\right)}^{a\left(\overline{\lambda_{\mu}}|K| L\right)} \tilde{g}\left(\lambda^{n} \mu \|\left|\overline{\lambda_{\mu}} L\right| K| | K^{*} \mid\right) .
$$

Of course, if the overlaps in the ( $\lambda^{*} \mu^{\text {il }}$ ) representation are also
small, $5 \cdot 26$ will be very accurate.
The relations in 5.25 and 5.26 will be useful later on when we are estimating the mixing of representations in the ing 24 nucleus ( $k=8$ particles in the ds-shell)

The determination of the energy levels and stationary states using the states $\Psi$, merely depends on our ability to calculate the functions $\tilde{g}$. From $5 \cdot 14$ and 5.8 we see that the $\tilde{g}^{\prime}$ s are known if the matrix elements in the intrinsic frame can be calculated and if the constants $f$ can be determined from $5 \cdot 6$.

## Matrix elements in the intrinsic frame.

Only the matrix elements coupling a state $\Phi\left(\left(\lambda_{\mu}\right) \varepsilon_{\Lambda \nu}\right)$ to the leading state, $\Phi(\overline{\lambda \mu})$, of the $(\overline{\lambda \mu})$ - representation have to be calculated (5.8). The construction of $\Phi\left(\left(\lambda_{\mu}\right) E_{A \nu}\right)$ from the leading state $\Phi(\lambda \mu)$ in Chapter 3 involved the introduction of certain configurational states $\Phi_{i}(\varepsilon \nu)(3.57)$.

Thus $\left((\lambda \mu) \in \Lambda \nu\left|{ }_{\Omega}\right| \overrightarrow{\lambda \mu}\right)=\sum_{j} D_{i}^{*}(\lambda \mu, \Lambda)\left(\left.i \in \nu\right|_{H_{\Omega}} \mid \overline{\lambda \mu}\right)$
5.27

Since the $\Phi_{i}(\varepsilon \nu)$ and $\Phi(\overline{\lambda \mu})$ are known explicitly, the calculation now follows the standard process of determining the ( $k-2,2$ ) fractional parentage coefficients for the configurational states i.e.

$$
\Phi_{i}(E v)=\sum_{\widetilde{\Phi} \Phi^{\prime}} a \underset{\Phi_{i}^{\prime}}{\Phi_{i}(E v)} \Psi^{\prime} \Phi^{\prime}
$$

where ${ }_{\widetilde{\Phi} \Phi}^{\Phi}$, are the fractional parentage coefficients
$\Psi$ is an antisymmetric state of $k$-2 particles in $\Phi$
and $\Phi^{\prime}$ is an antisymmetric state of 2 particles in $\Phi$ and we are summing over all possible states $\tilde{\underline{T}}^{\prime},^{\prime}$.

Thus we may write:

$$
\begin{aligned}
& \left(\widetilde{\Phi}_{1} \mid \widetilde{\Phi}_{2}\right)\left(\Phi_{1}^{\prime}\left|H_{i j}\right| \Phi_{2}^{\prime}\right) \quad \underline{5.29}
\end{aligned}
$$

since $H$ is a two body operator i.e. $H=\sum_{i<j} H_{i j}$.
The $\begin{aligned} & \Phi_{i} \\ & \widetilde{\Phi}_{\Phi^{\prime}}\end{aligned}$ may be found by going back to the form for the $\Phi_{i}(\approx \nu)$ (3.51) and explicitly taking out the last two particles using the known charge-spin fractional parentage reduction by one and two particles (Jahn \& van Wieringen 1951, Elliott, Hope and Jahn, 1953) and the orbital fractional parentage coefficients. Since our orbital states are not vector coupled in any way, the orbital coefficients will just be normalisation constants. For example, with the four particle state ( $a b c c)^{n 1}$, with symmetry $[4]$ (1.4b), we find :-

$$
\left.(a b c c)_{1234}^{11}=\left(\sqrt{\frac{1}{2}}(a b c)_{123}^{22} c_{4}^{22}+\sqrt{\frac{1}{4}}(a c c)_{123}^{22} b_{4}^{22}+\sqrt{\frac{1}{4}}(b c c)_{123}^{22} a_{4}^{22}\right)\right)^{11}
$$

and

$$
\begin{aligned}
& (a b c c)_{1234}^{11}=\sqrt{\frac{1}{2}}\left\{\left\{\sqrt{\frac{1}{6}}(a b)_{12}^{13}\left(c^{2}\right)_{34}^{13}+\sqrt{\frac{1}{3}}(a c)_{13}^{13}(c b)_{34}^{13}+\sqrt{\frac{1}{3}}(b c)_{12}^{13}(a s)_{34}^{13}\right.\right. \\
& \left.\left.\left.+\sqrt{\frac{1}{6}}\left(c^{2}\right)_{12}^{13}(a b)_{34}^{13}\right\}-\left\{\sqrt{\frac{1}{6}}(a b)_{12}^{31}\left(c^{2}\right)_{34}^{31}+\sqrt{\frac{1}{3}}()^{31}()^{31}+\ldots\right]\right)\right)^{11}
\end{aligned}
$$

(See also Appendix 2 for an example of the reduction of an eight particle state).
 need be calculated are those where ( $\tilde{\Phi}_{1} \mid \widetilde{\Phi}_{2}$ ) are non zero. A considerable amount of labour is saved by observing this fact.

For central forces, the two body matrix elements in 5.29 will vanish unless $\Phi_{1}^{\prime}$ and $\Phi_{2}^{\prime}$ have the same charge-spin labels. Since the states $\Phi^{13}$ and $\Phi^{131}$ are symmetric in their orbital spaces $(\phi(s))$ while $\Phi^{1 I}$ and $\Phi^{33}$ are antisymetric $(\phi(a))$, the only matrix elements of $V_{c}(i j)$ (defined in 1.2 b ) which can occur, are:-

$$
\begin{aligned}
& \left(\Phi_{1}^{13}\left|V_{0}(i j)\right| \Phi_{2}^{13}\right)=-V_{0}(W+M+H+B)\left(\phi_{1}(s)\left|e^{-x^{2} i j / a^{2}}\right| \phi_{2}(s)\right) \\
& \left(\Phi_{1}^{3}| | \Phi_{2}^{3 I}\right)=-V_{0}(W+\mathbb{M}-H-B)\left(\phi_{1}(s) \mid \phi_{2}(s)\right) \\
& \left(\Phi_{1}^{1 I} \mid \Phi_{2}^{I I}\right)=-V_{0}(W-\mathbb{M}+H-B)\left(\phi_{1}(a)| | \phi_{2}(a)\right) \\
& \left(\Phi_{1}^{13}| | \Phi_{2}^{133}\right)=-V_{0}(W-\mathbb{M}-H+B)\left(\phi_{1}(a) \mid \phi_{2}(a)\right)
\end{aligned}
$$

The two body matrix elements have been evaluated in general, for a Gaussian radial dependence, in Appendix 1.

## Selection rules for intrinsic states.

Not all states $\Phi_{i}(E \nu)$ will couple to $\Phi(\bar{\lambda} \mu)$. For the states in the ds-shell, since $H_{\Omega}$ is a two body operator, the greatest change in $E$ which can occur through $H_{\Omega}$, in going from $\Phi(\bar{\lambda} \mu)$ to $\Phi_{i}\left(E_{V}\right)$, is $\Delta E=12$. From AI. 14 we see that the two body matrix elements, ( $\left.\Phi_{1}^{\prime}\left|V_{c}(i j)\right| \Phi_{2}^{\prime}\right)$, vanish, for a Gaussian potential, unless the sums of the oscillator quanta in the $x, y$ and $z$ directions are all even for the two functions $\Phi_{1}^{\prime}$ and $\Phi_{2}^{\prime}$. The resulting selection rule for the coupling of many particle states to $\overline{( }(\hat{\lambda} \mu)$ is given in Table 8.

Table 8. Selection rule for the states $\Phi_{i}(E v)$ coupling to $\Phi(\bar{\lambda} \bar{\mu}) . \quad \Delta E=|2 \bar{\lambda}+\ddot{\mu}-E| \quad$ and $\quad \Delta \nu=|\vec{\mu}-\nu|$

| $\frac{\Delta E}{}$ | $\Delta \nu$ |
| :---: | :---: |
| 0 | $0,4,8$. |
| 6 | $2,6$. |
| 12 | $0,4$. |

## $f\left(\lambda \mu \in \Omega v \mid I^{\prime \prime} K K^{n}\right)$ coefficients.

Because of the selection rule and the relation in 5.8 , it is clear that only the $f$-coefficients, whose $E$ and $\nu$ values satisfy one of the relations in Table 8, need be calculated. That is, only a. few operators $E(\lambda \mu, E A \nu)$ and their equivalences are needed to form the requiredf-coefficients.

For the coupling of intrinsic states within the leading representation, the operators required and their equivalences have been listed in Tables 3 to 6 (Chapter 3). These tables also contain some of the E's which are necessary for the mixing of representations ( $\lambda \mu$ ) into the leading representation ( $\bar{\lambda} \mu$ ) where

$$
(2 \bar{\lambda}+\bar{\mu})-(2 \lambda+\mu)=6 \text { or } 12
$$

The mixing of other representations has not been considered here although the calculations are straightforeward once the expansion of the operators $E$ and their equivalences are known.

In the remaining chapters we shall use the method now developed to calculate the energy in the states of two, three, four and eight particles in the ds-shell and try to fit the results onto the physical picture.

## Parameter fitting.

Before attempting any calculations, we must first decide what values of the parameters will give realistic results for the nuclei in the ds-shell. In the remining part of this chapter, we discuss these same paramters in the p-shell and, from the work of Kurath (1956), deduce approximate, realistic values for them.

In the p-shell, the only orbital matrix elements which occur are

$$
\begin{gathered}
\left((1 p)^{2}[2] S O\left|V_{c}(i j)\right|(I p)^{2}[2] S O\right)=I+2 K \\
\left((1 p)^{2}[2] \operatorname{IM}\left|V_{c}(i j)\right|(I p)^{2}[2] I M\right)=I-K \\
\left((1 p)^{2}[1 I] \operatorname{IM}\left|V_{c}(i j)\right|(I p)^{2}[11] M M\right)=I-3 K \\
(E 11 i o t t 1952, p .49)
\end{gathered}
$$

Evaluation of the matrix elements in 5.32 yields the results:-

$$
\begin{aligned}
& L=F^{(0)}+4 / 25 F^{(2)} \\
& K=3 / 25 F^{(2)}
\end{aligned}
$$

$$
5.33
$$

where

$$
\begin{aligned}
& F^{(0)}=\int_{0}^{\infty} \int_{0}^{\infty} U^{2}\left(\rho_{1}\right) U^{2}\left(\rho_{2}\right) J_{0}\left(r_{1}, r_{2}\right) \rho_{1}^{2} p_{2}^{2} d \rho_{1} d \rho_{2} \\
& (2)=\int_{0}^{\infty} \int_{0}^{\infty} U^{2}\left(\rho_{1}\right) U^{2}\left(\rho_{2}\right) J_{2}\left(r_{1}, r_{2}\right) \rho_{1}^{2} \rho_{2}^{2} d \rho_{1} d \rho_{2} \\
& V_{12}=+V_{0} e^{-r_{12}^{2} / \beta^{2}=\sum_{k=0}^{\infty} J_{k}\left(r_{1}, r_{2}\right) R_{k} \quad\left(\cos \omega_{12}\right)}
\end{aligned}
$$

$$
5.34
$$

$$
\text { with } P_{k} \text { a Legendre Polynomial }
$$

and $U(\rho)=\frac{2}{\pi^{1 / 4}} \sqrt{\frac{2}{3}} \rho e^{-\rho^{2} / 2}$
$=$ radial part of the harmonic oscillator wave function in the nuclear $p$-shell.
$\rho=r_{12 / b}$ with $b$ the oscillator well parameter. (Elliott and Lane 1957, Appendix 8)

The radial integrals in 5.34 have been evaluated by John (I).
Hence we can deduce, for a Gaussian potential,

$$
\begin{aligned}
& I=V_{0} \frac{1}{4} \beta^{3 / 2}\left[3-2 \beta+3 \beta^{2}\right] \\
& K=V_{0} \frac{I}{4} \beta^{3 / 2}\left[I-2 \beta+\beta^{2}\right], \beta=\frac{\alpha^{2}}{\alpha^{2}+2}, \alpha=a / b \quad 5.35
\end{aligned}
$$

Consistent results may be obtained for the p-shell by taking $L_{/ K}=6.8$, and $K=-0.9 \mathrm{Mev}$. (Kurath, 1956). This implies that $x^{2}=1 \cdot 2$.

An estimate of the nuclear mean square radius may be made using the formula

$$
\left\langle\frac{1}{A} \quad \sum_{i} r_{i}^{2}\right\rangle=\frac{3}{5} R^{2} \text { with } R=A^{1 / 3} 1 \cdot 3 \times 10^{-13} \text { cms. }
$$

where centre of mass motion is neglected. The expectation value of $\sum_{i} r_{i}^{2}$ is easily evaluated using the lowest oscillator well wavefunctions.

For $L_{i}{ }^{6}$ we find

$$
\mathrm{b}=1.5 \times 10^{-13} \mathrm{cms}
$$

Thus, if $x^{2}=a^{2} / x^{2}=1 \cdot 2$, we have $a=1.65 \times 10^{-13} \mathrm{cms}$.
Using Kurath's value for $K=-0.9$ and with $\alpha=1.2$, we may estimate the strength of the force to be

$$
V_{0}=40 \mathrm{Mev} .
$$

... 5.38
In the cases we have considered only two exchange parameters occur. We write these as:-

$$
\begin{aligned}
&\left\{\left(\Gamma^{13}|\bar{E}| \Gamma^{13}\right)+\left(\Gamma^{31}|\vec{E}| \Gamma^{31}\right)\right\} / 2=W+M=X \\
& \text { and } \quad\left\{\left(\Gamma^{I I}|\bar{E}| \Gamma^{11}\right)+9\left(\Gamma^{33}|\bar{E}| \Gamma^{33}\right)\right\} / 10 \\
&=\{10 N-10 N i-8 H+8 B\} / 10=Y \\
& \text { where } \quad E=W+M P_{i j}^{r}-H P_{i j}^{\tau}+B P_{i j}^{\sigma} \quad \text { and } \Gamma_{i}^{T} \text { is the charge-spin }
\end{aligned}
$$

$$
5.39
$$

state of the $i$ and $j^{\text {th }}$ particles.
Table 9 indicates the values of $X$ and $Y / \sim$ for various well-known exchange parameters.

## Table 9

| Mixture | $W$ | $M$ | $B$ | $H$ | $X$ | $Y / X$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Serber | 0.5 | 0.5 | 0 | 0 | 1 | 0 |
| Rosenfeld | -0.13 | 0.93 | 0.43 | -0.26 | 0.8 | -0.6 |
| Inglic | 0 | 0.8 | 0.2 | 0 | 0.8 | -0.8 |

In $\mathrm{Mg}^{24}$ the mean square radius formula in 5.36 yields a value of $b=1.7 \times 10^{-13} \mathrm{cms}$. Hence, with $a=1.65 \times 10^{-13}$, we shall assume that the ratio
$\alpha=\alpha=1$ gives realistic results. All energy levels are plotted in units of $\left({ }^{\mathrm{V}} / 40\right) \mathrm{Mev}$.

## Chapter 6.

## Application of the Method and the Appearance of

## Rotational Features.

Elliott has compared the lowest eigenstates from shell-model calculations, in the beginning of the ds-shell, with those states classified according to the representation of $\mathrm{SU}_{3}$. (Elliott 1958, I. Elliott and Macfarlane, Private comunication). Large overlaps were found and it was seen that the level ordering, by a realistic potential, corresponded closely to that by $\left\langle\tilde{C}_{I}\right\rangle_{\lambda \mu}$ The representation which maximises $\left.\langle\hat{C}\rangle_{\eta}\right\rangle$ was always found to be lowest.

Such a result may be seen, in a very crude way, by making a 'long-range' expansion of the Gaussian potential. That is, assuming the nuclear distances $r_{i j}$ remain small for a long range force, we may write:-

$$
\sum_{i<j} e^{-r_{i j}^{2}} a^{2}=\sum_{i<j}\left(1-r_{i j / a}^{2}+r^{r^{4}}{ }_{i j / a}^{4} \ldots\right)
$$

- the terms getting successively smaller.

The first two terms in this expansion contribute the same amount of energy to all states within an oscillater shell. The third term consists of functions which contribute the same, or almost the same amount of energy to states within a shell, and a term of the form

$$
+\sum_{i<j} r_{i}^{2} r_{j}^{2} P_{2}\left(\cos \theta_{i j}\right)
$$

- the quadrupole force appearing with a positive sign. The latter function may be written in terms of the Casimir operator $\widetilde{C}_{1}$ which appears again with a positive sign.

With these rather general arguments, we are led to make the assumption that, for an attractive force, the states belonging to the representation $\left(\tilde{\lambda}_{\mu}\right)$, where $\left\langle\widehat{G}_{\mathcal{I}}^{\prime}\right\rangle \tilde{\lambda \mu}$ is a maximum, form the major part of the low lying states of nuclei. How accurate is this assumption will appear when we discuss representation mixing (see Chapter 7).

In this chapter we consider the significance of Zaking only the representation which maximises $\left\langle\hat{C}_{1}^{\prime}\right\rangle,{ }_{\lambda}$, for $k=2,3,4$ and 8 particles in the ds-shell, while illustrating the method, developed in Chapter 5, for calculating the energy in the states $\Psi\left(\left(\lambda_{\mu}\right)\right.$ KIVii) from a central potential.

## General Remarks

(a) The kinetic energy will not affect the results as we are only concerned with energies above the ground state and our wavefunctions for the $k$ particles come only from the degenerate $d s-s h e l l$. We therefore ignore this part of the Hamiltonian in all the calculations, and measure energies from the ground state.
(b) The supermultiplet classification for the low lying states
of $\mathrm{O}^{18}$, $\mathrm{Ne}^{20}$ and $\mathrm{Mg}^{24}$ give these muclei a spin $\mathrm{S}=0$, henoe the total spin $J=L$ (the orbital angular momentum). The addition of a spin-orbit force in the Hamiltonian, to make it more realistic, will give zero contribution to the energy in these cases. If we take the $k(=2,4$, and 8$)$ particle states to have $S=0$, we shall be able to relate our results, using only a central potential, to the physical pictures of $0^{18} \mathrm{Ne}^{20}$ and $\mathrm{Ng}^{24}$.

For the $\mathrm{k}=3$ problem to represent $\mathrm{F}^{19}$, some-spin dependant force must be introduced into the Hamiltonian - this will not be done here. The $\mathrm{k}=3$ problem is considered only to show how rotational features appear in the orbital space as particles are added into the shell.
(c) All tables and figures have been collected at the end of the chapter.
$\mathrm{k}=2\left(\mathrm{o}^{18}\right)$
The leading representation of $\mathrm{SU}_{3}$ appearing in $[\mathrm{f}]=[2]$ is $\left(\lambda_{\mu}\right)=(40)$. (Elliott I Table 1). The leading state of (40) for the $0^{18}$ nucleus is

$$
\Phi^{31}((40) 800)=\left(\phi_{0}\right)^{31}
$$

The states within the (40) representation which satisfy the selection rules in Table 8 (Chapter 5) are given in Table 10 in terms of the configurational states $\phi_{i}(\varepsilon)$. The powers (rqp) in the operators $A_{y x}^{r} E_{-}^{q}{ }_{+}^{p}{ }^{p}$ needed to generate these states, are alsn
shown in this table.
Non-zero two body matrix elements coupling the configurational states to $\left(\phi_{0}^{2}\right)$ are given in Table 11. These have been evaluated directly from the formulae given in Appendix 1.

The expansion of $\phi((40) 800)$ in terms of $\psi(40) K L K)$ yields only a $K=0$ band i.e.

$$
\begin{aligned}
\phi((40) 800)=\sqrt{1 / 5} \psi((40) 000)+\sqrt{4 / 7} & \psi((40) 020)+ \\
& \sqrt{8 / 35} \psi((40) 040) \ldots 6.2
\end{aligned}
$$

where the coefficients may be deduced from 4.12
With only a $K=0$ band, the $\tilde{g}$-elements (5.14) are equal to the g-elements and we can now deduce from 5.8 , Tables 10 and 11 and Tables 4 to 6 (Chapter 3)

$$
\begin{align*}
g(40 \mid 40, I 00)=V_{0}\left\{A_{1}\right. & +\left[-\frac{1}{6}(\beta+\omega)-\frac{11}{48}(3 v+\delta+\rho)\right] L(I+I) \\
& +\left[\frac{1}{96}(3 r+\delta+\rho)\right] L^{2}(I+I)^{2} \tag{鱼. 3}
\end{align*}
$$

Where $\beta, \omega, \gamma, \delta$ and $\rho$ are defined in Table 11, and $A_{2}$ is independent of $L_{\text {. }}$

In this simple case we find (from 5.16):-

$$
\left.((40) O L M) \mid v_{c}(40) O L N\right) \equiv g(40 / 40, L 00)
$$

The ground state has $L=0$. The energies of other states above the ground state are thus:-

$$
\begin{aligned}
& E(O L M)=\left((40) O L M\left|V_{d}\right|(40) O I M\right)-\left(40,000\left|V_{c}\right|(40) 000\right) \\
&=-V_{0}\left\{\left[\frac{1}{6}(\beta+\omega)-\frac{11}{48}(3 \gamma+\rho+\delta)\right] I(I+1)\right. \\
&\left.+\left[\frac{1}{96}(3 \gamma+\rho+\delta)\right] I^{2}(I+1)^{2}\right\} \\
&-101-
\end{aligned}
$$

$$
\begin{align*}
& \text { i.e. } \quad E(0 L M) \\
& =+V_{o} \rho\left\{\frac{1}{48}\left(80 x^{4}+32 x^{2}+500\right) L(I+1)\right. \\
& \left.-\frac{18}{48} L^{2}(I+1)^{2}\right\}
\end{align*}
$$

with $\alpha=$ the ratio of range (a) to well parameter $b\left(x={ }^{a} / b\right)$ and $\rho=\alpha^{2} / 4\left(2+\alpha^{2}\right)^{11 / 2}$

The ratio E ( 04 M )/E ( 02 M ) is plotted in Figure 1 against the parameter $\propto$. For a fixed mean square radius (implying $b$ is constant), the variation in $\alpha$ corresponds to varying the range of the force. We see then that for a long range, $E$ ( 04 M )/E ( 02 M ) tends to the limit 10/3 - just that for a rotational band. For a realistic value of the range $(\alpha \sim 1), E(04 M) / E(02 N)=1.7$, which compares favourably with the experimental value of 1.8 . (Ajzenberg-Selove \& Lauritsen, I959). It is instructive to note from where the various terms in $E$ (OIM) come and what approximations we can make to them.

If only the states with $\Delta E=0$ are considered in the intrinsic frame i.e. $\beta=\omega=\gamma=\delta=\rho=0$ in 6.6a (see Table $10 \& 11$ ) all the levels are degenerate. Including the mixing of states with $\Delta E \leqslant 6$ (only $\gamma=\delta=\rho=0$ ) it is clear from (6.6a) that we get just a rotational band. Comparing (6.6a) in this approximation, with the energy levels obtained from the rotational model, we have the moment of inertia (I) given by

$$
\frac{\hbar^{2}}{2 I}=+V_{0}(\beta+\omega) / 6
$$

Including the intrinsic states with $\Delta E=12$, we get a more realistic picture with the moment of inertia decreased to satisfy:-

$$
\frac{\hbar^{2}}{2 I}=V_{0}[(\beta+\omega) / 6+I I(3 \gamma+\rho+\delta) / 48]
$$

In Figure 2 the various approximation to the energy levels have been plotted in units of $\left(\frac{V}{0 / 40)}\right.$ Nev for $\alpha=I$ and Serber Exchange. Figure 6 shows how the energy level spacing varies with $\alpha$. $k=3$

The leading $\mathrm{Su}_{3}$ representation in $[\mathrm{f}]=[3]$ is $(\lambda \mu)=(60)$. The leading state for the representation is :-

$$
\left.\Phi^{22}(60) \equiv \Phi^{22}(60), 12,00\right)=\left(\not \phi_{0}^{3}\right)^{22}
$$

The states within the (60) representation, which satisfy the selection rules in Table 8 (Chapter 5), are given in Table 12. The matrix elements in the intrinsic frame which are required are listed in Table 13.

The expansion of $q(60)$, in terms of the $\psi(K L K)$-states, yields only a $K=0$ band,

$$
\not(60)=\sqrt{1 / 7} \psi(000)+\sqrt{10 / 21} \psi(020)+\sqrt{24 / 77} \psi(040)+\sqrt{16 / 231} \psi(060) 6.9
$$

As in the $k=2$ case, we deduce that, for energies above the ground state $\left(I_{0}=0\right)$ :-

$$
\begin{aligned}
E(O L M)= & g(60 \mid 60 L 00)-g(60 \mid 60000) \\
=- & V_{0}\left\{\left[-(1 / 5)(\beta+\omega)-\frac{19}{240}(3 \gamma+\delta+\rho)\right] L(L+I) \ldots 6.10 a\right. \\
& \left.+[(1 / 480)(3 \gamma+\delta+\rho)] L^{2}(L+I)^{2}\right\}
\end{aligned}
$$

i.e. $E(O L D H)=+V_{0} p\left\{\left(40 x^{4}+16 x^{2}+109\right) X 1 / 20\right) L(L+1)$

$$
\left.-(3 / 40) I^{2}(I+I)^{2}\right\}
$$

$$
6.10 \mathrm{~b}
$$

The ratio $E(04 M) / E(02 \mathbb{M})$ has been plotted against $a$ in Figure 1. Again we notice that, for a long range force, the ratio tends to the $10 / 3$ limit. By analysing 6. LO a it can be seen that it is the $\Delta E=6$ states which give the rotational spectrum and the $\Delta E=12$ states which introduce the term $L^{2}(L+1)^{2}$.

## $\underline{k}=4\left(\mathrm{Ne}^{20}\right)$

Table $1_{4}$ shows all the $\mathrm{SU}_{3}$ representations within the representation [f] $=[4]$ for $\mathrm{SU}_{6}$. On this table also is shown the reduction $\mathrm{SU}_{3} \rightarrow \mathrm{SU}_{2} \times \mathrm{U}_{1}$ for those states with $\Delta E \leq 12$. Here $\Delta E$ is the difference in $E$ from that of the leading state of the leading representation...

The leading $\mathrm{SU}_{3}$ representation is seen to be $\left(\boldsymbol{\lambda}_{\mu}\right)=(80)$, and the leading state is:-

$$
\Phi^{11}(80) \equiv \Phi^{11}((80), 16,00)=\left(\phi_{0}^{4}\right)^{11}
$$

The explicit form for the other states of the representation, satisfying the selection rules in Table 8 (Chapter 5), are given in Table 15 together with the powers ( $r q p$ ) in the operators $A_{y X}{ }^{r} q_{m} q^{p}$ required to generate the state.

The required energy matrix elements in the intrinsic frame are listed in Table 16.

Expanding $\phi(80)$ in terms of $\psi(K L K)$ we find, from 4e 12 ,

$$
\begin{aligned}
\phi(80)=\sqrt{1 / 9} \psi(000) & +\sqrt{40 / 99} \psi(020)+\sqrt{48 / 143} \psi(.040) \\
& +\sqrt{64 / 495} \psi(060)+\sqrt{128 / 6435} \psi(080)
\end{aligned}
$$

$$
6.12
$$

Again only a $K=0$ band is predicted.
In this case,

$$
\begin{align*}
E(0 L M)= & g(80 \mid 80 I 00)-g(80 \mid 80000) \\
= & +V_{0}\{[3 / 14)(B+\omega)+(27 / 560)(3 \gamma+\delta+\rho)] I(I+I) \\
& -[(1 / 32.35)(3 \gamma+\delta+\rho)] L^{2}(I+I)^{2} \\
= & +V_{0} p\left\{(3 / 140) 100 \alpha^{4}+40 \alpha^{2}+211\right) L(I+I) \\
& \left.-9 / 280 L^{2}(I+I)^{2}\right\}
\end{align*}
$$

The ratio $E(O 4 M) / E(O 2 M)$ has been drawn in Figure 1 for various values of the parameter $\propto$. For a long range force we have a rotational spectrum whilst for a realistic range ( $x \sim 1$ ) the ratio compares favourably with the value 3.05 from the experinental spectrum (Azjenberg - Selove and Lauritsen, 1959).

The approximations to the energy levels, as first the $\Delta E=6$ and then the $\Delta E=12$ terms are included in the energy calculation in the intrinsic frame, are shown in Figure 3 in units of ( $V_{0} / 40$ ) Mev. Figure 7 shows how the energy level spacings vary with $\alpha$. Summary for $k=2,3$ and 4 particle problens.

Already it can be seen that a rotational spectrum appears in
this scheme for realistic value of $\propto(\sim 1)$ as particles are added into the shell (Figure 1). This result is directly related to the fact that the contribution of the $\Delta E=12$ intrinsic states to the energy grows relatively smaller with the greater number of particles. For more particles we should expect a good estimate to the spectrum by ignoring the $\Delta E=12$ terms (see $k=8$ particle problem).

The absolute energies compare quite well with the experimental data. A value of $V_{0} \sim 54 \mathrm{Mev}$. will fit the $k=2$ results to the $0^{18}$ spectrum whilst a value $V_{o} \sim 60 \mathrm{Mev}$. will fit the $k=4$ results to $N e^{20}$. It is encouraging to see that these strengths are about the same and near $V_{0}=40 \mathrm{Mev}$. which we have estimated to be the correct value from p-shell data (Chapter 5).
$\underline{k}=8\left(\mathrm{Mg}^{24}\right)$
Because of the four dimensional charge spin space the maximum orbital symmetry is $[f]=[44]$.

The representations of $\mathrm{SU}_{3}$ contained in $[\mathrm{f}]=[44]$ of $\mathrm{SU}_{6}$, which have E-values differing by less than 12 from the leading state of the leading representation, are shown in Table 17.

The leading representation is seen to be $(\lambda \mu)=(84)$. With the notation of 3.50, the leading state of (84) (from 3.53) is:-

$$
\Phi^{111}(84) \equiv \Phi^{11}((84) 20,2,4)=\left(\phi_{0}^{4}\right)\left(\phi_{+1}^{4}\right)^{11} \quad \cdots 6.14
$$

From the two body matrix elements deduced in ( $A$ I.5) the configurational states, $\Phi_{i}(E v)$, coupling directly to the state $\Phi(84)$ can -106-
be written down immediately. These are the states [1) ...|15)
listed in Table 18. The coefficients $p_{i}(84 E \wedge \nu)$ of the $\Phi_{i}(E \nu)$ in the expansion of states $\Phi\left((84) E_{\Lambda \nu}\right)$ (see 3.56 ) are given in Table 19. The $p_{i}\left(84 E_{\Lambda \nu}\right)$ may be calculated independently of each other hence only those belonging to configurational states which couple directly to the leading state need be known. This saves a great amount of labour.

The matrix elements ( $\left.\Phi_{i}(E \nu)\left|V_{c}\right| \Phi(84)\right)$ can immediately be deduced (using A 1.5) once the fractional parentage coefficient are known for the reduction of the eight particle states by two particles (see, for example, Appendix 2).

Since the two particle states can now be either symmetric or antisymmetric, the form of the matrix elements will depend on the exchange mixture to a much larger extent than in the simpler cases already considered.

The elements $\left(\Phi_{1}\left(E_{\nu}\right)\left|V_{c}\right| \Phi(84)\right)$ in Table 20 have been given in two parts - the contribution ( S and A ) from the symmetric and antisymmetric pairs of particles respectively. The full element will then be:-

$$
\left(\Phi_{i}\left(E_{\nu}\right)\left|V_{C}^{\prime}\right| \Phi(84)\right)=X\left(\left|V_{C}\right|\right)_{S}+Y\left(\left|V_{C}^{1}\right|\right)_{A}
$$

with X and F defined in 5.38,

$$
\begin{gathered}
V_{c}^{\prime}=-V_{0} \sum_{i<j} \exp \left(-^{-r}{ }^{2} / a^{2}\right) \text { and } \\
\left(\Phi(84)\left|V_{c}\right| \delta_{i}(\varepsilon \nu)\right)_{S} \equiv \text { Contribution from symmetric pairs of } \\
-107-
\end{gathered}
$$

particles

$$
\left(\Phi(84) \mid v_{c} d \Phi_{i}(E \nu)\right)_{A} \equiv \text { Contribution from antisymetric pairs }
$$ of particles.

Using 5.8, we may now construct $g\left(84 . \mid 84 \mathrm{I}^{\prime} \mathrm{K}^{\prime} \mathrm{K}^{\prime \prime}\right)$ and hence deduce $\tilde{g}\left(84\left|84 I^{\prime}\right| K^{\prime} \mid K^{\prime \prime}\right)$ from 5.14.

The expansion of $\Phi(84)$ (as in 4.2 ) shows that there are $K=0$, 2 and 4 bands. This the $\tilde{g}$ elements, in this case, are not trivially equal to the g-elements for all values of K .

To simplify the analysis we divide the $\tilde{g}$ elements into four parts. First we define $\tilde{\mathrm{g}}_{\mathrm{S}}$ and $\tilde{\mathrm{g}}_{\mathrm{A}}$ to be the contribution to $\tilde{\mathrm{g}}$ from the two body matrix elements of the symmetric and antisymmetric pair of particles respectively. We then define $\tilde{\mathrm{g}}_{\mathrm{S}}^{\prime}$ and $\tilde{\mathrm{g}}_{\mathrm{S}}^{\prime \prime}$ to be the contribution to $\tilde{\mathrm{g}}_{\mathrm{S}}$ from the intrinsic terms with $\Delta E \leqslant 6$ and $\Delta E=12$ respectively. A similar definition will stand for $\tilde{g}_{A}$.

Thus we may write:-

$$
\tilde{g}=\tilde{g}_{S}^{\prime}+\tilde{\mathrm{g}}_{S}^{n}+\tilde{\mathrm{g}}_{\mathrm{A}}^{\prime}+\tilde{\mathrm{g}}_{\mathrm{A}}^{\prime \prime}
$$

For a Serber force $\widetilde{g^{\prime}}=\widetilde{g}_{S}^{\prime}+\tilde{g}_{\mathbb{S}}^{\prime \prime} \quad$ since $Y$ in $\underline{6.15}$ is zero.
The expression for $\tilde{g}$ in terms of the parameter $\mathfrak{x}$ is very complicated in this case and no attempt has been made to write it down in general. It is possible to derive the general form for $\tilde{g}_{\text {Sore }}$ however. Ignoring, for the moment, the $\Delta E=12$ intrinsic stotes, we have, from 5.4 and Table 4 (Chapter 3) :-

$$
\begin{aligned}
& V_{c} \Phi(84) \equiv\left[h_{1}+h_{2} A_{y x}^{2}+h_{3} E_{+}^{2}+h_{4} A_{y x}^{2} E_{+}^{2}+h_{5} A_{y x}^{4} E_{+}^{2}\right. \\
& \left.+h_{6} A_{y x} E_{-} I_{+}+h_{7} A_{y x}^{3} E_{-} E_{+}+h_{8} E_{-}^{2}+h_{9} A_{y x}^{2} E_{-}^{2}\right] \Phi\left(84_{4}\right) \\
& =\left[\left\{\left(1 / 2 h_{5}+h_{7}+h_{9}\right) I_{0}^{4}-\frac{1}{2}\left(h_{4}+28 h_{5}+h_{6}+10 h_{7}+h_{8}-22 h_{9}\right) I_{0}^{2}\right.\right. \\
& \left.+1 / 2\left(h_{3}+6 h_{4}+72 h_{5}-24 h_{8}-48 h_{9}\right)\right\}\left(I_{+I}^{2}+I_{-1}^{2}\right) \\
& +\left\{-\left(3 h_{7}+5 h_{9}\right) L_{0}^{2}+\left(3 h_{6}+30 h_{7}+5 h_{8}+10 h_{9}\right) L_{0}\right\}\left(I_{+1}^{2}-I_{-1}^{2}\right) \\
& +\left\{-\frac{1}{2}\left(h_{5}+h_{7}+h_{9}\right) I_{0}^{4}+\frac{1}{2}\left(h_{4}+28 h_{5}+h_{6}+10 h_{7}+h_{8}+18 h_{9}\right) I_{0}^{2}\right. \\
& \\
& \left.-\frac{1}{2}\left(h_{3}+6 h_{4}+72 h_{5}+16 h_{8}+32 h_{9}\right)\right\} I^{2} \\
& +\left\{\left(1 / 2 h_{5}+h_{7}+h_{9}\right) I_{0}^{6}-\frac{1}{2}\left(h_{4}+12 h_{5}+h_{6}-12 h_{7}+h_{8}-8 h_{9}\right.\right. \\
& +\frac{1}{2}\left(-2 h_{2}+h_{3}-10 h_{4}-376 h_{5}-22 h_{6}-220 h_{7}-10 h_{8}-436 h_{9}\right) I_{0}^{2} \\
& \left.\left.+\left(h_{1}+4 h_{2}+8 h_{3}+48 h_{4}+576 h_{5}+208 h_{8}+416 h_{9}\right)\right\}\right] \frac{1}{1}(84)
\end{aligned}
$$

Denoting the operator in the R.H.S. of 6.18a by $G^{\prime}$ we have:

$$
V_{c} \Phi(84)=G^{\prime} \Phi(84)
$$

6.18 h

The $h_{i}$ are defined in 6.17 as the matrix elements coupling an intrinsic state of the (84) representation to the leading state, divided by the normalization factor ( $N_{p} M_{q p} P_{r q p}$ ) of that particular intrinsic state (3.37)

From 5.6 to 5.8 we deduce

$$
G^{\prime} \Psi\left((84) K^{\prime} L^{\prime} K^{\prime}\right)=\sum_{K^{\prime \prime}} g^{\prime}\left(84 \mid 84 L^{\prime} K^{\prime} K^{n}\right) \Psi\left(\left(84 K^{\prime} L^{\prime} K^{\prime \prime}\right)\right.
$$

Thus, by knowing the form of the $h_{i}$ 's in 6.17 , we can inmediately deduce the $g^{\prime}$ and hence $\tilde{g}^{\prime}$.

Table 21 lists the form of the $h_{i}$ 's in terms of $\alpha$. In Tables 22 the functions of the $h_{i}$ 's in 6.18 have been evaluated for several values of the paraneter $\alpha$. Table 22a lists the contribution to the functions from the symetric pairs of particles and Table $22 b$ shows the contribution from the antisymetric pairs. The $\tilde{g}_{\mathbf{S}}^{\prime}$ and $\tilde{g}_{\mathrm{A}}{ }_{\mathrm{A}}$ matrices may now be deduced and are shown in Tables 23 and 24 for $x=1$. The $\tilde{K}_{s}^{\prime \prime}$ matrices, are found to be the same for all values of the parameter $\alpha$ within a factor of

$$
p=x^{3} / 4\left(2+x^{2}\right)^{11 / 2} .
$$

and are shown in Table 25. The $\tilde{\mathrm{g}}_{\mathrm{A}}$ " matrices are identically zero for all values of $\alpha_{0}$

The energy levels, deduced from a diagonalisation of the $\tilde{g}$ matrices for various values of $\alpha$, have been drawn in Figures 8, 9 and 10 , as functions of $x$ for three different exchange mixtures.

The form of the $\tilde{g}$ - matrices will now be examined, for a Serber force, after making various approximations. First we ignore all intrinsic states except those with $\Delta E=0$; secondly we include those states with $\Delta E \leqslant 6$; finally we take into account all the intrinsic states. (Figure 4).

In the first approximation then, the $g$ matrices are given by the $G$ ' operator, from 6.19, where all the $h_{i}$ 's in 6.18, except $h_{1}$ and $h_{2}$, are zero. In this case, since there are no operators to mix bands $\mathrm{g} \equiv \tilde{\mathrm{g}}$. We see that all levels with the sane K labcl are degenerate but the different bands are split by an amount proportional to $-h_{2} K^{2}$. Since $h_{2}$ is negative (Table 2l), the $K=0$ band is lowest.

The next approximation has all the $h_{1}$ 's in 6.17 non-zero. Ignoring the mixing of $K$ we see that again the $g$-matrices $\equiv \tilde{g}-$ matrices and, from 5.15 , the $\tilde{g}$-elements give the energy levels directly. Since the K-band mixing will come from the $L_{ \pm 1}^{2}$ terms in 6.18, it can be seen that the energy levels within a bond are just of the form

$$
A+B L(L+I) .
$$

The mixing of the K -bands at this stage depends on the coefficients of the $I_{ \pm}^{2}$ terms. From Tables 22 we see that these coefficients are very small. This is directly responsible for the small off-diagonal matrix elements in Tables 23.

We note here that the most important contribution to the energy, from the terms with $\Delta E=6$, comes from the state with maximum $\nu$ •

The $\tilde{g}_{S}$-matrices, resulting from the inclusion of all the intrinsic states, can be found by adding the matrices $\tilde{g}_{S}$ to $\tilde{g}_{S}$ from Tables 24 and 26 (see 6.16).

A first approximation to the energy levels is found from the diagonal elements of $\tilde{g}_{S}$. Since the diagonal elenents of $\tilde{g}_{S}^{\prime \prime}$ are very small, the diagonal elements of $\tilde{g}_{S}$ are almost equal to those of $\tilde{g}_{S}^{s}$.

The of fodiagonal elements of $\tilde{g}_{s}^{\prime \prime}$ are of the same order of magnitude as the same elements for $\tilde{g}_{S}^{\prime}$. It is, therefore, not consistent to calculate the $K$-band mixing when the intrinsic states with $\Delta E=12$ are ignored. This approximation will still give a good approximation to the energy levels however as the K-band mixing is always very small. For a Rosenfeld - type exchange the mixing of $K$ is found to be even smaller.

In Figures 4 and 5 the spectra for the $S$ erber and Rosenfeld type exchanges (with $x=1$ ) are drawn for these various approximations.

From these diagrans we can see that the error in ignoring the K-band mixing and the $\Delta E=12$ terms is not great. We have, then, almost pure rotational bands described by the K-label.

The actual states with $L=2$ for the levels deduced in the Serber and Rosenfeld-type exchange cases have been calculated, for $\alpha=1$, from 5.23 .

In this calculation we use the facts that :-

$$
\begin{gathered}
((84) 22 M \mid(84) O 2 M)^{2}=3 / 19.137 \\
a^{2}(8422)=137 / 2 \cdot 9.11 .13 . \text { and } a^{2}(8402)=19 / 11.13 . \\
\text { (see 4.11 and 4.12) }
\end{gathered}
$$

Thus for a Serber exchange.

$$
\begin{aligned}
& \Psi(\mathrm{L}=2, \mathrm{M})=+\cdot 99097 \Psi((84) 02 M)+\cdot 10462 \Psi((84) 22 M) \\
& \Psi(2, \mathrm{H})=-\cdot 13965 \Psi((84) 02 M)+\cdot 99493 \Psi((84) 22 \pi \mathrm{~K})
\end{aligned}
$$

and for Rosenfeld exchange

$$
\begin{aligned}
& \Psi_{1}(2 M)=+.99650 \Psi((84) 02 N)+.05613 \Psi((84) 22 \pi i n) \\
& \psi_{2}(2 M)=-.09110 \Psi((84) 02 \pi)+.9990 \Psi((84) 22 \mathrm{~N})
\end{aligned}
$$

This classification scheme is slightly better for a Rosenfeld-type exchange than for a Serber.

## Fitting the experimental data.

The results of all our calculations so far are illustrated in Figures 6 to 10. The energy levels are show as functions of the parameter $\alpha$ and are plotted in units of $\mathrm{V} / / 40 \mathrm{Mev}$. To make direct comparisons, the experimentally deduced spectra have also been drawn on these figures in units of ( $\mathrm{V}_{0} / 40$ ) Mev for various
values of the strength $V_{0}$.
We find that the best consistent fit is made, to the $0^{18}, \mathrm{Ne}^{20}$ and $\mathrm{Mg}^{24}$ spectra, for a range $\mathrm{a}=1.85 \times 10^{-13}$ cms. This is a slightly larger value than that deduced from p-shell data (Chapter 5).

From the mean square radius formula in 5.36 we find the results:-

$$
\begin{array}{ll}
0^{18}: & \mathrm{b}=\frac{1.71}{97} \times 10^{-13} \mathrm{cms} \\
\mathrm{Ne}^{20}: & \mathrm{b}=1.73 \\
\mathrm{Mg}^{24}: & \mathrm{b}=1.78 \times 10^{-13} \mathrm{cms} \\
.85 \times 10^{-13} \mathrm{cms}
\end{array}
$$

We thus make the comparison of our results, with experiment, for values of the parameter $\alpha\left(=^{a} / b\right)=1.08,1.07$ and 1.04 (i.e. about 1) for $0^{18}, \mathrm{Ne}^{20}$ and $\mathrm{Mg}^{24}$ respectively.

A value for the strength $V_{o}$ is deduced in each case by fitting the energy of the firstexcited state exactly to the experimental one. The values of $V_{i}$ chosen in the different cases for the various exchanges are shown below. The intermediate exchange has been chosen to see how the $\mathrm{Mg}^{24}$ spectrum changes as $\Psi / x$ changes from 0 (Serber) through -0.2 (Intermediate) to -0.6 (Rosenfeld)

| Exchange | \% | Y | To |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $0^{18}$ | $\mathrm{Ne}{ }^{20}$ | $\mathrm{Mg}^{24}$ |
| Serber |  | 0 | 54 | 60 | 60 |
| Intermediate | 0.8 | -0.16 | 90 | 75 | 78 |
| Rosenfeld |  | -0.48 | 90 | 75 | 110 |

The calculations on the $0^{18}$ and $\mathrm{Ne}^{20}$ problems were only for a Serber-type exchange but, since the exchange contribution is merely an overall multiplicative factor of ( $W+\mathbb{N}-H-B$ ) and ( $W+M$ ) in these respective cases, the results for any other exchange mixture may easily be deduced. It is clear that the same results can be obtained from any exchange by taking different strengths.

We notice that the strengths required, with the Serber and intermediate exchanges, are roughly consistent to within 15 Mev . The apparent inconsistency in the Rosenfeld case is not so serious as it would at first seem. Fron Figure ${ }_{8}^{80}$, we see that a slight increase of just $0.15 \mathrm{~V}_{0} / 40 \mathrm{liev}$ of the first excited state (coming from representation mixing maybe) would imply a strength of only $\mathrm{V}_{0}=80 \mathrm{Mev}$.

The actual spectra we have deduced are compared with the experimental ones in Figure 11 for $\mathrm{ME}^{24}$. The fitting of the lowest $K=0$ bands of $0^{18}$ and $\mathrm{Ne}^{20}$ is good.

The lowest $K=C$ band of $\mathrm{Mg}^{24}$ is given quite well for any exchange. The $K=2$ band is consistently too low although a better result is obtained by using a Rosenfeld exchange instead of a Serber. The relative spacing of the $L=2$ and 3 levels of the $K=2$ band are then given correctly and the $L=4$ level is only . 6 Mev from the experimental level at 6 Mev . One further piece of information which favours this model is in the calculation of the branching ratio from the second $2^{+}$level in $\mathrm{Mg}^{24}$.

The lifetime for an E2 transition of energy E from a level $J^{\prime}$ to a level $J$ is given by:-

$$
\begin{aligned}
\tau & =\hbar / \Gamma \quad \text { with } \\
\Gamma\left(J^{2} \rightarrow J\right) & =\frac{4 \pi^{5}}{75 \hbar^{5} c^{5}} \times \frac{\left(J^{2}\left\|0^{(2)}\right\| J\right)^{2}}{\left(2 J^{\prime}+1\right)}
\end{aligned}
$$

where the reduced matrix element is defined in:-

$$
\left(J^{\prime} M^{:}\left|0_{q}^{(2)}\right| J M^{\prime}\right)=\left(J 2 M q \mid J^{\prime} M^{\prime}\right) \frac{\left(J^{\prime}\left|0^{(2)}\right| J\right)}{\left(2 J^{2}+1\right)^{1 / 2}}
$$

and $\mathrm{O}_{\mathrm{q}}{ }^{(2)}$ is the quadrupole moment operator:-
(Blatt and Weisskopf, 1952).

$$
o_{q}^{(2)}=e \sum_{p} r_{p}^{2} Y_{q}^{2}(p) \equiv \frac{e}{2} \sum_{i}\left(1-\gamma_{z}(i)\right) r_{i}^{2} Y_{q}^{2}(i)
$$

6.24 b
$p$ sums over all protons and $i$ sums over all particles. $\tau_{2}$ is the isotopic spin operator such that $\langle\underset{\sim}{\tau}(i)\rangle= \pm 1$ depending on whether the $i^{\text {th }}$ particle is a neutron or proton respectively. $e$ is the charge on the proton.

Thus the branching ratio :-

$$
\frac{\Gamma\left(\Psi_{2}(2 M) \rightarrow \Psi(00)\right)}{\Gamma\left(\Psi_{2}(2 M) \rightarrow \Psi_{1}(2 M)\right)}=\left(\frac{E_{2}^{*}-B_{0}}{E_{2}^{*}-E_{2}}\right)^{5}\left(\frac{\left(\Psi_{2}(2)\left|0^{2}\right| \mid \Psi(0)\right)}{\left(\Psi_{2}(2)\left|0^{2}\right| \mid \Psi_{1}(2)\right)}\right)^{2}
$$

where $\mathrm{E}_{0}, \mathrm{E}_{2}$ and $\mathrm{E}_{2}^{*}$ are the energies of the first $\mathrm{L}=0(\Psi(00))$ the first $L=2\left(\Psi_{I}(2 M)\right)$, and second $L=2\left(\Psi_{2}(2 M)\right)$ states respectively.

Futting in the experimental values (Batchelor et al, 1960) for the branching ratio ( $\sim 2.8$ ) and for the energies, we deduce:-

$$
R=\left(\frac{\left(\Psi_{2}(2)\left\|o^{(2)}\right\| \Psi(0)\right)}{\left(\Psi_{2}(2)\left\|o^{(2)}\right\| \Psi_{1}(2)\right)}\right)^{2}=0.4
$$

We now calculate a value for $R$ using the wave functions deduced from this model with band mixing.

Although the second degree tensor operators $Q_{q}$, of the $U_{3}$ group operators (2.2), contain the momentum operators, the symetry between the momenta and the coordinates in a oscillater well means that, within an oscillator well:-

$$
Q_{q} \equiv \sqrt{4 \pi / 5} \sum_{i} r_{i}^{2} y_{q}^{2}(i) / b^{2}
$$

Thus, $Q_{q}$ is equivalent to a quadrupole mass operator within a shell, with sum overiall particles. In a nuclons with $T=0$, the contribution from the term $\gamma_{z}(i)$ in 6.25 is zero and so, in this case,

$$
o_{q}^{2} \equiv \mathrm{eb}^{2} / 8 \sqrt{5 \pi} \mathrm{Q}_{\mathrm{q}}
$$

Thus the ratio R for the $\mathrm{Mg}^{24}$ nuclews is equivalent to :-

$$
R=\frac{\left(\Psi_{2}(2 M)\|Q\| \Psi(00)\right)^{2}}{\left(\Psi_{2}(2 M)\|Q\| \Psi_{1}(2 M)\right)^{2}}
$$

$$
\begin{aligned}
& \text { If } \quad \Psi_{1}(2, M)=\alpha_{1} \Psi(02 M)+\beta_{1} \Psi(22 M) \\
& \text { and } \quad \Psi_{2}(2, M)=\alpha_{2} \Psi(02 M)+\beta_{2} \Psi(22 \sqrt{M})
\end{aligned}
$$

then

$$
R=\frac{1}{\alpha_{1}^{2}}\left\{\frac{\left(\alpha_{2} / \beta_{2}\right)(02\|Q\| 00)+(22\|Q\| 00)}{\left.\left({ }^{x} / \beta_{2} Y_{02}\right)\|Q\| 02\right)+\left({ }^{\beta} 1 / \alpha_{1}\right)(22\|Q\| 22)+\left(1+\frac{\beta_{1} x_{2}}{\alpha_{1} \beta_{2}}(22\|Q\| 02)\right.}\right\}^{2}
$$

Elliott (1958, II (45)) has derived the result:-

$$
\begin{align*}
& x\left\{\mu+2 \lambda+\frac{1}{2}\left(L^{\prime}\left(L^{\prime}+I\right)+6-L(L+I)\right)\right\} \Psi((\lambda \mu) K I I I) \\
& +\sum_{ \pm}\left(I 2 K+2 \mid L L^{\prime} K+2\right)((3 / 2)(\mu \mp K)(\mu \pm K+2))^{1 / 2} \\
& \left.\mathbf{x} \quad c\left(\lambda \mu \mathbb{K} \pm 2, L^{\prime}\right) \Psi\left((\lambda \mu) K \pm 2, L^{\prime \prime} \mathrm{Mi}\right)\right] .
\end{align*}
$$

From which we may deduce, by replacing the c-coefficients with the $b$ and a-coefficients ( 4.5 a ) and with the explicit form for the b 's (2.26) :-

$$
\begin{align*}
& \left((\lambda \mu) K^{\prime} L^{\prime} \mid\left\|_{Q}\right\|(\lambda \mu) K L\right)=\frac{(2 I+I)}{\left(2 L^{2}+I\right)^{1 / 2}}\left[\frac{a\left(\lambda \mu K L^{2}\right)}{a(\lambda \mu K L)} \quad x\right. \\
& \left\{2 \lambda+\mu+\left(I^{\prime}\left(I^{1}+I\right)+6-I(I+I)\right) / 2\right\}\left(I 2 K O \mid I^{\prime} K\right)\left((\lambda \mu) K^{\prime} I^{\prime} \mid(\lambda \mu) K L^{1}\right) \\
& +\sum_{ \pm}\left(I 2 K \pm 2 \mid L^{\prime} K+2\right) \sqrt{3 / 2}(\mu \pm K+2) \frac{a\left(\lambda \mu, K \pm 2, L^{\prime}\right)}{a(\lambda \mu, K L)} \quad x \\
& \left((\lambda \mu) \pi^{\prime} L^{\prime} \mid(\lambda \mu) K \pm 2, L^{2}\right)
\end{align*}
$$

For pure $K$-bands, $\alpha_{2}=\beta_{1}=0$ and, from 6.29 and 6.31 we find $R=0.79$.

For the states deduced using a Serber exchange, $R=0.12$ and for a Rosenfeld, $R=0.23$.

Thus we see that the ratio $R$ is very sensitive to the mixing of bands. The change in this mixing, on going from a Serber exchange to a Rosenfeld, doubles the small value for $R$ deduced in the Serber case, to get within .17 of the given experimental value.

## Adjustment to the nuclear Haniltonian

Up to now the 'realistic' potential has consisted only of twobody operators between particles outside the $0^{16}$ closed shell. Such a potential will not give any s-d spacing in $0^{17}$ which has just one particle in the ds-shell. Introducing a one body potential of the form.

$$
x \sum_{i} L_{i}^{2}
$$

6.33
into the Hamiltonian, the correct order of spacing in $0^{17}$ can be achieved by putting $x=+.2$ Mev. Here $I_{i}$ is the orbital angular mementurn operator for the $i \frac{\text { th }}{}$ particle.

We now ask: What effect does such a potential have in the $\mathrm{k}=8$ particle case?

Since $\sum_{i} L_{i}{ }_{i}$ is a spherically symmetric operator, the general method of Chapter 5 can be used to calculate the matrix representation of the potential by the states $\psi((\underset{\sim}{\mu} \mu) K I M)$.

The calculation of the required elements of the matrix of $\sum_{i} L_{i}^{2}$
in the intrinsic frane follows the usual procedure. First, the single particle elements must be determined. Secondly, the fractional parentage coefficients of the reduction of the many particle state by one particle must be found. This latter problem is solved in a similar way to the reduction of the many particle states by two particles (See Appendix 2). The former problem entails finding matrix elements of the form,

$$
\left(\phi\left((20) \varepsilon_{\Lambda^{y}}\right)\left|\mathrm{L}^{2}\right| \not\left((20) E^{y} \Lambda^{\mathrm{r}} \nu^{\mathrm{y}}\right)\right)
$$

where the $\phi$ 's are single particle states with two oscillator quanta. (The $\triangle$ labelling is really trivial for these states from 2.31).

$$
\text { Now } \phi\left((20) E_{\Lambda \nu}\right)=E\left((20) E_{\Lambda \nu}\right) \phi((20) 400)
$$

$$
\equiv E((20) E \Delta \nu) \phi_{0}
$$

also $\phi((20) 400)=\sqrt{1 / 3} \Psi((20) 000)+\sqrt{2 / 3} \Psi((20) 020)$

$$
=\sqrt{1 / 3} \Psi_{0}+\sqrt{2 / 3} \Psi_{2}
$$

(4.11 and 4.12)

Thus $\left(\not \subset\left((20) E_{\Lambda \nu}\right)\left|\mathrm{L}^{2}\right| \phi\left((20) E^{\prime} \Lambda^{\prime} \nu^{\prime}\right)\right)$
$=\left(\sqrt{1 / 3} \Psi_{0}+\sqrt{2 / 3} \Psi_{2}\left|\widetilde{\mathbb{E}}^{+}\left((20)_{E \Lambda \nu}\right) L_{L}{ }^{2} \tilde{E}\left((20)_{E^{\prime}} \Lambda^{\prime} \nu^{\prime}\right)\right| *\right.$ $\left.\mid \sqrt{1 / 3} \Psi_{0}+\sqrt{2 / 3} \Psi_{2}\right)$
6.37

In the $k=8$ particle problem, the only non-zero orbital matrix elements required are:-

$$
\begin{align*}
& \left(\phi_{0}\left|L^{2}\right| \phi_{0}\right)=4 \\
& \left(\phi_{0}\left|\mathbb{E}^{2}\right| \phi_{+2}\right)=-2 \\
& \left(\phi_{0}\left|L^{2}\right| \phi_{-2}\right)=-2 \\
& \left(\phi_{+1}\left|I^{2}\right| \phi_{+1}\right)=+6
\end{align*}
$$

In this case, the only configurational states which will couple to the leading state $\phi(84)$ are:

$$
\left(\phi_{0}^{4}\right)\left(\phi_{+1}^{4}\right)^{11},\left(\phi_{0}^{3} \phi_{+2}\right)\left(\phi_{+1}^{4}\right)^{11} \text { and }\left(\phi_{0}^{3} \phi_{-2}\right)\left(\phi_{+1}^{4}\right)^{11}
$$

We see that only states with $\Delta E \leqslant 6$ will couple to $\Phi(84)$ by this operator.

A similar expression to that in 6.18 , with $V_{c}=\sum_{i} I_{i}^{2}$, yields:-

$$
\begin{aligned}
& h_{1}^{\prime}=40 \\
& h_{2}^{\prime}=0 \\
& h_{3}^{\prime}=0.143 \\
& h_{4}^{\prime}=0.005 \\
& h_{5}^{\prime}=0 \\
& h_{6}^{\prime}=0.003 \\
& h_{7}^{\prime}=0 \\
& h_{8}^{\prime}=-0.004 \\
& h_{9}^{\prime}=0
\end{aligned}
$$

$$
\text { ... } 6.40
$$

Neglecting band mixing, the increase in the energy of the first excited state above the ground state is given by:-

$$
\begin{gathered}
x\left\{\left(020\left|\sum_{i} I \sum_{i}^{2}\right| 020\right)-\left(000\left|\sum_{i} I_{i}^{2}\right| 000\right)\right\}, \\
-121-
\end{gathered}
$$

which, from 6.18 and 6.40, is found to give:
$-x(.330)=-.066 \mathrm{Mev}$.
Thus, this change in the potential tends to decrease the energy of the first excited state above the ground state although by a negligible amount. Small changes are found in the other spacings also.

In the next chapter, we consider the accuracy of the assumption concerning the smallness of the representation mixing.


Table 10. States of the (40) representation $k=2$


Table 11. Two-body matrix elements for $k=2$
$p=\alpha^{3} /\left\{4\left(2+\alpha^{2}\right)^{11 / 2}\right\}$


Table 12. States of the (60) representation. $k=3$

| $\phi_{i}(\epsilon \nu)$ | $\left(\phi(60)\left\|V_{c} / / V_{o}\right\| \phi_{i}(\epsilon \nu)\right)$ |  |
| :---: | :---: | :---: |
| ( $\phi_{0}^{3}$ ) | $3 \bar{\alpha}$ |  |
| ( $\phi_{0} \phi^{2}$ +1) | $\sqrt{3} \omega$ |  |
| $\left(\phi_{0}^{2} \phi+2\right)$ | $2 \sqrt{3} \beta$ | $\square \mathrm{Tr}^{2}$ |
| ( $\phi_{0}^{2} \phi_{-2}$ ) | $2 \sqrt{3} \omega$ | $V_{c}^{\prime}=V_{o} \sum_{i<j} \exp \left[\frac{r_{i j}}{2}\right]$ |
| ( $\phi_{0} \phi^{2}$-1 $)$ | $\sqrt{3} \omega$ |  |
| ( $\phi_{0} \phi^{2}$ +2 $)$ | $\sqrt{3} \gamma$ |  |
| $\left(\phi_{0} \phi_{0}^{2}\right)$ | $\sqrt{3} \rho$ |  |
| $\left(\phi_{0} \phi+2^{\phi}-2\right)$ | $\sqrt{6}^{\delta}$ |  |
| $\left(\phi_{0} \phi_{-2}^{2}\right)$ | $\sqrt{3} \gamma$ |  |

Table 13. Matrix elements for $k=3$.
(See Table 11 for definition of Greek symbols)

| $(\lambda \mu)$ | $\epsilon$ | $2 \Lambda$ |
| :---: | :---: | :---: |
| $(80)$ | 16 | 0 |
|  | 13 | 1 |
|  | 10 | 2 |
|  | 7 | 3 |
| $(42)$ | $10+$ | 4 |
|  | 7 | 2 |
| $(04)$ | $4^{+}$ | 0234 |
| $(20)$ | $4_{+}$ |  |
|  | $4_{+}$ | 0 |

Table 14. Classification of states with orbital symmetry [4]
showing only those which couple to $\phi(80)$ by the Gaussian Potential.

| $\epsilon$ | $2 \wedge$ | $\nu$ | Configurational states $\phi_{i}(\in \nu)$ | $\begin{aligned} & \text { Operator } \\ & \text { r q p } \end{aligned}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 16 | 0 | 0 | ( $\phi_{0}^{4}$ ) | 0 |  |  | 0 |
| 10 | 2 | 2 | $\sqrt{1 / 7}\left[\left(\phi_{0}^{3} \phi+2\right)+\sqrt{6}\left(\phi_{0}^{2} \phi^{2}+1\right)\right]$ | 0 |  |  | 2 |
|  |  | -2 | $\sqrt{1 / 7}\left[\left(\phi_{0}^{3} \phi-2\right)+\sqrt{6}\left(\phi_{0}^{2} \phi_{-1}^{2}\right)\right]$ | 2 |  |  | 2 |
| 4 | 4 | 4 | $\sqrt{1 / 70}\left[/ 6\left(\phi_{0}^{2} \phi^{2}+2\right)+4 \sqrt{3}\left(\phi_{0} \phi_{+1}^{2} \phi+2\right)+4\left(\phi_{+1}^{4}\right)\right]$ | 0 |  |  | 4 |
|  |  | 0 | $\begin{aligned} & \sqrt{1 / 35}\left[\left(\phi_{0}^{2} \phi+2 \phi_{-2}\right)+\sqrt{2}\left(\phi_{0}^{2} \phi_{0}^{2}\right)+2\left(\phi_{0} \phi^{2} \phi_{1} \phi_{-2}\right)+\right. \\ & \left.2\left(\phi_{0} \phi_{-1}^{2} \phi_{+2}\right)+4\left(\phi_{0} \phi_{+1} \phi_{-1} \phi_{0}^{1}\right)+2 \sqrt{2}\left(\phi_{+1}^{2} \phi_{-1}^{2}\right)\right] \end{aligned}$ | 2 | 0 |  | 4 |
|  |  | -4 | $\sqrt{1 / 70}\left[\sqrt{6}\left(\phi_{0}^{2} \phi_{-2}^{2}\right)+4 \sqrt{3}\left(\phi_{0} \phi_{-1}^{2} \phi_{-2}\right)+4\left(\phi_{-1}^{4}\right)\right]$ | 4 |  |  | 4 |

Table 15. States of the (80) representation. $k=4$.

| $\phi_{i}(\epsilon \nu)$ | $\left(\phi(80)\left\|V_{c} / V_{0}\right\| \phi_{i}(\epsilon \nu)\right)$ |  |
| :---: | :---: | :---: |
| ( $\phi_{0}^{4}$ ) | $6 \bar{\alpha}$ |  |
| $\left(\phi^{2} \phi^{2}{ }^{2}\right)$ | $\sqrt{6} \omega$ |  |
| $\left(\phi_{0}^{3} \phi+2\right)$ | $6 \beta$ |  |
| ( $\phi_{0}^{2} \phi^{2}$ ) | $\sqrt{6 \omega}$ |  |
| $\begin{aligned} & \left(\phi_{0}^{3} \phi-2\right) \\ & \left(\phi_{0}^{2} \phi^{2}\right) \end{aligned}$ | $6 \beta$ $\sqrt{6 \gamma}$ | $V_{c}^{\prime}=V_{o} \sum_{i<j} \exp \left[\frac{-r_{i j}^{2}}{a^{2}}\right]$ |
| $\left(\phi_{0}^{2} \phi_{0}^{2}\right)$ | $\sqrt{60}$ |  |
| $\left(\phi+2^{\phi}-2^{\phi}{ }_{0}^{2}\right)$ | $2 \sqrt{3} \delta$ |  |
| $\left(\phi_{0}^{2} \phi_{-2}^{2}\right)$ | $\sqrt{6 \gamma}$ |  |

Table 16. Matrix elements for $k=4$.
(See Table 11 for definition of Greek symbols)

| $\left\langle\widetilde{C}_{1}\right\rangle$ | $\left(\lambda_{\mu}\right)$ | $\epsilon$ | $2 \wedge$ |
| :---: | :---: | :---: | :---: |
| 148 | (84) | 20 | 4 |
|  |  | 17 | 35 |
|  |  | 14 | 246 |
|  |  | 11 | 1357 |
|  |  | ${ }^{8}+$ | 02468 |
| 109 | (73) | 17 | 3 |
|  |  | 14 | 24 |
|  |  | 11 | 135 |
|  |  | $8+$ | 0246 |
| 106 | (46) | 14 | 6 |
|  |  | 11 | 57 |
|  |  | ${ }^{8}+$ | 468 |
| 100 | (81) | 17 | 1 |
|  |  | 14 | 02 |
|  |  | 11 | 13 |
|  |  | $8+$ | 24 |
| 88 | (54) | 14 | 4 |
|  |  | 11 | 35 |
|  |  | 8 | 246 |
| 88 | (08) | 8 | 8 |
|  | (08) | + |  |
| 76 | 2 x (62) | 14 | 2 |
|  |  | 11 | 13 |
|  |  | ${ }_{+}^{+}$ | 024 |
| 73 | (35) | 11 | 5 |
|  |  | ${ }^{8}+$ | 46 |
| 58 | (43) | 11 | 3 |
|  |  | $8+$ | 24 |
| 49 | 2x(51) | 11 | 1 |
|  |  | ${ }^{8}+$ | 02 |
| 46 | 2 x (24) | 8 | 4 |
| 34 | (32) | 8 | 2 |
| 28 | $2 \mathrm{x}(40)$ | $8^{+}$ | 0 |

Table 17. Classification of states with orbital symmetry [44].

Table 18. Definition of configurational states for $k=8,[f]=[44]$. $(2 T+1,2 S+1)=(1,1)$
$\mid 1)=\left(\phi_{0}^{4}\right)\left(\phi_{+1}^{4}\right)$
$\mid 3)=\left(\phi_{0}^{4}\right)\left(\phi_{+1}^{2} \phi^{2}+2\right)$
$\mid 2)=\left(\phi_{0}^{4}\right)\left(\phi_{+1}^{2} \phi_{-1}^{2}\right)$
$14)=\left(\phi_{0}^{3} \phi+2\right)\left(\phi_{+1}^{4}\right)$
$\mid 5)=\left(\phi_{0}^{4}\right)\left(\phi_{+1}^{2} \phi_{0}^{2}\right)$
|6) $=\left(\phi_{0}^{4}\right)\left(\phi_{+1}^{2} \phi_{+2} \phi_{-2}\right)$
|7) $=\left(\phi_{0}^{3} \phi_{-2}\right)\left(\phi_{+1}^{4}\right)$
$18)=\left(\phi_{0}^{2} \phi_{-1}^{2}\right)\left(\phi_{+1}^{4}\right)$
$\mid 9)=\sqrt{2 / 3}\left[\left(\phi_{0}^{3} \phi_{-1}\right)\left(\phi_{+1}^{3} \phi_{0}^{\prime}\right)+\left(\phi_{0}^{3} \phi_{0}^{\prime}\right)\left(\phi_{+1}^{3} \phi_{-1}\right)\right]$
$110)=\sqrt{2 / 5}\left[\left(\phi_{0}^{3} \phi_{-1}\right)\left(\phi_{+1}^{3} \phi_{0}^{\prime}\right)-\left(\phi_{0}^{3} \phi_{0}^{\prime}\right)\left(\phi_{+1}^{3} \phi_{-1}\right)\right]$
$\mid 11)=\left(\phi_{0}^{4}\right)\left(\phi_{+1}^{2} \phi_{-2}^{2}\right)$
$\mid 12)=\left(\phi_{0}^{2} \phi^{2}\right)\left(\phi_{+1}^{4}\right)$
|13) $=\left(\phi_{0}^{2} \phi_{0}^{2}\right)\left(\phi_{+1}^{4}\right)$
$|14\rangle=\left(\phi_{0}^{2} \phi+2^{\phi}-2\right)\left(\phi_{+1}^{4}\right)$
|15) $=\left(\phi_{0}^{2} \phi_{-2}^{2}\right)\left(\phi_{+1}^{4}\right)$
$116)=\left(\phi_{0}^{4}\right)\left(\phi_{-1}^{2} \phi_{+2}^{2}\right)$
$\mid 17)=\left(\phi_{0}^{4}\right)\left(\phi+\phi_{-1}^{\phi}+2^{\phi}{ }_{0}^{\prime}\right)$
118) $=\left(\phi_{0}^{3} \phi+2\right)\left(\phi_{+1}^{2} \phi_{-2}^{2}\right)$
$\mid 19)=\sqrt{1 / 5}\left[\left(\phi_{0}^{3} \phi_{+2}\right)\left(\phi_{+1}^{2} \phi_{-1}^{2}\right)+\sqrt{6}\left(\phi_{0}^{3} \phi_{-1}\right)\left(\phi_{-1} \phi_{+1}^{2} \phi_{+2}\right)\right]$
$\mid 20)=\left(\phi_{0}^{4}\right)\left(\phi_{+2}^{4}\right)$
|22) $=\left(\phi_{0}^{4}\right)\left(\phi_{+2}^{3}-2\right)$
$\mid 21)=\left(\phi_{0}^{3} \phi+1\right)\left(\phi+\phi^{\phi^{3}}\right)$
$\mid 23)=\left(\phi_{0}^{4}\right)\left(\phi_{+2}^{2} \phi_{0}^{2}\right)$

Table 19.
States $\phi((84) \epsilon \Delta \nu)$ in terms of configurational states $\phi_{i}(\epsilon \nu)$.


Table 20.

> Matrix elements for $\mathrm{k}=8$.
> Coupling to $\phi(84)$.

| $\phi_{i}(\epsilon \nu)$ | $\left(\phi(84)\left\|V_{c}^{\prime}\right\|_{\chi_{i}}(\epsilon v)\right)_{S} / v_{o} p$ |  |  |  |  | $\left.\underline{(\phi(84)}\left\|V_{c}^{\prime}\right\| \phi_{i}(\epsilon \nu)\right)_{A} / V_{o} p$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\alpha^{8}$ | $\alpha^{6}$ | $\alpha^{4}$ | $a^{2}$ | 1 |  | $\alpha^{8}$ | $\alpha^{6}$ | $\alpha^{4}$ | $\alpha^{2}$ |
| 11) | 72 | 288 | 900$4 \sqrt{6}$$8 / 6$42$4 \sqrt{6}$ | 936 | 630 |  | 40. | 160 | 340 | 360 |
| 12) |  |  |  | $8 / 6$$8 / 6$ | $\begin{aligned} & 12 \sqrt{6} \\ & 14 \sqrt{6} \\ & 6 \end{aligned}$ |  |  |  |  |  |
| 13) |  |  |  |  |  |  |  |  |  |  |
| 14) |  |  |  | -12 |  |  |  |  | -30 | -60 |
| (5) |  |  |  |  | $\begin{aligned} & 12 \sqrt{6} \\ & -4 \sqrt{3} \end{aligned}$ |  |  |  |  |  |
| 16) |  |  |  | $-8 \sqrt{3}$ |  |  |  |  |  |  |
| 17) |  |  | 18 | -36 | $-18$ |  |  |  | 10 | 20 |
| (8) |  |  |  | $\begin{aligned} & 8 \sqrt{6} \\ & 8 \sqrt{3} \end{aligned}$ | $\begin{gathered} 14 \sqrt{6} \\ 8 \sqrt{3} \end{gathered}$ |  |  |  |  |  |
| 19) |  |  | 8 |  |  |  |  |  |  |  |
| 110) |  |  |  |  |  |  |  |  | $8 \sqrt{5}$ | $16 \sqrt{5}$ |
| 111) |  |  |  |  | $6 \sqrt{6}$ |  |  |  |  |  |
| 112) |  |  |  |  | $9 \sqrt{6}$ |  |  |  |  |  |
| 113) |  |  |  |  | $6 \sqrt{6}$ |  |  |  |  |  |
| 114) |  |  |  |  | $6 \sqrt{3}$ |  |  |  |  |  |
| (15) |  |  |  |  | $9 \sqrt{6}$ |  |  |  |  |  |
| $\begin{aligned} V_{c}^{\prime} & =V_{o} \sum_{i<j} \exp \left[\frac{-r_{i j}^{2}}{2}\right] \\ p & =\frac{a^{3}}{4\left(2+a^{2}\right)^{11 / 2}} \end{aligned}$ |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

 ( $\mid)_{A}=" \quad$ " Antisymmetric " "

Table 21.
Expansion of $h_{i}$ coefficients in terms of $\alpha$, divided into the contribution from the symmetric and antisymmetric pairs of particles. Units of $\left(-V_{o} p\right) M e v$.

| $\mathrm{h}_{\mathrm{i}}$ | Symmetic |  |  |  |  | Antisymmetric |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\alpha^{8}$ | $\alpha^{6}$ | $\alpha^{4}$ | $\alpha^{2}$ | 1 | $\alpha^{8}$ | $\alpha^{6}$ | $\alpha^{4}$ | $\alpha^{2}$ |
| $\mathrm{h}_{1}$ | 72 | 288 | 900 | 936 | 630 | 40 | 160 | 340 | 360 |
| $\mathrm{h}_{2}$ |  |  | 2 | 4 | 6 |  |  |  |  |
| $\mathrm{h}_{3}$ |  |  | 3/14 | 15/7 | 39/14 |  |  | 15/14 | 15/7 |
| ${ }^{h_{4}}$ |  |  | 1/140 | 1/14 | 19/140 |  |  | 1/28 | 1/14 |
| $h_{5}$ |  |  |  |  | 1/280 |  |  |  |  |
| h |  |  | -23 | -7 | -23 |  |  | -15 | -15 |
| 6 |  |  | 208 | 104 | 208. |  |  | 208 | 104 |
| $\mathrm{h}_{7}$ |  |  |  |  | $-1 / 208$ |  |  |  |  |
| $\mathrm{h}_{8}$ |  |  | $\frac{131}{1560}$ | $\frac{7}{156}$ | $\frac{53}{520}$ |  |  | $\frac{11}{312}$ | $\frac{11}{156}$ |
| $\mathrm{h}_{9}$ |  |  |  |  | $1 / 520$ |  |  |  |  |

Table 22a.

| $\alpha$ | 0.5 | 0.7 | 0.8 | 1.0 | 1.2 | 1.4 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\frac{1}{2}\left(\mathrm{~h}_{5}+\mathrm{h}_{7}+\mathrm{h}_{9}\right)$ | 0.0003 | 0.0003 | 0.0003 | 0.0003 | 0.0003 | 0.0003 |
| $\begin{aligned} & \frac{1}{2}\left(\mathrm{~h}_{4}+28 \mathrm{~h}_{5}+\mathrm{h}_{6}+10 \mathrm{~h}_{7}+\mathrm{h}_{8}-\right. \\ & \left.22 \mathrm{~h}_{9}\right) \end{aligned}$ | 0.0738 | 0.0783 | 0.0800 | 0.0831 | 0.0834 | 0.0790 |
| $\begin{aligned} & \frac{1}{2}\left(h_{3}+6 h_{4}+72 h_{5}-24 h_{8}-\right. \\ & \left.48 h_{9}\right) \end{aligned}$ | 0.7912 | 0.8144 | 0.7775 | 0.5275 | -0.0876 | -1.2533 |
| $-\left(3 h_{7}+5 h_{9}\right)$ | 0.0048 | 0.0048 | 0.0048 | 0.0048 | 0.0048 | 0.0048 |
| $\left(3 h_{6}+30 h_{7}+5 \mathrm{~h}_{8}+10 \mathrm{~h}_{9}\right)$ | 0.0640 | 0.0850 | 0.1033 | 0.1634 | 0.2680 | 0.4355 |
| $\begin{aligned} & \frac{1}{2}\left(\mathrm{~h}_{4}+28 \mathrm{~h}_{5}+\mathrm{h}_{6}+10 \mathrm{~h}_{7}+\right. \\ & \left.\mathrm{h}_{8}+18 \mathrm{~h}_{9}\right) \end{aligned}$ | 0.1123 | 0.1165 | 0.1185 | 0.1216 | 0.1219 | 0.1174 |
| $\begin{aligned} & \frac{1}{3}\left(h_{3}+6 h_{4}+72 h_{5}+16 h_{8}+\right. \\ & \left.32 h_{9}\right) \end{aligned}$ | 2.7747 | 3.2359 | 3.7728 | 4.1551 | 5.2198 | 6.8027 |
| $\begin{aligned} & \frac{1}{2}\left(h_{4}+12 h_{5}+h_{6}-12 h_{7}+\right. \\ & \left.h_{8}-8 h_{9}\right) \end{aligned}$ | 0.1116 | 0.1158 | 0.1178 | 0.1209 | 0.1212 | 0.1167 |
| $\begin{aligned} & \frac{1}{2}\left(2 h_{2}-h_{3}+10 h_{4}+376 h_{5}+\right. \\ & \left.22 h_{6}+220 h_{7}+10 h_{8}+436 h_{9}\right) \\ & \hline \end{aligned}$ | 5.9038 | 6.7696 | 7.3770 | 9.0424 | 11.4765 | 14.9183 |
| $\begin{gathered} \left(h_{1}+4 h_{2}+8 h_{3}+48 h_{4}+\right. \\ \left.576 h_{5}+208 h_{8}+416 h_{9}\right) \end{gathered}$ | $\begin{aligned} & 1015+ \\ & 0.0844 \end{aligned}$ | $\begin{aligned} & 1448+ \\ & 0.7226 \end{aligned}$ | $\begin{aligned} & 1802+ \\ & 0.7653 \end{aligned}$ | $\begin{aligned} & 2976+ \\ & 0.2854 \end{aligned}$ | $\begin{aligned} & 5213+ \\ & 0.6622 \end{aligned}$ | $\begin{aligned} & 9425+ \\ & 0.6414 \end{aligned}$ |

Evaluation of the symmetric contribution to the functions of $h_{i}$ in 6.19. Units of $\left(-V_{0} p\right) \mathrm{Mev}$.

Table 22b.

| $\alpha$ | 0.5 | 0.7 | 0.8 | 1.0 | 1.2 | 1.4 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\frac{1}{2}\left(h_{5}+h_{7}+h_{9}\right)$ | 0 | 0 | 0 | 0 | 0 | 0 |
| $\begin{aligned} & -\frac{1}{2}\left(h_{4}+28 h_{5}+h_{6}+10 h_{7}+\right. \\ & \left.h_{8}-22 h_{9}\right) \end{aligned}$ | 0.0003 | 0.0007 | 0.0010 | 0.0017 | 0.0028 | 0.0044 |
| $\begin{aligned} & \frac{1}{2}\left(\mathrm{~h}_{3}+6 \mathrm{~h}_{4}+72 \mathrm{~h}_{5}-24 \mathrm{~h}_{8}-\right. \\ & \left.48 \mathrm{~h}_{9}\right) \end{aligned}$ | 0.1236 | 0.2682 | 0.3713 | 0.6593 | 1.0887 | 1.7058 |
| $-\left(3 h_{7}+5 h_{9}\right)$ | 0 | 0 | 0 | 0 | 0 | 0 |
| $-\left(3 h_{6}+30 h_{7}+5 h_{8}+10 h_{9}\right)$ | 0.0225 | 0.0489 | 0.0677 | 0.1202 | 0.1985 | 0.3110 |
| $\begin{aligned} & -\frac{1}{2}\left(\mathrm{~h}_{4}+28 \mathrm{~h}_{5}+\mathrm{h}_{6}+10 \mathrm{~h}_{7}+\right. \\ & \left.\mathrm{h}_{8}+18 \mathrm{~h}_{9}\right) \end{aligned}$ | 0.0003 | 0.0007 | 0.0010 | 0.0017 | 0.0028 | 0.0044 |
| $\begin{aligned} & \frac{1}{2}\left(\mathrm{~h}_{3}+6 \mathrm{~h}_{4}+72 \mathrm{~h}_{5}+16 \mathrm{~h}_{8}+\right. \\ & \left.32 \mathrm{~h}_{9}\right) \end{aligned}$ | 0.5203 | 1.1285 | 1.5627 | 2.7747 | 4.5816 | 7.1788 |
| $\begin{aligned} & -\frac{1}{2}\left(h_{4}+12 h_{5}+h_{6}-12 h_{7}+\right. \\ & \left.h_{8}-8 h_{9}\right) \end{aligned}$ | 0.0003 | 0.0007 | 0.0010 | 0.0017 | 0.0028 | 0.0044 |
| $\begin{array}{r} -\frac{1}{2}\left(2 \mathrm{~h}_{2}-\mathrm{h}_{3}+10 \mathrm{~h}_{4}+376 \mathrm{~h}_{5}+\right. \\ \left.22 \mathrm{~h}_{6}+220 \mathrm{~h}_{7}+10 \mathrm{~h}_{8}+736 \mathrm{~h}_{9}\right) \end{array}$ | 0.5479 | 1.1885 | 1.6459 | 2.9224 | 4.8255 | 7.5608 |
| $\begin{aligned} & \left(h_{1}+4 h_{2}+8 h_{3}+48 h_{4^{+}}\right. \\ & \left.576 h_{5}+208 h_{8}+416 h_{9}\right) \end{aligned}$ | $\begin{gathered} 104+ \\ 0.6920 \end{gathered}$ | $\begin{gathered} 300+ \\ 0.6609 \end{gathered}$ | $\begin{gathered} 448+ \\ 0.0863 \end{gathered}$ | $\begin{gathered} 952+ \\ 0.8571 \end{gathered}$ | $\begin{aligned} & 1960+ \\ & 0.4513 \end{aligned}$ | $\begin{aligned} & 3948+ \\ & 0.5380 \end{aligned}$ |

Evaluation of the antisymmetric contribution to the functions of $h_{i}$ in 6.19. Units of $\left(-V_{0} p\right)$ Mev.

Table 23. $\tilde{\mathrm{S}}_{\mathrm{S}}^{\prime}\left(84 \mid 84\right.$ LKK') (relative to $\left.\widetilde{\mathcal{F}}_{\mathrm{S}}^{\prime}(84 \mid 84000)\right)$


$\underline{L}=4$ | $K$ | $K \quad 0$ |
| :---: | :---: |
| 0 | 2.2608 |



Table 24: $\tilde{G}_{A}^{\prime}\left(84 \mid 84\right.$ LKK') (relative to Frg $_{A}^{\prime}(84 \mid 84000)$ )

| $L=2$ |  |  |
| :--- | ---: | ---: |
| $K^{\prime}$ | $K$ | 0 |
| 0 | 0.3964 | -0.0769 |
| 2 | -0.0248 | 0.1184 |

\[

\]

Table 25. $\tilde{\varepsilon}_{\mathrm{S}}^{\prime \prime}\left(84 \mid 84\right.$ LKK') (relative to $\tilde{\delta}_{S}^{\prime}(84 \mid 84000)$ )

## $L=2$

| $K$ | $K$ | 0 |
| :---: | :---: | :---: |
| 0 | 0.1313 | -0.0679 |
| 2 | -0.0360 | 0.0580 |

$I=3 \quad L=4$
$K \xlongequal{K} 0$
0.0505

| $K^{4}$ | $K$ | 0 | 2 |
| :---: | :---: | :---: | :---: |
| 0 | 0.3181 | -0.1431 | -0.0452 |
| 2 | -0.0785 | 0.1878 | 0.0032 |
| 4 | -0.0102 | -0.0306 | 0.0836 |

## Figure 1

Ratio of the energies $E(04 \mathbb{N})$ and $E(02 M)$ for $k=2,3 \& 4$. Experimental values for $0^{18}$ and $\mathbb{N e}{ }^{20}$ are indicated by the broken lines.
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## Figure 2

Approximations to the $0^{18}$ spectrum. (Units of $V_{0} / 40 \mathrm{Mev}$ )

-136-

## Figure 3

Approximations to the $\mathrm{Ne}^{20}$ spectrum. (Units of $\mathrm{V}_{\mathrm{o}} / 40 \mathrm{Mev}$ )


Figure 4

> Approximations to the $\mathrm{Mg}^{24}$ spectrum - Serber-type exchange. (Units of $V_{0} / 40 \mathrm{Mev}$ )


Figure 5

$$
\begin{gathered}
\text { Approximations to the } \mathrm{Mg}^{24} \text { spectrum - Rosenfeld-type } \\
\text { exchange. } \\
\text { (Units of } \mathrm{V}_{0} / 40 \mathrm{Mev} \text { ) }
\end{gathered}
$$



## Figure 6

Energy levels for $0^{18}$. (Units of $V_{0} / 40 \mathrm{Mev}$ )
(a) Theorys shown as a variation with $\alpha$ for a Serber exchange.
(b) Experiment: shown for varying $V_{0}$.
(Azjenberg-Selove and Lauritsen, 1959.)
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## Figure 7

Energy levels for $\mathrm{Ne}{ }^{20}$. (Units of $\mathrm{V}_{0} / 40 \mathrm{Mev}$ )
(a) Theory: shown as a variation with $\alpha$ for a

Serber exchange.
(b) Experiment: shown for varying $V_{0}$ •
(Azjenberg-Selove and Lauritsen, 1959.)



## Figure 8

Energy levels for $\mathbb{M g}^{24}$. (Units of $V_{o} / 40 \mathrm{Mev}$ )
(a) Theory: shown as a variation with $\alpha$ for a Serber exchange.
(b) Experiment: shown for varying $V_{0}$ (Endt and Braahms, 1957)


## Figure 9

Energy levels for $\mathrm{Mg}^{24}$. (units of $V_{0} / 40 \mathrm{Mev}$ )
(a) Theory: shown as a variation with $\alpha$ for an Intermediate exchange.
(b) Experiment: shown for varying $V_{0}$.(Endt and Braahms, 1957)


## Eigure 10

Energy levels for $\mathrm{Mg}^{24}$. (Units of $\mathrm{V}_{\mathrm{o}} / 40 \mathrm{Mev}$ )
(a) Theory: shown as a variation with $\alpha$ for a Rosenfeld exchange.
(b) Experiment: shown for varying $V_{0}$. (Endt and Braahms, 1957)


## Figure 11

> Energy levels for $M g^{24}$ for three exchange mixtures:Serber (S), Intermediate (I) and Rosenfeld (R).

K L
K L
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## Chapter 7

## Representation Mixing For The Eight Particle Problem

In this chapter we begin to discuss the magnitude and effect of the mixing of other representations with the (84) representation.

The mixing of different K-bends, from different representations, is expected to be small in the same wey that we have seen the mixing of bands within the (84) representation to be small. Thus, when considering the mixing of states of different representations into the Iowest-lying states of $(\lambda \mu)=(84)$, we shall here, as a first step, only consider these representations containing $K=0$ bands with even $L$. From Iable 17 and 4.9 these are seen to be
$(84),(46),(08), 2 x(62),(24), \quad 2 \times(40)$

From the general remarks on the Casimir operator $\tilde{C}_{1}$ in Chapter 6, we may suppose that the next most important representation to (84) is (46) - this having the next highest value for $\left\langle C_{1}\right\rangle_{\lambda \mu}$ (Table 17) The mixing of the (46)-representation

The leading intrinsic state of the (46)-representation
must be orthogonel to $\Phi^{11}((84), 14,3,6)$. We find then, from Table 19,
$\Phi^{11}((46) 14,3,6)=\sqrt{1 / 7}\left(\phi_{0}^{4}\right)\left(\phi_{+1}^{2} \phi_{+2}^{2}\right)^{11}+\sqrt{6 / 7}\left(\phi_{0}^{3} \phi_{+2}\right)\left(\phi_{+1}^{4}\right)^{11}$
The $\tilde{g}$-matrix elements, which couple the $\mathrm{K}=0$ bends of the
(84) and (46) representations, are of the form:-

$$
\tilde{\mathrm{g}}(84 \mid 46, \mathrm{~L} 00) \text { and } \tilde{\mathrm{g}}(46 \mid 34, \mathrm{~L} 00)
$$

We illustrate the difference between these two elements with the help of the diagrams show below.


In the diagrams, the horizontal lines represent the different e-values, at a distance $\Delta E=6$ apart, with the maximum $E(=20)$ highest.

Diagram I indicates the steps required to build up $\tilde{g}(84 / 46, L 00)$. The unbroken arrowed line represents the coupling of the state $\Phi((46), E \mathcal{V})$ to $\Phi(84)$ by the two body potential. The broken arrowed line represents
the equivalent operator $\widetilde{\mathbb{E}}\left((46)_{E_{\Lambda \nu}}\right)$ vihere:-

$$
E\left(\left(46 \sum_{\triangle \Lambda \nu}\right) \Phi(46)=\Phi\left((46) E_{\wedge \nu}\right)\right.
$$

Diagram 2 indicates the steps required to build up $\tilde{g}(46 \mid 84, L 100)$.

Remembering that for each e-value there may be several $\Lambda$ \& $\nu$ numbers, it can be seen that the $\tilde{g}(84 / 46 \mathrm{~L} \mathrm{O} 0)-$ element is much easier to build up than the $\tilde{g}(46 \mid 84 \mathrm{~L} 00)$. The $\tilde{g}(46 \mid 84$, L 00$)$-elements can be deduced exactly from the $\hat{g}(84 \mid 46, \mathrm{LO} 0)$ using the set of equations in 5.24 , however, to estimate the (46) representation mixing, only the $\tilde{g}(84 \mid 46 \mathrm{~L} 0$ 0) and $\tilde{E}(84 / 46 \mathrm{~L} 22)$ off diagonal elements have been calculatea exaotly. The elements $\tilde{g}(46 \mid 84 \mathrm{~L} O 0)$ and $\tilde{g}(46 \mid 84 \mathrm{I} 22)$ are estimated using the relation in 5.26. We take as our justification for daing this the smallness of the overlaps in the (84) representation for $I=0,2$ \& 4 and the smallness of the terms $\tilde{g}(84 / 46 \mathrm{IK} \mathrm{K})_{\mathrm{K}} \neq \mathrm{K}^{\prime}$ compared with $\tilde{\mathrm{g}}^{\prime}(84 / 46 \mathrm{LK} \mathrm{K})$. This latter result arises from the fact that $\tilde{g}^{\prime}(8446 \mathrm{LK} \mathrm{K})_{\mathrm{K}} \neq \mathrm{I}$ : only comes from the coupling of the states $\Phi\left((4,6), 8_{\Lambda \nu}\right)$ to $\bar{\varrho}(84)$ by the putential, whereas $\hat{g}(84 / 40$ I K K $)$ comes from the coupling of states $\Phi((40) 14 \Lambda \nu)$ and $\Phi\left((40) 8_{\Lambda \nu}\right)$ to $\Phi(84)$. The smailness of the matrix elements in the former
case together with the small normalisation coefficients of the operstors $E((46), 8 \wedge v)$, compared with the same functions in the latter oase, justify over assumptions. We note here that, for the representations ( $\lambda_{\mu}$ ) such that $(20-2 \lambda-\mu)=12$, the elements $\tilde{g}\left(84 \lambda \mu I_{K} K^{\prime}\right)_{K} \neq K^{\prime}$ are identically zero. For these cases then, there can be no mixing of bands with the mixing of representations. For the representation $(\lambda \mu)$ such that $(20-2 \lambda-\mu)=6$, e.g. $(\lambda \mu)=(46)$, the mixing of bands will be small and, as we have already stated, may be ignored.

The configurational states with $m 14$ and 8 , which will couple to $\Phi(84)$ by a two body potential, have beon deduced in the last Chapter. The intrinsic states of the (46) representation wich contain these configurational states are given in Table 26.

We find that, for $x=1$,

$$
\tilde{\mathrm{g}}_{\mathrm{S}}^{\prime}(84 / 46 \mathrm{~L} 00)=\sqrt{6 / 7}\{1 \cdot 594+.048 \mathrm{~L}(\mathrm{I}+1)\} \quad\left(\frac{x V_{0}}{40} \text { Miev. }\right) \quad 1.43
$$

$$
\tilde{\mathrm{g}}_{A}(84 / 46 \mathrm{LOO})=-\sqrt{6 / 7}\{2.571\}\left(\frac{\mathrm{N}_{0}}{40} \text { Mev. }\right)
$$

$\tilde{g}_{S}(84 \mid 46 I 22)=\sqrt{6 / 7}\{1.223+.039 I(I+1)\} \quad\left(\frac{N_{0}}{40} \operatorname{Mev}\right) \quad 1.53$
$\widetilde{g}_{A}(84 \mid 46 \mathrm{I} 22)=-\sqrt{6 / 7}\{2.286\}\left(\frac{\mathrm{TV}}{40} \mathrm{MeV}.\right)$
7.5 b

The elements $\tilde{g}(46 \mid 84$ IOO) may be colculated from 7. 4 for $L=0,2$ and 4 using 5.26 with:-

$$
\begin{array}{ll}
a^{2}(8400)=5 / 11.13 & a^{2}(4600)=10 / 3.7 .11 \\
a^{2}(8402)=19 / 11.13 & a^{2}(4602)=5.5 .17 / 3.7 .11 .13 \\
a^{2}(8404)=3.807 / 8.11 .13 .17 & a^{2}(4604)=149.5 / 7.8 .11 .13
\end{array}
$$

Similarly we may deduce the element $\hat{g}(4984$ L22 $)$ from
7.5 with :-

$$
\begin{aligned}
& a^{2}(8422)=137 / 2.9 .11 .13, a^{2}(4622)=5 \cdot 5 \cdot 17 / 2.3 \cdot 7.11 .13 \\
& a^{2}(8423)=4.7 / 3.11 .15, a^{2}(4623)=5 / 2.3 .13 . \\
& a^{2}(8424)=223 / 4.5 .13 .17, a^{2}(4624)=3.5 / 4.7 .11 .
\end{aligned}
$$

The exact forn of the element $\tilde{g}(46 / 46$ INKK $)$ should be deduced in the sane way as the $\tilde{g}$ ( $84 \mid 84$ IKKK) of the last chapter. However, to estimate the order of magitude of the representation mixing, it is only necessary to deduce the order of magnitude of the spacings between the terms $\tilde{g}(46 \mid 46 \mathrm{LKK})$ and $\tilde{\mathrm{g}}(84 \mid 34 \mathrm{LKK})$.

In building up $\tilde{g}(84 \mid 34 \mathrm{IKK})$, we saw that the intrinsic states, differing in their e-values by more than 12 from the leading state, $\Phi(84)$, contribute a negligible amount to the energy. The states differing in their E-values by 6 from that of $\Phi(84)$ contribute only a small
amount of energy compared with the $\Delta E=0$ terms. of the states with $\Delta E=6$, the most important one had maximum $\nu$. Thus, in estimating $\hat{g}(4946000)$, the only intrinsic states which have been considered are:

$$
\begin{aligned}
& \Phi((46) 14,3,6) \\
& \Phi((46) 14,3,2) \\
& \Phi((46) 14,3,-2) \\
& \Phi((46) 8,4,8)
\end{aligned}
$$

The configurational states of theso intrinsic states, which couple to $\Phi(46)$ via a two body potential, are included in Table 26. The non-zero matrix elements, $\left(\Phi_{i}(E \nu)\left|V_{0}\right| \Sigma(46)\right)$, are listed in Table 27. We find the differences, $D_{S}=\hat{g}(46 \mid 46000)-\hat{g}(84 \mid 84000)=8.30\left(\frac{V_{0}}{40} \mathrm{MeV}.\right)$ for the Serber-type exchmage $D_{R}=\tilde{g}(46 \mid 46000)-\tilde{g}(84 / 84000)=6.04\left(\frac{V_{0}}{40}\right.$ Mev. $)$ for the Rosenfeld-type exchange

Incidentally, since the $\hat{g}\left(\lambda_{\mu} \mid \lambda_{\mu} 000\right)$ is the
first approximation to the lowest state of the $(\lambda \mu)$ representation, 7.7 shows that the (84) representation is
indeed lower than the (46) in energy. This then partially justifies our assumption at the beginning of Chapter 6 .

In the estimation of the mixing of the other states $\Psi((46) \mathrm{KLM})$, with $\mathrm{K}=0$ and 2 we have assumed:-

$$
\hat{g}(46 \mid 46 \mathrm{LKIN})-\hat{g}(84 \mid 84 \mathrm{LKK})=\mathrm{D}_{\mathrm{S}} \text { or } \mathrm{R}
$$

Thus, we have assumed that the error in the spacing of levels in the (46) representation is small compared with the spacing of the (84) and (46) representation (i.e. the difference in energy in the state $\Psi((84) 000)$ and $\Psi((46) 000)$ ). An estimation of the difference:

$$
\tilde{g}(46 \mid 46200)-\overparen{g}(84 \mid 84200)=D^{\prime}
$$

using only the states in 7.6 , yields the results:-

$$
D_{S}^{:}=8 \cdot 11\left(\frac{V_{O}}{40} \mathrm{Mev} .\right) \text { for the Serber-type exchange }
$$

and $D_{R}^{\prime}=5.88\left(\frac{V_{0}}{40} \mathrm{Miev}\right.$.) for Rosenfold-type exchange
These figures must be taken as an underestimation of the true differences and so we may conclude that the use of the D's in 7.7. for all spacings, in probably as accurate as we require for these rather qualitaitive argunents. On setting up the various matrices :-

$$
\left[\begin{array}{ll}
\tilde{g}(84 \mid 84 \mathrm{LKK}) & \tilde{g}(46 \mid 84 \mathrm{LKK}) \\
\tilde{\mathrm{g}}(84 \mid 46 \mathrm{LKK}) & \tilde{g}(46 \mid 46 \mathrm{LKK})
\end{array}\right]
$$

and diagonalising, we deduce the results shom in Figures 12a and $13 a$ for the Serber and Rosenfeld exchanges. In these figures we are only comparing the energy spacings not the absolute energies. The amount of (84) representation states in the lowest eigenstates is indicated as a percentage.

We see that the mixing of the representetions is small and that the spectrumstill possesses the main features of the spectrum of the (84) representation. Discussion on representation mixing

Since the $\left\langle\tilde{C}_{1}\right\rangle_{\lambda \mu}$ of the other represontations in 7. 1 are oven smoller than $\left.\left\langle\mathrm{C}_{1}\right\rangle\right\rangle_{46}$, we might expect the percentage of mixing of these representations to be very small.

The slight changes in the spectrum, from that of the (84) representation, due to the (46) representation, have very little significsnce until the effect of the mixing of other representations has been considered.

We notice that the energy of the first excited state of the (84) representation is decreased slightly in the mixing of the (46) representstion. Referring back to Figures 8 to 10, this implies that a larger value of $V_{0}$ must be chosen to fit the experimental value. An estinate
of the effect of the (08) representation mixing has been made, however, in the same way as that for the (46) with $\alpha=1$ (Figures 12 b and 13 b ). We see that in this case the first excited state of the (84) representation is increosed in energy. Both the (46) and (08) representations increase the $K=0$ and $K=2$ band spacing - a pleasing result since this spacing was found to be too small in the (84) representation.

In is perhaps unwise, at this state, to compare these few results of representation mixing directly with experinent until the effects of other representations has been exanined. We notice that, although $\mathcal{1 / 6 2}$ is smaller than either $\left\langle\widetilde{\mathrm{C}}_{1}\right\rangle_{46}$ or $\left\langle\widetilde{\mathrm{C}}_{1}\right\rangle_{08}$, the fact that there are two (62) representations may have a noticeable effect. The representations with odd $K$, which were not includedin 7.1, must also be exomined, although the smallness of the mixing of bends indicates that they will again have little effect on mixing with the (84) representation.

Table 26.
States of the (46) representation in terms of configurational states which couple to $\bar{Y}(84)$ and $\bar{\Phi}(46)$ with the Gaussian potential.

| $E \quad A$ | $\sum_{i} p_{i}(46, \in \Lambda \nu) \bar{\Phi}_{i}(E \nu)$ |
| :---: | :---: |
| 143 | $\begin{aligned} & \sqrt{1 / 7} \mid 3)+\sqrt{6 / 7} \mid 4) \\ & \sqrt{1 / 105}[2 \mid 5)+\sqrt{2} \mid 6)+\sqrt{6}(7)+\mid 16)+2 \sqrt{2} \mid 17)+6 \mid 18) \\ & +3 \sqrt{2} \mid 9)-\sqrt{30} \mid 10)] \\ & \sqrt{1 / 105}[\mid 11)+\cdots] \\ & \sqrt{1 / 42}[2 \sqrt{6} \mid 20)-\sqrt{2} \mid 21)-4 \mid 12)] \\ & 1 / 21[-2 \sqrt{3} \mid 14)-2 \sqrt{6} \mid 13)+\cdots] \\ & (1 / 7) \sqrt{1 / 15}[-2 \mid 15)+\cdots] \\ & (1 / 3) \sqrt{1 / 77}[-2 \mid 14)-2 \mid 13)+\cdots] \\ & \sqrt{1 / 1155}[-2 \mid 15)+\cdots] \\ & (1 / 105) \sqrt{1 / 11}[59 \sqrt{2} \mid 14)-8 \mid 13)+\cdots] \\ & (1 / 35) \sqrt{1 / 33}[17 \sqrt{2} \mid 15)+\cdots] \end{aligned}$ |

Table 27.
Matrix elements for $k=8$. Coupling to I $^{(46)}$.

| $\phi_{i}(\varepsilon v)$ | B | $\left(\Phi(46)\left\|V_{c}^{\prime}\right\| \varnothing_{i}(\varepsilon \nu)_{S} / v_{o} p\right.$ |  |  |  |  | $\underline{(\Phi)}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\alpha^{8}$ | $\alpha^{6}$ | $\alpha^{4}$ | $\alpha^{2}$ | 1 | $\alpha^{8}$ | $\alpha^{6}$ | $\alpha^{4}$ | $\alpha^{2}$ |
| 3) | $\sqrt{1 / 7}$ | 72 | 288 | 846 | 826 | 561 | 20 | 160 | 310 | 300 |
| 4) | $\sqrt{6 / 7}$ | 72 | 288 | 796 | 832 | 559 | 40 | 160 | 340 | 360 |
| 5) | $\sqrt{1 / 7}$ |  |  | 8 | 8 | 14 |  |  |  |  |
| 6) | $\sqrt{2 / 7}$ |  |  | 9 | 6 | 6 |  |  | 5 | 10 |
| 7) | $\sqrt{6 / 7}$ |  |  | 9 | 6 | 12 |  |  | 5 | 10 |
| 8) | $-\sqrt{1 / 7}$ |  |  |  | 24 | 12 |  |  |  |  |
| 9) | $\sqrt{2 / 7}$ |  |  | 12 | 12 | 12 |  |  |  |  |
| 10) | $-\sqrt{30 / 7}$ |  |  |  |  |  |  |  | 4 | 8 |
| 11) | $\sqrt{1 / 7}^{-}$ |  |  |  |  | 9 |  |  |  |  |
| 12) | $\sqrt{1 / 7}$ |  |  | 130 | -80 | 49 |  |  | -45 | -105 |
| 16) | $\sqrt{1 / 7}$ |  |  | 4 | 8 | 12 |  |  |  |  |
| 17) | $\sqrt{2 / 7}$ |  |  | 8 | 8 | 8 |  |  |  |  |
| 18) | $\sqrt{1 / 7}$ |  |  | 24 | 50 | 73 |  |  |  |  |
| 19) | $-\sqrt{1 / 35}$ |  |  |  | 22 | 11 |  |  |  |  |
| 20) | $\sqrt{6 / 7}$ |  |  | 8 | 8 | 14 |  |  |  |  |
| 21) | $-\sqrt{2 / 7}$ |  |  | 29 | 2 | 35 |  |  | -15 | -30 |

e.g. ( $\left.\left.\right|_{2}\right)_{S / A}=B\left(a_{8} \alpha^{8}+a_{6} \alpha^{6}+\cdots\right) V_{o p}$

$$
V_{c}^{\prime}=V_{0} \sum_{i!j} \exp \left[\frac{-r_{i j}^{2}}{a^{2}}\right] \quad p=\frac{\alpha^{2}}{4\left(2+\alpha^{2}\right)^{11 / 2}}
$$

## Mixing of representations:-



Figure $13 \quad$-for a Rosenfeld exchange. $\quad(\alpha=1)$
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## Summary and Conclusions

The method developed here, for calculating the spectra of light nuclei, is sufficiently streamlined to make a number of such calculations possible for a large number of particles in the shell.

Taking only the states from the leading $\mathrm{SU}_{3}$ representation $(\tilde{\lambda \mu})$, the only labour in the calculations came in the expansion of the intrinsic states $\Phi(\underset{\sim}{\sim} \mu) \in \Lambda \nu)$, in terms of configurational states, and the coupling of the configurational states to $\Phi(\tilde{\lambda \mu})$ by the potential. Because of the simple form of the intrinsic states, both of these calculations are straight forward but, sometimes, a little tedious.

Analysis has shown that, in the calculations without representation mixing, the intrinsic states of the leading representation with $\Delta E=0$ give a spectrum in which the stateswith different K-labels are separated in energy but where the states with the same $K$-label are degenerate. A rotational spectrum within a $K$-band is formed by the inclusion of the $\Delta E=6$ intrinsic states and the differences from rotational spectra come from the addition of the $\Delta E=12$ states. We have seen that the contribution from the $\Delta E=12$ states grows relatively smaller as particles are added into the shell - thus producing the well known rotational
features away from closed shells. The comparison of our results with experiment for the spectra of $0^{18}, N_{\mathrm{Ne}}^{20}$ and $\mathrm{Mg}^{24}$, using only the leading $\mathrm{SU}_{3}$ representation, depends on the choice of the range and strength of the central force. The results with the values of the parameters chosen in Chapter 6 are encouraging. In general, the $R=0$ bands can be fitted close to the experimental ones, for any of the exchanges we have used, but the spacing between the $K=0$ and $K=2$ bands in $M_{\text {g }}^{24}$ is too small, the least error coming with a Rosenfeld exchange. The spacing of the first and second states in the $K=2$ band is found to be almost correct for any exchange. The strengths chosen in each case are roughly consistent for Serber and Intermediate exchanges but the strength, with a Rosenfeld exchange, for $\mathbb{M}^{2 L_{6}}$ is perhaps too large compared with those for $0^{18}$, and $\mathrm{Ne}^{20}$. With the small band mixing in the $\mathrm{Mg}^{24}$ case, deduced with Rosenfeld exchange, and the correct energy spacings, we are able tocalculate the branching ratio of the $E 2$ transitions from the second $2^{+}$state to be very close to the experimental value.

The introduction of the term $\sum_{i} L_{i}^{2}$ into the Hamiltonian was found to have little effect on the $\mathrm{Mg}^{24}$ spectra.

The initial calculations on representation mixing indicate that these are probably small. The (46) and (08) representations change the spectrum, from that of the (84)-representation, only slightly and the increases in the $K=0$ and $K=2$ spacing are also small. The actual effect of the representations with odd $\lambda$ and/or $\mu$ will have to be examined although, since these do not contain $K=0$ bands with even 1 , the changes in the lowest states from that of the (84)-representation is expected to be small. It is difficult to see, in view of this, how any of these representations al one can increase the $K=0$ and $K=2$ band spacing appreciably.

Work is now in progress at Southampton on the introduction of a spin-orbit force into the potential so that complete calaulations on all nuclei in the ds-shell may be made.
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## Appendix 1

Two Body Matrix Elements of the Gaussian Potential

The spherical harmonic oscillator equation in three dimensions, for a single particle, can be written:

$$
-\frac{1}{2} \frac{\hbar^{2}}{m} \nabla_{U}^{2}+\frac{1}{2} \frac{\hbar^{2}}{b^{4} m} r_{U}^{2}=\frac{\hbar^{2}}{b^{2} m} E U
$$

The solution of this equation in Cartesion comordinates is:

$$
U\left(n_{x} n_{y} n_{z}\right)=\bar{H}_{n_{x}}(\bar{x}) \bar{H}_{n_{y}}(\bar{y}) \bar{H}_{n_{z}}(\bar{z})_{e}^{-\left(\bar{x}^{2}+\bar{y}^{2}+\bar{z}^{2}\right) / 2}
$$

where $\bar{H}_{m}(\bar{x})=\sqrt{I /\left(2^{m} m!\sqrt{\pi} b\right)} \quad H_{m}(x / b), \bar{x}=x / b$ etc.
with $H_{m}(x / b)$ a Hermịte polynomial of degree $m$.

> (Shiff 1955)

The eigenvalue, corresponding to this eigenfunction, gives

$$
\begin{equation*}
E=\left(n_{x}+n_{y}+n_{z}+3 / 2\right) \tag{A1. 3}
\end{equation*}
$$

Using the set of $k$-particle oscillator well functions to desoribe the nuclear states, we have found it necessary to evaluate such integrals as
$M=\left(U_{1}\left(n_{x 1} n_{y 1} n_{z 1}\right) U_{2}\left(n_{x 2} n_{y 2^{2}} n_{z 2}\right)\left|V_{i j}\right| \quad U_{1}\left(n_{x 3^{n} y 3^{n}}^{n}\right) U_{2}\left(n_{x 4^{n} y 4^{n}}^{n}{ }_{z 4}\right)\right) \quad$ A1.4 Where the $i^{\text {th }}$ particle is in the state $U_{i}\left(n_{x} n_{y} n_{z}\right)$
The two body potential $V_{i j}$ has been taken to be

$$
\begin{aligned}
& e_{i j}^{-r_{i j}^{2} / a^{2} \quad} \quad \text { the Gaussion potential apart } \\
& \text { from the strength porameter } V_{0^{\prime}} \\
&-163-
\end{aligned}
$$

We shall show that

$$
\begin{gather*}
M=\sqrt{\left[n_{x}\right]!\left[n_{y}\right]!\left[n_{z}\right]!} \frac{\infty^{3}}{\left(\alpha^{2}+2\right)^{3 / 2}} x \\
f\left(n_{x 1^{n} x 2^{n} x 3^{n} x 4}\right) f\left(n_{y 1^{n} y 2^{n} y 3^{n} y 4}^{n}\right) f\left(n_{z 1^{n}}^{n} 2^{n} z 3^{n} z 4\right.
\end{gather*}
$$

where $x=a / b,\left[n_{x}\right]!\equiv_{n_{x 1}}!n_{x 2}!n_{x 3}!n_{x 4}!$ etc.
and $f\left(n_{1} n_{2} n_{3} n_{4}\right)=\sum_{P=\omega_{13}}^{n_{13}} \sum_{Q=\tilde{n}_{24}}^{n_{24}}(-)^{P-Q}\{2(P+Q)\}:\left(1 / a^{2}+2\right)^{P+Q} x$

$$
\begin{array}{r}
1 /\left[\left(P+\bar{n}_{13}\right):\left(P-\bar{n}_{13}\right)!\left(Q+\bar{n}_{24}\right):\left(Q-\bar{n}_{24}\right)!\left(n_{13}-P\right): x\right. \\
\left.\quad\left(n_{24}-Q\right)!(P+Q)!2^{P+Q}\right]
\end{array}
$$

with $\left(n_{1}+n_{2}+n_{3}+n_{4}\right)$ on even integer
and $f\left(n_{1} n_{2} n_{3} n_{4}\right)=0$ otherwise
AI. 6
Here, $\quad n_{13}=\frac{n_{1}+n_{3}}{2}$ and $\bar{n}_{13}=\frac{n_{1}-n_{3}}{2}$ etc.
The integrals in Al. 4 reduce to a product of three in $x, y$ and $z$ spaces, of the form:-

$$
I_{x}=\frac{1}{b^{2} \pi} \sqrt{\frac{1}{n_{1}+n_{2}+n_{3}+n_{4}} \quad n_{1}: n_{2}!n_{3}: n_{4}!} F_{x}
$$

(Here $n_{1} \cong n_{x_{1}}$ etc. for convenience in writing)
where $F_{x}=\int_{x_{1}}^{+\infty} \int_{x_{2}=-\infty}^{+\infty} H_{n_{1}}\left(\bar{x}_{1}\right) H_{n_{2}}\left(\bar{x}_{2}\right) H_{n_{3}}\left(\bar{x}_{3}\right) H_{n_{4}}\left(\bar{x}_{2}\right) e^{-\left(\bar{x}_{1}{ }^{2}+\bar{x}_{2}^{2}\right)} e^{-\left(x_{1}-x_{2}\right)^{2}} \underset{a^{2}}{ } d x_{1} d x_{2}$
A․ 7 b

Putting $R_{x}=x_{1}+x_{2}$ and $P_{x}=x_{1}-x_{2}$, we find

The problem in evaluating the integral in 红. 8 . reduces to representing the product of Hermite polynomisis, in the integrand, in terms of functions of $R_{x}$ and $P_{x}$.

We know, from Batemen 1953, VoI.II. p. 193 - 4,

and $H_{n_{1}+n_{3}-2 p}\left(\bar{x}_{1}\right)=(1 / 2)^{\left(n_{1}+n_{3}-2 p\right) / 2}$

$$
\sum_{k=0}^{n_{1}+n_{3}-2 p}\binom{n_{1}+n_{3}-2 p}{k} \quad H_{k}\left(o R_{x}\right) H_{\left(n_{1}+n_{3}-2 p-k\right)}^{\left(o P_{x}\right)}
$$

Similar transformations of $H_{n_{2}}\left(\bar{H}_{2}\right) H_{n_{4}}\left(\overline{3}_{2}\right)$ produces sums over $q$ and

Defining now $2 n=n_{1}+n_{2}+n_{3}+n_{4}, P=n_{23}-p, Q=n_{24}-q$
A1. 11
we may write

The integral in AT. 8 a now reduces to a product of two integrals:

$$
\begin{equation*}
\int_{-\infty}^{+\infty} H_{k}\left(c R_{x}\right) H_{l}\left(c R_{x}\right) e^{-c^{2} R_{x}}{ }^{2} d R_{x}=\delta_{k \ell} 2^{k_{k}!} \sqrt{\pi} / c \tag{ALI}
\end{equation*}
$$

and
(Batman 1953, Vol. II, p.194)

Since $k$ ( $A 1.10$ ), $2 P$ and $2 Q(A 1.12)$ and $r(A I .14)$ are all integers, we have that $2(P+Q-k-r)$ is an integer. But

$$
\begin{aligned}
& H_{n_{1}}\left(\bar{x}_{1}\right) H_{n_{2}}\left(\bar{x}_{2}\right) H_{n_{3}}\left(\bar{x}_{1}\right) H_{n_{4}}\left(\bar{x}_{2}\right)= \\
& \sum_{P=\bar{n}_{13}}^{n_{13}} \sum_{Q=\bar{n}_{24}}^{n_{24}} 2^{n-2 P-2 Q}\left(n_{13}-P\right)!\left(n_{24}-Q\right)!x \\
& \binom{n_{1}}{n_{13}-P}\binom{n_{2}}{n_{24}-8}\binom{n_{3}}{n_{13}-P}\binom{n_{4}}{n_{24}-Q} x \\
& \sum_{k=0}^{2 P} \sum_{l=0}^{2 Q}\binom{2 P}{k}\binom{2 Q}{\ell} \quad H_{k}\left(o R_{x}\right) H_{Q}\left(o R_{x}\right) H_{(2 P-k)}\left(o P_{x}\right) H_{(2 Q-\ell)}^{\left(c P_{x}\right)(-)^{2 Q-l} .}
\end{aligned}
$$

the integral in Al. 14 vanishes unless $2(P+Q-k-r)$ is an even integer. This implies that $(P+Q)$ is an integer.

From A․ 11

$$
P+Q=\left(n_{1}+n_{2}+n_{3}+n_{4}\right) / 2-p-q=\text { an integer }
$$

Since $p$ (and q) is an integer from Al. 9 we deduce that

$$
\left(n_{1}+n_{2}+n_{3}+n_{4}\right) / 2=n=\text { an integer for non }
$$

zero solutions of Al. 14
AI. 15
Using the fact that :-

$$
\int_{-\infty}^{+\infty} \begin{aligned}
& H\left(o P_{x}\right) \\
& 2(P+Q-k-r)
\end{aligned} e^{-d^{2} P_{X}^{2}} d P_{x}=\frac{\sqrt{\pi}}{d} \frac{[2(P+Q-k-r)]!}{[P+Q-k-r]!}\left[(c / d)^{2}-1\right]^{P+Q-k-r}
$$

we find, from Al. 8 to A1. 15

$$
\begin{aligned}
& F=\frac{\pi}{2 c d} \sum_{P_{n} \bar{n}_{13}}^{n_{13}} \sum_{Q=n_{24}}^{n_{24}} \sum_{k=0} \sum_{r=0} 2^{R-2 P-2 Q+r+k}(-)^{2 Q-k} \quad x \\
& \left(n_{13}-P\right)!\left(n_{24}-Q\right)!k!r!\binom{n_{2}}{n_{13}-P}\binom{n_{3}}{n_{24}-Q}\binom{n_{4}}{n_{13}-P}\left(\begin{array}{l}
n_{24}-Q
\end{array}\right) \quad x \\
& \binom{2 P}{k}\binom{2 Q}{k}\binom{2 P-k}{r}\binom{2 Q-\mathbb{k}}{r} \frac{[2(P+Q-k-r)]!}{(P+Q-k-r)!}\left[(c / Q)^{2}-1\right]^{P+Q-k-r}
\end{aligned}
$$

with k summing to $\min (2 Q, 2 \mathrm{P})$
and $r \quad " n \min \{2 R-k, 2 Q-k\}$

Putting $Q+P-k=K$ and $K-r=R$ we have


A1. 18
The sum over $K$ vanishes unless $P+Q-R=0$.
With $(c / d)^{2}-1=-2 / x^{2}+2, x=a / b$ find:
$F=\frac{\pi n_{1}!n_{2}!n_{3}!n_{4}!a^{2} 2^{n}}{x\left(x^{2}+2\right)^{1 / 2}} \quad f\left(n_{1} n_{2} n_{3} n_{4}\right)$ A1. 19

Where $f\left(n_{1} n_{2} n_{3} n_{4}\right)$ is defined in A1. 6 .
The result in Al. 5 now follows imediately from A1.17a.
We notice that the $f$-functions have the following symmetry relations.

$$
\begin{aligned}
f\left(n_{1} n_{2} n_{3} n_{4}\right) & =f\left(n_{3} n_{2} n_{1} n_{4}\right) \\
& =f\left(n_{2} n_{1} n_{4} n_{3}\right)
\end{aligned}
$$

The only fefunctions which are needed for the calculation of matrix elements in this thesis are those for wich $n_{i} \leqslant 2$. These have been listed in Table 32 .

Table 32 f-functions presented in the form.

$$
\begin{aligned}
f\left(n_{1} n_{2} n_{3} n_{4}\right)=K\left(1 / \alpha^{2}+2\right)^{t} & {\left[a_{8} x^{8}+a_{6} x^{6}+a_{4} x^{4}+a_{2} x^{2}+a_{0}\right] } \\
& \text { for }\left(n_{1}+n_{2}+n_{3}+n_{4}\right) \text { even } \\
= & 0 \text { othervise }
\end{aligned}
$$

| $n_{1}$ | $n_{2}$ | $n_{3}$ | $n_{4}$ | $K$ | $t$ | $a_{8}$ | $a_{6}$ | $a_{4}$ | $a_{2}$ | $a_{0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 1 |  |  |  |  |  | 1 |
| 1 | 1 | 0 | 0 | 1 | 1 |  |  |  |  | 1 |
| 1 | 0 | 1 | 0 | 1 | 1 |  |  |  | 1 | 1 |
| 1 | 1 | 1 | 1 | 1 | 2 |  |  | 1 | 2 | 3 |
| 2 | 0 | 0 | 0 | $-1 / 2$ | 1 |  |  |  |  | 1 |
| 2 | 1 | 1 | 0 | $1 / 2$ | 2 |  |  |  | 2 | $I$ |
| 2 | 1 | 0 | $I$ | $-1 / 2$ | 2 |  |  |  | 1 | -1 |
| 2 | 2 | 0 | 0 | $3 / 4$ | 2 |  |  |  |  | 1 |
| 2 | 0 | 2 | 0 | $1 / 4$ | 2 |  |  | 2 | 4 | 3 |
| 2 | 2 | 1 | 1 | $1 / 4$ | 3 |  |  | 4 | 4 | 7 |
| 2 | 1 | 2 | 1 | $1 / 4$ | 3 |  | 2 | 6 | 15 | 7 |
| 2 | 2 | 2 | 0 | $-1 / 8$ | 3 |  |  | 2 | -4 | -1 |
| 2 | 2 | 2 | 2 | $1 / 16$ | 4 | 4 | 16 | 60 | 56 | 41 |

## Appendix 2

## Fractional Parentage Reduction of the

## Eight Particle State $\left(a^{4}\right)^{H}\left(b^{4}\right)^{\text {I }}$ by Two Particles

The state has been defined in 3.51 to be.
$\left(a^{4}\right)^{11}\left(b^{4}\right)^{11}=\sqrt{4!4!/ 8!} \sum^{\prime}(-)^{P} P\left\{\left(a^{4}\right)_{1234}^{11}\left(b^{4}\right)_{5678}^{11}\right\}^{11}$
where $\sum^{\prime}$ 'sums over all the permutations $P$ between the two sets of numbers (1234) and (5678) perserving the natural order in the sets. The chorge spin functions being veotor coupled to a singlet-singlet state. Writing the sum over permutations involving 7 and 8 explicitly we find: $\left(a^{4}\right)^{11}\left(b^{4}\right)^{11}=\sqrt{4!4!/ 8!} \sum^{\prime \prime}(-)^{P_{P}}\left\{\left(a^{4}\right)_{1234}^{11}\left(b^{4}\right) \frac{11}{5678}-\right.$ $\left.\left(a^{4}\right)_{1237}^{11}\left(b^{4}\right) \frac{11}{4568}(\oplus)\left(a^{4}\right) \frac{11}{1238}\left(b^{4}\right) \frac{11}{4567}+\left(a^{4}\right) \frac{11}{1278}\left(b^{4}\right) \frac{11}{3456}\right\}^{11}$ A2. 2

Where now $\sum$ 'sums over all permuation of $\sum$ ' except those involving 7 and 8 i.e. the permutations involve the numbers 12... 6 only.

The fractional parentage coefficients (c.f.p) of the reduction of a totally symmetric four particle orbital state by one or two particles are trivial since the orbital states are not coupled. The charge spin c.f.p. are well known (Jahn Van Wierengen, 1951. Elliott, Hope and Jam, 1953).

Thus, for example,

$$
\left(b^{4} \frac{71}{5678}=\left(\sqrt{1 / 2}\left(b^{2}\right)_{56}^{13}\left(b^{2}\right)_{78}^{13}-\left.\sqrt{1 / 2}\left(b^{2}\right)_{56}^{31}\left(b^{2}\right)_{78}^{31}\right|^{11}\right.\right.
$$

Similarly for $\left(a^{4}\right)_{1278}^{11}$
and $\left(a^{4}\right)_{1237}^{11}=\left(\left(a^{3}\right)_{123}^{22}(a)_{7}^{22}\right)^{\prime \prime}$
AZ. 3 b
Similarly for $\left(b^{4}\right)_{4,568}^{11},\left(a^{4}\right)_{11238}^{11}$ and $\left(b^{4}\right)_{4.11}^{11}$
Using the recoupling coefficients for the charge-spin spaces,
i.e. the normalised Race U-function defined in:
$\begin{aligned} W\left(\left(j_{1} j_{2}\right) J_{12}, j_{3} J M\right)= & \sum_{J_{J_{3}} U\left(j_{1} j_{2} J j_{2}: J_{12} J_{23}\right) W\left(j_{1}\left(j_{2} j_{3}\right) J_{23}, J M\right)} \\ & (\text { EII jot 1958, III, p.10) }\end{aligned}$
and the Hope $X$-function defined in:
$\psi\left(\left(j_{1} j_{2}\right) J_{12},\left(j_{3} j_{4}\right) J_{34}, J M\right)=$

$$
\begin{gathered}
\sum_{J_{3}, J_{24}\left(\left(j_{1} j_{2}\right) J_{12},\left(j_{3} j_{4}\right) J_{34}, J \mid\left(j_{1} j_{3}\right) J_{13},\left(j_{2} j_{4}\right) J_{24}, J\right) x} \\
\left.\psi\left(j_{1} j_{3}\right) J_{13},\left(j_{2} j_{4}\right) J_{24}, J I N\right)
\end{gathered}
$$

with

$$
X=\left[\left(2 J_{12}+1\right)\left(2 J_{34}+1\right)\left(2 J_{13}+1\right)\left(2 J_{24}+1\right)\right]^{\frac{1}{2}}\left\{\begin{array}{lll}
j_{1} & j_{2} & J_{12} \\
j_{3} & j_{4} & J_{34} \\
J_{13} & J_{24} & J
\end{array}\right\}
$$

$\}$ being a nine-j symbol.
(Elliott 1958, III, p.15)
we find,

$$
\begin{gathered}
\left\{\left(a^{4}\right)_{1234}^{11}\left(b^{4}\right)_{5678}^{11}\right\}^{11}=\left\{\sqrt{1 / 2}\left(\left(a^{4}\right)_{1234}^{11}\left(b^{2}\right)_{56}^{13}\right)^{13}\left(b^{2}\right)_{78}^{13}\right. \\
\left.-\sqrt{1 / 2}\left(\left(a^{4}\right)_{1234}^{11}\left(b^{2}\right)_{56}^{31}\right)^{31}\left(b^{2}\right)_{78}^{31}\right\}^{11} \\
\left\{\left(a^{4}\right)_{1237}^{11}\left(b^{4}\right)_{4568}^{11}\right\}^{11}=1 / 4\left\{\left(\left(a^{3}\right)_{123}^{22}\left(b^{3}\right)_{45}^{22}\right)^{11}\left(a_{7} b_{8}\right)^{11}+\right. \\
3\left(\left(a^{3}\right)_{123}^{22}\left(b^{3}\right)_{456}^{22}\right)^{33}\left(a 7_{8}\right)^{33}+\sqrt{3}\left(\left(a^{3}\right)_{123}^{22}\left(b^{3}\right)_{456}^{22}\right)^{13}\left(a_{7} b_{8}\right)^{13} \\
+\sqrt{3}\left(\left(a^{3}\right)_{123}^{22}\left(b^{3}\right)_{456}^{22}\right)^{31}\left(a_{7} b_{8}\right)^{31]}
\end{gathered}
$$

A2.43

AD. 46
etc.
Collecting up the terms from A2.3 and A2. 4 and putting them
back into A2.2 we find, by summing over the permutations between the particle numbers I ....6:-

$$
\begin{aligned}
& \left(a^{4}\right)^{11}\left(b^{4}\right)^{11}=\sqrt{6 / 28}\left\{\sqrt{\left.1 / 2\left(\left(a^{4}\right)^{11}\left(b^{2}\right)^{13}\right)^{13}\left(b^{2}\right)_{78}^{13}-\sqrt{1 / 2}\left(\left(a^{4}\right)^{11}\left(b^{2}\right)^{31}\left(b^{2}\right)_{78}^{31}\right]_{11}\right]}\right. \\
& +\sqrt{6 / 28}\left\{\sqrt{1 / 2}\left(\left(a^{2}\right)^{13}\left(b^{4}\right)_{11}^{11}\right)_{6}^{13}\left(a^{2}\right)_{78}^{13}-\sqrt{1 / 2}\left(\left(a^{2}\right)^{\left.\left.31\left(b^{4}\right)^{11}\right)_{1 . .6}^{31}\left(a^{2}\right)_{78}^{31}\right\}^{11}}\right.\right. \\
& -\sqrt{6 / 28}\left\{\sqrt{1 / 2}\left(\left(a^{3}\right)^{22}\left(b^{3}\right)^{22}\right)_{1 . .6}^{13}(a b)_{78}^{13}+\sqrt{1 / 2}\left(\left(a^{3}\right)^{22}\left(b^{3}\right)_{122}^{22}\right)_{06}^{31}(a b)_{78}^{31}\right\} 11 \\
& -\sqrt{10 / 28}\left\{\sqrt{1 / 10}\left(\left(a^{3}\right)^{22}\left(b^{3}\right)_{12}^{22}\right)_{.6}^{12}(a b)_{78}^{11}+\sqrt{9 / 10}\left(\left(a^{3}\right)^{22}\left(b^{3}\right)_{1 . .6}^{22}(a b)_{78}^{33}\right\} 11\right.
\end{aligned}
$$

AR. 5

The first six-perticle states in A2. 5 are antisymnetric and are coupled in the charge-spin spaces to antisymmetric twoparticle states of the last two particles. The orbital symmetry of the last pair is given by the charge spin functions.
e.g. $\quad\left(a^{2}\right)_{78}^{13} \equiv \quad a_{7} 0_{8} \Gamma_{78}^{13}$
$(a b)_{78}^{13} \equiv \sqrt{1 / 2}\left(a_{7} b_{8}+a_{8} b_{7}\right) \Gamma_{78}^{13}$
$(a b)_{78}^{11} \equiv \sqrt{1 / 2}\left(a_{7} b_{8}-a_{8} b_{7}\right) \Gamma \frac{11}{78}$
etc.

## Addendum

## On the Use of the Eigenfunctions of the Deformed <br> Harmonic Oscillator

Throughout this thesis so far we have been concerned with the energy, in the k-particle states in the $d s-s h e l l$, of an A-particle nucleus with $16<\mathrm{A}<40$. The method for calculating energy levels has been designed to bring out certain features of the rotational model. No excitation of the closed shells (- corresponding to the $0^{16}$ core) has been permitted however. We know that such an excitation must be considered if the correct quadrupole moments are to be predicted. From the known features of the rotational model a deformed shape, which is stable in some sense, is suggested.

In this addendum, we record the results from initial calculations in the p-shell $\{4<A<16\}$ for the binding energy, using the many particle eigenfunctions of the axially symmetric deformed oscillator $\left(H_{\alpha}\right)$ as a set of zero order approximations to the nuclear states. The energy in these states, from the Hamiltonian with only central forces $\left(H_{c}\right)$, is now given in terms of two oscillator-well parameters one of which can measure the deformation of the well. The best approximation to the binding energy, with a few of these states, is found by diagonalising the energy matrix and minimising the lowest eigenvalue with respect to the two
parameters.
We show that very similar values for the deformation parameter will minimise the energy from either $\mathrm{H}_{\mathrm{d}}$ or $\mathrm{H}_{c}$.

The deformed harmonic oscillator.

We may write the axially symmetric deformed harmonic oscillator
as:-

$$
H_{\alpha}=\frac{\hbar^{2}}{2 m}\left[-\nabla^{2}+x^{4} x^{2}+x^{4} y^{2}+\beta^{4} z^{2}\right]
$$

where, for zero deformation (spherical oscillator), $x=\beta$. The single particle eigenfunction of $\mathrm{H}_{\mathrm{d}}$ can be expressed in either of two ways:

$$
U_{n_{x} n_{y} n^{\prime}}=\sqrt{2^{n} n_{x}!n_{y}!n_{z}^{2}: \pi^{3 / 2} n_{x}}(\infty x) H_{n_{y}}(x y) H_{n_{z}}(\beta z) e^{-\left(x^{2} x^{2}+\alpha^{2} y^{2}+\beta^{2} z^{2}\right) / 2}
$$

or

$$
\begin{aligned}
& K_{i m z}=\sqrt{\frac{\beta x^{2}\left\{\left(n_{\perp}-|m|\right) / 2\right\}!}{2^{n} n_{z}!\left\{\left(n_{\perp}+|m|\right) / 2\right\}_{1} \pi^{3 / 2}}} e^{i m \phi}(x p)^{|n|} \quad x
\end{aligned}
$$

Here $H$ is a Hermite Polynomial and $\mathcal{L}$ a Laguerre Polynomial
(Bateman 1953 III). $\rho, \phi, z$ are cylindrical polar coordinates and

$$
n_{\perp}=n_{x}+n_{y} \quad n=n_{x}+n_{y}+n_{z}
$$

The eigenvalues of $\mathrm{H}_{\mathrm{d}}$ are:

$$
\left.E_{n_{x} n_{y} n^{\prime}} \equiv E_{n_{1} m n}=\frac{\pi}{m}\left\{x^{2}\left(n_{x}+\frac{1}{2}\right)+x^{2}\left(n_{y}+1 / 2\right)+\beta_{n_{z}}^{2}+1 / 2\right)\right\} \quad A A^{2} \cdot 3 b
$$

The functions $U$ and $V$ both spread out irreducible representations of the group $\mathrm{SU}_{2}$ described by the three operators $B_{x y}, A_{x y}, A_{y x}$ of Chapter $2(x=1 / b)$. We may write:

$$
U_{n_{x} n^{n} n_{z}}=U(n \Lambda s)
$$

and $\quad V_{n_{\perp} m n_{z}}=V(n \Omega t)$
where $\Lambda$ is a representation of $S U_{2}$ such that $\Lambda=\left(n_{x}+n_{y}\right) / 2$ and

$$
s=\left(n_{x}-n_{y}\right) / 2 \quad t=m / 2
$$

$$
\ldots A D .5
$$

The difference between the $U$ and $V$ functions is, then, just the same as that between the $\phi$ and $\chi$ of Chapter 2. The relations between $U$ and $V$ can irmediately be deduced from 2,23 to be:-

$$
U(n \wedge s)=\sum_{t} b(\Lambda 2 s: 2 t) V(n \wedge t)
$$

where $b(4,2 s: 2 t)=(-i)^{s} a_{t s}^{\Lambda}(\pi / 2)$
We define paramters $\gamma$ and $\delta$ after Nilsson (1955) by the relation:-

$$
\begin{align*}
& \alpha^{4}=\gamma^{4}(1+(2 / 36) \\
& \beta^{4}=\gamma^{4}(1-(4 / \$ 6)
\end{align*}
$$

where the parameter $\delta$ is a measure of the deformation. The (volume) ${ }^{-2}$ of an equipotential ellipsoid in $H_{d}$ is proportional to:

$$
\alpha^{4} \beta^{2}=\gamma^{6}\left[1+(2 / 3 \delta][1-(4 / 3) \delta]^{1 / 2}=\gamma_{0}^{6}(\text { say })\right.
$$

By varying $\delta$ with $\gamma_{0}$ constant, we shall be varying the deformation of the potential keeping the volume of each equipotential surface constant.

Since the potential derives from the muclear density, this is an approximation to keeping the nuclear volume fixed while the shape is varied.

## Many particles in the deformed oscillator potential.

The eigenvalue of a many particle state of $\mathrm{H}_{\mathrm{d}}$, at a certain deformation ( $\delta$ ), can be calculated by adding up the energies of its single particle constituents from $A d .3 b$. The energies, in units of $\gamma_{0}^{2} \hbar / \mathrm{m}$, in the lowest configurations for $A=6,8$ and 10 particles, are shown as functions of the parameter $\delta$ in Figures 14, 15 and 16.

We notice that for $A=6$ and 8 , the lowest energy is given for a positive value of the $C$-prolate deformation. For $A=10$ the lowest energy is given for a negative value of the deformation although there is a state, $\left(V_{000}^{4} \mathrm{~V}_{001}^{{ }^{4}} \mathrm{~V}_{1-10} V_{\text {Vig }}\right.$, having a minimum energy of almost the same value but with a positive deformation the transition from a prola te to oblate shape.

## Many particles in a two body potential.

The two body central potential is given in 1.2. For these calculations we used the fu-Massey (1949) values for the strength and range of the force:

$$
V_{0}=29.59 \mathrm{Mev} \quad a=2.18 \times 10^{-17} \mathrm{cms}
$$

and the Rosenfeld exchange constants.
The many particle states $\chi$ have been taken in terms of the single particle states in Ad.2b. In this way we can preserve the labelling with the projection of the orbital angular momentum $M=\sum_{i} m_{i}$ on the symmetry axis where $m_{i}$ refers to the $i{ }^{\text {th }}$ nucleon. By taking the low lying deformed oscillator states, however, it is not possible to form simply a state which can be labelled with the orbital angular momentum quantum number $I$. This is a disadvantage since we know that, for a central potential, $L$ is a good quantum number.

For the lowest nuclear states, we again just consider those oscillator well states with maximum orbital symmetry (see Chapter 1 for the general construction).

The calculation of the matrix elements of the potential follows the standard procedure of finding the c.f.p of the reduction of the many particle states by two particles. Since the single particle states will only be vector coupled in their charge-spin spaces, the calculation of the c.f.p. follows in a similar way to that in Appendix 2 for an eight particle state.

The two body matrix elements using the set of single particle states in Ad.2b may be written in terms of those using the set in Ad.2a with the aid of Ad.6. These latter matrix elements can be deduced immediately from the general formulae in Appendix 1. The energy now will be given in terms of two parameters.

$$
e=a x \text { and } f=a \beta
$$

## Matrix elements of the kinetic energy.

The kinetic energy of a nucleus, relative to the centre of mass, may be written:-

$$
\begin{aligned}
T & =\frac{1}{2 m} \quad \sum \quad p(i)-\frac{1}{2 m A} p^{2} \\
& \equiv \frac{1}{2 m A} \quad \sum_{i<j}(p(i)-p(j))^{2}
\end{aligned}
$$

Ad. 10
where $\vec{P}=F_{i} \vec{p}(i)$ is the momentum of the centre of mass and $\vec{p}(i)$ is the momentum of the $i^{\text {th }}$ nucleon.

For oscillator well states $\psi$, with total quanta $\mathbb{N}$, we have the equivalence between momenta and coordinates:-

$$
\begin{aligned}
& \left(\psi^{\prime}(\mathbb{N})\left|\underset{i<j}{\sum}(p(i)-p(j))^{2}\right| \psi(\mathbb{N})\right) \\
& \equiv\left(\psi^{\prime}(\mathbb{N})\left|\underset{i<j}{\sum}\left\{\alpha^{4} x_{i j}^{2}+\alpha^{4} y_{i j}^{2}+\beta^{4} z_{i j}^{2}\right\}\right| \psi(N)\right) \\
& \text { with } x_{i j}=x(i)-x(j) \quad \text { etc. }
\end{aligned}
$$

The matrix elements of the kinetic energy may be deduced from those
of the Gaussian potential (Appendix 1) for:

$$
\sum_{i<j} e^{-x_{i j / a}^{2}}=\underset{i<j}{\sum}\left\{1-\frac{1}{a^{2}} x_{i j}^{2}+o\left(\frac{1}{a^{4}}\right)\right\}
$$

Ignoring $O\left(\frac{1}{a}\right)^{4}$ we can deduce:

$$
\begin{array}{r}
\frac{I}{a^{2}}\left(\psi^{\prime}\left|\sum_{i<j} x_{i j}^{2}\right| \psi\right)=\frac{A(A-I)}{2} \delta\left(\psi \psi^{2}\right) \\
-\left(\psi^{2} \sum_{i<j}^{i} x_{i j / a^{2}}^{2} \mid \psi\right) \circ\left(\frac{I}{a^{2}}\right)=0
\end{array}
$$

Similarly for $\sum_{i<j} y_{i j}^{2}$ and $\sum_{i<j}^{1} z_{i j}^{2}$
The kinetic energy matrix elements are of the form

$$
\begin{gather*}
\left(\psi^{\prime}\left|\frac{1}{2 m A} \sum_{i<j}(p(i)-p(j))^{2}\right| \psi\right) \\
=\frac{I}{2 m A}\left(\tilde{A} \alpha^{2}+B \beta^{2}\right) \tag{Ad. 12}
\end{gather*}
$$

where $\tilde{A}$ and $\tilde{B}$ are constants.

## Parameters

For the purpose of minimising the energy matrix spread out by the states $\chi$, we choose parameters (functions of $e$ and $f$ ) such that the mean square radius,

$$
\begin{equation*}
\text { M.S.R. }=\frac{1}{A} \sum_{i}\left(r_{i}-R\right)^{2}=\frac{1}{A^{2}} \Sigma\left(r_{i<j}-r_{j}\right)^{2} \tag{Ad. 13}
\end{equation*}
$$

remains a constant
From the form of the kinetic energy matrix elements we deduce:
M.S.R. $=\frac{I}{A^{2}}\left\{\tilde{A} / \alpha^{2}+\tilde{B} / \beta^{2}\right\}=$

Writing $I / e^{2}=p+y \varepsilon^{\frac{a^{2}}{A^{2}}\left\{A^{2} / e^{2}+\tilde{B} / f^{2}\right\}} \quad$ and $I / f^{2}=p+x \varepsilon \quad \frac{\text { Ra. } 14}{\text { Ad. } 15}$
where for the moment $x, y$ are arbitrary, we have

$$
\begin{equation*}
\frac{a^{2}}{A^{2}}\{(\tilde{A}+\tilde{B}) p+(\tilde{A} y+\tilde{B} X) E\}=\text { M.S.R. } \tag{Ad. 16}
\end{equation*}
$$

We choose the ratio of $x$ to $y$ such that $\tilde{A y}+\tilde{B} x=0$. In this case,

$$
\text { M.S.R. }=\frac{a^{2}}{A^{2}}\{\tilde{A}+\tilde{B}\} p
$$

A. 17
p is then proportional to the M.S.R.
The actual values for $x, y$ are unimportant. A change in their values will just change the definition of the paraneter $E$. Notice that the $E$ also measures the deformation of the oscillator well since, when $E=0, \quad e=f_{k}^{i . e} \dot{\alpha=\beta}(\underline{\text { Ad. 15 }}, \underline{A d .9)}$. It is possible to relate the parameters $p, E$ to the Nilsson parameter $\delta$.

On the one hand we have :-

$$
\frac{e^{4}}{f^{4}}=\frac{a^{4} \alpha^{4}}{a^{4} \beta^{4}} \frac{(1+(2 / 3 / 6)}{(1-(4 / 3 \mid 6)}=s^{2}(s a y)
$$

On the other hand

$$
\begin{equation*}
\frac{e^{4}}{f^{4}}=\left(\frac{p+x E}{p+y E}\right)^{2} \equiv s^{2} \tag{Ad. 19}
\end{equation*}
$$

Thus we have

$$
\delta=\frac{3}{2}\left(\frac{s^{2}-1}{1+2 s^{2}}\right) \text { where } s=\left(\frac{p+x E}{p+y E}\right)
$$

Although the calculations have been done using the $p, c$ parameters and the energy, in the many particle states of the defomed oscillator, minimised with respect to these parameters, the results have been given for convenience in terms of the mean square radius (deduced from $p$ in Ad. 17) and Nilsson's $\delta$ (deduced from $p$ and $\xi$ in Ad .20 ).

We now discuss the results of the calculations for the $A=6$, 8 and 10 particle nuclei corresponding to $I_{i}{ }^{6}, B_{e}^{8}$ and $B^{10}$ respectively.

The $I_{i}{ }^{6}$ Problem.
The lowest six particle states in the deformed oscillator potential with $M=0, N=2\left\{N=\underset{i}{\sum}\left(n_{x}(i)+n_{y}(i)+n_{z}(i)\right)\right\}$ and orbital symmetry [42] are:-

$$
\begin{align*}
13 & =\left(\left(\left(V_{000}^{4}\right)^{11}\left(v_{001}^{2}\right)^{13}\right)^{13}\right. \\
x_{002}^{13} & =\left(\left(v_{000} 4^{11}\left(V_{110} V_{1-10}\right)^{13}\right)^{13}\right. \\
x_{200}^{13} & =\left(\begin{array}{ll}
13
\end{array}\right.
\end{align*}
$$

where the many particle states are of the form

$$
\begin{aligned}
& \chi \begin{array}{l}
2 \mathrm{~T}+1,2 \mathrm{~S}+1 \\
\mathrm{~N}_{\perp} \mathrm{MN}_{Z}
\end{array}
\end{aligned}
$$

The energy in these two states, for $H_{c}$, was evaluated for several values of the paraneters $p$ and $E$. Near the minimum energy, small changes in $p$ were found not to change the energy appreciably. The value of $p$ which actually gives the minimum leads to a mean square radius $9.5 \times 10^{-26} \mathrm{cms}^{2}$.

The variation of the energy with, $\delta$, at this value for $p$, is (a) and (b)
shown by the continuous curveskin Figure 17.
In this one case, the mixing of the two states was considered. The minimum of the lowest eigenvalue was found for the same value of $p$ which gave a minimum without mixing. The variation of the eigenvalues with $\delta$ is shown by the curves (c) and (d) in Figure 17.

We notice that the mixing of states does not contribute appreciably to the energy at that value for $\delta$ which minimises the energy. The $\delta$ which minimises the energy is seen to be positive and to have about the same value as that which minimises $H_{d}$ when $A=6$ (Fig. 14 ).

The $B{ }^{8}$ problem.
In this case there are three states of maximum orbital symmetry with lowest oscillator quanta ( $N=4$ ) and angular momentum projection $M=0$.

$$
\left.x_{004}^{11}=\left(\left(v_{000}^{4}\right)^{11}\left(v_{001}\right)^{4}\right)^{11}\right)^{11}
$$

$$
\begin{aligned}
& x_{202}^{11}=\left(\left(v_{000}^{4}\right)^{11}\left(v_{001}^{2} V_{110} v_{1-10}\right)^{11}\right)^{11} \\
& x_{400}^{11}=\left(\left(v_{000}^{4}\right)^{11}\left(v_{110}^{2} v_{1-10}^{2}\right)^{11}\right)^{11}
\end{aligned}
$$

We have only performed the variational calculation on the first of these states.

The minimum energy was found for a mean square radius of $10.5 \times 10^{-26} \mathrm{cms}^{2}$ - a slight increase over that for $\mathrm{L}_{\mathrm{i}}{ }^{6}$. Again only slight changes in the energy were detected for small changes of $p$ around the minimun.

The variation of the energy with $\delta$ in the state $\chi_{004}^{11}$ is shown in Figure 18.

The minimum energy is given for a value $\delta \sim 0.57$ again comparing favourably with that value which minimises $H_{\alpha}$ (Figure 15) The $B^{10}$ problem.

This nuclus is in the midde of the p-shell. We notice that the states

$$
\begin{aligned}
& x_{204}^{13}=\left(\left(V_{000}\right)^{11}\left(V_{001}^{4}\right)^{11}\left(V_{110} V_{1-10}\right)^{13}\right)^{13} \\
& x_{600}^{13}=\left(\left(v_{000}\right)^{11}\left(V_{110}^{3} v_{1-10}\right)^{11}\left(v_{1-10}\right)^{13}\right)^{13} \quad \ldots \text { Ad.23a }
\end{aligned}
$$

have near enough the same minimum energies in $H_{d}$ but for different values for $\delta$. The former favours a positive deformation and the latter a negative one. (Figure 16) The energy in the state $\chi_{204}^{13}$ with $H_{c}$ has been found to be minimised for a mean square radius
value of $15.2 \times 10^{-26} \mathrm{cms}^{2}$ - again an increase over that for $\mathrm{I}_{i}{ }^{6}$ and $B_{e}{ }^{8}$.

The variation of the energy in this state with $C$, for this M.S.R., is show in Figure 19. Notice again that the which minimises the energy, is the same one that minimises the energy with $\mathrm{H}_{\mathrm{d}}$ 。

Although time has not permitted the calculation of the energy in $\chi_{600}^{13}$; it is expected to be minimised for a value of $\hat{\delta}$ which minimises the energy in the state from $H_{d}$.

Three states, of the form

$$
x_{402}^{13}=\left(V_{000}^{4} V_{001}^{2} V_{110}^{2} V_{1-10}^{2}\right)^{13}
$$

... Ad. 23 b
may be constructed which have a minimum energy with $\mathrm{H}_{\mathrm{d}}$ for $\delta \sim 0$. It would be interesting to see if the mixing of the states in Ad. 23 a and Ad. 23 b produce a lowest eigenvalue which is U-shaped and centred about $\delta=0$ when the variation with $\delta$ is considered. The $B^{10}$ nucleus could then be thought of as having an unstable spherical shape.

## Conclusions.

We have here only begun to discuss the use of deformed oscillator well states however, with the calculations already done, we can begin to get a picture of the part the deformation plays in energy calculations. It is seen that a gain in binding energy is
achieved by going away from spherical symmetry to axial symmetry with that deformation which minimises the energy for $H_{d}$. For $L_{i}{ }^{6}$ a gain of 0.85 Mev is obtained over the S-state for zero deformation (i.e. the lowest eigenstate at $\delta=0$ ).

The mixing of all higher states must make the lowest state one with good angular momentum the main single part of which is the lowest deformed oscillator configuration.

The $\chi_{N_{\perp}} M_{Z}$, of course, form a complete set of states for any value of the deformation paraneter and the true states of a k -particle nucleus can be expanded in terms of any of these sets. Thus by mixing in all states of a set, and diagonalising the resulting energy matrix, the lowest eigenvalue, when plotted against the deformation parameter, would be a horizontal line. (This is mathematically correct but cannot be checked in practise since the complete sets are infinite). It appears, however, that by expanding the true nuclear eigenfunction in terms of the complete set of states which minimise the deformed oscillator energy, a better approximation to the binding energy is obtained in a fewer number of terms than for any other value of the deformation parameter. This approximation though will not, in general, give a state with good angular momentum. A study of the variation of $\left\langle L^{2}\right\rangle$ with deformation will have to be carried out.

Lowest energy levels for A-particle states (Mo) in the deformed harmonic oscillator potential.

Figure 14. ... A $=6$


Figure 15. $\quad A=8$


States $\frac{\text { Units of } \frac{\gamma_{0}^{2}{ }_{\hbar_{n}}^{2}}{m}}{2}$
$(1)=V_{000}^{4} V_{001}^{2}$
(2) $=V_{000}^{4} V_{110} V_{1-10}$
(3) $=V_{000}^{4} V_{001}^{4}$
(4) $=V_{000}^{4} V_{001}^{2} V_{1-10}^{2}$
$(5)=V_{000}^{4} V_{110}^{2} V_{1-10}^{2}$
(6) $=V_{000}^{4} V_{001}^{4} V_{110} V_{1-10}$
(7) $=V_{000}^{4} V_{001}^{2} V_{110}^{2} V_{1-10}^{2}$
(8) $=V_{000}^{4} V_{110}^{3} V_{1-10}^{3}$
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## Energy in the lowest A-particle, deformed oscillator eigenfunctions from $H_{c}$.



Figmre 19. $\mathrm{A}=10$


States
(a) $=X_{002}^{13}$
$(b)=X_{200}^{13}$
$(c)=$ lowest eigenvalue from (a) \& (b)
(d) $=$ highest
$(e)=X_{004}^{13}$
$(f)=X_{204}^{13}$
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