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ALGAL MOTILITY IN VARIABLE TURBULENCE

by Oliver N. Ross

This project is broadly concerned with the interactions between phytoplankton and turbu-
lence, in particular addressing the question of how motility and sinking of phytoplankton cells
are affected by the turbulent fluctuations of water around them. These issues are addressed
through a coupled 1D physical-biological Lagrangian model with space- and time-variable tur-
bulence. With this individual-based approach it was possible to investigate the direct effects of
turbulent intensity on the swimming success. Different swimming strategies could be examined
that were driven by either environmental or physiological cues. The individual light histories
of the cells provided information on issues related to photo-inhibition and -acclimation and
thus general productivity.

During the model development stage, several issues arose which had not been addressed in
the oceanographic literature. These resulted in some novel contributions to the field of marine
Lagrangian modelling. The model is applied to three different case studies: the partially
mixed estuary of Southampton Water where the tides produce periods of strong but episodic
vertical mixing; a stratified but tidally energetic shelf sea where observations often show the
predominance of motile species at the base of the thermocline; and a freshwater lake where
artificial mixing has been used to control toxic bloom events.

The results from the estuarine study showed that although the tidal mixing is generally
too strong for motility to be effective, it is the periodic absence of turbulence that the motile
cells are able to utilise which resulted in a much increased light availability throughout the
springs-neaps cycle, and hence an increased potential for growth. Investigations on the rela-
tionship between photo-acclimation and turbulent mixing pointed towards the existence of an
acclimation number which could be used to derive the turbulent intensity from the vertical
heterogeneity of a suitably chosen physiological parameter.

In the stratified shelf sea study, motility resulted in a clear competitive advantage over
neutrally buoyant cells as it permitted the motile species to intercept the weak upward nitrate
flux across the thermocline ahead of the competition, while maintaining a depth that provided
them with sufficient light to photosynthesise.

The lake study showed how artificial mixing could disrupt the vertical migratory rhythms
of Microcystis aeruginosa and resulted in significantly decreased growth. The results pointed
towards the existence of a critical turbulence threshold for Microcystis but due to the lack
of an empirical growth formulation that was suitable for this Lagrangian approach, this last
result is of more speculative nature.

Overall, it could be shown how motility enables the cells to access various environmental
niches peculiar to the individual habitat. In all studied scenarios, motility led to an increase
of the crucial resource that was determinant of the species competition.
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Introduction

Despite the name of our planet, most of it is not dry land but covered by vast expanses of
water. The oceans account for over two thirds of the earth’s surface and provide a habitat
whose size is many times greater than that provided by land and freshwater combined. The
first life forms are believed to have originated in the ancient oceans and some of the habitats

found today (hydrothermal vents, cold seeps) still resemble those prehistoric conditions.

To study this diversity, the field of oceanographic research draws upon many of the principle
natural sciences, such as physics, biology, chemistry, geology, and mathematics, and applies
them to the marine environment. Compared to these classical sciences, the field of oceano-
graphic research is relatively young, however, and despite the high level of sophistication
reached, many of the processes in our oceans are still not fully understood. We often have to
resort to empirical relationships for lack of a consistent theory that accurately describes them.
This is mainly due to the many unknowns that govern these processes, which operate on a vast
range of spatial and temporal scales. Further complication is added by the difficulty in access-
ing and measuring the variables involved. Until recently, ship based observations provided the
only source of oceanographic data. The inherent problem with this approach is that it can only
provide spot measurements, both in space and time, of a highly dynamic and heterogeneous
environment. The more recent advent of satellites and remote sensing techniques opened up
great opportunities and provided a major step forward as it became possible for the first time
to capture snapshots of the ocean on a global scale. In comparison with atmospheric research,
oceanography still lacks a technique to remotely probe the depths of the ocean, however, as
water, unlike the atmosphere, is much less transparent to electromagnetic and acoustic waves
which are the classic remote sensing tools. Satellites can probe only the skin of the ocean while
the depths are still only accessible through ships and submersibles. Numerical modelling has
provided a valuable addition to complement the difficult to obtain observational data. The
constantly increasing speed of modern computers permitted ever more sophisticated models
which could eventually encompass a great range of time and space scales. One of the major
difficulties in oceanographic research is its observational, rather than experimental, nature. In
the ocean it is rarely possible to carry out a manipulative experiment designed to test a spe-
cific hypothesis!. Instead oceanographic observations tend to comprise a series of correlations

around which a causative framework has to be formed. Without being able to manipulate

!Note that some manipulative experiments are possible on small scales such as iron fertilisation or mesocosm

studies which form but a subset of oceanography, however.
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the environment, however, it is often difficult to choose between several apparently plausible
solutions. For oceanographers the capability of numerical modelling is critical in plugging this
experimental gap, with models providing a means to manipulate a virtual environment. A
model can only ever be an approximation to limited subsets of all environmental processes
and interactions. The problem, therefore, becomes one of knowing how realistic a model is in
its parameterisation of the environment, and how far the interpretation of the model results
can be trusted against the model’s inherent limitations. In the present work, this numerical
modelling approach is applied to an actively developing area of marine research that attempts
to bridge the gap between the two traditionally separate realms of marine biology and phys-
ical oceanography. The recognition of the close connections between the marine biosphere
and its physical environment has created an exciting field of research which synthesises both

traditional sciences into the study of bio-physical interactions.

The interactions which represent the focus of this project are those between marine phytoplank-
ton and turbulence. Phytoplankton are the dominant plants in the ocean converting inorganic
materials (such as nitrate or phosphate) into organic compounds (e.g. lipids or proteins) by
the process of photosynthesis. This primary production process is of paramount importance
as it initiates the oceanic food chain that reaches through all trophic levels. Their role as one
of the main global fixers of carbon dioxide has also been recognised in climate research as any
changes in primary productivity are likely to impact on the atmospheric carbon dioxide content
and thus the climatic development on the planet. Globally the marine primary producers are
estimated to fix about 40-50% of the total 10'! tonnes of carbon fixed each year by all marine
and terrestrial plants. Compared to terrestrial primary producers, the production exhibits
several important differences. Typical turnover times for carbon in the terrestrial system are
of the order of years (i.e. the growth of large forests), while in the ocean the turnover time
is dominated by the cycles of marine primary producers operating on time scales of days to
weeks. Compared to the ocean the terrestrial producers live in an environment where access to
light and nutrients is more stable as both resources are available at the earth’s surface. Oceanic
primary producers on the other hand have evolved to live in a turbulent fluid environment,
where there is often a large spatial separation between the sunlight (at the sea surface) and
the required inorganic nutrients (typically greatest several 10s of metres below the surface, and
often completely absent in the surface water?). An understanding of the underlying physical
processes governing marine primary production is an essential component of understanding
both our climate (via their effect on CO2) and the sustainability of our demands for marine

food supplies (via their fuelling of the rest of the marine food chain).

Phytoplankton have evolved to live in a turbulent, fluid environment. Phytoplankton motility
is thought to represent one of those adaptations to the spatial separation of light and nutrients.
While the plankton are drifting organisms (literally “wanderers”) in the ocean, some species
are capable of self-propelled locomotion. It is the interaction between this motility and the

turbulent fluctuations of the surrounding water and the effect of these interactions on the

2Note that some species (e.g. trichodesmiuwm) can fix atmospheric Na, and nutrients can be high at the

surface in regions that are influenced by freshwater run-off and upwelling



primary production, which will receive particular attention in this thesis.

Most of the earlier research in this area was restricted to very simplified representations of the
physical environment neglecting its spatial (e.g. Woods and Onken, 1982) and temporal (e.g.
Lizon et al., 1998) heterogeneity. The lower available resources in computing power also meant
that most of the earlier research had to treat phytoplankton as clouds of particles rather than

individuals (e.g. Lewis et al., 1984a).

In this context, the present thesis presents a rather novel approach of using a Lagrangian
representation of phytoplankton in combination with a realistic representation of turbulence
(that accounts both for the spatial and temporal heterogeneity of turbulence) coupled with a

biological model that describes the individual growth responses to light and nutrients.

Chapter 1 gives an outline of the underlying theory that the remainder of this thesis will draw
upon. It summarises the relevant issues of turbulence with respect to modelling approaches,
and its interaction with small particles. A range of topics related to primary production,
phytoplankton biology and morphology are discussed paying particular attention to the as-
pect of motility. Chapter 2 explains the basic components of the computer model that are
common to all later experiments. The model development draws on work from outside the
oceanographic literature, particularly work within meteorology, where it can be argued that
large-scale convective motions that dominate meteorological turbulence has forced an earlier
appreciation of Lagrangian modelling. Model development in this project has also had to
solve some particular problems specific to the marine environment and primary producers. In
chapters 3 to 5 the model is applied to three different case studies: a partially mixed estuary,
a stratified but tidally energetic shelf sea, and an artificially mixed freshwater lake. These
examples represent a wide range of environmental conditions where motile phytoplankton are
found, and the model is used as an investigative tool to assess the advantage that motility
confers on phytoplankton compared to neutral buoyancy. Chapter 6 presents the conclusions
of this study by summarising the achievements and shortcomings of the model, and pointing
the direction of future work stemming from this project. Additional material that is relevant

to Chapters 3 and 5 is provided in the Appendix.






Chapter 1

General Background

This project is broadly concerned with the interactions between phytoplankton and turbulence,
in particular addressing the question of how motility and sinking of phytoplankton cells are
affected by the turbulent fluctuations of water around them. This first chapter will introduce
some of the physical and biological concepts that are relevant to the understanding of these
issues. The concepts are presented mostly in a descriptive manner because a full analytical
treatment, especially for turbulence, would be beyond the scope of this study. Derivations
of the equations used are provided only if they are relevant for the understanding and are

otherwise referenced.

Section 1.1 deals with the scales of fluid motion and turbulence in the ocean in the context
of typical phytoplankton sizes and motion. The necessary physical framework for the present
study is provided with Section 1.2 which describes the physics of turbulence, diffusion, mixing
and stability. Section 1.3 introduces the biological concepts of photosynthetic primary produc-
tion in various geographical regimes, resolving the growth dependencies on light and nutrients.
The biological and morphological adaptations of phytoplankton to their physical environment
are described in Section 1.4 focussing primarily on diatoms and dinoflagellates as two common
and well studied representatives of non-motile and motile phytoplankton groups. Section 1.5
discusses the effects of turbulence on phytoplankton at the microscale both in terms of motility
and metabolism (e.g. photo-acclimation). The Eulerian and Lagrangian modelling approaches
are compared in Section 1.7 paying particular attention to the movement of individual particles
and the coupling of the particle movement with the turbulent flow. The project objectives are

summarised in Section 1.8.

1.1 Scales in the Ocean

The physical and biological processes in the ocean operate on a wide range of length and time
scales. For many oceanographic applications the only measure available is often an order of
magnitude estimate of a length scale (e.g. for turbulence) or time scale (e.g. for mixing) that

is used to describe a physical processes which cannot be resolved analytically or measured
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accurately. This section will therefore describe some of the scales that are relevant to the

present work.

1.1.1 Length Scales

For the physical processes, the length scales range from the width of an ocean basin, which is of

the order of 10" m (e.g. large scale ocean circula-

tion), down to the Kolmogoroff microscale (size of TABLE 1.1: Size categories for phytoplank-

the smallest turbulent eddies, see Section 1.2) which

ton (after Sieburth et al., 1978).

is of the order 1072 m. For primary production, the Femtoplankton || 0.02 - 0.2 pm
relevant length scales range from 100 m (depth of Picoplankton 0.2 - 2 im
mixed layer/euphotic zone) down to the millimetre Nanoplankton 2 - 20 ym
scale (molecular diffusion, interaction with turbulence) Microplankton 20 - 200 pum
while marine phytoplankton can be as small as 10~%m Macroplankton || 200 - 2000 pm
(Table 1.1). Megaplankton > 2000 pym

The size of the plankters becomes important if one wishes to understand how small scale
interactions take place and how the cells are affected by their physical environment. One of
the main foci of this study is the motility of the cells and how the cells are able to use it to
their advantage in a highly turbulent and viscous environment. A useful quantity to consider

in this context is the Reynolds number $:

inertial forces  wl
§R I e | T .

viscous forces v

(1.1)

where u represents a characteristic swimming velocity, [ is a characteristic length (of the
organism) and v is the kinematic viscosity of the fluid (typically v ~ 1076 m?s~! for sea
water). If we neglect the influence of body shape and consider the example of a small fish with

I =10cm, u = 1 ms~! we obtain ® ~ 10°. The inertial

forces thus dominate in this animal’s world. An averaged — 10'°f
size phytoplankton, on the other hand, has [ = 50 um, 108}
v =0.1mms~! and thus ® ~ 10~ which means that the 106t
viscous forces are about 1000 times bigger than the in- 0t
ertial forces. Purcell (1977) compared this with humans = 0
trying to swim in molasses. The morphological adapta-

tions of the phytoplankton to this viscous environment 10°7
will be discussed in Section 1.4.2. Empirically, swimming 1077
velocity increases with body length and thus R increases  107%}
with body length. From a large range of empirical data -6

1u‘m IOde 1(£m 11‘“11 10bm

Okubo (1987) obtained R = 1.4 - 10° - (186 which yields Body length
f =1 for I ~ 500 um (Fig. 1.1). Most of the members of pigure 1.1: Relating the Reynolds num-

ber to the body length of biological or-
ganisms (after Okubo, 1987).

the planktonic community are smaller than 100 ym and

have therefore Reynolds numbers well below unity.
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1.1.2 Time Scales

Generally speaking, the time scale of a physical or biological process increases or decreases
in direct proportion to the related length scale. One of the largest oceanic time scales is the
time it takes for the thermohaline circulation to complete one cycle which may require up
to 10000 years. Large scale oceanic gyres have periods of several years and as we follow the
energy cascade down to the smallest turbulent length scales, the associated time scales (eddy
turnover times) become of the order of seconds. Similar patterns exist for the life times (e.g.

eddy decay times) of these physical structures.

In the biological context, it is usually the large mammals that have life spans of around 100
years while smaller fish live only between 1-10 years. Further down the food chain, we find life
spans for zoo- or phytoplankton of the order of weeks or days. Similar patterns are observed
for the times it takes for these organisms to reproduce. Large mammals often carry their
offspring for over one year before giving birth while phytoplankton doubling times are of the

order of one day down to hours for small bacteria.

For the present work the relevant physical time scales range from the small eddy decay times
of a few seconds to the springs-neaps period of over two weeks which influences the rhythm
of turbulent mixing to which the phytoplankton cells are exposed. The biological time scales
span a similar range of seconds to days. On the short time scales, the cell has to use its
motility against the immediate turbulent mixing. It is only the long term effect, however,
which determines whether this short term effort has been worthwhile, i.e. whether motility

was useful for adjusting the cell’s vertical position in the water column.

The turbulent mixing and diffusion time and length scales will be discussed as part of the

following section.

1.2 Turbulent Mixing and Diffusion in the Ocean

Despite being one of the principle unsolved problems in physics, the concept of turbulence
has become a familiar term in everyday language where it is often used as a synonym for
mixing or agitation in general. Based on their observations, Taylor and von Kérmén (1937)
formulated a definition of turbulence stating that turbulence is generated if a fluid flows past
a solid boundary or two layers of fluids of differing velocity flow over one another. Under
certain conditions (i.e. high Reynolds numbers), this velocity shear can create instabilities in
the laminar flow which then undergoes a transition to turbulent flow. Turbulent flows are
highly individualistic but a number of common characteristics emerge that can be used to
identify and distinguish them from other types of irregular flow: turbulent flow is irregular
(random) both in time and space, three-dimensional, vortical (i.e. rotational), strongly non-
linear, highly diffusive, and highly dissipative. It is these complex properties that make it
a difficult task to understand and model turbulent processes. Due to the random nature of

turbulence, one relies on the laws of probability to describe the development of averages of
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certain quantities like temperature or velocity. As in the example of velocity, U, the turbulent

fluctuations are often separated from the mean flow, U, by writing:
U=U+u (1.2)

where u describes the turbulent fluctuations such that w = 0. This notation is often referred

to as the Reynolds decomposition. The intensity of the turbulence fluctuations is defined as

o' = Va2 (1.3)

The average values can be either time averages, if the flow field is steady, or space averages, if

the root-mean-square value

the flow is isotropic. In cases where the turbulence is neither isotropic nor steady, the averages
have to be taken over a large number of experiments that have the same initial and boundary
conditions (ensemble average). Part of the difficulty of turbulence already originates here, as
there is no logical method to decide whether a motion is part of the mean flow or part of
the turbulent fluctuations. The criterion of w = 0 can assist in this decision but the problem
remains of finding averaging times/lengths that are large enough to obtain this result, but at
the same time small enough in comparison to the time/length scales of the large scale mean

flow.

1.2.1 The Cascade Theory of Turbulence

In 1941 Kolmogoroff (1941) introduced the concept of the energy cascade. He imagined that
turbulence is formed by eddies of many different sizes. Energy is supplied to the largest ones
through external processes (boundaries, shear), and as they become unstable, they transfer
their energy to smaller and smaller eddies. As long as the eddies are large, the transfer is
practically inviscid and no energy is dissipated. As they become smaller, they finally reach
an eddy size for which viscosity cannot be neglected anymore (called the Kolmogoroff micro
scale 1) and at this point the energy will begin to dissipate into heat. The cascade hypothesis
assumes that the eddies become unstable within a time of the order of the turnover time. If

L denotes the length scale of the largest eddies, this turnover time can be approximated by

Tp, = L/u'. The rate of energy transfer per units mass, & [m2 s*3], is therefore proportional to
u'? times the eddy frequency /L
u/3
E~v — 1.4
> (1.4

If the turbulence is homogeneous, relation 1.4 holds for all inviscid energy transfers in the
so-called inertial range, i.e. for length scales much greater than the Kolmogoroff scale. L is
often called the integral length scale as it denotes the scale at which energy is fed into the

system.

Due to its dissipative nature, turbulence requires a continuous supply of energy to make up for
the viscous losses. As the turbulent kinetic energy (TKE) is passed down the energy cascade to
smaller scales ¢ < L, the time which viscosity would need to dampen the velocity fluctuations,

T, = (?/v, becomes smaller as well. At some point, T, < T, = £/u’ and the energy begins
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to dissipate before it can be passed down to even smaller scales. The Kolmogoroff scale n

describes the length scale at which both times are equal, i.e.

2

n 7 Ea. (14) 7 V3 1/4 15
LT T == .
v (en)1/3 ! € (1.5)

The arguments leading to Eq. (1.4) and (1.5) are very much based on dimensional analysis
and the exact implementations of these equations may vary for different applications. In the
oceanographic literature, for example, the right-hand-side of the last equation in Eq. (1.5) is
often multiplied by a factor of 27, mainly for mathematical convenience but, as observations
by Lazier and Mann (1989) indicate, 27 (v3/£)'/* also represents a more realistic minimum

length scale.

Analogous to the inertial range defined earlier, the length scales for which ¢ ~ 7 is called
the dissipative range. For length scales in the inertial range that have ¢ < L, the associated
time scales decrease monotonically with eddy size. The smaller eddies are thus embedded
in the larger ones and are in local equilibrium as they evolve much faster and dissipate be-
fore the 'host’ eddy has changed appreciably. This is the theoretical justification for using
homogeneous turbulence as a building bloc for many theoretical considerations. Over this
2
]

pseudo-homogeneous range, the turbulent kinetic energy E [m?® s~2] contained in these eddies

has been shown to obey a power law of the form
E=Ce¥BE3 for IT'<k<n? (1.6)

where k is the eddy wavenumber k = 27 /¢ and C ~ 1.5 has been found to be a universal
constant, valid for all turbulent flows. Note that E is independent of v in this inertial range.
Eq. (1.6) is generally referred to as Kolmogoroff’s k=5/3 power law (Fig. 1.2). If the Reynolds
number is large, then 7 < L and the inertial range is quite broad. Although most of the

TKE is contained in the largest eddies which account for most of the diffusive transport, a
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Figure 1.2: A typical wavenumber spectrum that would be observed in the ocean (redrawn after Kundu and
Cohen, 2002, p. 521).
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phytoplankton cell sits inside the smallest eddies whose characteristics are independent of the

larger ones and thus of the source of turbulence.

For a scalar quantity such as temperature or a nutrient concentration, a more relevant length

- () 0

where D is the molecular diffusion constant. The analysis of Batchelor (1959) showed that

scale is the so-called Batchelor scale

turbulent straining of the fluid causes a scalar property to be distributed in long thin lines
that are parallel to the flow. The minimum size of these lines at which the steepening of
the concentration gradient (through turbulent stretching) and smoothing (by diffusion) are
in balance is given by Eq. (1.7). Their separation is usually large compared to L. Thus it
can be assumed that at scales less than L g, turbulent flows are not significantly different from
laminar ones and consequently both velocity and scalar gradients are extremely small. Usually

Lp is about 30 times smaller than the Kolmogoroff scale.

1.2.2 Analytical Methods

At any given moment, a turbulent flow will satisfy the Navier-Stokes equations:

DU 1

o = _E VP + vV?U + other forces (1.8)
~—— friction
pressure

where contributions due to gravity and the Coriolis terms have been abbreviated as ‘other
forces’ as they are of no concern here. U = (U, V, W) is the velocity vector, P the pressure,

is the density, and v the kinematic viscosity. Together with the continuity equation
VU =0 (1.9)

the Navier-Stokes equations form a closed system, meaning that there are four equations for
the four unknowns U,V ,W, and P. For a scalar property ®, the corresponding equation to
Eq. (1.8) is
od
o +
where v is the molecular diffusion coefficient of ®. The total derivative on the left hand side

UVd = 4V?0 (1.10)

of Eq. (1.8) contains the non-linear terms, which for the = direction are

DU oUu oU oU oU
— = — U—4+V — 4+ W — 1.11
Dt ot * oz dy M F ()
=~ ~
local change non-linear advective terms

Under certain flow conditions (high Reynolds numbers) these terms produce instabilities which
can eventually lead to the transition from laminar to turbulent flow. In such a case, the
predictions using the Navier-Stokes equations would become worse as time progresses due to

the error in determining the initial conditions (principle problem of any chaotic system). In
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addition, the range of size and time scales makes it impossible to predict the flow in any detail
with the present computing power. A common work-around for this problem, as in many
chaotic systems, is to resort to statistical descriptions of the averages. This is achieved by
inserting the Reynolds decomposition from Eq. (1.2) into Eq. (1.8) and building the average to
obtain the averaged equations of motion for turbulent flow. Expanding out the total derivative,
the x component of Eq. (1.8) becomes (see Kundu and Cohen (2002) p. 508 for a derivation):

o —_—  Ouu) OJOwv) J(uw

E—FUVU—I— E?x)+ an)—F (8;:)

1 o
=, VP +vV?U +of. (1.12)

The Reynolds decomposition produced thus three additional stress terms for each dimension
(last three terms on the left hand side), the so-called Reynolds stresses which can be expressed

in the Reynolds stress tensor

w2 uv uw
r=—0o| w ¥ W (1.13)

uw vw  w?

The diagonal elements in Eq. (1.13) are the normal components due to pressure, the off-
diagonal elements are the tangential or shear stresses (Fig. 1.3). In the case of completely
isotropic turbulence, the off-diagonal elements vanish and w2 = v2 = w?. In analogy to

Eq. (1.3) the turbulent kinetic energy (TKE) can be expressed as (per unit volume)

1 .
TKE = §(sz + Ty + T2z2) = g (u? 4+ v2 + w?) = gu’z (1.14)
I
I Tyz = Tay
1
I
I
I —>»Tyy
- |
| Tyx = Tzy
L — — |- -

Figure 1.3: Illustration of the Reynolds stresses on a cubic fluid element.

Another way to interpret the Reynolds stresses is as the rate of mean momentum transfer
by turbulent fluctuations per unit area. E.g. 7., = —ouv represents the average flux of

v-momentum along the wu-direction (and vice versa).

The main problem in calculating turbulent flows is the determination of these Reynolds stresses.
A statistical analysis of the equations of motion always leads to the same problem that there
are more unknowns than equations. This is called the closure problem of turbulence (see

Section 1.2.5). A common way to accomplish the closure is by expressing the Reynolds stresses
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in terms of the large-scale velocities, thereby reducing the number of unknowns to the original
four. One of the most common and possibly most crude methods to deal with this problem
dates back to 1877 when Boussinesq recognised that these macroscopic turbulence stresses
resemble those produced by the molecular viscosity for laminar flow. He therefore introduced
a ‘turbulence’ - or ‘eddy viscosity’ N to describe the transfer of momentum due to turbulent
fluctuations (Rodi, 2000)

Trx oU Tyy ov Tez @

Tex _ N, 22 —on, Tz _ 9N, 1.1

0 ox 0 Yoy 0 0z (1.15a)
Toy oV  oU T N OU ow 1., OV ow

0 _Ny(ax i dy 0 _Nzﬁz N Ox 0 _Nzaz Ny dy (1.15b)

In order to meet the symmetry requirements between 7., and 7,,, etc., it is necessary to have
a uniform eddy diffusivity in the horizontal, i.e. set N, = N, =: Nj. If N}, and IV, are assumed
constant, the averaged Navier-Stokes equation [Eq. (1.12)] becomes

DU

1_— 0? 0\ = 0% — 9 s —
o :_EVPJrNh — U+ N,—U+vV°U+o.f. (1.16)

Ox? + Oy? 022

Applying the same method to the Navier-Stokes equation for a scalar [Eq. (1.10)] one obtains
a ‘turbulence’ - or ‘eddy diffusivity’ K

— 0P — 0P — 0P
ud ox ve Yoy wg 0z (1.17)
K and N are related through the turbulent Prandtl or Schmidt number!
N
'=— 1.1
= (118)

This phenomenological approach to turbulence attempts to parameterise the macroscopic prop-
erties of turbulent flow (i.e. its diffusive nature) without having to deal with all the small scale
processes that occur in the turbulence. This approach makes crucial assumptions at a very
early stage in the analysis thereby discarding any claim to accurately represent the turbulent
flow. By doing so, it becomes impossible to calculate or derive N and K analytically. The
significant failure of the analogy with molecular friction makes it even difficult to determine
N and K empirically as they are heavily dependent on the flow characteristics. As Hinze
(1975) points out, the concept of a scalar eddy viscosity or diffusivity is only of limited use to
represent the actual turbulent motion as it fails to represent large scale transport by coherent
turbulent eddy structures or the temporal or spatial intermittency, that is characteristic of
turbulence. However, its strength lies in its simplicity as the equations become much easier
to handle. This ease of use makes it a widely used approach in the marine community. Other
parameterisations of turbulence such as direct numerical simulation (DNS) or large eddy simu-
lation (LES) experiments are much more complicated and require large amounts of computing

power (see Section 1.2.5).

!Prandt] number for heat transport, Schmidt number for mass transport.
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1.2.3 Mechanisms of Mixing and Stability

Turbulence in the ocean is mainly generated by velocity shear. Some of the main mechanisms
that produce shear stresses are tidal currents passing over the sea bed, wind blowing over
the sea surface, or breaking internal waves. If the water column is stratified, the static sta-
bility hinders the vertical exchange of mass or momentum and leads to a dampening of the
turbulence. In order to quantify the evolution of turbulence it is necessary to establish an
equation that describes its sources and sinks. By multiplying the equation of motion for the
turbulent fluctuations (Ou/0t) with u one obtains an equation for the kinetic energy budget
of the turbulent flow (see Kundu and Cohen (2002); Rodi (2000) for a derivation). Ignoring
the transport terms which only redistribute the TKE and aligning the x-direction with the

direction of the mean flow, one obtains:

OE (U g__
~—~— dissipation

shear production work against buoyancy

The gravity term (g is the acceleration due to gravity), which was written under ’other forces’
in Eq. (1.8), has been included here. The Coriolis term drops out, as the Coriolis force is a
pseudo-force only which ‘acts’ perpendicular to the flow, i.e. it does not alter the magnitude of
the flow and has thus no influence on its kinetic energy. If the eddy-viscosity and -diffusivity
simplification is used [Eq. (1.15) and Eq. (1.17)], Eq. (1.19) becomes

5 (1.20)
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The first term on the right is the source term as it contains the amount of kinetic energy that
the turbulence draws from the macroscopic flow. In most scenarios, the buoyancy term will
be a sink of TKE as the static stability will produce (0p/9z) < 0 and thus hinder any vertical
transfers (note that z = 0 at the sea bed and increases upwards). The more stable the water
column, the more turbulent energy is required for vertical transfers. Only during periods of
convective instability can this term become a source of TKE. The last term in Eq. (1.20)

represents the viscous losses at the Kolmogoroff scale.

In order to quantify the effects of stratification on the turbulent mixing, one may consider the
ratio between the buoyant destruction to the shear production of TKE. Using Eq. (1.19) we

obtain -
—(9/0) wo

“ww (9U /9z)

This ratio is called the Flux Richardson number. For Rf > 1 the buoyant destruction exceeds

Rf = (1.21)

the production and the turbulence is decaying. Experiments have shown, however, that the
critical value at which turbulence ceases to be self-supporting may be less than unity. Values
in the literature for this critical value of Rf vary considerably. In the 1960’s Miles (1961)
and Howard (1961) found that Rf > 0.25 represented a necessary although not sufficient
condition for linear stability. For many years to come, this was taken as a basis for the

argument that turbulence cannot exist for Rf > 0.25. A more recent study that considered
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the non-linear interactions as well (Abarbanel et al., 1984) derived the necessary and sufficient
stability condition of Rf > 1. Since then this result has been verified using both observational
data (Martin, 1985; Strang and Fernando, 2001) and numerical results from direct numerical
simulation (DNS) of turbulence (Gerz et al., 1989) and large eddy simulation (LES) (Wang
et al., 1996) which all found that turbulence could persist up to Rf ~ 1. This led to the
recent introduction of higher critical Richardson numbers into more simple turbulence closure
schemes (Burchard and Deleersnijder, 2001; Canuto et al., 2001) (see also the discussion in
Section 1.2.5).

Replacing again the flux and stress terms with the eddy diffusivity and -viscosity delivers a
ratio that is often used in observational oceanography as it is easier to measure: the gradient

Richardson number

(9/0)(00/0z)
(0U /9z)?2

where I' is again the turbulent Prandtl or Schmidt number from Eq. (1.18). The numerator

Ri = — I'Rf (1.22)

in Eq. (1.22) is the square of the Brunt-Viisila or buoyancy frequency. In stratified fluids,
generally I' > 1 since internal waves can produce a vertical transfer of momentum but not of
heat or mass. K, is therefore reduced more than IN,. This is often the reason why turbulence
can still persist even when Ri > 1 as long as Rf < Rf.. In neutral environments N, ~ K,

which is called the Reynolds analogy.

1.2.4 Molecular versus Turbulent Diffusion

Applying the above phenomenological approach to a constituent ® (e.g. temperature), the flux

F of ® due to turbulent diffusion can be written (in one dimension) as

i)
-k 9%

E 1.23
P (1.23)

The magnitude of K can span a wide range of values in the ocean that vary according to
location and stratification. Due to the much larger horizontal length scales (the water depth
limits the maximum length scale in the vertical) the eddy diffusivity is usually much larger
in the horizontal than in the vertical. Values for the horizontal eddy diffusivity have been
estimated to be of the order of K; = 500 m?s~! (Gargett, 1984) while K, can range from
about 107 m?s~! in the depths of the ocean or in stratified lakes to about 1 m?s~! in places
with strong tidal and wind induced turbulent mixing (Simpson et al., 1996). We can now
define a mixing time scale ,
l
TK = 75 (1.24)
which gives an estimate of the time it takes turbulent diffusion to cover the distance ¢. Using
the above value of the horizontal eddy diffusivity and a length scale of £ = 1000 m we obtain
7K = 0.5h. For transport in the vertical, using K, = 1072m?s~! and £ = 10m we get 75c ~ 1 d.
These time scales can be compared to those for molecular diffusion. For temperature, the
molecular diffusivity is about vp = 1.5 x 1077 m?s~!, for mass the molecular diffusion is

Ym = 1.5 x 1072 m?s~ . A temperature gradient that exists across a distance of 10 m would,
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in the absence of turbulent diffusion, be able to persist for a time of about 7., ~ 21 years. A
salinity gradient across the same small distance would take a mind-boggling 2100 years before
it was eroded by molecular diffusion. Without turbulent diffusion, the ocean would thus be
a very heterogeneous place where gradients in temperature, salinity, etc, would be able to
persist for a very long time. The ineffectiveness of molecular diffusion to transport a property
effectively over a significant distance will be revisited in Section 1.5.1 in the context of the

diffusion limitation of small phytoplankton.

1.2.5 Modelling Turbulence

Like turbulence itself, the modelling side of this subject is an area of active research which is
reflected in the great abundance and variety of turbulence models in the literature. State of
the art reviews exist with Rodi (2000) and Kantha and Clayson (2000) where several different
models are described, or with Simpson et al. (1996) and Burchard and Bolding (2001) where

the performance of various models is compared.

One of the best known early models of turbulence goes back to Prandtl (1925) and is generally
referred to as the mixing length model. It employs the concepts of eddy viscosity and diffusivity,
directly linking the eddy viscosity to the local gradient in the macroscopic velocity through
the mixing length /,,, which has to be prescribed through physical reasoning or empirically:
N, = (2,|0U /0z|. The advent of computers and their steady increase in performance has led
to a simultaneous increase in the complexity of the models. Energy-equation models appeared
(one-equation models) which also required ad hoc assumptions about the length scale L. A
good compromise between model complexity and efficiency is provided with the so-called two
equation models which contain transport equations both for the energy and the length scale

of turbulence.

Two Equation Models of Turbulence Closure

For dimensional reasons, the eddy viscosity is proportional to a velocity scale ¢ and a length
scale L that characterise the turbulent flow. Two-equation models therefore contain one trans-
port equation for ¢ (or often for the TKE instead, using the relation E = ¢%/2) and a second
equation for L (or a combination of L and E since the latter is known from the first equa-
tion). While the energy equation is generally of the form of Eq. (1.19) (see below), different
approaches have been taken to obtain the length scale. These two approaches have devel-
oped into two separate and almost competing schools, using different styles of notation. One
school employs the so-called k- models (kK = E in the notation in this thesis) where the
second equation describes the transport of the dissipation ¢ and the length scale is found
through the relation ¢ oc E3/2/L [Eq. (1.4)]. The second school uses equations for E and
the product E L and is based on two papers by Mellor and Yamada (1974) and Mellor and
Yamada (1982). According to Rodi (1987), the arguments of the relative merits of the € and

EL equations are rather academic because both equations are fairly empirical and, with the
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constants suitably adjusted, perform in a similar manner. It has been only recently, however,
that cross-comparisons and attempts to unify the notation have been made (Burchard and
Deleersnijder, 2001; Burchard and Bolding, 2001). These comparisons indeed confirmed the
qualitative equivalence of both approaches, especially if the improved version of the Mellor-
Yamada (MY) model by Galperin et al. (1988) is used which has been accepted to replace the

original version (Mellor, 2001). The governing equations for both approaches are

(%) (%)
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energy equation
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In the MY scheme, W is a wall-proximity function which comes into force near the boundaries
to achieve { =~ kz for z — 0 and z — H, where k = 0.41 is von Karman’s constant. The A;
and B; are ‘universal’ empirical constants that can be determined from simple turbulent flows
in the laboratory. N, and K, are the diffusivities of € and ¢ respectively with K, = N /const.
Usually const = 1 and K, = N.. In both schemes, the eddy viscosity and diffusivity are found

through relations of the form
N, = culq and K, = clﬂﬂq (1.29)

where ¢, and CL are called stability or structure functions. Their choice depends on the
Richardson number and combinations of the above empirical constants. The shape of these
functions has been the subject of many studies (Galperin et al., 1988; Kantha and Clayson,
1994; Burchard and Baumert, 1995; D’Alessio et al., 1998; Canuto et al., 2001) which shows

that entirely satisfying solutions have not been found yet and that they might never be found.

Known shortcomings of both models are:

e they mix insufficiently (Martin, 1985);
e they fail to represent non-local (i.e. macroscopic) processes (D’Alessio et al., 1998);

e they do not consider breaking waves [a parameterisation exists by Craig and Banner

(1994) but has not yet been successfully implemented into these two-equation models
(Burchard and Bolding, 2001)];
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e they do not consider internal waves. Generally, internal waves are parameterised as
background diffusivity in ocean models, but less arbitrary suggestions exist by Kantha
and Clayson (1994) and Canuto et al. (2001).

More realistic (and thus more complex) models of turbulence have therefore been developed
which are often used to calibrate these more simple representations. They are briefly described
in what follows. A more detailed description of the particular k-¢ model used in this study is

provided in Section 2.1.2.

Large Eddy Simulation Models

This approach is based on the argument that most of the turbulent kinetic energy, and thus
most of the turbulent transport, is in the largest turbulent eddies. As was discussed previously,
at smaller scales, the turbulence becomes practically independent of the source, i.e. the shape
and structure of the smaller eddies will be very similar for different types of turbulent flow.
The idea behind the large eddy simulation (LES) is thus to simulate the large eddies at the
integral scale explicitly and parameterise the smaller scales by approaches such as the inertial
subrange of the turbulence spectrum (Section 1.2.1). This appears to work very well for
convective boundary layers, like those in the atmosphere, as the dominant structures in these
kinds of flows are large buoyant eddies. The models are less successful with shear-generated
turbulence and in scenarios like the oceanic mixed layer, as the largest eddies tend to be quite
small in these cases and an adequate resolution would require large amounts of computing
power (Kantha and Clayson, 2000). Also near boundaries, the LES struggles as it cannot
parameterise the length scales correctly. Nevertheless, in a field where experimental data are
hard to come by, LES has provided useful information on the larger eddies that has been used
to calibrate less complex models such as the two-equation models that were described in the
previous paragraphs. A more detailed description of LES models can be found in Kantha and
Clayson (2000).

Direct Numerical Simulation Models

Direct numerical simulation (DNS) models represent one further step up from LES in terms of
complexity, as the DNS approach attempts to explicitly solve the Navier-Stokes equations for all
scales from the Kolmogoroff micro-scale to the largest integral scale. This task is monumental
and even with the most powerful computers, this method is currently not capable to simulate
any large scale oceanographic or geophysical flow. The advantage of DNS models is that
they manage to solve the Navier-Stokes equations without approximations thereby allowing
to numerically calculate and thus elucidate certain properties of the flow that are difficult if
not impossible to measure. These simulations often provide the only available data that can
be used to better understand the turbulent processes and, as in the LES case, calibrate less
complex models. Again a more detailed review of this subject can be found in Kantha and
Clayson (2000).
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1.3 Phytoplankton as Primary Producers

Having introduced some of the physical issues relevant to the present study, this section will
turn the focus to the biology. The following paragraphs will give a short overview of the
role of phytoplankton as primary producers in the world’s oceans. The light- and nutrient
dependence of growth as well as seasonal cycles in various geographical regimes are discussed.

The morphological adaptations and biology of phytoplankton are discussed in Section 1.4.

Phytoplankton are the dominant plants in the ocean and through photosynthesis, they convert
inorganic materials (such as nitrate or phosphate) into organic compounds (e.g. lipids or pro-
teins). As primary producers, phytoplankton form the first link of the oceanic food chain that
reaches through all trophic levels. In order to photosynthesise, phytoplankton require carbon
dioxide, water and light energy to produce carbohydrates. Although a number of steps are

involved, the main chemical reactions are usually summarised as

photosynthesis
6 CO9 +6H,0 = CgH120¢6 + 609 (1.30)
—— o —_—— ~—~
carbon dioxide water respiration carbohydrate  oxygen

The process of photosynthesis itself occurs within the chloroplasts and is driven with the energy
provided by the sun. The chloroplasts contain the photosynthetic pigments where the conver-
sion from radiant to chemical energy takes place. The dominant pigment is chlorophyll a but
there are also chlorophylls b, ¢, and d plus several accessory pigments (carotenes, xantophylls,
and phycobilins) present in many species. Fach of the above pigments is able to absorb light of
wavelengths within the range of about 400-700 nm but each pigment shows a different absorp-
tion spectrum depending on the molecular structure and the required excitation energy. This
range of wavelengths (400 < A < 700nm) that can be utilised for photosynthesis is referred
to as photosynthetically active radiation (PAR). As the process of light absorption is based
on the quantum interpretation of light, the commonly used irradiance unit is the Einstein [E]
which represents one mole of photons. For monochromatic radiation the conversion from this

quantum based unit to the SI unit Joules is easily achieved by using Planck’s relation
1 Einstein 2 Nahv Joules (1.31)

where N4 is the number of photons in one mole (6.023 - 1023), h is Planck’s constant (6.626 -
1073%J s) and v the frequency associated with the particular wavelength. For the entire PAR
spectrum the conversion is less straightforward since there is a range of frequencies to convert
and the amount of photons within the PAR range depends on the distribution of solar energy
over this frequency range. For a wide range of marine waters, Morel and Smith (1974) found
that the conversion factor between Einsteins and Joules varied no more than +10% from the
average of 1J 2 4.16 - 10~ E. This value has been widely accepted in the literature and will

be used also in the present study.
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1.3.1 Photosynthesis as a Function of the Incident Light

The rate of photosynthesis thus depends on the rate of capture of light quanta from within
the PAR range. This is not a simple proportionality, however, as the amount of primary
production also depends on how efficiently the photosynthetic apparatus can make use of the
absorbed energy. This varies between species and also within one species depending on the
physiological state of the cells. Light quanta may be collected by the pigments faster than the
electron carriers and enzymes can make use of them. This is particularly true in high light
intensities where the excess absorbed energy can inactivate the photosynthetic system and lead

to photoinhibition (see Section 1.3.2).

The dependence of the photosynthetic production, P, on the available light, I, has been
widely investigated. The so-called P/I curves usually result from '*C incubation experiments
where living phytoplankton cultures are inoculated with '4C and split into sub-samples which
are incubated simultaneously at different constant irradiances for a set time period (usually
between one to several hours). The net carbon uptake by the cells is determined and divided
by the incubation time to give an average rate of photosynthetic carbon production at each
light intensity. The result is a plot of photosynthesis versus irradiance: the P/I curve. Apart
from the C method which yields the photosynthetic rate in units of mg C per mgchla per
time, other methods exist that measure primary production in terms of the produced oxygen

or carbon dioxide [cf. Eq. (1.30)] in pmoles CO2 or Oy per mgchla per time.

Much effort has gone into finding a functional description of the light dependence of P but
the fact that P/I curves are in general not repeatable between experiments has been a major
obstacle to advance in this field2. Nevertheless, the need to quantify primary production
produced a variety of functional forms (e.g. Jassby and Platt, 1976) that are widely used in
the marine community. Most of the functional forms share some common properties which

will be discussed using the example curve from Fig. 1.4.

In the dark, the cells usually exhibit a net consumption of Og or liberation of COs [see

photoinhibition

Y

Figure 1.4: Typical shape of a P-I curve representing the response in phytoplankton production to light. The
various marked irradiances are I. = compensation point, I, = half saturation point, I = saturation onset and
I, = inhibition threshold (see text).

2The sources of this variability will be further discussed in the context of photo-acclimation in Section 1.3.2.
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Eq. (1.30)] as a result of cell respiration. As the light intensity is increased, photosynthetic
production increases also but respiration will initially still be higher than production. At a
certain compensation light intensity, /., the production will balance the respiration and beyond
this point net positive photosynthesis is achieved. The typical behaviour is that P increases
linearly with I up to a certain value. The slope of this initial linear increase is the quantum
yield of the cell: a:= AP/AI. At some point, the graph begins to curve and eventually level
off at the maximum photosynthetic rate Pp,... By extrapolating the linear part of the curve
one obtains the saturation onset irradiance I;. With further increase in irradiance, P begins
to decrease as photoinhibition sets in. The irradiance at which this decrease occurs is termed
the inhibition threshold I, (see also Section 2.3.2). The curve is often narrower than in the

example shown and I, may be quite close to I.

If we assume an exponential decrease of the irradiance with depth (see Section 2.3.1) then we
can assign each of the above light intensities certain depths in the water column. The com-
pensation light intensity, 1., for example, becomes the compensation depth D,, etc. Above the
compensation depth, the cell will be a net producer of O9, below D,., the cell will consume Os.

Over the course of a day, a cell might be mixed above and

a b photosynthesis e below the compensation depth and thus experience an av-

erage light intensity Ip. The mixing depth over which Ip
equals I, is called the critical depth D, after Sverdrup
(1953). At this depth, the total respiration, represented
by the area of the rectangle abdc in Fig. 1.5, equals the to-
tal gross production which is represented by the area ace.
If the depth of the surface mixed layer (SML) is above

D¢, the daily production of all cells in this water column

depth

is likely to exceed the respiration and one expects to see an
increase in biomass. If the depth of the SML is below the

critical depth the cells will receive a light dose that is on

respiration

\

critical depth D,

c d average below the compensation point and thus the num-

' ber of cells in the water cannot increase. The shallowing

Figure 1.5: Tllustrating the concepts of of the SML above D, as the irradiance increases in spring

compensation and critical depth. See o5} year has been recognised as one of the main mecha-

text for details. . L . .
o et nisms to initiate the spring bloom (see Section 1.3.4).

1.3.2 Photo-acclimation

Phytoplankton live in highly dynamic environments. Their photosynthetic apparatus may
be subject to significant stresses because of rapid changes or imbalances in irradiance and
nutrient supply. As mentioned above, turbulence affects the light history of phytoplankton
cells by moving them vertically up and down through the light gradient. In addition, they
are exposed to more short term changes such as alternate focusing and defocusing of light by

surface waves (Falkowski, 1984) or the passing of clouds. On longer time scales there is the diel
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irradiance cycle of the sun and at the extreme end the variation caused by the passing of the
seasons. Apart from the latter, a single generation may be exposed to the entire spectrum of
this variability. As a result, the cells have developed mechanisms to acclimatise to their light
environment. The kinetics of the different acclimation processes are very complex. They occur
on several levels and time scales, ranging from seconds (e.g. dissipation of excess electrons
through induction) over minutes (state transitions and changes in the number of Rubisco
enzymes, i.e. the quantum yield «) to hours (changes in the chlorophyll to carbon ratio and
thus Pnaz). An extensive body of literature exists on this topic (e.g. Marra, 1978a,b; Platt
et al., 1980; Perry et al., 1981; Falkowski, 1983, 1984; Neale and Marra, 1985; Neale and
Richerson, 1987; Cullen and Lewis, 1988; Geider et al., 1997; Lizon et al., 1998; Maclntyre
et al., 2000). One often finds that the terms photo-adaptation and photo-acclimation are
used interchangeably in the literature. This study will follow the recommended terminology
by Falkowski and Raven (1997) who differentiate between the above mentioned short term
acclimation processes and physiological adaptations which occur on longer time scales (through

genetic modifications in the cells).

Due to the inherent difficulty of measuring vertical turbulent velocities and diffusivities in the
ocean, it has been suggested (Marra, 1978b; Falkowski, 1983) that the recent light history of
a cell could be used to derive information about the mixing intensity in the euphotic zone.
This hypothesis was examined observationally by Lewis et al. (1984b) who measured the rates
of turbulent kinetic energy (TKE) dissipation, €, and compared them to the simultaneously
measured maximum potential photosynthetic rate normalised to chlorophyll a, P,,4.. They
found that at high TKE dissipation rates there was little variation in P,,,, with depth. On days
when TKE dissipation was low, surface samples showed higher values of P4, which implies
that these cells had enough time to adapt to the higher irradiance at the surface. Their
results suggest that the dominant source of variation, responsible for the observed difference
in physiological performance, is turbulence-induced fluctuations in light incident on the algal
cell. They observed only few motile cells but suggested that motile cells could potentially
resist the vertical displacement induced by turbulence. Using the swimming time scale 75 from

Eq. (1.37) and comparing it to the mixing time scale 7, which they substitute as

n %%NQ

K e

where N is the Brunt-Vaisila frequency, they obtain a condition that relates the swimming

(1.32)

Tm =

velocity w to the TKE dissipation rate e

(1.33)

This condition must be fulfilled in order for swimming to dominate over mixing. Lewis et al.
(1984b) conclude by reiterating the hypothesis from Marra (1978b) and Falkowski (1983) that
the rate of vertical mixing might be inferred from the vertical distribution of appropriate algal
physiological indicators. This idea has also been investigated by Cullen and Lewis (1988) and
Therriault et al. (1990), and more recently by Nagai et al. (2003) and Farmer and McNeil
(1999). The latter authors employ neutrally buoyant floats to determine the vertical trajecto-

ries and light histories of suspended phytoplankton. They then use a photo-acclimation model
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to draw conclusions about the diurnal variations of the subsurface production rates as a result
of photo-acclimation. In the context of the present study, the inclusion of photo-acclimation
in the biological model might prove crucial for trying to determine the real benefits of motility

to the individual cell.

1.3.3 Nutrient Dependence of Photosynthesis

Apart from light, phytoplankton also require a variety of nutrients to perform photosynthesis.
Some of which are abundant throughout the ocean (e.g. magnesium, calcium, potassium,
sulphate, etc.), others can become limiting in certain situations (e.g. nitrogen, phosphate,
silicate, iron, manganese). Often there is also a synergistic effect between nutrients. Some
areas of the subarctic North Pacific, the Equatorial Pacific or Antarctic Ocean, for example,
are characterised by high nitrate but low chlorophyll concentrations (so-called HNLC areas).
The reason for the low phytoplankton biomass has been attributed to a lack of iron which is
required by phytoplankton to utilise inorganic nitrogen (e.g. Martin et al., 1994; Falkowski,
1995).

The process in which phytoplankton convert inorganic nitrate and phosphate into carbohy-

drates and proteins can be abbreviated as
C106N16P — organic compounds (1.34)

Thus with one atom of nitrogen, the cell can metabolise about 106/16 ~ 6.6 atoms of carbon.
This C:N ratio is usually referred to as the Redfield ratio. For phosphate, the corresponding
ratio is C:P=106. Each species has different requirements for each nutrient which allows for a

great variety of phytoplankton to grow under certain environmental conditions.

The relative availability of nutrients for phytoplankton (particularly of nitrate and phospho-
rous which are most often present in limiting concentrations) can be used to classify aquatic
environments. Regions that have low concentrations of essential nutrients, and therefore low
primary productivity, are called oligotrophic (usually < 0.1 mgChlm~3). Much of the pro-
duction in these areas is often maintained through recycled nutrients, mainly in the form of
ammonia from excretion by plankton grazers. This type of production is usually termed re-
generated production as opposed to new production which is based on nitrate. Regenerated
production alone cannot maintain a certain population level due to the constant sedimentation
loss of dead organisms and excretions from the euphotic zone. It is therefore necessary to also
have a source of new nutrients which allows for new production to supplement regenerated
production (see below). The ratio of new production to total production [termed f-ratio, (Ep-
pley and Peterson, 1979)] is very important for estimates of global carbon budgets in climate
models. On the other end of the scale there are eutrophic waters. They contain nutrients in
high concentrations and high phytoplankton densities (usually 1-10 mg Chlm~=2). In extreme
cases, where an excessively high nutrient concentration is present (often due to anthropogenic
sources) one speaks of hypertrophic environments. Intermediate waters are sometimes classi-

fied as mesotrophic.
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1.3.4 Seasonal Cycles of Primary Production in the Surface Ocean

In the open ocean environment one can distinguish between several geographical regimes which
each exhibit their own characteristic light, nutrient, and temperature structure. Near the
equator, this structure is more or less static throughout the year whereas towards the poles
these structures show a strong seasonal dependence. This section will give a brief general

overview over the different seasonal cycles in these regimes.

Tropical Waters

The warm tropical waters such as the Equatorial Pacific are characterised by a permanent
thermocline dividing the water column into a nutrient depleted (oligotrophic) surface and an
nutrient richer bottom layer. This scenario is similar to a late summer scenario in temperate
waters. The pycnocline acts as a stable barrier to vertical diffusion and thus nutrients from
the sub-surface mixed layer diffuse only slowly into the SML. If the depth of the pycnocline
is less than the euphotic depth, the pycnocline area will have sufficient light, nutrients and a
high enough residence time for the phytoplankton cells (due to the reduced turbulent mixing)
to form a population maximum, the so-called subsurface chlorophyll maximum (SCM) (see
Section 4.1)3. This productive zone is bounded at the bottom by either low light or the edge
of the pycnocline and at the top by low nutrients. In some tropical regions this picture does
not apply, e.g. in the equatorial upwelling systems where the large scale vertical transport
of nutrients from below supports very high primary and secondary production near the sur-
face. According to Malone (1980) nano- and picoplankton account for more than 75 percent
of phytoplankton biomass and 80 percent of primary productivity in oceanic waters where
seasonal and geographical variations are small. Continental shelf and upwelling regions are

characterised by a higher more variable biomass supporting a higher amount of microplankton.

The Subtropical Gyres and Large Eddies

The oligotrophic waters of the subtropical gyres cover more than 60% of the total ocean
surface and contribute over 30% of the global marine carbon fixation (Maranon et al., 2003).
These large structures provide some seasonality due to the increased winds in winter which can
significantly deepen the SML and thus cease production and replenish the SML with nutrients.
This small variability translates into large differences in primary production (Maranon et al.,
2003). The subtropical gyres are driven by the trade winds and by the westerlies of the
temperate regions while their subpolar counterparts depend on the polar easterlies. They
consist of a narrow, swift-flowing western boundary current (e.g. the Gulf Stream for the gyre
in the northern subtropical Atlantic), an eastward-flowing zonal current, a broad and slow-
moving eastern boundary current, and a westward flowing zonal current. These swift moving
boundary currents often shed large scale eddy structures which are able to persist for several

months creating a self-contained mesoscale habitat. Two main patterns are present: in the

3Note that the SCM does not necessarily constitute the biomass maximum in the water column.
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anti-cyclonic eddies, the surface water converges towards the centre of the eddy (due to the
Coriolis force) resulting in a depression of the thermocline (warm core eddy). In this situation
no new nutrients can come to the surface from below and production is highly nutrient limited.
The opposite is true for cyclonic or cold core eddies, were the diverging flow of the surface
water causes permanent upwelling of deep water at the centre of the eddy which provides a

constant source of nutrients to the SML. Cyclonic eddies are therefore very productive.

Temperate Waters

Temperate waters show a strong seasonality in their annual production due to the pronounced
changes in the physical forcing. In winter, increased wind mixing in combination with re-
duced solar heating (which causes convection) lead to a progressive deepening of the SML.
This deepening of the mixed layer brings up more nutrients from below but as a result the
phytoplankton cells also find themselves more often below the euphotic zone where they can
no longer photosynthesise. At the end of winter, when surface warming increases again, the
reverse process begins. The SML starts to shallow and as it surpasses the critical depth (cf.
Fig. 1.5), the phytoplankton cells start to spend most of their time within the euphotic zone
where they find high concentrations of nutrients due to the negligible consumption during the
winter period. The result is an explosive increase in biomass in the surface mixed layer, which
is termed the spring bloom. As the season progresses towards summer, the spring bloom be-
gins to move poleward following the increasing irradiance levels. This period of intense growth
is short lived, however, as the nutrients in the SML become depleted quickly. From about
mid to late summer, the conditions become similar to the tropical regime (see above) where
production is limited to what can be sustained by recycled nitrogen and the small amount that
diffuses through the pycnocline. The species composition often shifts from a diatom dominated
population to motile cells such as flagellates or coccolithophores. If these stably stratified con-
ditions occur on the continental shelf, high production can often be observed near tidal mixing
fronts, where a shallowing in the bathymetry causes the tidal mixing to push the isopycnals
to the surface (Simpson and Hunter, 1974; Simpson and Bowers, 1981). The highest sustained
production usually occurs on the more stable side of the front but can be high throughout the
frontal region. As the wind mixing and surface cooling increase again towards the end of the
year, more nutrients become entrained again in the SML and an autumn bloom may occur

just before the SML deepens again below the critical depth.

In order to understand the challenges and issues faced by the various types of phytoplankton in
these different environments, the following sections will give a brief overview of the biological

and morphological adaptations they have developed to face these challenges.

1.4 Phytoplankton Biology and Morphology

There are over 20000 species of marine phytoplankton in the world’s oceans with new species

being added continually. Most species belong to the nano- to microplanktonic size range
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(Table 1.1) but some species are large enough to be collected in fine meshed nets. They differ
greatly in shape, physiology and geographical distribution. Table 1.2 gives a summary of the
major types. Due to this large variety, it is beyond the scope of this thesis to provide a complete
review on the subject. As the focus is on motility and the advantage it provides over non-motile
cells, this section will focus on two main representatives from each group: dinoflagellates for

motile phytoplankton, and diatoms, as representatives for non-motile species.

TABLE 1.2: Overview of the major taxonomic groups of phytoplankton (adapted from Lalli and Parsons, 2002).

Common name Area(s) of predominance Common genera ‘
Blue-green algae/bacteria Tropical Oscillatoria, Synechococcus
Red algae Cold temperate Rhodella

Cryptomonads Coastal Cryptomonas
Chrysomonads, Silicoflagellates Coastal, Cold waters Aureococcus, Dictyocha
Diatoms All waters, esp. coastal Coscinodiscus, Rhizosolenia
Chloromonads Brackish Heterosigma
Coccolithophorids, Prymnesiomonads  Oceanic, Coastal Emiliania, Isochrysis
Euglenoids Coastal Eutreptiella
Prasinomonads All waters Tetrasalmis

Dinoflagellates All waters, esp. warm Ceratium, Gonyaulax

1.4.1 Diatoms

Diatoms are one of the most abundant groups and possibly the most studied phytoplankton
group in the ocean. All diatoms are unicellular organisms that can have sizes from 2 um to over
1000 pm (Lalli and Parsons, 2002). They possess
an external skeleton made of silica which can ac-
count for between 4-50% of the dry weight of a
cell. They thus require silicate to grow which can
become limiting in some cases. They are able to
multiply both by asexual division and sexual re-
production. Planktonic diatoms do not possess
any locomotor structures and are thus immotile.
It has been suggested, however, that their rapid
growth (observed growth rates for diatoms can ex-

ceed 4 doublings per day, Malone et al., 1973) can

cause an increase in buoyancy (e.g. Eppley et al.,

1967) which might enable them to migrate up-

. . . . Figure 1.6: Composite image showing the va-
wards into the euphotic zone more quickly in pe- & ) P & s
riety of diatom shapes encountered in nature.

riods of reduced mixing. Most diatoms, however, (Image source: Plankton image database at
are negatively buoyant and therefore rely on high http://botit.botany.wisc.edu/)

vertical mixing to keep them entrained in the eu-

photic zone. Some species also exhibit a variety of mechanisms which retard sinking such

as having a small size in general or by forming long chains. In these chains water becomes



26

Chapter 1: General Background

trapped in the gaps between the cells and this increased porosity leads to a lower effective
density and thus retards the sinking. Cells that are able to become positively buoyant often
show the opposite behaviour in that they form large spherical aggregates in order to bundle
the buoyancy into a small a volume as possible to increase their potential velocity. These
aggregates also face a lower risk of predation as their sheer size makes them difficult to ingest

for zooplankton.

1.4.2 Dinoflagellates

The second most abundant phytoplankton group after diatoms are the dinoflagellates. They
can exhibit characteristics of both plants (autotrophs) and animals (heterotrophs) with some
species being mixotrophic. They can assume a variety of shapes ranging from the so-called
bladder type (cf. top image in Fig. 1.7), in which the cells are
greatly expanded in size, over the horned branch type (lower im-
age in Fig. 1.7) to the elongated ribbon type. Their sizes range
from 2 to 2,000 um with the majority between 2 and 200 wum
(Kamykowski et al., 1992). The collection edited by Taylor (1987)
gives a good overview of the morphology and behaviour of di-

noflagellates.

Usually dinoflagellates are slightly more dense than seawater with
1.03 < Ocytoplasm < 1.10 gem™ while 1.021 < Qscquater <
1.028 gem™3). Unlike diatoms, they possess two flagella and
are thus capable of locomotion. Two configurations exist: the
Desmohpyceae and the Dinophyceae. In the former configura-
tion, the two flagella extend both from the anterior end of the
cell (e.g. in Prorocentrum sp.). The majority of dinoflagellate
species are part of the Dinophyceae, however, (e.g. Dinophysis
sp.) where one flagellum extends from the posterior end of the
cell and propels the organism forward, and the second is wrapped
transversely around the cell allowing it to rotate about the main
axis. The flagella are often covered in hairs, scales and swellings.
The first two are believed to aid the swimming. The swellings are

often involved in photoreception, providing the cell with a means

to detect light from or towards which it may want to swim.

Figure 1.7: SEM images of

‘ , The flagella provide the cell with a highly specialised swimming
Dinophysis sp. (top) and Cer- : ) ) ) ]
atium sp. mechanism that is particularly adapted to the specific environ-

ment of low Reynolds numbers (see Section 1.1). The flagella
perform corkscrew-like rotations which, due to their non-periodicity, allow the cell to move
forward in this viscous environment (Purcell, 1977). Another less common mechanism exists
in ciliates (e.g. Mesodinium sp.) where the cell uses a ‘flexible oar’ (cilium) for locomotion.

Absolute dinoflagellate swimming speeds range from less than 0.1 mms~! to over 0.6 mms~!
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(Kamykowski and McCollum, 1986; Levandowski and Kaneta, 1987) although some velocities

1

above 1.4 mms™" are reported (Lombardi and Capon, 1971; Horstmann, 1980). The largest

velocities are reached only by the largest organisms (see Section 1.1.1) whereas most nano-

and small microplankton have swimming velocities below 0.3 mms™?.

Strong vertical mixing could overcome the swimming efforts of dinoflagellates and move them
out of the euphotic zone as well as produce other detrimental effects (see Section 1.6). This
might explain why diatoms and dinoflagellates are often found to be mutually exclusive in
the environment. Diatoms, in general, are more ‘robust’ than dinoflagellates, they can grow
faster (Smayda, 1997), they have lower respiration rates than dinoflagellates and therefore
survive longer in the dark (approx. 8 days for dinoflagellates compared to approx. 40 days for
diatoms) (Broekhuizen, 1999). What is thus the reason for their success considering that they
have apparently been endowed with less favourable qualities? Many dinoflagellate species are
capable of mixotrophy or are outright heterotrophs. The autotrophic species have generally
lower light requirements than diatoms to achieve their maximum photosynthetic rate. Their
slow growth rate enables them to adapt better to low light conditions and they are able to
utilise low ambient nutrient concentrations, outcompeting diatoms in the oligotrophic waters
of the tropics and many other nutrient limited regions of the world oceans. Some species
produce allelochemicals to repel predators and competitors (‘harmful algal blooms’), and last
but maybe not least, they are much more motile than other algal taxa. This might help them

realise population growth rates which are similar to those of diatoms (Broekhuizen, 1999).

1.5 Mechanisms and Potential Importance of Motility and Ver-

tical Movement

Having established the presence of locomotory structures in phytoplankton, the question re-
mains how the cells could possibly use this motility. Clearly, there can be no general answer
to this question as the use is likely to depend strongly on the environmental conditions and
physiological requirements of the cell. This section will provide a very general outline of some

of the most relevant hypotheses brought forward to explain the benefits of cell motility.

1.5.1 The Boundary Layer Hypothesis

As mentioned in Section 1.3.3, all phytoplankton cells in the sea have a need to exchange
molecules such as Oy, CO9 or NH3 with the environment. Since all solid boundaries in a liquid
medium have associated with them a boundary layer in which water movement is reduced
(due to the no-slip condition at the boundary) this layer will impede the nutrient uptake of
the organisms by creating a small depleted layer around it (Munk and Riley, 1952). Turbulence
is very ineffective in transporting nutrients towards such small organisms as the smallest length
scales of turbulent eddies are of the order of several millimetres (e.g. Osborn, 1978; Oakey and

Elliot, 1980). Small organisms must therefore rely on molecular diffusion to overcome the
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nutrient gradient across the boundary layer (Csanady, 1986). It has been suggested that the
organisms could also use their motility (be it sinking or swimming) to generate movement
relative to the water and hence replenish the boundary layer with nutrients. Swimming is
found in a variety of organisms that range from bacteria-size upward. Depending on the size,
the motive for swimming must differ, however, since its effects differ significantly. For small
cells in the 1-10 ym range, diffusion is about 100 times more effective in supplying nutrients
than movement. This is often expressed as the Sherwood number:

time for transport by diffusion L?/D _ Lu

B = = ~102forL~1 1.35
time for transport by movement L/u D or pam ( )

where L is the distance over which the nutrient is to be transported, u the water velocity and
D the diffusion constant. Hence these small organisms are likely to use their motility to search
for higher nutrient concentrations rather than to reduce the diffusion limitation. Although the
relative swimming speed of phytoplankton decreases with size (from about 100 body lengths
per second for the smallest nanoplankton to about 1 body length per second for megaplank-
ton) the effectiveness of swimming to increase the nutrient uptake is greatly enhanced. Most
published studies agree that locomotion can alleviate about 30% of the diffusion limitation
for the larger species and less for organisms < 100 pm (e.g. Gavis, 1976; Pasciak and Gavis,
1974; Sommer, 1988; Berg and Purcell, 1977; Purcell, 1977). Despite this appreciable increase
in nutrient uptake, the conclusion reached was that swimming and sinking are not very effec-
tive in overcoming the diffusion limitation but might just be sufficient to give one species a

competitive edge over another.

1.5.2 The Migration Hypothesis

Other suggestions brought forward to explain the use of motility are based on the so-called
phytoplankton dilemma (e.g. Klausmeier and Lichtmann, 2001) which refers to the spatial
separation of the two primary resources for phytoplankton growth: light is supplied from
above whereas nutrients are often more abundant at depth (see also Section 4.1). It was
therefore suggested that phytoplankters could use their motility to adapt their position in the
water column to meet their requirements of either of the two resources. Some experimental
studies seem to confirm a tendency of phytoplankton to migrate upward into the euphotic zone
during day time (phototaxis) to photosynthesise and downward to lower regions in the water
column at night time (geotaxis) where they find more nutrient-rich waters (Kamykowski, 1995;
Levandowski and Kaneta, 1987; Margalef, 1978; Kamykowski and Zentara, 1977). According
to Smayda (1997) they exhibit a metabolic coupling between daylight photosynthesis and
nocturnal nutrient uptake (and storage). Passow (1991) found that apart from showing the
above mentioned positive phototaxis, some species that were monitored over two 27 hour
periods in the Baltic Sea also showed to use their motility to avoid light saturation, following

an isolume of approximately 100 pEm=2s~!

(a value which very much depends on the light
history of the cells). Kamykowski (1995) found that swimming speeds of dinoflagellates were

enhanced by 20% in the presence of light intensities above 40 W m~2, suggesting that ascents
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aided by light may compensate for descents aided by cell sinking. Apart from this taxis-
directed orientation, alternate migration patterns have been observed which suggest that there
is also the possibility of the cell orienting itself according to its metabolic state (Kamykowski
and Yamazaki, 1997) producing circadian rhythms which are out of phase with the daylight
cycle. Broekhuizen (1999) argues that this migratory behaviour might only pay off for the
fastest swimmers while slower species take longer for the trip and are therefore more prone
to disruption by turbulence which could lead to starvation. This seems particularly true for
stratified open ocean scenarios where the cell would have to cover tens of metres per day to

oscillate between the lower (nutrient rich) and the upper (light rich) layers.

Yet a different migratory strategy was brought forward by Crawford and Purdie (1992). These
authors monitored the vertical distribution of the planktonic, phototrophic ciliate Mesodinium
rubrum over a tidal cycle in the macro-tidal estuary of Southampton Water on the southern
coast of Great Britain (see Chapter 3). They found evidence for the cells to use their motility
in order to avoid the high velocities near the surface which would flush them from the estuary
when the ebb flow sets in. They use their phenomenal burst swimming speed of over 8 mm s~!
(Jonsson and Tiselius, 1990) to migrate to greater depths during the high water stand (see
Section 3.1.1 for a description of the tides in Southampton Water) and resurface again at ebb
tide. This migratory behaviour has been observed previously in other estuarine systems for

some dinoflagellate species (Anderson and Stolzenbach, 1985).

1.5.3 The Turbulence Avoidance Hypothesis

Crawford and Purdie (1992) also claimed to recognise a general turbulence avoidance ‘strat-
egy’ in the cells. The swimming behaviour of the particular species alternated between rapid
“jumps” and periods of motionlessness. They argue that the frequency of the jumps increases
as turbulence increases which would, without any directional response of the cell, lead to aggre-
gations in more stable water. Although the cells are very small (@ ~ 15-70 um), dinoflagellates
of similar sizes have been shown to be capable of detecting microscale fluid deformations down
to turbulent length scales of the order of 33 pm which is the published threshold to stim-
ulate dinoflagellate bioluminescence (Rohr et al., 1990). The capacity in phytoplankton for

turbulence detection and avoidance seems thus possible.

1.5.4 Phytoplankton Sinking

The sedimentation loss of phytoplankton has been the subject of several studies (e.g. Sommer,
1984; Olesen, 1995; Visser et al., 1995a; Ruiz et al., 1996; Ruiz, 1996). It is relevant also
for climate models as the sedimentation loss of cells is a measure for the atmospheric carbon
export into the bottom mixed layer (e.g. Walsh, 1980). The buoyancy dependent sinking itself
can be seen as another mechanism to vertically adjust one’s position in the water column. For

spherical particles with low Reynolds numbers, the sinking velocity can be calculated from the
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Stokes Law
1 [(Qc - Qf)ng

1 1.
w=1g o0 (1.36)

where v is the kinematic viscosity of water (typically 107% m?s~! for sea water), g is the
acceleration due to gravity, d the cell diameter and g/ the cell/fluid density. For particles
whose shapes significantly deviate from that of a sphere, an effective diameter must be used
to account for the increased friction of the water with the cells’ non-spherical surface. Chain
formation is an effective mechanism which is often used by negatively buoyant cells to reduce
their effective density. Water becomes trapped in the gaps between the cells which increases
their porosity and thus retards their sinking. Other cells like the cyanobacterium Microcystis
aeruginosa for example, form large spherical colonies of 1000 cells and more. They possess
gas vacuoles which provide them with positive buoyancy (see Section 5.2). By forming large
spherical colonies they bundle their positive buoyancy into a geometry that provides the best
surface-to-volume ratio (i.e. a sphere) thereby increasing the potential vertical velocities which
allows them to cover greater distances. In general the sinking velocities are below the swimming
velocities from Section 1.4.2 as the cells would otherwise quickly sink out of the euphotic zone.

However, some of the larger diatoms can reach sinking velocities of up to 0.3 mms~!.

Having a certain swimming or sinking velocity does not necessarily imply that the net vertical
displacement of the cell is going to correspond to this velocity. The main problem for motile
cells is that turbulent mixing may be strong enough in some cases to render any swimming
efforts meaningless. The next section will therefore focus on the effects of turbulence, both on

the motility and on the general cell physiology.

1.6 Phytoplankton and Turbulence

It is only recently, that turbulence has been accepted to the higher echelon of principal en-
vironmental variables that affect phytoplankton growth. It is now recognised to be of equal
importance to some of the more traditional variables such as temperature, nutrient and light
availability (e.g. Margalef, 1978; Lewis et al., 1984b; Berman and Shteinman, 1998; MacIntyre
et al., 2000). In a stratified water column, for example, life in the surface mixed layer (SML)
depends on the presence (or periodical occurrence) of turbulence to transport nutrients across
the pycnocline. If the resupply of nutrients does not keep up with the consumption by phy-
toplankton, the SML becomes depleted, first of nutrients, and shortly after of phytoplankton
(see Section 4.1). In the absence of turbulence, molecular diffusion would be the only mecha-
nism to bring up nutrients from deeper water which would occur far too slowly to match the

consumption (see Section 1.2.4).

It is important to distinguish between these macroscopic effects of turbulence and the mi-
croscopic effects that occur at the level of an individual cell. In terms of nutrient transport,
turbulence has been shown to have only a small effect on the flux toward the individual organ-
ism (see Section 1.5.1). A different issue that is addressed in the present section is the degree

to which turbulence affects the individual cell trajectories. Given the typical speeds, and the
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observed turbulent velocity fluctuations, it is not clear how motility or sinking are impacted
upon by turbulent mixing, and how this affects phytoplankton survival. It is often argued that
the dominant species in stratified environments, for instance, tend to be dinoflagellates (e.g.
Margalef, 1978; Smayda, 1997) due to their ability to position themselves at the nutricline.
The magnitude of the swimming velocity can become crucial in these situations, however, since
it not only determines the vertical distance a cell can cover over a diel cycle but also how well
it can resist vertical mixing and maintain a deterministic swimming behaviour. Section 1.6.2
will summarise the more subtle effects that turbulence has on the cell metabolism (which can

in turn affect the swimming behaviour).

1.6.1 Effect of Turbulence on Cell Trajectories

Karp-Boss et al. (2000) examined the success of phytoplankton re-orientation at various tur-
bulent intensities. Due to the ambient velocity shear the phytoplankton cell will not only
be subject to translatory displacements but also be rotated about an arbitrary axis. If the
turbulence intensity is too high, they might be unable to re-orient themselves effectively and
would therefore be unable to maintain a certain swimming direction. They pose the question
of whether dinoflagellates could alter their swimming behaviour in response to the ambient
shear field, in which case the resultant swimming behaviour could not be predicted by simply
superimposing their swimming motion with the ambient flow field as has been done in previous
studies (e.g. Yamazaki and Kamykowski, 1991; Kamykowski, 1995; Kamykowski et al., 1992).
They conclude that if the time scale of re-orientation of the cells is shorter than the time scale
of the smallest fluctuations in the turbulent flow, they might be able to re-orient effectively
and maintain their swimming direction. Their experiments, using two different species of di-
noflagellates, suggest that in natural conditions of weak to moderate turbulence the organisms
are expected to be able to re-orient successfully. In stronger turbulence other mechanisms such

as chain formation may be used to maintain a certain orientation of the organisms.

Kessler (1985) examined the passive orientation mechanism termed gyrotaxis. It is a purely
physical process by which the orientation of a swimming cell in a velocity gradient is simply
the result of compensating viscous and gravitational torques. This author was able to produce

cell accumulations produced by a focusing of their swimming trajectories in a fluid jet.

One of the questions which remains unanswered is whether motility is still useful to a cell to
adjust its vertical position in moderate to strong turbulence, or more precisely, whether there
is something like a cut-off intensity of turbulence for the various swimming velocities above
which deterministic directional swimming becomes impossible. Since it is difficult to answer
this question at the level of an individual cell, a macroscopic quantity is often used in this

context: the Peclet number &2

P mixing time scale Tm WK wh

= = 1.37
swimming or sinking time scale 7 h/w K ( )

where K is the vertical eddy diffusivity, h a characteristic length (e.g. the depth of the surface

mixed layer) and w the particle sinking or swimming velocity. It is usually argued that if
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& > 1, i.e. in cases where the mixing time scale is much larger than the swimming time scale,
the cells will not be affected by turbulence and motility will win over mixing. If & < 1, then
the mixing timescale is much shorter and motility will have no or little effect on the particle’s

position.

In a modelling study by Ruiz et al. (1996), the authors attempt to quantify the sedimentation
loss of phytoplankton cells from the surface mixed layer as a function of the turbulence intensity
by superimposing the random turbulent motion onto the deterministic sinking (or swimming)
behaviour of the cells. They show that for some species & < 1 at any time, i.e. these species
are not affected by turbulence at all, while other species which have & &~ 1 might shift
from a turbulence-sensitive state to a turbulence-insensitive state by modifying their sinking
(swimming) velocities. As Visser (1997) rightly points out, however, these results only apply
to water columns with isotropic turbulence which is not the case at the bottom of the surface
mixed layer. If the turbulence is non-isotropic it is possible to define a localised Peclet number
(see Section 3.3). However, in stratified scenarios the definition of the mixing depth becomes

somewhat ambiguous since the vertical turbulent exchanges are hindered by the pycnocline.

1.6.2 Effect of Turbulence on Cell Metabolism

Strong turbulent mixing can disrupt the cellular clock, mitotic cycle (cell division) and alter
nucleic acid concentrations (Berdalet and Estrada, 1993; Pollingher and Zemal, 1981; Estrada
and Berdalet, 1998) and thus negatively affect the growth rate. It has also been observed
that motile cells may suffer physical damage which can result in the loss of their longitudi-
nal flagellum depriving them of their ability to swim forward. Such cells can only spin in
place (Thomas and Gibson, 1990). In extreme cases, high shear rates can also induce cellular
disintegration (Berdalet and Estrada, 1993). Turbulence can therefore negatively influence
dinoflagellate growth by three mechanisms: physical damage, physiological impairment and
behavioural modification. In these conditions the more robust but immotile diatoms are at
an advantage since their residence time in the euphotic zone is increased. It should be noted,
however, that the turbulent mixing in the above mentioned studies was created in a labo-
ratory environment where the turbulence was usually produced by an oscillating grid. This
method has fallen in disregard recently as the obtained results may suffer from the too high
turbulence produced in the immediate environment of the grid which can induce the above
described physical damage to the cells. The intensity of the grid generated turbulence in the
above studies sometimes exceeded observed values in natural environments by over one order

of magnitude.

1.7 Modelling Phytoplankton in a Lagrangian Framework

The concept of numerically tracking individual organisms through a turbulent aquatic envi-
ronment is a powerful tool with which to investigate environmental processes and interactions

between organisms and their physical environment. Section 1.7.1 compares the two fundamen-
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tal approaches used in most marine models: the continuum based Eulerian and the individual
based Lagrangian method. Section 1.7.2 examines to what degree the motion of a turbulent
flow and a particle (e.g. plankton cell) may become decoupled, i.e. whether individual particles
are able to follow the turbulent flow or whether adjustments need to be made when modelling

their trajectories.

1.7.1 Lagrangian versus Eulerian Models

Until recently, it has been impossible to track a statistically significant number of individuals
on a standard desktop computer, and most environmental processes have had to be treated
statistically through ensemble averages, treating the organisms like a continuum property such
as salinity or temperature. This Eulerian method has an inherent problem however, as Woods
and Onken (1982) have pointed out: averaging non-linear equations before integration does
not give the same results as averaging them after integration. While only the latter procedure
is correct, the former is adopted, for example, in the Eulerian-continuum method of modelling
primary production. Imagine a patch of phytoplankton in the surface mixed layer of the ocean
for which we wish to calculate the primary production over 24h. Using the Eulerian approach,
we would proceed by applying the depth-averaged light intensity of the surface mixed layer to
the entire particle ensemble and then integrate the growth function over time. The Lagrangian
approach would first integrate over time, using the actual light history of each particle, and
then we could build the ensemble average to evaluate the performance of the entire community.
Only the latter procedure would yield the systematically correct results. Nevertheless, the
Eulerian method has been used very successfully, since it is able to describe correctly some
simpler properties of phytoplankton development and is computationally far cheaper than its
Lagrangian counterpart. Due to the advent of high power computers, combinations of the
Eulerian and Lagrangian method have emerged (e.g. Broekhuizen, 1999) where the nutrients
and organic matter are described on a Eulerian grid and the phytoplankton cells are modelled

using a Lagrangian approach.

Processes that rely on this Lagrangian approach range from primary production studies of
planktonic cells, where the light history (photo-acclimation) or the motility of the individual
is of crucial importance (e.g. Woods and Onken, 1982; Wolf and Woods, 1988; Barkmann and
Woods, 1996; Kamykowski et al., 1996; Lizon et al., 1998), through sedimentation (e.g. Ruiz
et al., 1996) and predator-prey encounter rates (e.g. Saiz et al., 2003), to trophic interactions
(e.g. Metaxas, 2001).

Most of this earlier research was restricted to very simplified representations of the physical
environment neglecting its spatial (e.g. Woods and Onken, 1982; Wolf and Woods, 1988) and
temporal (e.g. Lizon et al., 1998) heterogeneity. The lower available resources in comput-
ing power also meant that phytoplankton were usually treated using the Eulerian continuum
method rather than individuals (e.g. Lewis et al., 1984a).

Clearly, for the present study it is imperative to use the Lagrangian approach. Motility in

particular cannot be modelled using the Eulerian method as the cell would be unable to
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adjust its swimming behaviour in response to physiological requirements or external cues. Also
the photo-adaptation processes cannot be accounted for without resolving each light history

individually.

1.7.2 Fluid versus Particle Diffusivity

One issue that is generally ignored in biological applications of a Lagrangian particle tracking
model is the fact that the eddy diffusivity of the fluid, K, may not necessarily be the same
as the diffusivity of the particle, K,. This discrepancy has been recognised in the specialist
literature (Yudine, 1959; Csanady, 1963; Wells and Stock, 1983; Wang and Stock, 1993) but
has gone almost unnoticed in the oceanographic literature until very recently (O’Brien et al.,
2003). This section will determine if this discrepancy can be ignored in marine applications
studying plankton dynamics, or whether corrections are necessary as O’Brien et al. (2003)

suggest.

Two effects have been identified to influence the particle diffusivity K:

1. The particle inertia causes the particle to be less responsive to the rapid velocity
changes that are characteristic of turbulent flow. The result can be either a decrease or
increase in particle diffusivity depending on the particle size and density (Fung, 1993;
Wang and Maxey, 1993; Wells and Stock, 1983; Wang and Stock, 1993).

2. The crossing-trajectories effect (Yudine, 1959; Csanady, 1963) is due to the free-fall
velocity, wy, of the particle (e.g. a sinking diatom). If this velocity is high compared
to the turbulent velocity fluctuations, w’, the particle trajectory will be significantly
different from that of adjacent fluid points and the sinking particle will simply fall through
the turbulent structures, thereby lose the velocity correlation with the ambient fluid

environment and effectively diffuse less (Wells and Stock, 1983).

Particle Inertia

The inertia of a particle is usually quantified in terms of the so-called particle response time,
Tp, (sometimes also referred to as relaxation time) which is a function of the particle diameter
dp [m] and the particle density g, [kgm™>] in relation to the fluid density o (e.g. Snyder and
Lumley, 1971; Graham and James, 1996; Gouesbet and Berlemont, 1999):

d2 0 1
P P
=— | =+4= 1.38
AT <,Qf - 2> (1.38)
with v the kinematic viscosity of the fluid (typically 1076 m?s~! for sea water). Usually this
parameter is divided by the fluid integral timescale, 7¢, to yield the Stokes number which
determines whether or not the particle will be able to follow the turbulent flow. 7 is con-

stant only in homogeneous turbulence, however, and as we want to deal with inhomogeneous

turbulence we will focus on 7,. McAndrew et al. (1998) measured fluid and particle velocities
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in inhomogeneous turbulence. Their results (Fig. 1.8) illustrate the effect of 7, on a particle’s
ability to follow the turbulent motion of the fluid. Particles with 7, = 10s are virtually unable
to follow the turbulent motions, while particles with 7, = 0.1 s follow all but the most rapid
fluctuations. If Eq. (1.38) is evaluated for a range of valid particle sizes and densities (the
Stokes law applies to plankton particle sizes roughly up to 200 ym), we obtain response times
that are about two orders of magnitude smaller than those in Fig. 1.8(b). It can thus be
concluded that inertial effects on the particle diffusivity can be neglected for most live, marine

phytoplankton and even fine sediments.
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Figure 1.8: Particle velocity, w,, compared to fluid velocity, w’, for time constants (a) 7, = 10s and (b) 7, = 0.1s
(from McAndrew et al., 1998).

The Crossing-Trajectories Effect

The crossing-trajectories effect depends on the magnitude of the particle’s sinking or swimming

velocity compared to the turbulent fluid velocities. The following correction has been derived

by Csanady (1963):
“1/2
K, 6211;12,
P _ (1 1.

Ky ( * w'? (1.39)

where (3 is a constant in the range 0.3 < § < 1 depending on the turbulent flow characteristics
(Wang and Stock, 1993). O’Brien et al. (2003) used the value of 5 = 0.356 suggested by Wang
and Stock (1993) for flows in which the eddy decay time equals the turnover time, and take
Eq. (1.39) one step further to produce

Ilii = (14 3 2?12 (1.40)
Z is the Peclet number from Eq. (1.37). The use of Eq. (1.40) may not be appropriate when
attempting to make quantitative predictions of particle distributions and primary production,
as it contains a significant margin of error associated with the approximations that went into

its derivation. There are three arguments to consider:

1. O’Brien et al. (2003) base this last equality in Eq. (1.40) on the relationships

K; ~w'l~wh (1.41)
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from Tennekes and Lumley (1972) to equate w,/w’ from Eq. (1.39) with &. As Tennekes

’

and Lumley (1972) explain, their use of the ’~’ symbol implies a crude approximation
which generally means that the non-dimensional coefficient that would make the relation

an equation can be as large as 5 or as small as 1/5.

2. K in Eq. (1.37) corresponds to K, as it is the mixing time scale of the particles that is
relevant here and it should therefore not be replaced with Ky from the relationships in
Eq. (1.41).

3. Spigel and Imberger (1987) define a parameter ¢ based on the ratio wy,/w’, which they use
in a similar fashion to how O’Brien et al. (2003) use the Peclet number (i.e. to determine
whether sinking or mixing wins in a particular scenario). Their relationship is based on
observational data which showed that sinking dominated for ¢ > 1 and mixing won for
¢ < 1. The proportionality factor in their relationship was 15, i.e. (& =) ¢ = w,/(15u'),

which would introduce a considerable error into the approximations implied in Eq. (1.40).

The above arguments suggest that the error in obtaining K,/Ky from Eq. (1.40) could be
greater than one order of magnitude which would render any quantitative deductions for
primary production problematic. Fig. 1.9 shows two specific examples that illustrate the effect
of a factor 10 over-estimation of the crossing-trajectories effect which would result in a factor
10 under-estimation of the particle diffusivity, K, and thus a factor 10 increase in the Peclet

number experienced by the particles [Eq. (1.37)]. Let us now assume, for argument’s sake,
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Figure 1.9: Example distributions of 20,000 particles that were initially uniformly distributed in a constant
diffusivity field and tracked, using Eq. (2.18) with reflecting boundary conditions. The profiles represent the 20-
minute time average after a simulation period of 12 h during which the cells were sinking at a constant rate w.
The particles are binned into 0.5 m vertical intervals and the abscissa shows the concentration as a percentage
of the mean. In both examples, the particles start to accumulate at the bottom and create a depleted area near
the surface while the concentration in the central water column is mostly unaffected and remains close to 100%.
The dashed curve in the right panel indicates that there are no particles present above 38 m. For both particle

species, a factor 10 over-estimation of & has a significant effect on the particle distribution (see text).
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that the solid line in both panels represents the ‘correct’ result, where K, has been obtained
in some quantitatively correct (but at present unknown) way from K. The dashed lines could
then represent the result of a factor 10 over-estimation of the crossing trajectories effect which,
as was argued above, is within the margin of error of Eq. (1.40). In both cases, the factor 10
increase in the Peclet number has a great effect on the number of particles present near the
surface, as well as on the potential primary production if we added a light gradient and cell

growth to the picture.

As an alternative approach, Hinze (1975) suggests a different criterion that can be used to
determine whether K, = Ky. If a particle is caught in a coherent structure, such as an
eddy, the crossing trajectories effect can be neglected if the particle stays inside this eddy
over the entire eddy-lifespan. In other words, the displacement of the particle, relative to
the fluid points, has to be smaller than the Kolmogoroff micro-scale n = (v®/¢)'/* over the
time it takes for the eddy to decay, i.e. the deformation time 75 = \/T/e (where ¢ is the
dissipation of turbulent kinetic energy (TKE) per unit mass [ m?s~3] and v the kinematic
viscosity [m?s71]). The relative velocity of the particle, wy,, must therefore be smaller than

the characteristic velocity w:
|
wy <we = — = (ev)
Td

=

(1.42)

2.3

For the wind mixed surface layers of the ocean, most shelf seas, and estuaries € > 1076 m? s~

and hence w. > 1073ms™! (= 86.4 m d~!). As most live phytoplankton have sinking/swimming

velocities well below 1 mms™—!

, no correction should be necessary for these environments. In
the deep ocean permanent thermocline or in stratified lakes, the dissipation range becomes
10719m2s73 < ¢ < 1078 m?2 s 3 and the critical velocities are 10 *ms™ < w, < 3x 10 *ms!
which is within the range of some dinoflagellates and diatoms. For these particles the crossing-
trajectories effect will therefore become relevant in low mixing environments and K; # K.
However, with our present knowledge of turbulence it is rather difficult to quantify this effect,
due to the still unknown constants that would turn the relations in Eq. (1.41) into equations.
This is one of the pressing issues for experimentalists studying turbulence because the difficulty
lies in the measurement of w’ and the determination of its relationship to K in a way that is

generally valid.

From a biological point of view it can be argued, however, that immotile organisms that
inhabit such stable environments are likely to have sinking velocities less than 0.1 mms™! as
they would otherwise quickly sink out of the euphotic zone and die. Therefore, we should be
able to use Ky instead of K, as there are simply no biologically sustainable scenarios in which

L'in stable

& > 1 and the particles are sinking. For motile particles with w, > 0.1 mms~
environments the argument runs slightly different. In those scenarios the vertical mixing time
scale, 7, = h?/K, will be of the order of weeks if not months and a further reduction due to
the crossing-trajectories effect will only have a minor significance for the processes operating
on biological time scales which are hours to days. So even for motile particles we should always
be able to employ the fluid diffusivity. The last remaining particle species to consider are dead
individual cells sinking out of the mixed layer. For this scenario we simply cannot say, with

our present knowledge of turbulence, how different K, and Ky are going to be, due to the
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unknown constants that would transform the relations in Eq. (1.41) into equations.

1.8 Project Objectives

As the above summary has attempted to show, motility in realistic (i.e. inhomogeneous) repre-
sentations of turbulence has not been investigated to date. This study will attempt to lead one
step closer to a better understanding of this problem by using a representation of turbulence
that accounts for its spatial inhomogeneity and temporal variability. The central question to
this study is: Given the typical speeds and the observed turbulent velocity fluctuations, how is
motility or sinking impacted upon by turbulent mixing, and how does this affect phytoplank-
ton survival? This question will be examined for various turbulent environments ranging from
estuarine (Chapter 3) over a shelf sea (Chapter 4) to a freshwater lake (Chapter 5). Some of

the other issues that will be addressed in the course of this thesis are:

e what effect does the tidal periodicity of turbulence have on the swimming success of

phytoplankton?

e how is the physiological state of the cells affected by the degree of turbulent mixing

(photo-acclimation)?

e what role can motility play in a nutrient limited environment such as a stratified shelf

sea where observations often show motile species as the dominant population?

e which swimming strategies are most successful in the various scenarios and which ones
reproduce a picture that is most similar to observations (Lauria, 1998; Sharples et al.,
2001)7

e how effective is turbulence at disrupting migration rhythms of the cells and how does
this affect the growth of the organism (for the specific example of an artificially mixed

freshwater lake)?



Chapter 2

Method

This chapter will introduce the main concepts behind the physical and biological models that
have been developed to address the research objectives set out in Section 1.8. Section 1.7.1
discussed the issues of an Eulerian versus Lagrangian approach and the conclusion was reached
that, for the issues under investigation in this study, a Lagrangian model is needed to be able to
account for individual cell behaviour and physiological adaptation to the environment. In order
to represent the environment as realistically as possible, the model also has to provide a direct
link between ambient water column stability and the amount of vertical turbulent mixing.
The model has to be dynamic in the sense that external physical forces like tidal currents,
wind and temperature stratification should be reflected in the vertical turbulent mixing. In
the present study, this link between the environmental forcing and the local amount of mixing
is provided by a k-¢ turbulence closure scheme (see Section 2.1.2). The external forces are
implemented following the approach by Sharples (1999). The questions of motility and growth
are addressed through a Lagrangian random walk approach (Section 2.2) in combination with a
simple biological growth and photo-acclimation model (Section 2.3). The next sections provide
a more detailed description of each of the above model components while the model behaviour

is described in Section 2.4.

2.1 The Physical Model

The Phyto-1D model in its original version (see Sharples, 1999) is a one-dimensional vertical
physical-biological coupled model for shelf seas. It provided the foundation from which the
present model (see Fig. 2.1) has been developed. The main ingredient of the physical part of
the model is the turbulence closure scheme (TCS) which provides the link between the ambient
water column stability (driven by seasonal solar heating) and the amount of vertical turbulent
mixing (mainly driven by tidal currents and surface wind stress). The Phyto-1D model is an
FEulerian model to examine processes that occur over timescales of weeks to months or years.
In the present study, the relevant time scales are usually of the order of days to a few weeks

(limited also by the computationally more expensive Lagrangian approach). The physical
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Figure 2.1: Schematic showing the components of the physical part of the Phyto-1D model. The velocities and
scalars are calculated at the centre of the grid cell, the turbulent mixing at the boundaries. This diagram is
adapted from Figure 1 in Sharples (1999).

component of Phyto-1D has therefore been simplified to meet the needs of the present study.
The model will be used mainly to examine particular scenarios of only 1-2 days in duration
(e.g. a spring tide scenario), and it is thus not necessary to account for heat exchange with
the atmosphere. The incident solar radiation is only used to calculate the amount of primary
production but not to heat the water column which is usually given a predefined temperature
profile for each experiment. Wind forcing is also turned off in the experiments in order to be
able to isolate the tidal signal in the results. During the development of the model it also
became necessary to change the TCS from Sharples (1999). The new scheme is discussed in

more detail in Section 2.1.2.

2.1.1 External Forcing

The tides are implemented by periodically oscillating the sea surface slopes (using the fre-
quencies of the tidal constituents as frequencies of oscillation). These slopes produce pressure
gradients which drive the tidal velocities. For all experiments the model uses only a one-
dimensional equation of motion without Coriolis forcing

ou S o) ou

— = A;wicos (wit + ;) + — | N, — 2.1

ot z} (Wit +¢1) 62<Z0z> 2.1)
where ¢ is time and N, the vertical eddy viscosity. The A; are the maximum tidal current

amplitudes (in [ ms™!]) for the m tidal constituents having the angular frequencies w; and
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phases ;. At the seabed, a quadratic friction boundary condition is applied giving the stress
produced by the tidal currents as (Sharples, 1999)

Tseabed = —ko01 u% (22)

where k is the bottom drag coefficient (set to 0.003), o1 is the density of the bottom depth

element and wu; is the near bed velocity.

Since all the experiments use a predefined (static) temperature profile, the incident solar radi-
ation is only used to calculate the primary production but not to heat the water column. Of
the incident irradiance, 45% is assumed to be in the PAR spectrum and is distributed exponen-
tially with depth according to the Beer-Lambert law (see Section 2.3.1). Since the temperature
profile is static, the density o [ kgm™3] is calculated once only at the beginning of an exper-
iment using a simplified quadratic equation of state based on the predefined temperatures T'
and a constant salinity of 34 (Sharples, 1999)

0 =1027.39 — 0.076 T — 0.0047 T2 (2.3)

2.1.2 The Turbulence Closure Scheme

As was discussed in Section 1.2.5, there are several methods available for modelling turbulence
in marine environments. A good compromise between computing costs and performance is
achieved in the so-called two equation models of turbulence which apply the eddy diffusivity
approximation to parameterise turbulence. Originally, the present model had been tested with
the turbulence closure scheme (TCS) from Sharples (1999) which uses a differential trans-
port equation for the turbulent kinetic energy (TKE) corresponding to a Mellor-Yamada level
2.5 closure (Mellor and Yamada, 1982). However, several authors reported instabilities in
the Mellor-Yamada 2.5 TCS (Kantha and Clayson, 1994; Pufahl et al., 1997; Burchard and
Deleersnijder, 2001). A comparison between the Mellor-Yamada level 2.5 TCS and a more
recent scheme by Canuto et al. (2001) (Fig. 2.2) clearly shows how the Canuto scheme ap-
pears to perform far better than the original Mellor-Yamada (MY) scheme. The instabilities
in the MY scheme could be remedied by the method of Galperin et al. (1988), but one major
disadvantage of the MY scheme remains: it only allows for critical gradient Richardson num-
bers of up to 0.25. The Canuto scheme allows for Ri. ~ 0.85 which is in better agreement
with recent observations of mixing in the ocean (see discussion in Section 1.2.3). Therefore
the original TCS from Sharples (1999) was abandoned and the new k-¢ scheme from Canuto
used instead. Most of the source code for this new scheme comes from the General Ocean
Turbulence Model (GOTM) for which the source code and documentation are available online
at http://www.gotm.net. This new TCS was introduced into the original Phyto-1D model
by J. Sharples and has then been incorporated into the present model, only requiring minor

adjustments. The main concepts of the Canuto scheme will now be presented.
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Figure 2.2: Comparison between the Mellor-Yamada level 2.5 turbulence closure scheme in (a), and the k-
e-scheme (b) by Canuto et al. (2001). Both graphs are from Burchard and Deleersnijder (2001) and were
obtained from a Kato and Phillips (1969)-style wind entrainment experiment, where a surface mixed layer

slowly penetrates into a stratified lower layer.

The Canuto et al. (2001) Model

Most two-equation turbulence models use the relations by Kolmogoroff and Prandtl to relate
the turbulent exchange coefficients (eddy diffusivity K, and viscosity V) to the product of a
velocity scale with a length scale (cf. Eq. (1.29)):

N, = ¢,VEL and K.=¢,VEL (2.4)

where E is the TKE in [J kg™!] [c¢f. Eq. (1.6)], L the turbulent macro length scale in [m]
[cf. Eq. (1.4)], and ¢,, and cL are the dimensionless so-called stability functions for momentum
and mass respectively (see below). The stability functions control the interaction between
mixing and stability in the water column. In the k-¢ schemes, the length scale L which
appears in Eq. (2.4) is substituted by the normalised dissipation rate ¢ (units [W kg~!]):

E3/2
e= ()’ =5 (2.5)

with the constant cg = 0.5562 (Rodi, 2000). This equation follows directly from the energy
cascade [Eq. (1.4)]. In order to obtain K, and N, we thus need to find F and ¢ which leads to
the two governing equations in the k-¢ models which can be derived from the Navier-Stokes
equations (Rodi, 2000):!

k-equation:
N2
OFE 9 OF oUN? [0V \? g 0o
2 (N=)=N|[= =) |- K, 225 - 2.
ot 82( az> <8z> +<8z> 00z < 29
dissipation

shear production bouyant prod./destr.

'For consistency [cf. Eq. (1.6)] and to avoid confusion with other symbols defined later, the symbol for TKE

‘k’ from the k-¢ schemes will be denoted as E.
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with N the Brunt-Vaiséilé frequency. The following boundary conditions can be derived from
the law of the wall (Burchard et al., 1999):

2 2
E = <ub> at z =0, and E = (uS) at z = H. (2.7)
Co Co

where uy/, is the bottom/surface friction velocity. The second equation is the
e-equation:

9z 0 de\ oUN?  [(oV?
5o (5:) —E<01NZ (5) +(5)

where N is the vertical eddy diffusivity of €, i.e. N. = N,/1.08 (see Burchard et al., 1998, for
a derivation). The ¢; are empirical constants that result from the closure of the equations (see
e.g. Rodi, 2000; Burchard et al., 1998):

- CgI{Z]V2 - CQS) . (28)

—0.629 ,if K,N? > 0 (stable)

2.9
1 ,if K,N? < 0 (unstable) (2:9)

c1 =144, co =1.92, and c3 = {

A common approach to resolve the turbulent length scale is based on the assumption that it

linearly decreases towards the boundary according to:
L =k(Z+ 2) (2.10)

with the von Karman constant k£ = 0.4, the distance from the boundary Z, and the roughness

length of the boundary zy. This leads to the boundary conditions for e:

e=(c)

As a last step, to find K, and N, through Eq. (2.4), we need to specify the stability functions.

3 E3/2
RZ0

(2.11)
z=0

The present model follows the approach by Canuto et al. (2001). Introducing the turbulent
time scale 7. = 2E/e and using the substitution X2 = (0U/0z)? + (0V/0z)? the stability

functions from Eq. (2.4) are

2 [s0+ 51(7eN)? + 52(7e2)?]

cy = (CO)3 o) (2.12&)
"
;o 2 [84 + S5(T6N)2 + 86(7—82)2]
¢y = (62)3 D (2.12b)

where D = dy + dy(7.N)? + da(7eX)? 4 d3(7eN)* + dy(1e NX)? + ds(7.X)*. The s; and d; are

empirical constants (see Canuto et al., 2001, for more details).

Internal Mixing

One of the main shortcomings of local turbulence models is their failure to account for shear
instability and internal wave activity. A common approach is to simply introduce a so-called
background diffusivity Kp,. Other, more sophisticated approaches are those by Kantha and
Clayson (1994) and Canuto et al. (2001). Each of the three mentioned approaches is available
in the present model and their approach is briefly outlined below. A comparison of their

performance is provided in Section 2.4.
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The Kantha and Clayson (1994) model considers two different contributions to internal
mixing: shear-induced instabilities (SI) and internal wave induced (IW) mixing. The shear
instabilities are modelled as strongly decreasing with the gradient Richardson number Ri [see
Eq. (1.22)]:

0 , for Ri > 0.7
. 3
(NS = (k) ={ 51073 m2s~ - [1 - (%)2} ,for 0 < Ri< 0.7 (2.13)
5-1073 m?s! , for Ri<0.

Internal wave induced viscosities and diffusivities are assumed constant

(N)W =107 m?s™! and (K)™W =5-10""m?s7!. (2.14)

The Canuto et al. (2001) model is somewhat simpler in that it does not distinguish
between the two above effects. The approach is based on measured data of vertical shear
generated by breaking internal waves. By integrating over all wavenumbers it is possible
to calculate the shear due to internal waves which they denote as Xw. By analogy with
Eq. (1.22) it is possible to define a Gradient Richardson number, Ripwy, based solely on the
shear contributions from internal waves: Rijw = N2 /Xrw. Comparison of their model results
with observational data produced Ripyy = 0.88 Ri which yields X1w. By re-evaluating the
stability functions from Eq. (2.12) (using 1w instead of X) one then obtains the diffusivity
and viscosity contributions due to internal waves only which, as in the Kantha and Clayson

(1994) model, are then added to the previously calculated model diffusivity and viscosity.

The ‘Background Diffusivity’ approach is the simplest of the three models because it
parameterises all internal mixing processes through constants, the background diffusivity and
viscosity (Kpg and Npg), which are simply added onto the model diffusivity and viscosity. They

thus represent the minimum values below which K, and N, are not allowed to fall.

2.2 The Lagrangian Model

Having described the use of the k-e-scheme to generate the stability-dependent turbulent
diffusivities through the water column, the method will now be detailed that allows the use of

these diffusivities in a Lagrangian description of particle movement.

2.2.1 The Random Walk

A crucial decision to take in the model is to resolve how the individual cells will move in re-
sponse to turbulent diffusion. Commonly the turbulent particle movement is modelled through
a random walk. As Visser (1997) demonstrates, not every random walk model is suitable for
environments where the diffusivity is spatially non-uniform and the choice of the wrong model

can lead to misinterpretations. This has been pointed out several times (e.g. Hunter et al.,
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1993; Dimou and Adams, 1993; Spagnol et al., 2002) but erroneous models continue to ap-
pear in the literature (e.g. MacIntyre et al., 1995; Lizon et al., 1998; Kim et al., 2000). The
following equation can be derived (Hunter et al., 1993; Visser, 1997) to calculate the particle

displacement:

2K(zn + 3 K'(2,) At) At 12

Zni1 =2+ K'(z)At +R + wyAt (2.15)
N—— r N
deterministic term movement

random term

where the subscripts of z refer to the time steps. K’ in Eq. (2.15) is 0K/0z and w is the
sinking /swimming velocity of the cell.? R is a random process of zero mean and variance r
(e.g.m=1/3 for R € [-1,1]).

The random walk is thus an iterative Markov process where the new particle position, z,41,
is calculated only from the knowledge of the present position, z,, but without knowledge of
the previous particle history. It consists of a deterministic component and a diffusive, or
random, component. The deterministic component causes a net displacement of the centre of
mass of the suspended particles towards increasing diffusivity at a rate K’. This is necessary
as neutrally buoyant particles would otherwise accumulate in low-diffusivity areas as shown
by Visser (1997). The physical justification for the deterministic component is related to the
possible eddy size in the water column. Let us consider the base of the thermocline, for instance,
where the diffusivity drops sharply to very low values due to the increased water column
stability. In this scenario, the deterministic term would displace away from the thermocline
into the bottom mixed layer (BML). This is due to the fact that in the BML the eddies are
much larger than within the thermocline and there is thus a gradient in eddy size in the water
column. Since the larger eddies are more efficient at bringing about vertical mixing, the large
eddies from the BML will drag down the particles more easily compared to the smaller eddies
within the thermocline. This is expressed by the diffusivity gradient in the deterministic term.
The last term on the RHS of Eq. (2.15) has been added to include particle sinking/swimming
at velocity wy, where w, can be either a function of time (e.g. to simulate diurnal migration)
or of the cell’s vertical position z (e.g. to let it hunt for a particular isolume or nutrient

concentration).

As Visser (1997) points out, the increased residence time of negatively buoyant plankton in
the surface mixed layer (SML), often attributed to a reduction in sinking velocity at the base
of the SML (e.g. Lande and Wood, 1987), now follows directly from the random walk model.
A large gradient in K at the transition from the SML to the thermocline can produce large
enough positive values of K’, to partially compensate or even fully alleviate any sinking term.
It should be noted, however, that this reduction in sinking velocity is not an active process due
to physiological changes in the phytoplankton, but merely due to the deterministic component
in Eq. (2.15) which is a mathematical requirement to achieve a uniform distribution if the

particles are neutrally buoyant (e.g. if we would consider salt instead of plankton).

In order to be able to use Eq. (2.15) for a particular scenario, it is necessary that both K

2Note that for reasons of brevity, the vertical eddy diffusivity will simply be written as K and not K.
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and K’ be continuous and differentiable. This is important as any discontinuity can lead to
artificial particle accumulations. Furthermore, the diffusivity profile should be locally (i.e. over
the range of the expected turbulent displacement of a particle) well approximated by the first

order Taylor expansion:

K(z)=Ko+ (2 — Zo)K/ (2.16)

This criterion can always be met by ensuring that we choose a sufficiently small time step for

the simulation

1
At < MIN (2.17)

where K" is the second derivative of K with respect to z and MIN stands for the minimum
over the region of interest. This equation constraining the time step is further refined below.
For situations in which the diffusivity is vertically homogeneous, Eq. (2.15) simplifies to

+wpAt (2.18)

2 K(z,) At]1Y?
SR ESEY

2.2.2 The Polynomial Fit

As mentioned above, both K and K’ need to be continuous and differentiable over the entire

region of interest where the random walk model from Eq. (2.15) is applied. A violation of

either of these criteria will lead to artificial accumulations or depletions of particles at the

discontinuities. As the model only outputs diffusivity values at discrete intervals, some in-

terpolation is required in order to be able to evaluate Eq. (2.15) at continuous z-values and,

depending on the profile, some smoothing may be necessary to be able to obtain a useable
time step from Eq. (2.17).

g0 8 10 12 14 Clearly, a mere linear interpolation between the discrete diffusivities that

are obtained from the turbulence closure scheme will not suffice, as the

\,
=

first derivatives would be discontinuous at the grid points. A cubic

smoothing spline has therefore been chosen to deliver both the inter-

o
=

polation and the smoothing. This ensures that both the first and second

a1
=

derivative are continuous and easily obtainable from the original K. For
the solution of this least squares problem a routine based on the algo-

rithm in de Boor (1978) is used. Obviously it is computationally more

Height above bed [m]
D
o

* expensive to use a cubic spline rather than a simple polynomial. How-

20r ever, if the profile is complex, the use of piecewise polynomials delivers

10l far superior results. This is illustrated in Fig. 2.4(a) which shows a snap-

shot of a typical diffusivity profile obtained from a k-e turbulence-closure

0 scheme for a stratified shelf-sea scenario. In this example, the salinity

Figure 2.3: was constant with depth and any density stratification is due solely to
Temperature pro-

temperature gradients. The temperature profile is shown in Fig. 2.3. The
file used to obtain the

turbulence profile in
Fig. 2.4. sivities in the bottom layer. No wind mixing is present in this example.

model has been forced with tidal currents only, producing the high diffu-
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Figure 2.4: (a) Comparing the performance of three different types of polynomial fit to a model diffusivity
profile. The single polynomials are of order 6 while the spline is cubic. (b) Comparing the derivatives of the
various fits to the discrete model derivative AK/Az. Only the spline is able to reproduce the amplitudes of the

model values sufficiently well.

The profile exhibits strong diffusivity gradients near the bottom boundary and at the base of

the thermocline.

The dash-dotted line shows the fit using a single polynomial of order 6. It gives a good
representation of the model K’s up to about 45 m, but the fit becomes rather poor in the top
35 m, including a negative overshoot in the thermocline. This overshoot could be remedied
by fitting the polynomial to K/ instead, shown as a dashed line. The fit is now better in
the thermocline as the enlargement in Fig. 2.4(a) shows (note the logarithmic scale of the
abscissa) but worse in the lower half of the profile. The best overall fit is achieved with the
cubic smoothing spline represented by the continuous line. In order to be able to cope with the
strong gradients at the base of the thermocline, a finer grid had to be applied throughout the
thermocline region to prevent negative overshoots. This is illustrated by the smaller vertical
spacing of the dots in the fitted spline which show the break points of the piecewise polynomials.
The superiority of the cubic splines becomes particularly clear once the performance of the
first derivatives of each fit are compared [Fig. 2.4(b)]. For this example profile, Eq. (2.17)
would require At < 142 s.

2.2.3 Effects of Boundaries on the Mean Particle Concentration

Boundaries in random walk simulations have two effects. The first is due to the reduced
turbulent length scale near the boundaries, which causes the mixing and thus the diffusivity
K to decrease towards the surface and the bed. The second is due to how the boundaries are
implemented in the model, i.e. either as absorbing or reflecting. Many models use reflecting
boundaries to allow for particle resuspension from the sea bed. However, it can be shown that
a reflecting boundary, in combination with an inhomogeneous diffusivity, will produce artificial

particle accumulations at the boundary.
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To illustrate this point, consider the example profile from Fig. 2.5(a) which shows a typical
profile for a water column that is influenced both by wind and tidal mixing. The maximum
possible displacement of a particle in this profile after one time step of At = 6s using Eq. (2.15)
is shown in Fig. 2.5(c). The pattern is asymmetric about Az = 0 due to the deterministic term
in Eq. (2.15). Clearly, particles close to the boundaries can be displaced ‘into’ the boundaries.
By implementing a reflecting boundary condition the particles are reflected back into the model

domain of 0 < z < H according to

— if <0
g1 — P (2.19)
2H — Zn+1l if Zn4+1 > H

where H is the depth of the water column. If the turbulence is inhomogeneous at the boundary,
and many models do produce a large drop in K at the boundaries due to the rapid decline of
the turbulent length scale (cf. also Fig. 2.4), some non-uniformities in the probability density
function (PDF) of Eq. (2.15) appear. Starting with a uniform distribution of neutrally buoyant
particles, and assuming R in Eq. (2.15) to be perfectly uniform, then the PDF (i.e. the prob-
ability of finding a particle at a particular depth some time later) should be uniform as well.
This is indeed the case for homogeneous turbulence and Eq. (2.18) but not for inhomogeneous
turbulence and Eq. (2.15). While the PDF [Fig. 2.6(a)] is equal to 1 in the central part of
the water column, non-uniformities appear at the bottom and the surface. The PDF predicts
an accumulation at each boundary, followed by a depletion a small distance away from the
boundary. This pattern is also observed in the model results [Fig. 2.6(b)]. While the average
concentration in the inner bins remains close to 100%, it deviates from a uniform distribution

as the boundaries become noticeable.
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Figure 2.5: (a) An example diffusivity profile simulating wind and tide induced mixing as obtained from a k-&
turbulence closure scheme described in Burchard and Baumert (1995). The figure is a reproduction of Figure 1
in Visser (1997) and can be recreated using K (z) = 0.001 + 0.0136245 z — 0.00263245 2% + 2.11875 - 107* 2* —
8.65898 - 1075 2% 4+ 1.7623 - 1077 2° — 1.40918 - 1072 2°. (b) The derivative of the curve in (a). (¢) Maximum
possible displacement Az of a particle as a function of depth during one time step of At = 6s using Eq. (2.15).
The shading in the centre of (c) illustrates the difference between the upward and downward displacements,

showing the asymmetry caused by the deterministic term of the random walk.
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Figure 2.6: (a) The probability density function to find a particle for the diffusivity profile in Fig. 2.5(a),
the random walk in Eq. (2.15) and one time step of At = 6s. The vertical resolution is 1.0 cm. (b) The
normalised mean distribution of 4000 particles from 40 experiments, where the particles were initially uniformly
distributed in the diffusivity profile of Fig. 2.5(a) and traced for 48 h using Eq. (2.15) with time step At = 6.
Each experiment used a different initialisation of the random number generator. The vertical resolution for
this simulation is 10 cm. A concentration of 100% represents the concentration that would be expected if the

particles were uniformly distributed. See main text for a description of h; and hs.

The question that arises from these observations is why is it that the reflecting boundary
condition fails in this manner? It is suggested that this error is systematic to the reflecting
boundary condition and is caused by the fact that K’ # 0 at the boundary. hy in Fig. 2.6(a)
marks the point where the maximum possible displacement starts to overlap with the boundary,
i.e. where it becomes possible for the particles to be displaced into the boundary. However, as
we get closer to the boundary, K continuously decreases which means that none of the reflected
particles will ever reach as far as h;. hy in Fig. 2.6(a) marks the maximum distance from the
boundary to which a particle can become reflected. The region between h; and he is thus not
replenished with reflected particles from below and has therefore a probability density that is
less than unity. The area between ho and the boundary, on the other hand, receives an excess
of particles, i.e. it receives all reflected particles from both regions combined which explains
the recovery of the PDF and the eventual overshoot past unity. The distance of hy from the
boundary and also the amplitude of the zig-zag behaviour depend on the time step. A smaller
time step, for example, produces a smaller maximum displacement, and thus only particles in

a smaller area near the boundary are now able to ‘feel’ its presence.

Ideally, we do not want the boundary to be noticeable, neither in the random walk nor in the
particle distribution. So - as a thought experiment - we could erase the boundaries for a moment
and imagine the presence of ‘virtual’ particles beyond the original boundaries which also obey
Eq. (2.15). In an ideal case, these virtual particles should diffuse into the model domain with
the same probability as the ‘real’ particles diffuse out of it and thus exactly compensate for the
losses and keep the PDF at unity. For this to happen, both K and K’ would have to fulfill the

same criteria at the (now gone) boundaries as anywhere else in the model domain, viz. to be
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‘\ continuous and differentiable. By implement-

40r 1 A0 ing a reflecting boundary condition, however,
ESS’ | 351 | the K profile is effectively mirrored at the
ggof 1 | boundaries (the virtual particles reside in
};;22: | zz | these mirrored extensions of K). If K de-
—Elsf | - |  creases towards the boundary, the mirrored
:gjolof | 10 | profile will have a spike at the boundary and
= | 5l | K’ is discontinuous (Fig. 2.7). This is why
ol | ol | accumulations would occur in this thought

‘ ‘ \ ‘ experiment, despite the presumed absence of

° }%O[lm2 2'912] 0.03 _0'02_0'10(1' [gs—cﬁo Loo any boundary, and this is why the simple re-

flecti ition fails in th 1
Figure 2.7: The reflecting boundary condition from ecting boundary condition fails in the actua

Eq. (2.19) effectively mirrors the original profile from experiment with the boundaries in place.

Fig. 2.5 at the boundaries (left panel). This produces a .
& (left panel) P For the particular example profile used, the

spike in K which results in a discontinuity in K’ (right
panel). affected area in the PDF is limited to

within approximately 40 cm of each bound-
ary [cf. Fig. 2.6(a)]. In Fig. 2.6(b) the affected area is larger, extending several metres from
the boundaries. The reason for this discrepancy lies in the fact that Fig. 2.6(a) represents
the probability of finding a particle after just one time step, while Fig. 2.6(b) shows the mean
concentration of 40 two-day simulations where these non-uniformities have been allowed to
build up and spread. The particles start to accumulate rather quickly at the boundaries and
a steady state is reached within a few hours. The following sections describe two possible

methods for overcoming this boundary problem.

Creating a Random Mixed Layer?

In order to solve the reflecting boundary problem, we could take a different approach to
Eq. (2.19) by insisting that all particles within some distance D, ;, from the top/bottom bound-

ary be well mixed according to

(2.20)

DyP yif 21 < Dy
Zn4+1 — i
H—DtP ,lf Zn+1ZH_Dt

where P represents a random process between 0 and 1. D;, should be equal to or larger than
the distance of hy from the respective boundary in Fig. 2.6(a). For a given profile, K(z), we

need to find the two depths, z; and zp, at which the maximum possible displacement equals

3Some of the material in this section is based on suggestions from an anonymous reviewer of Ross and
Sharples (2004).
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the distance from the top and bottom boundaries, i.e. where

1/2
2 K(z + 3 K'(z)At) At
H — 2t = K/(Zt)At -+ Rmax (Zt 2 r (Zt) ) (221&)
2 K(Zb + 1 KI(Zb)At) At 1/2
2 = - K/(Zb)At + Rmin 2 , (221b)

and choose Dy /b such that Dy > H — z; and Dy > z,. The first term on the RHS of each
equation is the deterministic term from Eq. (2.15) which usually displaces away from the
boundary. The second term corresponds to the maximum possible positive (Rmax) and negative
(Rmin) displacement by the random term of Eq. (2.15). For the profile in Fig. 2.5(a) and
At = 6 s, these conditions yield D; > 0.29 m and D, > 0.42 m. For studies in which the
diffusivity profile changes with time (due to variable wind or tidal forcing), it may become
computationally too expensive to determine Dy, at every time step due to the implicit nature
of Eq. (2.21). In this case a constant value for D;/, can be used as long as the conditions in
Eq. (2.21) are met for all K profiles in the time series. To illustrate the effect of this method
on the PDF, a constant value of Dy = D; = 1 m has been used to produce the results in
Fig. 2.8(a). Compared to Fig. 2.6(a), the improvement is considerable (note the difference in
scale), although some small non-uniformities remain near the boundaries. The cause for these
remaining non-uniformities is no longer related to the presence of the boundaries, however, as
will be discussed in Section 2.2.4. The improvement in the PDF is mirrored by the more even

particle concentrations shown in the right panel of Fig. 2.8(a).
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Figure 2.8: (a) PDF for the method using the random mixed layer of Eq. (2.20) with D; = Dy = 1m. A smaller
time step is able to reduce the magnitude of the non-uniformities. The right panel shows the corresponding
figure to Fig. 2.6(b). (b) PDF for the method using the cubic smoothing spline to force K’ = 0 at the boundaries

(Fig. 2.9). As in (a), the PDF is more uniform which results in a more even particle distribution.
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Forcing K’ = 0 at the boundaries

Although the above method was able to resolve the problem of the reflecting boundary condi-
tion, the proposed solution may not be suitable for certain applications since the particles loose
their ‘memory’ due to their random placement jwithin the mixed boundary layer D. If the
particles represent phytoplankton cells in a turbid water column, for example, their random
placement in the top boundary layer D; could expose the cells to large jumps in their received
light intensity at every time step, as the PAR variation with depth is greatest near the surface
boundary. Their new position (z,41) within D; would in no way be correlated to their previous
position (z,). This may become particularly relevant in scenarios where D; ~ 1/k (where k is
the light absorption coefficient). An alternative solution to the boundary problem is therefore

provided which would enable the particles to maintain a consistent light history.

As discussed in the previous sections, the reason for the failure of the reflecting boundary
condition was that K’ # 0 at the boundaries. The profile from Fig. 2.5(a) was therefore
modified in such a manner which would deliver the necessary condition of K’ = 0. The circles in

Fig. 2.9 show how such a modification might

look. This new profile has been obtained

400 40- by applying a cubic smoothing spline to the
& original profile (including its mirrored exten-
E »,;. Origina pr‘;f”e 0 sions) in Fig. 2.7. The circles indicate the
E ook N Altered profile 20k locations of the breakpoints for the spline.
= o Since the extended profile is symmetric about
%" 10- | 100 the boundaries, one automatically obtains
= o @82300 o K’ = 0 at each boundary (see right panel
O.p in Fig. 2.9). This procedure attempts to bal-

0 00l 002 003 -002001 0 001002 ancethreefactors: minimise the manipulated

K [m?s™!] K' [ms™] area in the original profile, achieve K’/ = 0 at

Figure 2.9: Smoothed profile from Fig. 2.7. The red
circles represent the altered profile where the condition
that K’ = 0 has been imposed at the boundary. The

the boundary, and keep K” small (i.e. main-
tain a reasonable time step). Larger K" val-

ues would require higher CPU time as the

profile has also been smoothed in order to obtain the . . .
model time step is constrained by the max-

imum of K" [Eq. (2.17)].
smoothing in the cubic spline was chosen such
that Eq. (2.17) for the modified profile would
yield the same value as for the original, viz. At < 190s. This could only be achieved by giving

same condition from Eq. (2.17) as for the original profile.

This could be achieved by reducing the weight of the The amount of

near-boundary data points (see text).

less weight to the original data points near the boundaries which allowed the spline to become

sufficiently smooth.

Fig. 2.8(b) shows the effect this has on the PDF. Although some wiggles remain near the
boundaries, the improvement compared to Fig. 2.6 is again considerable and comparable to
the previous method. This improvement can also be observed in the result from the model

simulation. Compared to the original distribution [Fig. 2.6(b)], the effect of the boundaries is
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much less severe, although still noticeable. The maximum deviation from 100% is about 0.5%
at the surface and 1.5% at the bottom. Tests with various profiles showed that this error can
be further reduced by making the model time step smaller as will be discussed in the following

section.

2.2.4 Choosing the Time Step for the Simulation

In Section 2.2.1 it was shown that the time step for Eq. (2.15) is limited by the magnitude

of the second derivative K” through the inequality of Eq. (2.17). For the diffusivity profile

shown in Fig. 2.5, this yields At < 190s. Although the choice of At = 6 s seems to meet this

condition comfortably, inequalities are always difficult to implement in a quantitative manner

and it would be desirable to have a more explicit condition of the form
1

At < f MIN
~ MR

(2.22)

A closer look at the original PDF from Fig. 2.6(a) reveals a slight departure from unity already
several metres away from each boundary [Fig. 2.10(a)]. This slight increase in the PDF is not
visible in the particle distribution in Fig. 2.6(b) as it is masked by the much stronger boundary
effect. By choosing a smaller time step of 2.5s, the magnitude of the non-uniformity is reduced
[dashed line in Fig. 2.10(a)]. A plot of 1/|K"| [Fig. 2.10(b)] shows that it is near the boundaries
where the condition of Eq. (2.17) is likely to become critical for the profile from Fig. 2.5(a).
It appears that once 1/|K”| reaches some critical threshold, the PDF begins to measurably
deviate from unity. This is the cause of the remaining non-uniformities in the PDF in Fig. 2.8.
If the time step is decreased, the departure from unity occurs closer to the boundary (i.e. at a
higher value of 1/|K"|). The two arrows in Fig. 2.10(b) roughly indicate the points of departure

of the PDF from unity and although the magnitude of this deviation is small, it seems to have
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Figure 2.10: (a) Close-up view of the PDF from Fig. 2.6(a) at the bottom and top boundaries. The graph
reveals an early departure of the PDF from unity that is not related to the presence of the boundaries but
rather to the increase of 1/|K”| towards the boundaries which affects the time step allowed for the simulation.
(b) Plot of 1/|K"| for the profile from Fig. 2.5(a). The arrows indicate where the PDF in (a) starts to depart

noticeably from unity.
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Figure 2.11: (a) Picture of the sine function from Eq. (2.23). (b) Derivative and (c) second derivative of the
curve in (a). (d) PDF for Eq. (2.23) and one time step of At = 60s (f = 1/130). The continuous line shows
the result for the reflecting boundary condition from Eq. (2.19) while the mixed layer approach from Eq. (2.20)
has been used to produce the dashed line. As the close-up views show, the PDF of the mixed layer method
never noticeably departs from unity. (e) Corresponding particle distributions. With an f-factor of 1/130, the
departure of the dashed curve from the mean never exceeds 0.3% which is well within the statistical variability.

a significant effect still on the particle distributions [see the right panel in Fig. 2.8(a)]. For
At = 6 this threshold is at 1/|K"| =~ 1300s and for At = 2.5s the PDF starts to depart from
unity at 1/|K”| ~ 420 s. Hence we can determine f from Eq. (2.22) to be f ~ 1/200 which
would require At $ 1s for the profile from Fig. 2.5(a). Several tests showed that this f-value
produces particle distributions where the size of the accumulations becomes indistinguishable
from statistical variations. f-values of f ~ 1/100 produce errors no larger than 1% which may

still be acceptable for most applications.

Fig. 2.11 shows the PDF for the function
. (TZ
K(2) = 0.001 + 0.02sin (ﬁ> (2.23)

This function has the favourable quality that 1/|K”| — oo at the boundaries which also makes
it a good candidate to test Eq. (2.20) without interference from the time constraint. The time
step for the simulation was At = 60s (f = 1/130) which renders the mean particle distribution
in a similar shape to the K profile from Eq. (2.23), i.e. slightly curved. In the central water
column, the values are slightly above 100% and they become < 100% at the boundaries [not
visible on the scale of Fig. 2.11(b)]. However, the departure from 100% is never greater than
0.3%.

2.3 The Biological Model

The diversity of phytoplankton species and the complexity of the individual physiologies make
it impossible to design a biological model that is representative of every scenario. The intention

was therefore to find a simple model that was able to reproduce certain observed properties of
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phytoplankton growth and physiology (e.g. photo-acclimation), rather than trying to formulate
a quantitatively accurate model to calculate ‘exact’ amounts of primary production. This
section will describe the general part of the production model used for Chapters 3 and 4 which
focuses on light requirements and response. The implementation of nutrients and further

refinements or extensions to the present model are outlined in the respective chapters.

2.3.1 The Light Profile

Let us first consider the amount of light received by each cell per model time step At. The

irradiance at a particular particle depth z, obeys the Beer-Lambert equation
I(z) = Ipce F(H==n) (2.24)

where c is the fraction of the incident irradiance Iy that is PAR (usually set to 45%) and k; is
the total absorption coefficient which is the sum of the background light absorption coefficient,
kpg, due to the natural turbidity of the water and other non-modelled cells, plus a contribution,
ks, from self-shading by the cells:

§N(zn)
(H — zp) 1 m?

ks

ki (2n) = king + Fim (2.25)

where N(z,) is the number of particles above z,. £ is a scaling factor that accounts for the
fact that there are only few particles in the model (usually 20 000) but much higher numbers
in the actual water column. k,, is a cell-specific absorption coefficient (usually in [m? (10°
cells)~!]) that can be chosen to represent a single species or an entire group (see the individual

chapters for details).

2.3.2 The Production Model

As discussed in Section 1.3.2, usually there cannot be just one P-I curve to describe primary
production as a function of irradiance. The cells follow different curves, depending on their
previous light history and physiological state. If the light intensity becomes too high, there
may be a significant decrease in photosynthesis (photoinhibition) that is caused by a number of
physiological reactions such as shrinkage of chloroplasts (see Section 1.3.2). The desired model
should therefore be able to produce the observed variability in the P/I curves and allow for
photoinhibition of the cell with a minimum number of parameters. The choice fell on the
model by Denman and Marra (1986) which is based on the assumption that at any one time,
the instantaneous production of a cell for a given light intensity will lie between a predefined
maximum and minimum value. The maximum value is obtained if the cells had been left in
the dark for several hours and are then exposed to light again. The minimum value is obtained
for a fully inhibited cell that was previously exposed to several hours of high light intensities.
The light response for these two extreme states is described by two different curves, which will

be referred to as the fully dark-/light-acclimatised production, denoted as P/t

PY = P — exp (—=I/14p)) (2.26)
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Figure 2.12: (a) Example of light/dark acclimatised production curves [arbitrary units]. (b) Local inhibition
level.

where I/, is the saturation onset for the dark-/light-acclimatised curves (equivalent to I in
Fig. 1.4). A local inhibition parameter X (/) can be defined which describes the inhibition a
cell would achieve if it was held at a constant irradiance for a long time (i.e. a time longer

than the acclimation time)

X(I)=1—exp [— (I ;bl”>2] (2.27)

where [, is a user controlled parameter that determines at which irradiance the inhibition
starts, i.e. where the instantaneous production curve starts to deviate from P?. A graphic

representation of both equations is shown in Fig. 2.12.

As the cells move through the light gradient, their cellular inhibition status Y changes according
to

Yor1 =Y, + :a (X(I)—Yy,) At (2.28)
Thus the present inhibition status, Y;, 41, is based on the previous status, Y,, and the cell is
moving towards the inhibition level appropriate for the ambient irradiance level, X (1), with
the acclimation timescale 7,. As 7, is usually of the order of one hour while the time step At
is of the order of seconds, the changes will be small but the cellular inhibition status Y always
reflects the entire light history of the cell. Once Y is known, the instantaneous production can

be calculated from
P=Plyy(P — P —7r (2.29)

where r is a constant loss term to allow for cell respiration and mortality. Now it can be
seen how the cellular inhibition status changes the instantaneous production. If the cell is
fully inhibited (Y = 1), the production rate is simply P! — r, i.e. equal to the high-light
acclimatised or fully inhibited rate less the cost of respiration. If the cell has been kept in
darkness for a long period, the photo-receptors will be fully open and the cellular inhibition
status will be Y = 0 and thus P = P% — r. Fig. 2.13 shows an example of this behaviour. In
Fig. 2.13(a) a cell is being exposed to the sinusoidal light curve shown as a dash-dotted line.

The resulting instantaneous production is shown as a continuous line. At sunrise (06:00h), the
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Figure 2.13: (a) Response of the instantaneous production (solid line) to a sinusoidal irradiance curve (dash-
dotted line). After a sharp initial increase in production, the cells acclimatise to the increased irradiance
leading to photo-inhibition. The production is thus not directly proportional to the irradiance and we observe

a hysteresis effect which can be seen in the phase diagram in (b).

cells are dark-acclimatised and the production increases rapidly with increasing irradiance. At
some point, the increasing inhibition leads to a sharp decrease in the production despite the
increase in available irradiance. Although the irradiance curve is symmetric about noon, this
symmetry is not observed in the production curve. This behaviour is known as ‘hysteresis’ in

phytoplankton and can be seen more clearly in the phase diagram in Fig. 2.13(b).

Thus by defining only three main parameters, P4, P! and 7,, together with the three minor
shape parameters I;, I; and I, it is possible to obtain a photo-response model that produces

photo-acclimation and -inhibition as well as hysteresis in the production response.

2.4 Testing the Model Behaviour

In order to ensure that the end result of a model output is reliable, it is important to test the
individual components of the model. This will add credibility to the final product as a result
of the various links and feedbacks between the model components. Much of the theoretical
basis of the most important algorithms in the model has already been discussed in the previous
sections. In this section it remains to verify experimentally their correct implementation and

functioning.

2.4.1 Testing the Lahey Random Number Generator

Firstly, as Hunter et al. (1993) pointed out, not every random number generator is suitable
to be used in random walk models. They differ significantly in their efficiency and, more
importantly, in their ‘randomness’. As a simple test, they suggest to compare the rate of
increase of variance of a patch of modelled particles with the theoretical predictions. As

Hunter et al. (1993) demonstrated, some of the commonly used random number genera-
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tors can perform very poorly in this test, often yielding too low an increase in the variance

which effectively simulates too low diffusivity
values. Fig. 2.14 shows the results obtained
for the Lahey Fortran random number gener-
ator for a patch of 4000 particles initially uni-
formly distributed about z = 0 in a constant
diffusivity field of K = 1/24 m?s™! with a time
step of At = 1s and 10000 iterations (solid blue
line). Theory predicts that the variance should
increase as 2K At, i.e. by 1/12 m? with every
time step. The dashed lines in Fig. 2.14 in-
dicate plus and minus one standard deviation
from this prediction. The result lies well within
these bounds and compares well to the curves
obtained by Hunter et al. (1993) for the better

random number generators in their test.
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Figure 2.14: Results from the test of the Lahey For-

tran random number generator (see text for expla-

nation).

2.4.2 Testing the Random Walk Algorithm

The theoretical functioning of the random walk algorithm has already been demonstrated and

its limitations outlined in Section 2.2. However,
the ‘well mixed hypothesis’ by Thomson (1984).

a true test for any random walk algorithm is

Here, a uniform density of neutrally buoyant

particles must remain at the same density even if the turbulence is inhomogeneous. The model

was therefore used to reproduce Figure 3 in Visser (1997) where a total of 4000 neutrally

buoyant particles are released into the diffusivity field shown in Fig. 2.15(a)? which is a re-
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Figure 2.15: (a) A representative diffusivity profile simulating wind and tide induced mixing as obtained from

a k-e turbulence closure scheme described in Burchard and Baumert (1995). The figure is a reproduction of

Figure 1 in Visser (1997). (b) Random walk of 4000 neutrally buoyant particles, initially distributed uniformly

with depth, subject to the diffusivity profile in (a). The surface and bottom boundaries are reflecting. Units

are percent of the average concentration of 100 m~' and concentrations are averaged over 10 min periods.
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creation of Figure 1 in Visser (1997). The particles are tracked for six hours using a time step
of At = 6s and the iteration from Eq. (2.15). The result is shown in Fig. 2.15(b). As in the
published result, the pattern is virtually uniform, apart from some random fluctuations no
greater than +20% which appear to be grouped near the middle of the water column. The

next section will examine the shape and size of these ‘random’ patches in more detail.

Effects of Averaging

Due to the nature of the Lagrangian approach, the volume of data produced often makes it
necessary to output time- or space-averages of the data. Consider the previous examples where
4000 particles were tracked using a time step of 6s. If the positions of every particle were
output after every time step at, say, 1 cm vertical resolution, i.e. using 2 digits before and
after the decimal point, one obtains 4000 particles - 6 bytes = 24 Kb every 6 seconds which
would amount to about 345 Mb for 24h. The position of the particles is therefore often output
as one— to ten—minute averages only (e.g. Visser, 1997). If one wishes to use this data at a
later point to address other questions, without having to re-run the entire model, care must
be taken with how this averaged data are used, as the averaging process affects some of the

statistical properties of the particle distribution.

In order to illustrate this point, 4000 particles were traced for 48h in the (modified) diffusivity
profile from Fig. 2.7 using the random walk from Eq. (2.15) with reflecting boundaries and
a time step of At = 6s. Fig. 2.16(a) shows the standard deviation (STD) of the particle

distribution over the entire 48 hours before and after taking 10 minute means of the data.
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Figure 2.16: (a) Standard deviation of the particle concentration with and without averaging. (b) Fourier
analysis of the frequency components in the particle concentration showing the logarithmic power spectrum
for frequencies up to the Nyquist frequency vy = 1/(2At). The graph has been obtained in two steps: First
the 48 h time series output of the (un-averaged) particle concentrations (binned into 0.1 m sized intervals) was
Fourier transformed for each bin. This power spectrum was then Fourier transformed again, smoothed in its
frequency domain using a modified Hanning filter to remove high frequency noise, and back-transformed using

an inverse Fourier transform. The colour scale has been adjusted to give as much contrast as possible.

4The coefficients for this polynomial fit were obtained through private communication with Dr. Visser.
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While the non-averaged data have a fairly uniform STD throughout the water column, the
same curve for the 10-minute means does not look uniform at all but appears to have taken
a shape similar to that of the diffusivity profile itself but reflected vertically, i.e. the STD is
higher where the diffusivity is lower and vice versa. This could lead one to the wrong conclusion
that a faulty random walk model has been used as there is no physical reason why the STD
should be non-uniform provided that the sample period (in this case 48h) is much greater than
the local mixing time scales. The overall STD is lower which is to be expected after taking

the means which effectively smoothes the data.

The cause for this non-uniformity clearly lies with the diffusivity profile. In the region of
low diffusivities and small gradients (i.e. for 23 m < z < 32 m), changes in the particle
concentration occur rather slowly: if a bin contains a low/high number of particles, this bin
is likely to contain a low/high concentration again for the next one or few time steps. At a
depth where the diffusivity or the gradient is high, large changes in concentration can occur
rapidly [Fig. 2.16(b)]. In these two areas, time averaging therefore has different effects. In the
high diffusivity regions, time averaging will average across the statistical extremes, whereas
in low diffusivity areas the averages might only span a single period of either low or high
particle concentrations. This leaves more extreme values in the averaged data which results in
a comparatively higher STD. The degree to which a STD profile is affected by the averaging
process depends on the heterogeneity of the diffusivity itself and also on the time scale over
which these fluctuations in the particle concentration occur in relation to the time over which
the average is taken. The fluctuation time scale is proportional to the diffusivity so if the
averaging time is very large, i.e. larger than the fluctuation time scale in the area with the
lowest diffusivity, then the profile will remain more homogeneous. The only ways to avoid
this problem are to output the position data at every time step or to perform any sensitive

statistical calculations on the actual particle positions, i.e. while the model is running.

2.4.3 Testing the Different Internal Mixing Parameterisations

As a final test, we will examine the different internal mixing models that were outlined in
Section 2.1.2. The parameterisations differ mainly in the amount of mixing that is added to
the turbulent diffusivity calculated from the turbulence closure scheme. Fig. 2.17 shows the

results for a model run using again the temperature profile from Fig. 2.3.

From all three implementations, the Canuto Model (CM) delivers the highest diffusivities
throughout the water column. The Cantha-Clayson (CC) model delivers almost identical
results to the simple background diffusivity (BG) model. This becomes particularly clear if we
compare the individual profiles from Fig. 2.18. The only significant difference between the CC
and BG model is at the very surface where the CC model drops to 1076 m?s~! while the BG

25~ Within the thermocline the CM model delivers over five times

model remains at 1075 m
higher mixing intensities than the other two. Based on comparisons with some observational
data (e.g. Gargett, 1984) the Canuto model was therefore discarded for the experiments as

the mixing within the thermocline is permanently elevated and rendered too high. Due to the
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Simple Background Diffusivity Model
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Figure 2.17: Comparing the three different internal mixing parameterisations. The experiment was forced with
a strong M2 tide, corresponding to spring velocities in the North Sea. No wind mixing or irradiance input was

applied. Instead the temperature profile was kept constant by preventing vertical temperature diffusion.

negligible differences between the CC and BG models, the BG model was chosen as it is the
computationally cheaper approach.

This concludes the description of the more general aspects of the model. The following chapters
will present the results of the simulations. In each chapter, the model has been set-up slightly
different in order to account for the special requirements of the particular experiment. Each

chapter will therefore describe the particular setup used in more detail.
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Figure 2.18: Comparing individual diffusivity profiles taken at 13.5 h from Fig. 2.17.
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Chapter 3

Application to Tidally Energetic

Estuarine Systems

In this chapter the model that was introduced in the previous section will be used to examine
the effectiveness of motility in the tidally dominated estuarine system of Southampton Water,
located on the south coast of England (see map in Fig. 3.1). Many authors have established the
presence of motile plankton species in Southampton Water (Williams, 1980; Kifle, 1992; Lauria
et al., 1999) and some have observed indications of a vertical migratory behaviour (Crawford
and Purdie, 1992; Lauria et al., 1999). Southampton Water is a tidally energetic environment,
however, where strong currents produce significant vertical turbulent mixing. The benefits of
being motile in such an environment are therefore not as obvious as in an open ocean setting.

This chapter will examine this issue.

The following sections will introduce the physical and biological characteristics of Southamp-
ton Water and explain the model setup for the later experiments. Two types of particles
are released for the experiments: motile particles with various swimming speeds represent-
ing dinoflagellates and ciliates, and non-motile species with various sinking rates representing
diatoms. Southampton Water is not nutrient limited (Ali, 2003, see below) and the growth
model is thus based solely on the light availability. The results will examine whether motility
leads to an increase in light availability and growth. The issue of photoinhibition is examined
in the context of turbulent mixing and cell motility to evaluate whether an optimum swimming
strategy exists which provides the cell with an optimum balance between light availability and

inhibition avoidance.

3.1 Introducing Southampton Water

The partially mixed estuary of Southampton Water is located on England’s south coast, form-
ing the north-westerly extension to the Solent system (see Fig. 3.1). Southampton is an active
port servicing mainly the car and oil industries which results in heavy ship traffic throughout

the year. There are also frequent ferry services connecting Dock Head with the Isle of Wight
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and Hythe on the western shore of the estuary. The main shipping channel is maintained at a
depth of 10.2m (below chart datum) in the upper estuary and at 12.6 m near the mouth (Hy-
drographic Office, 1997). The lower estuary is approximately 10km long, and has a maximum
width at high water of about 2.0 km with some intertidal mudflats along the western shore.

The majority of the bed sediments consist of mud and sandy mud (Dyer, 1980).

Southampton Water has three tributary inlets: the rivers Test, Itchen and Hamble. Approx-
imately 80-90% of the total freshwater output into the Solent is accounted for by the bigger
Test and Itchen. The total freshwater input to Southampton Water constitutes about 1.3% of
the neap tidal prism (Webber, 1980). The combined discharge of the Test and Itchen rivers
can reach a maximum of over 35 m®s~! in late winter, declining to a minimum of less than
15 m3s~! in summer (Ribeiro et al., 2004). The flow of the Hamble river is negligible. For

! on spring tides (Carr et al.,

comparison, the tidal flow into the estuary reaches 7500 m>s~
1980). Westwood and Webber (1977) examined the water exchange between the estuary and
the Solent. Using salinity as a tracer they determined that the proportion of ‘new water’
entering Southampton Water on a neap tide was 32% of the flood tidal prism, indicating a

high degree of flushing.

The general salinity structure along Southampton Water depends on the state of the tide and
to a lesser degree on the seasonally changing freshwater input. In summer and autumn, surface
salinities during high tide at Dock Head typically exceed 30, while in winter and spring, surface
salinities during low tide can drop below 30 at the mouth of the estuary which has a yearly
range in the vertical salinity difference between 0.5 - 3 (Phillips, 1980). The temperatures vary
spatially and seasonally between 5.0 - 21.0°C with an annual mean temperature of 10.9°C
(Carr et al., 1980).
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Figure 3.1: Map of Southampton Water and the Solent system.
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3.1.1 The Tides in Southampton Water

The particular geometry of the English Channel and Solent system and resonance effects within
Southampton Water result in a characteristic and rather complicated tidal signature which
is dominated by the interaction of the My and Mg tidal constituents. A careful harmonic
analysis of a long term data set yields over 20 significant constituents which, according to
Webber (1980), makes the Solent tidal regime one of the worldwide most complex and difficult

to explain.

Fig. 3.2(a) below shows the tidal current velocities measured by a 1200 kHz acoustic Doppler
current profiler (ADCP) which was moored for 71 days in the location shown in Fig. 3.1!. The
velocities show the v-component in a co-ordinate system that has been rotated so its ordinate
coincides with the orientation of Southampton Water. The currents presented in this section

are thus always true along-estuary velocities.

An almost monthly cycle can be observed in the data producing a comparatively strong neap

tide on 6 March, followed by a strong spring tide, followed by a weak neap tide, followed by a

weak spring tide, etc. This cycle is due to the Ny tidal constituent (T, = 12.66 h). Just like
(a)
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Figure 3.2: (a) Tidal velocities in Southampton Water from ADCP measurements. The currents shown have
been depth averaged. Positive velocities are into the estuary. (b) Power spectrum of the tidal velocities,
smoothed with 16 degrees of freedom. The main constituents are annotated and the error bar gives the 95%

confidence interval from a x? test.

!The raw data are courtesy of Cesar Ribeiro and Joanna Waniek from the Southampton Oceanography
Centre.
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the So and My constituents superimpose to produce the well known springs-neaps variation,

M, and Ny superimpose to produce a beat signal with the period:

2w TM TN
WMy — WNy

(3.1)

The power spectrum in Fig. 3.2(b) demonstrates that the tidal signal is characterised by the
presence of shallow water constituents which combine to produce a highly asymmetric semi-
diurnal tide [Fig. 3.3(a)].
to a prolonged flood phase, a water level stand at high water, and a rapid, short ebb tide
[Fig. 3.3(b)]. The flood phase is split by a brief period of very low currents (the Young Flood
Stand), while the high water stand (HWS), with negligible currents, can last up to 2 or 3 hours.

Particularly at spring tides, these shallow water constituents lead

The maximum ebb current is typically twice that of the maximum flood current. Spring ebb
velocities range from just below 1 ms™! to over 1.4ms~!. Neap tides can have maximum ebb

flows between 0.2ms™! and 0.45 ms—1.

From Fig. 3.3 three periods of differing lengths during which the mixing is reduced can be
identified: The first occurs at the changeover from the ebb to the 1st flood and lasts only
a few minutes; the second is the Young Flood Stand lasting for about 30 minutes; and the
third is the extended HW stand of 2-3 hours. These periods will be of interest later, once the

associated turbulent mixing is examined.
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Figure 3.3: Typical tidal curves for Southampton Water: (a) Observed water level above chart datum at Dock
Head during the spring tide on 15 November 2000 and the neap tide on 19 March 2001 [data courtesy of
Associated British Ports (ABP)]. (b) Corresponding current velocities from ADCP measurements about 2.5 km
down the estuary from Dock Head (see map in Fig. 3.1). The measurements are taken from approximately 1 m

below the surface.
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Estuarine Circulation

In order to estimate net transport of particles in an estuary, it is important to know the
magnitude of the so-called estuarine or gravitational circulation. This sub-tidal transport gives
an estimate for the net mass flux out of and into the estuary. The gravitational circulation
is driven by the horizontal density gradient which exists in brackish waters like estuaries and
fiords or generally in regions of freshwater influence (ROFT). Its main characteristic is the net
seaward flow at the surface and a net landward transport by intruding saltier bottom water.
This type of circulation is highly variable and its onset, persistence, and breakdown depends
on the strength of the density gradient and also the vertical stability of the water column
(Hansen and Rattray, 1965).

Ribeiro et al. (2004) examined the response of the estuarine circulation to changes in tidal and
wind mixing in Southampton Water using the 71-day ADCP data from Fig. 3.2(a). During
periods of low mixing, i.e. weak neap tides in combination with low wind mixing, the sub-tidal
current strength reached values of over 0.1 ms~! in the bottom and surface layer. They found
that strong neap tides with ebb velocities of 0.4 ms™! were sufficient to inhibit the onset of
the gravitational circulation. Strong wind mixing has been observed to temporarily reduce the
sub-tidal current strength or lead to the complete breakdown of the gravitational circulation.
Since no significant changes in the freshwater input occurred during the deployment period, the
onset of the estuarine circulation could be attributed to reduced tidal mixing (in the absence
of wind mixing). During the entire 71-day deployment they observed only three short periods
during which the gravitational circulation was well established. These periods coincided with

the second, third, and fourth neap tide in Fig. 3.2(a) and persisted for a maximum of 4.5 days.

This information will become relevant later, when different particle swimming strategies will

be examined, also in relation to minimising flushing losses from the estuary.

3.1.2 Tidal and Seasonal Changes in Turbidity

The light availability to the cells is very sensitive to the turbidity of the water. This section
will therefore investigate the variability in turbidity, both on a diurnal and a seasonal time
scale. The aim is to find a representative range of values for Southampton Water of the PAR

absorption coefficient kg from Eq. (2.24).

Several factors can influence the water column turbidity. The most obvious ones are:

1. Resuspension of bed sediments due to an increase in tidal mixing as a result of increased

shear stress.
2. Weekly and seasonal variations in the sediment load of the tributary rivers.

3. Ship generated turbulence and the resulting resuspension of bed sediments. After the
passage of a larger container ship, oil tanker, or cruise liner the water in the wake usually

shows a brown colour giving evidence of the amount of resuspension taking place.
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4. Pollution by the oil refinery, the power plant (see Fig. 3.1) and general trade and sewage

effluents that flow either directly into Southampton Water or its tributaries.

5. Self-shading effects from phytoplankton during periods of increased productivity (blooms).

While self-shading effects do not contribute to kp, but will be included as a separate contribu-
tion ks [see Eq. (2.24)], items 2.—4. from the above list largely depend on external and partially
random factors (freshwater input, precipitation and soil erosion, ship traffic, sewage discharge)
which cannot be parameterised in the model. The only factor that occurs with the required
predictability is the tidal forcing of the currents. The following paragraphs will therefore ex-
amine to what degree diurnal and springs-neaps changes in the tidal current speeds are able

to explain the observed variations in turbidity.

Observational data of current speed and turbidity, both courtesy of Cesar Ribeiro and Joanna
Waniek, will be used for the analysis. The measured turbidity is a combination of ky, and k;
and will therefore be denoted with k;. The turbidity data were collected during six 13h surveys
on transects taking place between Dock Head and Hamble Point (see map in Fig. 3.1) using
a towed, undulating minibat CTD with a mounted PAR light sensor. Table 3.1 provides a

summary of the surveys. The PAR data were

averaged to yield a representative profile for 0
every 100-200 m of the transects. Only the 1r
PAR values that were at least three times 2t
larger than the sensor’s 'dark’ value were ac- 3|
cepted and useable profiles were selected on
the grounds that they had to contain at least £
four data points. A best line fit then yielded

k; from the linearised equation:

Inl(z) =Inly— k2 (3.2) s

g L L L L L L L
where z is the depth below the surface. As 0 1 2 3 4 5 6 l
InI(z) [uEm™2s7!]

Fig. 3.4 illustrates, the above criteria for the

. . Fi A4 E le of the li fit of the irradi
selection of the data points produced very - "¢ 3 ampie of Bhe fmear b of The drradiance
data. The plot shows the fit to a profile taken on August

good fits to the data, but the observed varia- 22 around 12.40h, containing the surface PAR maximum
tion is rather large as the values in Table 3.1 for this survey of over 1400 uEm~2?s~*.

and the examples in Fig. 3.5 show. Part of

the large variation can be explained solely on the grounds that the values stem from different
parts of the estuary. Apart from this spatial variability, a comparison of the corresponding
segments in each transect (which stem from roughly the same part of the estuary) also reveal

a considerable temporal variability.

On both days, a considerable but very localised increase in k; appears during the first flood,
approximately 3 h after the maximum ebb flow, about 4 km down-estuary from Dock Head.
This could imply that sediments which were resuspended during the maximum ebb flow and

carried down-estuary are brought back into the estuary with the incoming flood. However,
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TABLE 3.1: Summary of the observational data for the PAR absorption coefficient k; (in [m™!']). The tidal
state at the time of observation is given in the abbreviated form S/N =+ n, where S refers to spring tide, N is

neap tide, and n is the number of days before (-) or after (+) the spring or neap tide.

] date | 15/11/00 | 22/11/00 | 08/03/01 | 15/03/01 | 08/08/01 | 14/08/01 |
tidal state S+2 N-+2 S—-3 N-3 S+1 N
tidal range [m] 4.0 2.94 4.0 3.28 3.2 2.12
ke k] 0.841.79 | 056152 | 039141 | 071133 | 0.651.32 | 0.50 0.87
ki 4+ 1STD || 1.17+£0.19 | 0.89 £0.15 | 0.85+0.13 | 0.87 £ 0.11 | 0.91+0.13 | 0.69 + 0.07

the fact that this phenomenon is rather localised and not present on the other survey days in
November 2000 and August 2001, suggests other causes for this increase in k;. Also the fact
that on 15/03/01, an ebb flow of about 0.80 ms~! should produce a 50% increase in k;, while
the subsequent flood flow of 0.55 ms~! produces no increase in turbidity in the upper estuary
at all, is rather peculiar. More probable causes for these phenomena are thus either passing
ships or effluent from the oil refinery which is carried up the estuary with the incoming tide.
Another mechanism could simply be finite patches of suspendeable material on the seabed,
leading to patchy clouds of material in the water that the consecutive transects may or may

not pass through.

Although Table 3.1 shows that k; is generally higher at spring and lower at neap tide, no obvious
temporal relationship between the immediate current strength and the absorption coefficient
on shorter time scales could be found (at least not in the top 5-10 metres where the PAR
sensor has enough light to operate). A more stringent correlation analysis yielded the same
results as the visual inspection of the graphs. Apart from the springs-neaps variation there

also seems to be a generally higher turbidity in winter with k; decreasing towards summer.
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Figure 3.5: Example of the calculated k;-values from the surveys on (a) 08/03/01 and (b) 15/03/01. Only the
southbound transects are shown, i.e. the ones starting in the upper estuary at Dock Head and going towards
the mouth of the estuary at Hamble Point. The length of each transect is about 5km. The blue circles indicate
the calculated values for k;. The circles belonging to the same transect are connected with a solid blue line.

The green lines show the along-estuary tidal velocities from the ADCP measurements.
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This rather large spatial, temporal, and seasonal variability of k; makes it difficult to choose
a representative value for the model, especially since there seems to be no correlation in the
top 5-10 m with the tidal current strength. The choice of k; was therefore taken on the basis

of the following observations:

e [k is generally lower at neap than at spring tide. Both in the November 2000 and August
2001 surveys, k;, ~ 1.3k, .

e The important months for phytoplankton production in Southampton Water are March
to August (see Section 3.1.3).

e Although the range in k; can be large, great increases appear to be very localised, short
lived, and not related to the immediate current velocity. The effect on the mean value

is thus rather small which is also reflected in the small standard deviation (Table 3.1).

Two mean values for k; were therefore selected: one representative for a neap tide and the
other for spring. The overall average value during the two March and August surveys (these
months mark the beginning and end of the growth season) is k; = 0.82 £ 0.14 m~!. The neap
and spring values were chosen to lie symmetrically about this value such that ky;, ~ 1.3k, .
This yields: k. = 0.93m™ ! and k;, = 0.71 m~'. In Section 3.2, it will be explained how these
values are then split into a background and phytoplankton-specific absorption coefficient such
that k; = kbg + k.

3.1.3 Phytoplankton in Southampton Water

According to Williams (1980), most photosynthesising organisms in Southampton Water are
planktonic rather than benthic algae. Chlorophyll a values vary from about 1-2mg Chlm ™3 in
winter to 10-20 mg Chlm ™ in summer. Bloom values are of the order of 40 mg Chlm™3, but
values of over 100 mg Chlm =3 have been observed (Crawford and Lindholm, 1997). Blooms
have been observed as early as April and are usually composed of diatoms which start to be
succeeded by autotrophic ciliates in late May and dinoflagellates in June (Kifle, 1992). Several
authors have found a general horizontal decrease in Chl a concentration from mid-estuary
seawards (Williams, 1980; Antai, 1989; Kifle, 1992; Lauria et al., 1999) which they attributed

to increased tidal exchange of estuarine water with Solent water.

A recurring feature in Southampton Water are the red tide events caused by the non-toxic
phototrophic ciliate Mesodinium rubrum. These events occur at irregular intervals and bloom
events have been observed between May to late August (Kifle, 1992; Crawford and Purdie,
1992; Leakey, 1989). A survey of the bloom-forming species found in Southampton Water and
their swimming and sinking velocities has been carried out. Table 3.2 gives a summary of the

available data.

The motile species have moderate swimming velocities between 0.07-0.26 mms~! with the

exception of the ciliate Mesodinium rubrum which has an outstanding burst speed of Smms™!.
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TABLE 3.2: Phytoplankton species in Southampton Water compiled with data from Kifle (1992), Williams
(1980), Eppley et al. (1967), Taylor (1987), Hasle and Syvertsen (1996), Crawford and Purdie (1992),
Kamykowski et al. (1992), Jonsson and Tiselius (1990), Kuylenstierna and Karlson (2000) and Lauria (1998).

PHYTOPLANKTON SINKING /SWIMMING
SPECIES SEASON SIZE RANGE [ pm]
GROUP SPEED
Non-Motile Species
Asterionella . April - late August 30-150
. . diatom i .
Japonica (apical axis)
Biddulphia .
diatom July - August ~ 10-20
alternans
Biddulphia . . 80-300
T diatom April - July . .
mobiliensis (apical axis)
diatom (chain .
Chaetoceros spp. . late August 10-40 5-20 pms
forming)
Coscinodiscus . . 0.08-0.1 mms—!
) diatom April -July 30-180 L
radiatus (for C. wailesii)
Lithodesmium diatom (chain .
. April - July 37-93
undulatum forming)
Rhizosolenia diatom (chain . 9-22
) ) April/May - June .
delicatula forming) (diameter)
Rhizosolenia . )
, diatom April - July 4-25
setigera
Skeletonema diatom (chain . . .
. mid April - May 5-25 4-17 pms
costatum forming)
o diatom (chain . =
Thalassiosira sp. . April - July 12-78 7-27 pms
forming)
Motile Species
Eutreptiella . .
) euglenoid mid - late May 10-80
marina
Mesodinium . late May - late 8mms !
ciliate (autotroph) 15-70
rubrum August (burst speed)
. . 0.26 mms !
Gonyaulaz spp. dinoflagellate mid June 30-75
(G. polyedra)
Peridinium .
o . mid June - 1
(=Scrippsiella) dinoflagellate 20-100 0.07 mms
) late August
trochoideum
. . 3-8
Phaeocystis sp. prymnesiophyte late May-June
(colony: 1-5 mm)
Prorocentrum . mid June - late 4
) dinoflagellate 35-70 0.25 mms
micans August

Although the swimming behaviour of this species changes from rapid jumps to periods of no
motion (Jonsson and Tiselius, 1990), vertical migrations of some 40 m d~! have been observed
in the Peru upwelling system (Smith and Barber, 1979) which corresponds to an average
vertical displacement of almost 0.5 mms~!. Due to the turbulent mixing which forces the cell

to readjust it’s orientation, the average swimming velocity is likely to be > 0.5 mms~!.

Several authors have also addressed questions trying to relate the motile phytoplankton be-

haviour with the physical conditions in Southampton Water. Crawford and Purdie (1992)
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for example, studied the vertical migratory behaviour of Mesodinium rubrum during a red
tide event. Relating the cell distributions to stability and mixing over a full tidal cycle, they
suggested that the cells used motility to avoid turbulence, with a superimposed positive pho-
totactic diurnal migratory behaviour to avoid heavy losses due to surface flushing. Lauria
(1998) examined both motile and non-motile phytoplankton, claiming that the periodicity in
the turbulent mixing in Southampton Water would provide the niches for both diatoms and
dinoflagellates to co-exist. Diatoms rely on the increased vertical mixing during the ebb and
flood currents to become entrained into the photic zone while dinoflagellates utilise the slack
water periods to aggregate near the surface and increase their light availability (see also Lauria
et al., 1999). Following the findings of Crawford and Purdie (1992) for Mesodinium rubrum,
she proposed a similar migratory behaviour for the dinoflagellates Prorocentrum micans and

Peridinium trochoideum, and the motile euglenoid Futreptiella marina.

The next sections will examine whether the required swimming speeds necessary to form the
observed accumulations during slack water are in agreement with those pertaining to the local
species. Two different behavioural swimming strategies will be examined: 1) given the high
values for the PAR absorption coefficient k; (see Section 3.1.2), Southampton Water is likely
to be light rather than nutrient limited. The cells will therefore always hunt for light, i.e. swim
constantly upward; 2) the hypothesis of diurnal vertical migration proposed by Crawford and
Purdie (1992) for Mesodinium rubrum, and by Lauria (1998) for the dinoflagellate species from
Table 3.2, will be tested in order to determine whether the swimming speeds of these species

are sufficient to gain advantage from such a strategy.

3.2 Model Setup for Southampton Water Study

3.2.1 General

Stratification in Southampton Water is dominated by freshwater input and surface heating is
therefore not important. For all experiments in this chapter, any heat exchanges between the
surface water and the atmosphere have therefore been neglected. The surface irradiance is only
used to determine the light availability (PAR) to each cell, which depends on the cell’s vertical
position in the water column and the light attenuation k; (Section 3.1.2). The irradiance profile

is given a semi-sinusoidal variation with the maximum occurring at 12 noon.

The model also neglects any vertical salinity variations. This may appear an unreasonable
assumption, particularly considering that the surface-to-bottom salinity difference can cause

density contrasts between 0.5 < Ap < 3 kgm™3.

However, the use of turbulence closure
schemes to relate stability and mixing is notoriously unreliable in estuarine environments
(e.g. Sharples et al., 1994). Even small vertical density gradients can severely dampen any
vertical exchange, primarily because the models are unable to resolve adequately the internally-
generated mixing (e.g. internal waves, internal lee waves). The approach taken here is to use the
turbulence closure scheme to provide a link between tidal current speed and turbulent mixing,

in the absence of vertical stratification. The typical values of the vertical diffusion coefficient
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produced by the model are checked against observations made in Southampton Water using a
microstructure turbulence probe (J. Waniek, pers. comm.). Wind driven mixing has also been
excluded in the following experiments in order to keep the model as simple as possible and to

be able to isolate the tidal signal in the results.

A strong source of turbulent mixing in Southampton Water is the velocity shear due to bottom
friction as the tidal currents move across the sea bed. The observed springs-neaps variability
in the turbulent mixing intensity can be linked to the springs-neaps variation in tidal current
strength (J. Waniek, pers. comm.). Two different scenarios have therefore been chosen to

represent the tidal extremes in Southampton Water:

e The Neap Tide Scenario (NTS): for this experiment, the model will be set up to

simulate neap tide conditions in Southampton Water.

e The Spring Tide Scenario (STS): in this scenario the current strength and tidal phase

will correspond to a spring tide in Southampton Water.

Due to the interaction between the No and My tidal constituents (see Section 3.1.1), the
maximum (depth-averaged) ebb velocities at neap tide can range from 0.25 ms~! during a
weak neap to 0.50ms~! during a strong neap which produces great differences in the turbulent

mixing. For spring tides, the corresponding values are 0.75 ms~' and 1.1 ms~".

Two sub-
variants of each scenario are therefore examined: a weak NTS/STS (wNTS/wSTS) and a

strong NTS/STS (sNTS/sSTS, see next section).

In Section 3.1.1 we saw that three periods of reduced mixing occur during a semi-diurnal tidal
cycle in Southampton Water. For the swimming efforts of the plankton cells, these periods
will prove important as they provide them with a turbulence-break during which they will be
able to adjust their vertical position more effectively. The timing of these breaks in relation
to the daily irradiance maximum will also prove important for the light availability to the
cells. Due to the complicated tidal signature of Southampton Water, the maximum /minimum
tidal velocities can occur for up to two days either side of the actual spring/neap tide. In
order to cover this entire range, and in order to examine the effect the slight phase change
of the turbulence-breaks in relation to the irradiance maximum has on the light availability,
the model is run for four consecutive days in each of the spring and neap scenarios. On each
successive day the time at which these turbulence-breaks occur, will be shifted forward by

about 50 minutes.

The following model parameters are calculated and set up using observational data:

e the tidal current amplitudes for both spring and neap tide and their temporal relation

to the solar cycle,
e turbidity variations as a function of tidal mixing, and

e tidal depth variations.
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3.2.2 Driving the Tides in the Model

For each of the above scenarios a representative day was chosen from the available ADCP data
and the depth-averaged velocities harmonically analysed using the method described in Emery
and Thomson (1998) to obtain the amplitudes and phases of the tidal constituents. Table 3.3
summarises the tidal characteristics of the chosen periods. Table 3.4 and Fig. 3.6 show the

results from the harmonic analysis.

TABLE 3.3: Summary of the ADCP and ABP data used for the different scenarios in the Southampton Water

simulation. The velocities are depth averages.

. STS NTS

Scenario:

weak strong weak strong
date 16/01/02 19/09/01 17/04/01  02/05/01
length of time series [d] 1.15 1.15 1.15 1.15
tidal range [m)] 3.61 4.87 1.56 2.39
max. flood [ms™!] 0.51 0.75 0.23 0.37
max. ebb [ms™?] -0.82 -1.07 -0.28 -0.53

Since only about 27 h have been analysed to represent the spring and neap scenarios, it would
have been sufficient to use the dominant My, My and Mg constituents only to achieve the
essence of the observed tidal behaviour. In order to reach the full amplitudes, however, it was
necessary to include also the weaker Mg, Mg, Mi2 and My4 constituents in the analysis. As
can be seen (Table 3.4), the amplitudes of these higher harmonics are negligible in the wNTS

and have only been included for reasons of consistency.

The phases shown in Table 3.4 generally do not agree with the model input phases. As was

explained in Section 2.1, the tides in the model are driven by oscillating the sea surface slope,

TABLE 3.4: Velocity amplitudes (in [ms~']) and phases (in radians between —m and ) of the tidal constituents
used in the model. The values shown have been obtained through a harmonic analysis of the ADCP data. Note
that the phases in particular will be different from those used in the model (see main text). The last row gives

the root-mean-square (standard deviation) of the error in the fit in [ms™'].

Tidal period Weak Spring Strong Spring Weak Neap Strong Neap
const. [h]

amp ph amp ph amp ph amp ph
Mo 12.4206 0.353 2.756 0.473 2.613 0.157 -0.241 0.252 -0.267
My 6.2103 0.172 0.506 0.212 0.452 0.046 1.451 0.079 1.218
Ms 4.1402 0.272 -2.614 0.300 -2.775 0.073 1.727 0.127 1.701
Mg 3.1052 0.031 2.316 0.044 2.412 0.006 0.885 0.021 -1.995
Mio 2.4841 0.052 -1.879 0.052 -1.451 0.001 1.801 0.012 0.521
Mi» 2.0701 0.034 -1.889 0.049 -2.766 0.007 3.075 0.034 0.012
Mia 1.7744 0.035 1.591 0.052 0.602 0.005 0.590 0.018 1.129

rms of error: 0.042 0.038 0.027 0.048
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Figure 3.6: Depth averaged velocities for the neap and spring tide scenarios. The graphs contain the original
ADCP data, the fitted curve using the Ms through to Mis constituents and the depth average of the velocity
output from the model.

thereby creating pressure gradients from which the current speeds are calculated. Ideally
one might expect the slope phases to be the same as the speed phases. The reason for the
discrepancy is that friction with the seabed alters the response of the currents to the slope
which becomes particularly important in this case as the water is very shallow. The model
phases that drive these sea surface slope oscillations were therefore determined by harmonically
analysing the model velocity output and varying the input phases until the phase relation of
the output velocities matched those from the harmonic analysis of the ADCP data. A small
negative bias has been added to the slopes to generate the net seaward flow which was present
in the ADCP data. The discrepancy between the model output and the fit to the ADCP data
is negligible (Fig. 3.6).

3.2.3 Determining the Changes in Water Level

In particular during a spring tide the tidal range in Southampton Water can represent over 35%
of the mean water depth. It is therefore important to take changes of water depth into account
as they will influence the light availability to the cell as the proportion of the water column

above the compensation depth varies. The observations of the tidal depth variations are taken
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from a tidal prediction data-set provided by Associated British Ports (ABP) for Southampton
Water Dock Head. Those data are only used to scale the model calculations of water height
which are derived directly from the model velocities (see Appendix A). Section 3.4.5 describes

how they are integrated into the Lagrangian model.

3.2.4 Physics Model Output for Southampton Water

Fig. 3.7 shows an example of the simulated current and mixing structure for the simulation of
a strong spring tide scenario. Compared to observations, the timing of the tidal currents can
be regarded as an ‘early’ scenario. The currents shown for the sSTS in Fig. 3.6 depict a ‘late’
scenario where the ebb flow does not start until approximately 15:00 h. In the model this is

represented by day 4 of the consecutive 96 h output.

Each semi-diurnal cycle is characterised by three main pulses of TKE which correspond to

the three tidal flows. The turbulence is generated at the bottom boundary through frictional
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Figure 3.7: Model output of the first 24 h of the 4 day output for Southampton Water simulating sSTC. The
water depth was kept constant at the mean of 13 m. (a) Tidal along-estuarine velocities, (b) eddy diffusivities,
(c) TKE dissipation, and (d) TKE. The diffusivities shown are those used for the particle tracking, i.e. they have
been smoothed using cubic smoothing splines in order to force K’ = 0 at the boundaries (see Section 2.2.3). In
order to keep the profile sufficiently smooth, and thereby reduce the constraint on the time step for the random
walk (see Section 2.2.4), the diffusivities at the boundaries are not allowed to drop to the background value of

107" m?s™! (as is the case in the raw model output).
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forces with the sea bed and slowly propagates upwards through the water column (hence
the slightly slanted shape in the diffusivities — see below). It is also near the sea bed where
most of the TKE is dissipated. In accordance with the turbulent length scale, the diffusivity
maximum occurs near the centre of the water column and decreases towards the boundaries.
The varying maxima of K during these events correspond to the varying tidal current strengths.
A characteristic window of about 2.5 hours appears during the high water stand during which

the tidal mixing is significantly reduced.
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Figure 3.8: Comparing the tidal velocities and mixing for (a)&(b) the weak neap, (c)&(d) the strong neap, and

(e)&(f) the weak spring scenario. The colour range is the same as in Fig. 3.7 to allow for direct comparisons.
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Because the turbulence is generated at the bottom but needs to propagate upwards to reach
the surface, the same diffusivity values are not reached at the surface until §t ~ 20-40 minutes
after they get generated (depending on the tidal segment) [Fig. 3.7(b)]. Since dissipation works
equally well over the entire water column, the decay of the diffusivity is more symmetric than
the build-up. This results in periods of high mixing that are overall shorter near the surface

compared to the bottom.

Although the panels in Fig. 3.7 are idealised representations of Southampton Water, failing
to represent the degree of anisotropy and short-term intermittency encountered in field ob-
servations, the absolute values obtained for K are of the same order of magnitude as values
calculated from observational data (J. Waniek, pers. comm.). The results obtained from the
particle tracking should therefore give a good indication of how well the phytoplankton cells

can use their motility in these diffusivity fields.

The current and mixing behaviour of the other 3 scenarios (Fig. 3.8) illustrate the differences
associated with different phases of the spring-neap cycle. The tidal current amplitudes and
the resulting eddy diffusivities are reduced considerably. Due to the smaller gradients, the
bottom generated turbulence propagates more slowly towards the surface and the time lag has

increased to dt =~ 45-70 minutes depending on the scenario and tidal segment.

How effectively the plankton cells can use their motility in these various mixing regimes will
be explored in Section 3.3 while the differences in light availability and growth are outlined in
Section 3.4.

3.2.5 Biology Setup

The performance of the phytoplankton cells in terms of primary production will be calculated
from the equations introduced in Section 2.3.2. Self-shading is incorporated through a cell-
specific absorption coefficient k,, from Eq. (2.25). Both diatoms and dinoflagellates are given
the same value for k,,, based on the assumption that about 30-40% of the water column
turbidity consists of cell shading effects from these two groups. This estimate is based on
observational data of cell counts in Southampton Water from Lauria (1998) and Ali (2003).
Given the values of k; from Section 3.1.2 this yielded

Epm = 0.2m?(1000 model particles) ™" (3.3)

At any one time, there are 20000 model particles in the water, 10000 diatoms (i.e. nega-
tively buoyant particles) and an equal number of dinoflagellates (motile particles). The depth
averaged absorption coefficient produced if these cells are evenly distributed is thus

20 000 particles
C13m-1m2

Using the results from Section 3.1.2, this yields a background absorption coefficient of ky, =

=0.3m™! (3.4)

i:km

0.41 m~"! for neap and 0.63 m~! for spring tide conditions.

The values for the dark and light-acclimatised maximum production from Section 2.3, PffI and
Pl

., are chosen to represent the observed differences in the specific growth rates for diatoms
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TABLE 3.5: Summary of the model parameters used in the Southampton Water study.

Symbol Meaning Units Values
Physical
At Model time step for random walk S 6.0
Az Vertical resolution position data output m 0.5
H Mean water depth m 13.0
I Maximum surface irradiance at noon pEm™2s™? 1450.0
kbg background attenuation coefficient (neap & spring) m~* 0.41 & 0.63
N Number of particles (per species and sinking/swimming velocity) 10000
Biological dinofl. diatoms
Iq Dark production saturation onset light intensity pEm~2s7! 750.0 750.0
I Light production saturation onset light intensity pEm™2s! 750.0 750.0
Iy Lower inhibition threshold pEm~?s™t 250.0 250.0
o, Cell-specific attenuation coefficient m? (10? cells) ™" 0.2
P2 Max. dark accl. production arbitrary 0.0135 0.032
P Max. light accl. production arbitrary 0.00027  0.00064
r cell respiration 0
Ta Acclimation time scale min 60.0
w Swimming/Sinking velocities mms ! 0to 0.5 0to-0.1

and dinoflagellates (Broekhuizen, 1999). More specifically, Ali (2003) measured the specific
growth rates for the diatom Thalassiosira rotula and the dinoflagellate Prorocentrum micans
for different nutrient-to-carbon ratios. Using the same light and nutrient regimes for both
species, the diatom showed a specific growth rate that was on average 2.4 times higher than
for the dinoflagellate. The values of P% and P! in the model are chosen to reflect this difference.
The intention is only to compare the performance between the motile and non-motile cells and
not to calculate actual quantities of primary production. The respiration rate r has therefore
been set to zero as any differences in growth are already contained in P% and P! . The actual
magnitudes of P% and P!, are arbitrary choices using P4 = 50- P!, as in Nagai et al. (2003). No
information was available on the photo-acclimation behaviour of the two species. Both species
are therefore given the same values for the light response parameters I, and /;,, using again
the values from Nagai et al. (2003). It may appear odd that the inhibition onset I, occurs at
a significantly lower irradiance than the saturation onset /;,; which raises the question of why
a cell should start to become inhibited if the irradiance is still far below the saturation level.
One should also bear in mind that I}, is just the inhibition onset, i.e. it describes the irradiance
at which the cells begin to deviate from the fully dark acclimatised production. The cells do
not become fully inhibited until much higher irradiances are reached (usually exceeding 21;).
This can also be observed in the original Denman and Marra (1986) configuration of the model
where the authors fitted a curve with I, = 0 to lab culture data of primary production. For
the purposes of the present study, the actual magnitudes of I and I;/; are not particularly
important as they do not affect the results of the production study which is mainly comparative
in nature (e.g. Fig. 3.17). They would only become relevant if actual magnitudes of production

were to be calculated. The Table 3.5 gives a summary of the parameter values used.
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3.3 Results from the Particle Tracking

A total of 20000 particles were released into the physical structures shown in Fig. 3.7 and
Fig. 3.8, of which 10000 belong to the motile species and 10 000 are negatively buoyant. Their
location was tracked for a total of 96 hours while they perform a random walk according to
Eq. (2.15). For all the results shown in this chapter, the particles were randomly distributed
at the beginning of the simulation. For the data output, the particles have been collected in
0.5 m size bins to achieve manageable file sizes (see Section 2.4). All particle concentrations
are plotted in percent of the average concentration C' (C' = 10000/13 ~ 769.2 m~') unless
specified otherwise. A value of 150% thus indicates that the concentration in this particular
bin is 1.5 C.

3.3.1 Motile Particles

In order to test the effectiveness of motility, the cells are given a fixed and constant upward
swimming direction. Given the light limitation in Southampton Water, this may already seem
a plausible swimming strategy. It is only used here, however, to test the effectiveness of the dif-
ferent swimming velocities at overcoming the turbulent mixing. By having a constant upward
velocity, the particles will accumulate at the surface and the magnitude of these accumula-
tions is used as an indication to gauge the effectiveness of motility over mixing. If motility is
very successful, the cells will accumulate in high numbers at the top. If the turbulent mixing

prevails, the cells will be kept well mixed and homogeneous throughout the water column.

The first series of plots in Fig. 3.9 correspond to the timing and intensity of the tidal mixing
shown in Fig. 3.7(b) and Fig. 3.8(b). In both scenarios the neutrally buoyant particles show a
random distribution over the entire tidal cycle with concentrations between 95% < C < 105%.
The colour scale has been designed to visualise this interval in good detail as this case of w = 0
represents a crucial test for the model to ensure that any structures seen for w # 0, are solely

due to the particle’s motility and do not represent artifacts introduced by the random walk.

As the swimming velocity is increased, the water column becomes increasingly divided into a
depleted lower half and a more enriched top half, indicated by the approximately horizontal
100% contour line separating them. In both scenarios, the cells are able to utilise their motility
during the breaks in the turbulent mixing. In the spring tide scenario, the accumulations are
periodically eroded by the strong mixing pulses whereas in the weak neap tide scenario, the
surface concentrations are higher and persist for longer. It becomes clear that at neap tide
even the slower swimmers have a chance to overcome the turbulent mixing. Only the ebb flow
is strong enough in this scenario to partially disperse the cells. The weak spring and strong
neap scenarios (not shown) look similar to their counterparts from Fig. 3.9. They differ in the
amplitude and duration of the accumulations as the mixing lies between the two extreme cases

shown here.

With this initialisation, where the particles are uniformly distributed at ¢t = 0, the model

takes between 5-10 hours to reach a steady state, depending on the swimming velocity and
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Figure 3.9: Relative particle concentrations with different swimming velocities for the strong spring tide scenario
(top series) and a weak neap tide (lower series). Plotted are 5 minute averages with a 0.5 m vertical resolution.
The tidal velocities are shown for reference. Apart from the top element, the colour scales for the particle
concentrations are identical in both series. The colour scale is nonlinear to visualise the important regions. The

top value at the colour scale always gives the highest observed concentration in each figure.
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tidal scenario. The term ‘steady’ refers here to a state in which subsequent periodic surface
accumulations do not differ in shape and intensity apart from small statistical variations which

are due to the random component in Eq. (2.15).

Fig. 3.10 shows the corresponding Peclet numbers to Fig. 3.9 for three different swimming
velocities. In Fig. 3.10(a), almost the entire water column appears in a shade of blue for the
weakest swimmers, which indicates that the Peclet number is less than one for the entire tidal
cycle and the mixing time scale is always less than the swimming time scale. As the velocity is
increased, gaps start to appear between the tidal segments. A comparison between the times
of the particle accumulations in Fig. 3.9 and the times of the gaps, clearly shows that the times
when & > 1 coincide with the times when accumulations appear at the surface. For the weak
neap tide in Fig. 3.10(b), & > 1 for the two faster swimmers during most of the tidal cycle

which is mirrored by the higher and longer lasting accumulations in Fig. 3.9.

Yet another way to look at the particle concentrations which might yield different insights, is
shown in Fig. 3.11. This graph shows the relative cumulative concentrations for particles with

w=0.5mms !

measured from the surface down. The curves are plotted for the two extreme
states during the semi-diurnal cycle: the most heterogeneous distribution occurs at the end of
the high water stand and the most homogeneous distribution during the ebb flow. In the most
heterogeneous case in the weak neap tide scenario, about 80% of the particles are in the top
half of the water column and over 50% are concentrated in the top 2.5 m. During the strong
spring tide, the distribution is less heterogeneous but still shows 70% of the particles in the
top half of the water column. The 50% mark is now 3.5 m below the surface. The graph also
shows that the mixing during a strong spring tide is strong enough to render the distribution
almost perfectly homogeneous only with a slight bias towards the surface remaining. During
a weak neap tide, on the other hand, the mixing is not strong enough and the distribution

maintains a strong bias towards the surface. The arrows indicate the range of concentration
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Figure 3.10: Peclet numbers for one tidal cycle of (a) the strong spring tide and (b) the weak neap tide scenario.
Plotted are the results for three different swimming velocities. These figures were obtained by assuming a
mixing depth of h = 13 m and using the diffusivities from Fig. 3.7(b) and Fig. 3.8(b) in Eq. (1.37).
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Figure 3.11: Cumulative particle concentrations for particles with w = 0.5 mms~' at the two tidal extremes.
The solid lines show the cumulative relative concentrations at the end of the high water stand (HW) when the
near-surface concentrations are the highest. The dash-dotted lines show the concentrations after the onset of
the ebb flow when the strong turbulent mixing has brought the concentrations to the most homogeneous state
during the semi-diurnal cycle. The dash-dotted green line is the reference showing the cumulative concentration

for neutrally buoyant particles.

distributions between these two extremes. The black arrow indicates the expected range over
an entire springs-neaps cycle. For particles with w < 0.5 mms™! both lines shift closer to
the reference line and the range between the extremes decreases. Note that the curves shown
here represent again the five minute averages. For a given euphotic depth, these graphs are
very useful as they allow determination of the percentage of the cells above the euphotic depth

which are able to photosynthesise.

3.3.2 Non-Motile/Sinking Particles

For non-motile particles such as diatoms that generally possess negative buoyancy, we expect
to see the opposite picture. During periods of reduced mixing they will accumulate at the
sea bed and when the tidal currents pick up again, they will be resuspended and distributed
more evenly throughout the water column. If the magnitudes of the sinking velocities are the
same as in Fig. 3.9, then the corresponding figure of particle distributions would simply be an
inverted version of Fig. 3.9. However, the diatoms present in Southampton Water generally
have sinking velocities less than 0.1 mms~! (Table 3.2). By examining the result for motile
particles with w = 0.1 mms~! in Fig. 3.9, it is clear that diatoms will remain well mixed
almost throughout the entire springs-neaps cycle. The equivalent plot to Fig. 3.11 but for
particles sinking at w = —0.1 mms~! is shown in Fig. 3.12. During a strong spring tide, the
bias towards the sea bed is almost negligible with over 45% of the cells in the top half of the
water column at the end of the high water stand. The ebb flow essentially produces a fully
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Figure 3.12: Cumulative particle concentrations for particles with w = —0.1 mms™ ' at the two tidal extremes.

(see Fig. 3.11 for further explanations).

homogeneous distribution. Even during a weak neap tide just under 45% of the cells remain

in the top half of the water column.

In comparison, motile cells are able to accumulate closer to the light but given that dinoflagel-
lates grow slower and have higher light requirements than diatoms, this might not be a decisive
advantage. Their higher position in the water column might only become relevant once their
numbers increase to such levels that they start to significantly shade the diatoms below [e.g.

during a Mesodinium bloom event (Crawford and Purdie, 1992)].

3.3.3 Comparing the Results with Observations

Having presented the results from the particle tracking, this section will attempt a comparison
with observations to elucidate whether the observed patterns in the model are indeed realistic

representations of Southampton Water.

As mentioned earlier, two studies have been conducted in Southampton Water that examined
vertical migrations and the use of motility in relation to turbulent mixing. The dinoflagellate
species studied by Lauria et al. (1999) had swimming velocities of w = 0.25mms~! (Prorocen-
trum micans) and w = 0.07 mms~! (Peridinium trochoideum). The authors observed surface
accumulations of these species during slack water periods which became dispersed into a ho-
mogeneous distribution once turbulence intensified during ebb and flood currents. The same
pattern has been observed by Crawford and Purdie (1992) for the ciliate Mesodinium rubrum.
Although the results from the discrete sampling methods used in both studies cannot be com-
pared quantitatively to the model simulations, the results presented in the previous sections

indicate that the swimming velocity of w = 0.25mms~! for Prorocentrum and in particular the
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(average) velocity of 0.5mm s ™! for Mesodinium (Smith and Barber, 1979) should be sufficient
for them to overcome the turbulent mixing during the slack water periods. The surface accu-
mulations formed in Fig. 3.9 are in good agreement with observations. The model results could
also confirm the observation that the cells are unable to resist the turbulent mixing during the
ebb and flood as they become homogenised throughout the water column (Lauria et al., 1999).
The published swimming velocity for Peridinium trochoideum of 0.07 mms~! (Table 3.2) on
the other hand seems insufficient for the turbulent mixing in Southampton Water. Given that
even during a weak neap tide, the Peclet number will always be less than unity for this species
[see top panel in Fig. 3.10(b)], this swimming velocity should have only negligible effects on
their vertical position. In addition, 0.07 mms~! translates into just 25cmh™! which is not
enough to cover any significant vertical distance during the slack water periods which only last
up to 3 h.

Both studies (Crawford and Purdie, 1992; Lauria et al., 1999) suggested that the motile species
in Southampton Water might pursue a migratory strategy which would cause them to swim to
the bottom layers before low water in order to minimise the down estuary excursion with the
ebb flow. With the changeover to the flood phase, they would start to swim upward into the
surface layers to maximise the distance travelled up the estuary with the flood. Considering
the net outflow of the estuary due to the freshwater input at the head and the occasionally well
developed estuarine circulation in Southampton Water this strategy could help to minimise
the overall flushing losses of the cells. However, during the ebb flow itself the mixing is strong
and this low position in the water column cannot be maintained. On days when the slack
water preceding the ebb flow occurs near midday it also seems improbable that the cells would
actively swim downwards, thus leaving the euphotic zone when the light availability would be
approaching the maximum. A cell would also struggle to cover the required vertical distances
to reach the near surface water just before the flood flows as the slack preceding the first and
second flood are limited to about 30-45 minutes which seems short even for the fastest cells.
The benefit of such a strategy appears thus limited and a light based strategy would seem

more feasible.

3.4 Primary Production

We have seen that the swimming velocities of motile species in Southampton Water may be
sufficient to allow positioning within the water column at certain stages of the tidal cycle
and at certain times within the spring-neap cycle. This section will attempt to quantify this
advantage in terms of light availability and primary production. A total of 12 different particle
species from the two different phytoplankton groups were examined: 6 sinking species with
0> w > —0.1 mms~!, and 6 swimming species with 0 < w < 0.5 mms~'. Due to the
limitation in computing power, it was not possible to include all the 12 species in the same
same experiment as there would not have been a statistically sufficient number of particles
for each species. To achieve a ‘steady’ state in the particle distributions, i.e. a state in which

recurring particle distributions at a certain stage of the tide are ‘identical’, it was necessary to
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have at least 10 000 particles per species. Each experiment is therefore seeded with an initial
population of 20 000 particles, 10 000 motile ones and 10000 that are non-motile. The species
pairs were chosen such that the fastest, second fastest, etc. swimmers and sinkers were together

I were together,

in one experiment, e.g. the species with w = 0.5 mms~" and w = —0.1 mms—
and the species with w = 0.4 mms~! and w = —0.08 mms~!, etc. until the two neutrally
buoyant species of each group were competing with each other. The latter combination will
be used to test the effect of the different parameters used in the growth functions (Table 3.5)

for each group.

3.4.1 Comparing the Light Availability

Before comparing the production of the two different phytoplankton groups, this section will
provide some results on the light availability to the cells. By light availability we mean the
maximum received PAR of a cell over a given time interval, irrespective of whether the cell
is able to utilise this light for photosynthesis or not. This is meant as a proxy for potential

growth, i.e. a measure that is independent of the chosen growth and light-response functions.

On a spring tide, the motile particles accumulate at the surface during the high water stand
which occurs between 09:30 h and 12:30 h on day 1 (see Fig. 3.7). This timing results in a
much increased light availability [Fig. 3.13(a) and (c)]. The ebb starts at about 12:45 h with
the maximum turbulence at about 13:30 h (Fig. 3.7). As a result, the light received by the
motile cells drops significantly and is only slightly above the amounts received by the sinking
particles. In the wSTS [Fig. 3.13(c)] this is more pronounced, as the overall lower mixing

allows for higher surface concentrations during the high water stand.

During a neap tide, the overall light availability is higher for all cells due to the lower back-
ground turbidity (Table 3.5). The effect of the different background turbidities becomes clear
by comparing the light availabilities for the neutrally buoyant particles. In the neap scenarios,
the light availability for cells with w = 0 is about 30% higher throughout the light period. It
is no coincidence that this value corresponds to the 30% higher total turbidity k; = kyg + ks
for an even particle distribution [see Section 3.1.2 and Eq. (3.4)]. Let us consider the light

profiles for two different absorption coefficients k1 and ko
Ii(z) = Ipexp (—k1 2) and Ix(z) = Ipexp (—k2 2) (3.5)

The total light available throughout the water column from these profiles is

H

N I

Lio= / Ipexp (—ki2z2) dz = ——kIOQ [1 —exp (—ki2H)] (3.6)
0 b

and the ratio of both yields

Ii ke 1—exp(—ki H) kg |
- =— ~ — if k1 ~ko. 3.7
]2 k‘l 1-— exp (—k‘Q H) k‘l ! ! 2 ( )

Thus if the two attenuation coefficients are not too different from each other, the difference in

the light availabilities of uniformly distributed particles follows directly from the ratio of ko
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Figure 3.13: Total received PAR (light availability) per cell for the 5 different swimming velocities (shades of
red and yellow), the 5 different sinking velocities (shades of blue) and neutrally buoyant particles (green). Each
bar represents the average amount of light received per cell during one hour. The graphs correspond to the
mixing scenarios and particle concentrations that were shown in Fig. 3.7, Fig. 3.8 and Fig. 3.9. They represent
the first (early) day of the 96 h consecutive output for each scenario and can thus be directly compared to
the particle distributions in Fig. 3.9. The blue line in the background shows the course of the total surface
irradiance. 45% of this total is assumed to be PAR. The light period is 16 h which corresponds to May or mid
July in Southampton.

to k1. In the present case of ki, = 1.3k, (Section 3.1.2) the ratio of the exponential terms in

Eq. (3.7) differs only negligibly from unity.

Clearly these considerations only apply to neutrally buoyant particles, that are uniformly
distributed throughout the water column but not to uneven distributions that are biased
towards the surface or the seabed. This becomes clear if we compare the light availabilities
for the top 1 m only, say, i.e. if we insert H = 1 m into Eq. (3.7). Then the ratio of the
exponential terms is significantly different from unity (if k2 = 1.3 k1) which produces a light
availability that is only 10% higher at neaps than at springs. If the particles thus accumulate
at the surface the different turbidities will not have the full effect and the overall difference in
light availability will be less than ks /k1. The opposite effect occurs if the particles accumulate
at the bed and the surface layers become depleted.

For the comparison between the spring and neap tide scenarios in Fig. 3.13 this means that

the faster the cells swim, i.e. the greater the bias in their population distribution towards



88

Chapter 3: Application to Tidally Energetic Estuarine Systems

the surface, the smaller the effect of the different background turbidities and the more the
differences in the light availability are due to differences in the turbulent mixing. For negatively
buoyant cells, the opposite is true as they will always have a population distribution that is
biased towards the bed. As this bias is much less due to the lower sinking velocities, their light

availability should always be reduced by a factor that is ~ 1.3.

During neap tide, the high water stands occur roughly around 06:00h and 18:00h which is a less
favourable timing for motile particles in terms of light availability (neglecting photoinhibition)
as their ability to reach the surface is not rewarded by the high light doses they would receive at
noon. Nevertheless, compared to the spring tide scenarios, the motile cells have a much higher
light availability than the negatively buoyant particles throughout the tidal cycle which is due
to the combined effect of the lower background turbidity and the generally much lower mixing.
If the experiment is repeated with identical background turbidities (results not shown), the
motile cells still receive more light during the neap scenarios, but in the wSTS the daily average
light availability of the motile cells comes within reach (between 95-98%) of that achieved in
the sN'TS. The more favourable timing of the high water stand at springs is thus able to almost

completely alleviate the differences in the mixing between these two sub-variants.

Fig. 3.14 shows the average daily totals per cell for each species and scenario, i.e. the average
received light per day from days one to four. The inter-daily variability among the 4 days
in the 96 h output for each experiment has been found to be negligible. The slight phase
shifts of the tide on each consecutive day in relation to the sun had thus no effect on the
received daily total. On average, the light received by the fastest swimmers is 1.69 to 2.62
times higher than for the fastest sinkers. In terms of production it is difficult to estimate
how these differences in light availability will translate into differences in growth. Considering
that the growth rate of the non-motile cells in the experiment is 2.4 times higher than for
motile species (Table 3.5), it seems that during the two spring and the strong neap scenarios,

the fastest swimmers will not be able to alleviate this difference through the increase in light
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Figure 3.14: Comparing the available PAR over 24 h for all particle species and tidal scenarios. The bars
represent the received PAR during one day, averaged over the 4 days of consecutive output for each tidal
scenario. The numbers indicate how much more light the fastest swimmers receive compared to the fastest

sinkers.
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availability, independent of the growth function used. It is only in the weak neap scenario that
the advantage in light availability appears sufficient to compensate for the difference in growth
rates. The question that remains, however, is how much of this available light can actually
be used in photosynthesis and how much will be ‘lost’ due to photoinhibition. The following

section will be able to answer this question.

3.4.2 Comparing Production

As it is impossible to display the results for each of the 12 particle species, only some examples
will be shown before comparing the ensemble averages for all species. The first example in
Fig. 3.15 shows the total local production P of all cells and the average cellular acclimation
status Y for neutrally buoyant diatoms in a strong spring tide scenario, using the growth
parameters from Table 3.5. As the particles are neutrally buoyant, the production is fairly
homogeneous and mirrors the course of the intensity of the available light. The production is
limited to the top 3-4 metres of the water column. Towards noon there is a slight decrease
noticeable as the cells become more inhibited due to the increased residence time near the
surface during the high water stand between 09:30 h and 12:30 h on day one of a spring tide
scenario. As the ebb flow starts, the inhibition near the surface drops as the cells become more
mixed and the production increases slightly (see also Section 3.4.4). For neutrally buoyant
dinoflagellates, the results are identical except that the maximum production is only 25, i.e.

by a factor of about 2.4 less which corresponds to the difference in maximum growth rate set
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Figure 3.15: Growth and acclimation for neutrally buoyant diatoms for day one of the strong spring tide scenario.
(a) The total production per minute summed over all particles in each depth bin (arbitrary units). (b) The
average inhibition status Y of the cells. YFS, HWS and LW indicate the times of the Young Flood Stand, the
High Water Stand, and Low Water respectively.
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out in Table 3.5. Hence, without any motility, the diatoms would win the growth race, simply
due to their higher maximum growth rate. This is true also if the overall daily production
is compared (not shown). The question is thus, to what extent will the motility be able to

alleviate this disadvantage of slower growth.

A comparison between the fastest sinkers and fastest swimmers for the sSTS (Fig. 3.16) shows
that production is less uniform due to concentrations of particles accumulating during the high
water stand (see Fig. 3.9). For the motile particles, the maximum production occurs during
the highest surface accumulations just before the onset of the ebb flow, i.e. at about 12:30 h.
For the sinking particles, the production is suppressed during this time, due to the shading
by the motile cells. During the slack water period, the negatively buoyant particles also sink
out of the near surface water. However, given that their sinking velocity is only -0.1 mms™*,
this is not enough to account for the observed decrease in production as they would only
cover a maximum distance of 0.36 m per hour. During the ebb flow, the surface accumulations
disappear (Fig. 3.9) and the production for the sinkers increases again. The maximum growth
for the dinoflagellates is higher during the high water stand but overall the diatoms have a
higher production in the subsurface layers as they need less light to achieve the same growth.
The production per particle (not shown) is fairly homogeneous due to the periodic tidal mixing

which homogenises the water column, i.e. at the end of a day most particles will have received

similar amounts of light.

Fig. 3.17 shows the normalised production, averaged over the 4 day output for each scenario
and species combination. Several pieces of information can be extracted from this graph and
several interlinked factors need to be considered to explain this picture. As a first observation,
the total production on a spring tide day is about 75-80% of that achieved during a neap tide.

The main cause is the difference in turbidity since we have k;, ~ 0.77 ky,.

The total production appears to be the same for both the strong and weak variants and

remains fairly constant throughout a scenario for different species combinations. While the
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Figure 3.16: (a) Production (top) and acclimation status (bottom) for motile cells with w = 0.5 mms™* during
day one of a sSTS. (b) The equivalent plots for negatively buoyant particles sinking at w = —0.1mms~'. YFS,
HWS and LW indicate the times of the Young Flood Stand, the High Water Stand, and Low Water respectively.
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Figure 3.17: Comparing the average production for all species and scenarios. The results have been normalised
to the maximum production encountered for a species combination. Each bar represents one experiment in
which a combination of motile and sinking particles were present. Combination 1 represents the two neutrally
buoyant species from each group, and as the combination number increases, the swimming and sinking speeds

increase. Combination 6 is thus an experiment that contained the fastest from each group: motile cells with

1

w = 0.5mms™" and cells sinking with w = 0.1 mms~". The numbers give the percentage that each species

contributed to the total daily production.

lower mixing during the weak variants is to the advantage of the motile species, it is to the
disadvantage of the other. The total production is thus similar but the shares in the total
production for the motile and non-motile species differ between the weak and strong variants.
At neap tide, the increase in light availability to the motile species is about 2.4 times higher
than the decrease experienced by the non-motile cells in the same experiment [Fig. 3.18(b)].
At spring, this ratio is about 2.8. It is by mere coincidence that these differences roughly
correspond to the difference in the growth rate between the motile and non-motile cells and
that the overall production thus remains fairly constant throughout a scenario. The choice of
the species combinations for a particular experiment also means that as the swimming velocity
is increased the sinking velocity increases as well. If the species were put together at random,

the height of the bars in Fig. 3.17 would be much more variable.

A closer inspection of the bars in Fig. 3.17 reveals that in the neap scenarios, the total pro-
duction slightly decreases with increasing combination number. Omnly for the faster swim-
mer /sinkers does the total production surpass the initial value for the neutrally buoyant com-
bination. At spring tide, there is a small but continuous increase of production with combi-
nation number. Both these effects are due to different increases/decreases in light availability

[Fig. 3.18(a)]. In the neap scenarios, the ratio of the increase to the decrease in light avail-
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Figure 3.18: (a) Relative increase/decrease in light availability for increasing swimming/sinking velocity (i.e.
combination number) with respect to neutrally buoyant particles (combination 1). (b) Ratio of the increase to
the decrease. E.g. for the fastest swimmer/sinker combination in the wNTS, the motile cells increase their light
availability compared to neutrally buoyant particles by about 80%. The sinking particles in the same experiment

experienced a reduction of about 32% down to 68%. The ratio of increase to decrease is thus 80/32 = 2.5.

ability is initially less than the ratio of the growth rates of 2.4. Only for higher combination
numbers does the ratio exceed 2.4. In the spring scenarios, the ratio is always above the 2.4

threshold which explains the continual increase in production with combination number.

As the combination number increases, also the share of the motile cells in the total production
increases from initially 30:70 to almost 50:50. The initial ratio of 30:70 (=~ 1:2.4) corresponds
to the different growth rates. As the swimming/sinking velocities increase, the populations
become more biased towards the surface/bed and the contributions to the total production
thus shift in favour of the motile cells. The diatoms are able to maintain a higher production

throughout all the experiments with the only exception of Combination 6 during the wNTS.

One interesting aspect in Fig. 3.18(a) is that the increase in light availability for the motile
cells in the wSTS is approximately the same as in the sNTC, although the current amplitudes
and thus the mixing are higher in the wSTC than in the sSNTC (see Fig. 3.8). The reason for
this equal increase is the more favourable timing of the high water stand during a spring tide

where it occurs near noon compared to early morning/late afternoon during a neap tide.

3.4.3 Optimum Swimming Strategy

Given the high light intensities at the surface, the question arises whether it would not be
more beneficial for the motile cells to employ a different strategy than swimming constantly
upwards. By aiming at a couple of metres below the surface they could avoid becoming too
inhibited which would result in significantly reduced growth. If we assumed for a moment,
that the cells would acclimatise to the ambient light instantaneously, we could replace Y in
Eq. (2.29) with X and calculate the production directly as a function of light intensity. With

the parameter values from Table 3.5, the result (Fig. 3.19) points towards the existence of an
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optimum light intensity I,,; > I at which

the production has a maximum.

In the phase plot of Fig. 3.19(b) it can be
seen that this maximum growth occurs at an
inhibition value of approximately X =~ 0.1
(this value changes very slightly with differ-
ent choices of I}, I; and I;). In the real world,
Y lags behind X due to the finite acclimation
time 7,. If a cell is exposed to the irradiance
profile from Fig. 3.20(a), for example, X will
become fully inhibited rather quickly while Y
lags behind [Fig. 3.20(b) and (c)]. In terms of
production, this particular cell would achieve
the maximum production with an inhibition
of Y ~ 0.2 during the early morning and a
second, lower maximum with Y =~ 0.65 in
the early evening [Fig. 3.20(d)]. If we added
the variability caused by the turbulent mix-

x10° (a)
5 1 ‘ 1
4 10.8
3 106,
2F 40.4
1r 40.2
0

I ; " R . . | | 10
0 250 500 750 1000 1250 1500 1750 2000 2250 2500
PAR [pEm™2s71]

X 10_3‘ ‘ ‘ ‘ (b)

0 01 02 03 04 05 06 07 08 09 1
X

Figure 3.19: (a) Plot of the instantaneous production
P from Eq. (2.29) (blue curve) for the parameter values
from Table 3.5. The cellular acclimation status Y in the
equation has been replaced with the local inhibition pa-
rameter X, plotted as a green curve. (b) Phase diagram

of P versus X.

ing, the picture becomes rather complex and it is no longer obvious whether there exists an

optimum inhibition level Y,,; that would be valid for all light histories.
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Figure 3.20: (a) Instantaneous production P of a cell that experiences the light profile shown. (b) Local (X) and

cellular (Y) inhibition parameters for the light profile from (a). (c) Phase diagram of Y versus X showing the

time lag of Y versus X. The dashed line would represent the phase diagram without time lag. (d) Production

P versus inhibition parameters X and Y.
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Several experiments were therefore conducted in search of the optimum inhibition threshold.

The cells are given the following swimming strategy:

— if Y, >Y. A X(2n)>Ye
wn:{ w i > (zn) > (3.8)

w , otherwise

In other words, if both the cellular inhibition status Y;, of the n-th particle as well as the local
inhibition parameter X (z,) at the particle depth z, are greater than a critical value Y,, the
particle reverses its direction and swims down. Note that both, X and Y have to exceed Y,
for this to happen. So as the cell ascends, it will keep ascending even if the light environment
will potentially lead to Y,, > Y, if the particle stays there long enough (in comparison to the
acclimation time scale 7,). Due to the acclimation time scale being 1 h this may not happen
for some time and the cell will be able to exploit the high irradiances near the surface without
being inhibited.

Fig. 3.21 shows the results for the extreme case of a wNTS in combination with the fastest
swimming velocity of w = 0.5 mms~! which should give the most drastic change as the
motility is at its maximum, while the mixing at its minimum, i.e. it will be the easiest scenario
for the cells to follow this swimming strategy without much interference from turbulence. In
addition, the irradiance maximum has been increased from 1450 pEm=2s~! of the previous
experiments (Table 3.5) to the maximum, observed in Southampton on a clear day in early
summer of Iy = 3120 uEm~2s7! (45% of which are PAR) and also the inhibition threshold I
has been lowered from 250 to 150 uEm™2s~!. The parameters thus create optimal conditions
for the above swimming strategy to be successful since the high irradiance levels in combination
with the low inhibition threshold should lead to strong photoinhibition in the cells that swim

constantly up and accumulate at the surface.

(a) (b)
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Figure 3.21: Comparing the local production and acclimation status for different swimming strategies. In (a),
the cells were swimming constantly upward. In (b) the cells followed the optimal swimming strategy from
Eq. (3.8). The model was run with a maximum midday irradiance of Ip = 3120 uEm™2s™" (45% of which are
PAR) and a lower inhibition threshold of I, = 150 puE m~2s7!.
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This intuitive assumption is not confirmed by the results, however. For this particular experi-
ment Y, from Eq. (3.8) has been set to 0.1 from Fig. 3.19. The top panel in Fig. 3.21(a) shows
how the particles that swim constantly upward accumulate in high numbers at the surface.
The particles that follow the swimming strategy from Eq. (3.8) [Fig. 3.21(b)] accumulate about
2-3 metres below the surface. As a result the average inhibition level is lower for those particles
but also the production seems less than for the cells in (a). Integrated over all particles and the
entire 24 h, the production is about 6% higher for the particles in (a) compared to (b). If the
experiments are repeated with different values for Y., the best result that could be obtained for
the strategic swimmers is that they are able to match the production of the cells that simply

swim upward. This match was achieved for Y, = 0.4. This result is somewhat puzzling.

The resolution of this paradox is linked to the graph in Fig. 3.22. It shows the depth and time

1

0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0

.. . 8 10 12 14 16 18 20 22 24
The turbulent mixing provides a constant ex- Time [h]

distribution of X (I) for the above particle
distributions and irradiance. Already shortly
after 06:00 h the irradiance at the surface

starts to drastically exceed I, and the local

=
N

=
o

inhibition status becomes equal to unity. As

o]

the sun rises higher into the sky, the max-

imum inhibition progresses deeper into the

water column. However, the average inhi-

Hight above bed [m]
I o

bition of the cells in Fig. 3.21(a) never ex-

ceeds Y = 0.6 and only reaches this level for

S

about 3-4 h from midday to early afternoon.
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Figure 3.22: Local inhibition status X for the particle

subsurface layers. On average the cells are distribution and light levels from Fig. 3.21(a).

not as inhibited as they ‘should be’ for the

ambient irradiance and therefore can exploit the high irradiance near the surface. For the cells
it is thus more (or at leat equally) beneficial to be at Y = 0.6 and close to the surface, rather
than at the lower Y, and lower down in the water column. In addition, it is more difficult
for the cells to maintain a certain depth in the interior of the water column as the mixing is
generally higher there due to the larger turbulent length scale. This explains why the sub-
surface accumulation in Fig. 3.21(b) is more diffuse compared to the surface accumulations in
Fig. 3.21(a).

In order to eliminate the effect of the time lag between X and Y and to ensure that it is
indeed the mixing which causes this result, the experiments were re-run with the unrealistic
acclimation time scale of 7, = At = 6s. The cells would thus instantly acclimatise to their
ambient light environment. As a result, the cells became considerably more inhibited and the
production decreased by about 50% for both swimming strategies. The overall production

remained equal for both strategies, however.
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3.4.4 Mixing versus Photo-acclimation

Let us now revisit the results in Fig. 3.16. They showed how the cells become increasingly
inhibited during the high water stand and then the ebb flow homogenises the water column.
A hypothesis was outlined in Section 1.3.2 in which Marra (1978a) and Falkowski (1983)
suggested the vertical heterogeneity of suitably chosen physiological parameters could be used
to infer the level of turbulent mixing in the euphotic zone. A hypothesis for which Lewis et al.
(1984b) found some observational evidence (see Section 1.3.2). Let us now define an acclimation
number &/ similar to the Peclet number from Eq. (1.37) by relating the acclimation time scale

to the mixing time scale
To  TaK

T h?

We could hypothesise that, in analogy to the Peclet number, if &/ > 1, then the mixing

of = (3.9)

occurs faster than the acclimation and the physiological parameter should be homogeneous
throughout the water column. If o7 < 1, the cells acclimatise to the light environment faster

than they are mixed and a vertical structure in the physiological parameter should appear.

This is exactly what is happening in Fig. 3.16. Fig. 3.23(a) shows the above defined acclimation
number 7 for the sSTS and Fig. 3.23(b) contains again the acclimation status of the cells
from Fig. 3.16(a). During the high water stand between 09:30 h and 12:30 h, &/ < 1 and as
a consequence a vertical gradient in the inhibition parameter Y develops. With the ebb flow
the mixing and thus & increases resulting in a more homogeneous distribution of Y™ as can be
seen in the three profiles in Fig. 3.23(c). As ./ never reaches unity, a slight gradient remains
as can be seen in the last profile taken. If the acclimation time scale is doubled from 1h to 2h

(resulting in a doubling in &) the profile becomes virtually homogeneous.

These results thus seem to back the hypothesis by Marra (1978a) and Falkowski (1983) and

the observations by Lewis et al. (1984b). To obtain an estimate for the turbulent intensity
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Figure 3.23: (a) Acclimation number from Eq. (3.9) for the sSTS and an acclimation time scale of 7, = 1h. (b)
Acclimation status of the cells from Fig. 3.16(a). The dashed white lines indicate the locations of the vertical
profiles from (c) which are taken 30 minutes apart. YFS, HWS and LW indicate the times of the Young Flood
Stand, the High Water Stand, and Low Water respectively.
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one would simply need to know the acclimation time scale 7, of a particular physiological
parameter and monitor the change in the vertical gradient in this parameter. If the duration
of the mixing event is of the same order of magnitude or longer than 7,, the change in the
gradient can be used to establish a mixing time scale which, after choosing an appropriate

value for the mixed layer depth, should provide a rough estimate of the eddy diffusivity K.

3.4.5 Taking into Account the Tidal Variations in Water Depth

In a real estuary, the total water depth varies with the incoming and outgoing tides. Especially
in turbid estuaries such as Southampton Water, this could affect the light availability to
plankton cells. This section will therefore explain the effect of a varying water level on the
previous results. As most model calculations are insensitive to small variations in the total
water depth, the physical part of the model (i.e. the part that produces the turbulent mixing)
was kept running with a fixed depth. Variations in depth were only included in the calculation
of light distribution and in the particle tracking. The particles are tracked using the mean
water depth but the velocities in the random walk are scaled to account for the shorter/longer
vertical distances as the water level is lower /higher than the mean. In order to ensure that there
was a fixed correlation between the water level and the tidal velocities, the height variations
were derived directly from the model velocities using observational data only to scale the tidal
range produced. The method of how this is achieved is described in Appendix A. While in
the fixed depth case, the light availability is calculated from

I(zn) = Iy exp [—ki(H — z)] (3.10)

where H is the fixed depth and z, the height of the n-th particle above the sea bed, in the

variable depth case, the following equation is used:

1(2) = Iy exp {—kt [h(t) (1 - %)} } (3.11)
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Figure 3.24: (a) Depth averaged tidal velocities from the model output of the first 27 hours of each scenario (cf.
Fig. 3.6). (b) Total water depth calculated from the velocities in (a) using the method described in Appendix A.



98

Chapter 3: Application to Tidally Energetic Estuarine Systems

where h(t) is the variable water depth that is calculated from the model velocities. In the

model, h(t) is updated every five minutes. Fig. 3.24(b) shows a plot of h(t) for each scenario.

As a result, the light availability for motile cells is reduced as the slack water periods usually
coincide with the highest water levels, and thus they need to swim further to reach the surface.
The sinking cells reach their highest production during and just after the ebb flow when their
distribution has been homogenised by the tidal mixing. It is also right after the ebb when the
water level is the lowest and the euphotic depth extends through a greater percentage of the

water column than at high tide.

Fig. 3.25 shows a comparison of the light availability for all particle species and scenarios.
Overall, the motile cells are doing less well and their average light availability is reduced by
3-5% depending on the scenario. For the negatively buoyant cells, the overall light availability
was only slightly reduced by about 0.5-1.5% depending on the scenario. The motile cells
thus lost some of their advantage in the light availability compared to Fig. 3.14. If the actual
overall production is compared (not shown), the results are essentially identical to those shown
in Fig. 3.17 except that the share of the motile cells in each experiment is occasionally reduced
by 1%.
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Figure 3.25: Equivalent plot to Fig. 3.14 for the variable height experiment.

3.5 Summarising the Results for Southampton Water

Most of the findings from this chapter are easily transferable to any other estuary as long
as the mixing in that estuary is known. The results of the Southampton Water study show
that even if the tidal currents themselves may be strong and produce enough turbulence to
hinder any directional swimming efforts, it is the breaks inbetween the tidal pulses that the
motile cells can utilise to adjust their vertical position. If these breaks are long enough for
the cells to cover a significant distance (e.g. move higher into the euphotic zone), this can
lead to significant increases in their light availability which can compensate for the generally

slower overall growth rates of motile species (e.g. Broekhuizen, 1999). Southampton Water
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is somewhat special in that it has a slack water period that extends up to three hours and
provides the motile cells thus with an excellent break from the turbulent mixing. In estuaries
with similar mixing intensities but where the slack water periods are shorter, one would expect

to see the motile cells less successful and thus less abundant.

3.5.1 Cell Motility

In Section 3.3.1 the effectiveness of motility for the tidal mixing in Southampton was discussed.
The results showed that on a spring tide, the mixing dominates during the main tidal segments,
while the cells are able to use their motility during the various periods when the tidal mixing
is reduced, i.e. during the young flood stand and the extended high water stand to form
accumulations at the surface (Fig. 3.9). The Peclet number was found to be a good indicator to
predict the times during which the swimming could be utilised effectively against the turbulent
mixing (Fig. 3.10). At neap tides, the Peclet numbers were generally lower which was mirrored
by the increased number of particles accumulating at the surface. Towards the end of the
high water stand, and generally during neap tides, the motile cells were able to achieve a
significant bias in their population distribution towards the surface (Fig. 3.11). The ebb and
flood flows are usually strong enough to quickly re-homogenise the particle distribution. Both
the accumulations and the re-homogenisation during ebb and flood are in good agreement
with observational studies by Crawford and Purdie (1992) andLauria et al. (1999). However,
the periodic re-homogenisation of the particle distribution would make it difficult for them to
pursue any diurnal or turbulence avoidance strategy as suggested by these authors (see also
the discussion in Section 3.3.3). Due to the much lower sinking velocities of diatoms, their

distribution in the water column remains fairly uniform throughout the tidal cycle (Fig. 3.12).

3.5.2 Light Availability, Production and Photo-acclimation

The bias of the motile population towards the surface resulted in a significantly higher light
availability compared to the non-motile cells (Fig. 3.13 and Fig. 3.14). The results for each
scenario depend on the relative timing of the tidal mixing in relation to the solar irradiance
cycle. If the slack water in the STS occurred with a neap timing, for example, i.e. near 06:00 h
and 18:00 h, the motile cells would not be able to increase their light availability to the extent
shown. If we assume a 2.4 times higher growth rate for diatoms, only the fastest swimmers are
able to match the production achieved by diatoms through their increased light availability
(Fig. 3.17). This result is strongly dependent on the ratio of the maximum production rates
(Pg}l) chosen for the different phytoplankton groups in the production model. For more similar
production rates, the motile cells will match the production of the diatoms already for lower
swimming velocities and vice versa. This result did not seem to depend on the maximum
irradiance o, the saturation onset parameters I, or the acclimation time scale 7, as long
these parameters are chosen to be the same for both groups. If we start to choose different
parameters for the two groups then the balance shifts. A shorter acclimation time scale for

diatoms, for example, would cause higher inhibition levels in this group and shift the results
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in favour of motile cells while a lower diatom saturation onset parameter would shift the
results more in favour of diatoms. If those parameters are kept the same for both groups,
their absolute value simply influences the absolute production but the relative picture from
Fig. 3.17 is fairly robust. It also seems unaffected by the inclusion of the tidal variations in
water depth (Section 3.4.5) or by trying different swimming strategies. A comparison yielded
almost identical production levels for cells that were swimming constantly upwards compared
to those following an optimal swimming strategy [Eq. (3.8)] although this swimming strategy
was able to decrease the general inhibition level in the cells (Fig. 3.21). It was argued that
this can be attributed to the fact that the cells are always ‘under-inhibited’, i.e. the turbulent
mixing causes a constant exchange of cells which leads to a cellular inhibition status Y that
is on average always lower than expected (X) for the given irradiance level (Fig. 3.22). These
‘under-inhibited’ cells in the surface layer are able achieve production levels that are equal or
slightly above those achieved by the less inhibited cells that follow the optimum swimming
strategy and are therefore at lower irradiance levels deeper down in the water column. By
defining an acclimation number [Eq. (3.9)], it was possible to explain the changes in the
vertical heterogeneity of the acclimation status in a similar fashion as the Peclet number could
be used to explain the heterogeneity in the particle distributions. This confirms the suggestions
by Marra (1978a) and Falkowski (1983) and gives an experimental backing to the observations
by Lewis et al. (1984b).



Chapter 4

Application to Tidally Energetic
Shelf Seas

Shelf seas provide a challenging environment for phytoplankton. The interplay of mixing and
stratification create an ever—changing environment and the spatial separation of their primary
resources, light and nutrients, further complicates their situation by producing the so-called
phytoplankton-dilemma (e.g. Klausmeier and Lichtmann, 2001, see below). Nevertheless, shelf
seas form one of the most productive ecosystems for primary producers in the world’s oceans.
The importance of the spring bloom as a food source for secondary producers and the pelagic
ecosystem as a whole has long been recognised (Sverdrup, 1953). New evidence is emerging,
however, which suggests that the periodic subsurface blooms in stratified shelf seas may out-
weigh the importance of the short lived spring bloom by fuelling the water column throughout
summer (Richardson et al., 2000). Observations show that most phytoplankton species in such
stratified environments are motile (Richardson et al., 2000; Sharples et al., 2001). Given that
a large proportion of the world’s oceans has either a permanent or seasonal thermocline, an
understanding of the role of motility and the underlying physical processes governing primary
production in these areas is therefore essential, especially if these processes are about to change

as predicted by many climate models.

The present chapter will examine these issues for a tidally energetic stratified shelf sea environ-
ment. Section 4.1 will introduce some of the relevant issues that are important to understand
the challenges faced by plankton in shelf seas. The model setup for the later experiments is
explained in Section 4.2. The experiments focus on two main issues: the first series of ex-
periments (Section 4.3) examines the effectiveness of motility in general in a stratified and
tidally energetic shelf sea environment; in the second part (Section 4.4) the biology is added
to the model and the performance of one motile and one non-motile species is compared over
a springs neaps cycle to examine which species emerges as more successful. A summary of the

main results is provided at the end of the chapter in Section 4.5.
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4.1 Phytoplankton Survival in Shelf Seas

Phytoplankton in shelf seas are faced with what is usually termed the ‘phytoplankton dilemma’.
This term refers to the fact that light is abundant near the surface while nutrients are supplied
from below. EKEspecially in stratified shelf seas, this can produce real challenges for phyto-
plankton as there is often only a rather narrow depth band that has sufficient quantities of
both resources and is also physically stable enough to prevent them from being drawn into the

bottom mixed layer.

The thermocline acts as a strong barrier against vertical transfers of nutrients which often
leads to the scenario shown in Fig. 4.1. These observations were taken in August 1999
in the Western English Channel aboard RV Challenger. The ship remained stationary for
two complete tidal cycles with almost hourly CTD casts and turbulence measurements using
a FLY profiler (Sharples et al., 2001). The top panel shows how the phytoplankton were
mainly concentrated in a narrow band at the base of the thermocline where the concentrations

reach values > 50 mg chl m~3. The biomass maximum was dominated by the motile coccol-
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Figure 4.1: Observations in the Western English Channel from aboard RRS Challenger in August 1999 from
Sharples et al. (2001). (a) The chlorophyll maximum is located in a narrow band at the base of the thermocline.
The temperatures are contoured every 2°C. (b) As the turbulent mixing reaches higher into the thermocline
(day 221.25) some of the phytoplankton are drawn into the bottom mixed layer. The vertical dotted lines
represent the times of the CTD (a) and FLY (b) casts.
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ithophore Calyptrosphaera oblonga with cell diameters between 10-15 um. Fig. 4.2 shows a
picture of a sample population taken during this cruise. In general, coccolithophores are known
to be able to grow well under low light con-
ditions (Lalli and Parsons, 2002) with some
species reaching their maximum abundance
at depths of about 100 m in clear, trop-
ical oceanic water. Some species of coc-
colithophores have been reported to achieve
growth rates of 1 doubling per day at irra-
diance levels of 7 W m™2 (Brand and Guil-
lard, 1981). On the day of the observations
from Fig. 4.1, the population maximum was
at the 5% light level (Sharples et al., 2001),

receiving an average of 6W m~?2 over the light

Figure 4.2: The coccolithophore Calyptrosphaera ob-
longa with a larger zooplankton. Image courtesy J.
period (4 W m~2 if averaged over 24h). Con- Sharples.

sidering that at a latitude of 50°, the irradi-

ance in August can reach surface averages of over 250 W m~?2 [averaged over 24 h from data
of the NCEP/NCAR 40-year Reanalysis Project, see Kalnay et al. (1996)], this would leave
12.5 Wm™2 at the 5% light depth which appears sufficient for C. oblonga to achieve the

required growth rates to produce the high observed biomass.

The tidal pulses of TKE dissipation can be seen at the seabed [Fig. 4.1(b)]. One of these pulses
manages to reach up higher into the thermocline (around day 221.25) thereby eroding part
of the biomass into the bottom mixed layer. The fate of these eroded cells, i.e. the question
of whether they were able to regain access to the thermocline area, is unclear, as the ship
remained stationary while this patch was moved away from the ship’s position in the tidal

current.

A closer look at one of the profiles reveals why the cells are concentrated in such a narrow
band. The profile from Fig. 4.3 was taken just after day 221.5 in Fig. 4.1. Fig. 4.1(a) showed
a strongly stratified water column with a top-to-bottom temperature difference of over 8°C.
Due to a continuous nutrient uptake by phytoplankton trapped in the surface mixed layer
(SML) and the thermocline preventing significant re-supply from the bottom mixed layer, the
nutrients in the SML have become depleted. This can be seen from the discrete water sample
analysis in Fig. 4.3. The bottom layer temperature profile was mixed to within the noise of
the sensor (4/- 0.001°C), which suggests that the nitrate would exhibit a similarly sharp step
at the base of the thermocline as the temperature. The dashed blue line has been added as
a tentative connection, based on the output from the SUV-6 spectrophotometer. The red
dashed line shows the squared Brunt-Viisila frequency and serves as an indication for the
water column stability. The chlorophyll maximum is about 1 m below the stability maximum

and at the upper edge of the nitracline.

The depth of the chlorophyll maximum is thus a result of the phytoplanktons’ effort to max-

imise their light availability by being as close as possible to the surface, while at the same time
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Figure 4.3: Chl a concentration (mg m™?),
squared Brunt-Viisili frequency (s™2), ni-
trate concentrations from water sample
analysis (mmol m~?), and the raw output

from the SUV-6 in situ spectrophotometer.

having sufficient nutrients to be able to photosynthe-
sise. The only location where this seems possible is at
the base of the thermocline which, as the observations
in Fig. 4.1(a) showed, is also a potentially hazardous lo-
cation as the cells are in constant danger of being eroded

into the bottom mixed layer.

The main processes which drive the transfer of nitrogen
down the gradient are internal waves or shear driven
by internal oscillations. The supply due to turbulent
diffusion, i.e. K dN/ dz is very weak, and the layer of
phytoplankton in the subsurface chlorophyll maximum
(SCM) are able to intercept all of it (as demonstrated
by the negligible nitrogen concentrations in the surface
layer). Thus, it seems that in order to be successful in
these conditions, it becomes necessary for the cells to
possess some form of motility which would allow them
to reach the very source of this nitrogen before any com-
petitor does. Almost all the cells found in the chloro-
phyll maximum were motile, which suggests that motil-
ity could indeed be an advantage for survival in this
type of environment. Given the very narrow depth-
band in which the chlorophyll was concentrated, the
swimming velocities of the cells must be much greater
than the turbulent velocities at the base of the thermo-
cline. The main questions which the following sections

will attempt to address are thus:

e Given the high turbulence in the bottom layer of a tidally energetic shelf sea and the

evidence of erosion of cells into this layer, does the ability to swim provide a mechanism

for regaining access to the SCM?

e [f a motile and a neutrally buoyant species co-habit the thermocline, does motility lead to

the dominance of that species by giving it an advantage in intercepting the weak upward

flux of nitrate?

e [s it possible to quantify the extent of any advantage in terms of growth of biomass?

Before providing the answers to these questions, the next section will describe the physical

and biological setup used in the experiments.
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4.2 Model Setup

4.2.1 The Physics

The setup of the physical part of the model is essentially identical to Chapter 3 with the
exception that density variations are taken into account in this case and are able to alter the
turbulent mixing. The turbulence is forced through tidal currents and the particle displacement

is calculated using Eq. (2.15). The diffusivities obtained from the turbulence closure scheme
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Figure 4.4: (a) Springs-neaps variation of tidal current strength. (b) Associated model eddy diffusivities for the
constant temperature stratification shown on the right. In the surface mixed layer the values for K are about
3-102 m?s™!, in the centre of the thermocline K ~ 107° m?s™ .

are smoothed using the method from Section 2.2.2 and K’ = 0 is forced at the boundaries as
described in Section 2.2.3.

The tides are driven with a simple My/Ss combination, such that the current strength at
spring tide is slightly above the values observed by Sharples et al. (2001) which were obtained
partway between neap and spring. The ratio of So:Mowas set to the equilibrium tide ratio of
0.465 (Emery and Thomson, 1998). The modelled spring neap cycle of currents [Fig. 4.4(a)]
drives a cycle in the mixing [Fig. 4.4(b)], limited to the bottom layer by the imposed form of
the temperature profile (Fig. 4.4 inset). No wind mixing was applied, so that the results could
be interpreted in terms of the tidal forcing variability only. The stratified experiments use the
constant temperature gradient shown here, i.e. there is no heat exchange with the atmosphere
and no diffusion of the temperature gradient by the turbulent mixing. The turbulent mixing
will therefore be able to intrude into the base of the thermocline and the depth of the intrusion
will vary with the tidal current strength (see below), but it cannot erode the stability of the
temperature stratification. Tests where the temperature diffusion was enabled showed negli-
gible differences in the results over a springs-neaps cycle and diffusion was therefore discarded

as a means to speed up the simulations.
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4.2.2 Light and Nutrient Dynamics

In Chapter 3 we could assume that the estuary was only light but not nutrient limited. The
growth model could therefore be formulated based solely on the light availability to the cells.
In shelf seas, and in particular in stratified shelf seas, this is no longer a valid assumption
and we need to include the possibility of nutrient limitation. The simple light-based growth
model from Section 2.3 is therefore extended by a nutrient model in which the cells are able
to take up a nutrient from the water, store it up to a maximum nutrient-to-carbon ratio, and
consume it when they produce carbon during photosynthesis. The model is very simple in that
it neglects temperature effects on the growth and respiration rates and that it uses nitrogen as
the only nutrient, thereby neglecting other important nutrients such as phosphate or silicate.
The latter can become limiting in particular for diatoms. While the main model remains in a
Lagrangian formulation, the nutrient is modelled on a Eulerian grid (Broekhuizen, 1999) (see
below).

Fig. 4.5 gives a summary of the programme flow. Each model particle represents initially
100000 ‘real’ cells, each of which is given a carbon content of 2 - 107®mg C. The model
contains a lower carbon threshold, Wy;arve, at which some of the cells die (i.e. the number of

real cells per model particle is reduced) and

————>{ oblinifusivites from 70 | an upper level, W;ssion, at which the cells di-

vide (and the number of real cells per model

lcalculate particle displacement l

particle doubles). Table 4.1 gives a summary
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and cellular nutrient levels (nutrient-to-carbon
ratio) and add to cellular nutrient pool

L — ent uptake a Michaelis-Menten type function

advance one time step

acclimatise cells to new light levels, calculate the max. possible production Of the amblent DUtrlent Concentratlon N 1S
calculate production based on light based on cellular nutrient levels (using
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i — quota Qmaz. Up is the maximum uptake rate

Deduct repiratory costs and increase/de- .
crease number of ive cells represented by and ky the half-saturation constant. Once
each model particle, depending on total
carbon per model particle

the uptake is added to the cellular nutrient
Figure 4.5: Flow diagram for the shelf sea experiments pool, the maximum possible carbon produc-
showing one of the swimming strategies used. tion based on the light availability using the

Denman and Marra (1986) formulation from
Section 2.3 is calculated. If the cell has sufficient nitrogen to produce the calculated amount
of carbon (light limitation), the cellular carbon content increases and the cost is deducted
from the nutrient pool using the Redfield ratio of C:N = 6.6 (Sharples, 1999). If the cell does
not have sufficient nitrogen (nutrient limitation), the entire amount of cellular nitrogen that
is above the subsistence level is used for carbon production leaving the cell at the subsistence

quota. After each time step the cell also respires at the rates given in Table 4.1.
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The ambient nutrient concentration in each model bin thus changes according to
ON 0 ON -
= (K= ) — i 4.2
ot 0z ( 0z > ; v (42)

where U; is the uptake of nitrogen in [mg N| by the i-th particle in the bin containing a total
of n particles. Nutrient is added to the bottom mixed layer at a constant rate Ry through
resuspension at the seabed with a boundary condition applied to the bottom depth cell of the
model (Sharples, 1999)

AN; = Ry(Ny — Np)At (4.3)

where Nj is the nutrient concentration in the bottom depth cell and N, the maximum value
for near bed dissolved organic nitrogen (DIN) (Table 4.1). This simulates the resupply of
nitrate to the overlying water through bacterial regeneration of organic to inorganic nitrogen
in the bottom sediments. This is often the dominant source of inorganic nitrogen to water
in stratified shelf seas away from sources of freshwater or the shelf edge. Another important
source to the bottom layer can be regenerated nitrogen by grazers. Although the effect of
grazing on the biomass is included in the loss terms of the growth equation, recycled nitrogen

as such is neglected as a possible nutrient source in the model.

For the fully dynamic experiment (Section 4.4) two different swimming strategies will be tested.
The diagram in Fig. 4.5 shows the program flow for one of the swimming strategies which is
based on the physiological state of the cell. If the cell is approaching the subsistence nutrient

quota, it will swim down towards higher nutrient concentrations. If it has sufficient nitrogen

TABLE 4.1: Physiological parameters for the motile and non-motile cells in the experiments. The sources are:
1 =Sharples (1999), 2 = Broekhuizen (1999), 3 = Sharples et al. (2001) and 4 = assumed.

SYMBOL MEANING UNITS VALUES REF.
Physical
H total water depth m 80 4
Iy irradiance at midday vE m g7t 2300 4
kbg background absorption coefficient m™! 0.09 3
Ny max. value for near bed DIN mg N m?3 70.0 3
RN input rate of DIN by resuspension st 1.8-107° 1
Biological motile  non-motile
I lower inhibition threshold nE m2s7! 150 150 4
I/ saturation onset light intensity pEm=2s! 50 50 3
KN DIN half saturation concentration mg N m?> 3.0 3.0 1
km cell spec. absorption coef. m? (mg cell. C)~! 0.004 0.004 2
Pl max. dark acclimatised production mg C (mg cell. C d)™! 1.5 2.5 3,2
P max. light acclimatised production mg C (mg cell. C d)™! 0.08 0.12 4
Qumin subsistence nutrient quota mg N (mg cell. C)_1 0.056 0.056 1
Qmaz max. cellular nutrient quota mg N (mg cell. C)™* 0.28 0.28 1
r cellular metabolic rate mg C (mg cell. C d)~! 0.1 0.1 4
Unm max. nitrogen uptake rate mg N (mg cell. C d)™* 0.5 0.5 2
w vertical sinking/swimming velocity =~ mm st 0.1 0.0 4
Wstarve min. cellular carbon mg C (cell)_1 1-10¢ 1-1076 2
Wiission max. cellular carbon mg C (cell)f1 3.10° 3.107¢ 2
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then it could potentially produce more if it was at higher light intensities and hence it swims
up towards the light. During night time, if the cellular nitrogen levels are sufficiently above
the subsistence quota, the cell will swim upwards to be as high as possible in the water column
once the sun rises again. In the second tested swimming strategy, the cells follow a certain
nutrient isoline which coincides with the half saturation concentration (HSC), ky, for nutrient

uptake.

Before examining the results of this fully dynamic biological-physical model, the next section
will focus on the issue of motility and examine its use in a stratified and tidally energetic shelf

sea.

4.3 Swimming versus Mixing at the Thermocline

Given the frequent observation of motile cells in the temperate shelf sea summer thermocline,
the ability to swim is implicated as a potentially important survival mechanism for phyto-
plankton. This is particularly the case when the surface layer has been depleted of nutrients,
so that the optimal region for primary production is at the source of nutrients being mixed
into the thermocline from the bottom layer. This section will attempt to quantify the basic

advantage of motility in terms of the Peclet number [Eq. (1.37)].

The graphs in Fig. 4.6 show the model output for one tidal cycle during a spring and neap tide
from Fig. 4.4. During the spring tide, the bottom mixed layer is dominated by the turbulent
mixing except for the medium to fast swimmers (w > 0.3 mms~!) for which short periods of
& > 1 appear in the bottom layer associated with low current speeds. During neap tide, these
periods become longer and also the slower swimmers with 0.15 < w < 0.3 mms~' might be
capable to overcome the turbulent mixing. The thermocline itself appears in both scenarios in
deep red colours for any of the shown swimming velocities which implies that even the slowest
swimmers will be able to use their motility in this environment. The mixing in the surface
layer is the same for both scenarios as the tide generated bottom turbulence dissipates in the
thermocline and has thus no effect on the turbulent intensity in the SML. In the absence of
wind, the turbulent mixing is weak and the phytoplankton cells should be able to utilise their
motility also in the SML.

As the choice of the length scale used to calculate the Peclet number is somewhat arbitrary
(the approximate depth of the bottom mixed layer of A = 49 m was chosen to produce the
graphs in Fig. 4.6), a series of experiments has been conducted in which the cells were given
the swimming strategy of trying to maintain a certain depth in the water column. In the
first experiments, this depth was chosen to lie within the thermocline. This produced high
accumulations of particles, as the mixing does not penetrate into the thermocline and the
cells are protected, using their motility effectively to maintain the prescribed depth. In the
subsequent experiments — in accordance with the above observations that showed how the
nitracline is often located at the base of the thermocline — the cells were aiming deeper and

deeper in the water column, in order to find a maximum depth at which they were able to
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Figure 4.6: Model output for (a) a spring and (b) a neap tidal cycle. The top panels show the tidal velocities with
the temperatures from Fig. 4.4 contoured as dash-dotted lines. Below are the calculated eddy diffusivities (after
applying the cubic smoothing splines — note the logarithmic scale). The bottom figures show the associated
Peclet numbers, &2, for three different swimming velocities ranging from 0.1 to 0.5 mms™" (using the depth of

the bottom mixed layer as the length scale: h = 49 m).

maintain a significant particle density. Fig. 4.7 shows the results for the most extreme case
where cells with w = 0.3 mms~! were aiming for a depth of h = 49 m (above the bed). At
this depth, the tidal mixing pulses start to significantly carve into the base of the thermocline
and the small accumulations of cells that form between the mixing pulses from the ebb and
flood flows are periodically eroded into the bottom mixed layer. The swimming velocity of
0.3mm s~ ! appears to be sufficient for the accumulations to recover once the mixing is decreased
again, i.e. these cells are able to regain access to the subsurface chlorophyll maximum once
eroded into the bottom layer. If the experiment is repeated with a lower swimming velocity,
the particles do not only fail to regain the thermocline but the concentrations are much lower
than in Fig. 4.7(b). In order to obtain the same high concentrations, the particles would have
to aim slightly higher than 49 m where they are more protected from the tidal mixing pulses.
This demonstrates the real benefit of being motile in this environment. As can be seen in
Fig. 4.8, the faster a cell can swim, the deeper it should be able to maintain its position in
the water column. A species with w = 0.5 mms™—!, for example, can out-compete a cell with

w = 0.1mms~! by several metres. In a nutrient gradient as sharp as that in Fig. 4.3 this could
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Figure 4.7: (a) Vertical eddy diffusivities during a spring tide. The contours show the Peclet numbers for the
swimming velocity w = 0.3 mms™" and bottom mixed layer depth h = 49m. (b) Particle distribution for cells
that are constantly swimming at w = 0.3mms ™' towards a depth of h = 49m. Initially the cells were uniformly

distributed. The picture shows the particle concentrations for the second day of the simulation.

represent a crucial advantage, determining which species is successful in the competition for

nutrients.

Having demonstrated that motility provides the cells with a potential competitive advantage
in this environment, we can now ask how neutrally buoyant cells would perform under these
conditions. Fig. 4.9 shows a comparison between these two different particle species. The

neutrally buoyant particles remain uniformly distributed throughout the bottom mixed layer
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Figure 4.8: Zoomed image of the lower thermocline region from Fig. 4.6 for (a) spring tide and (b) neap tide.

Motile phytoplankton can maintain their vertical position in regions where & > 1.
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Figure 4.9: For this experiment, the cells were initially uniformly distributed in the bottom mixed layer (0 <
2z < 52m). The top part of the water column is devoid of particles and is therefore not shown. The particles
in (a) are neutrally buoyant while the particles in (b) swim with w = 0.3 mms™" towards h = 49 m. The top
panels show the actual particle distributions where each particle is given a weight of one. In the bottom panels,

the particles are weighted according to their potential production if nutrients are not limiting (arbitrary units).

(top panel). If the particles are weighted according to their production (potential growth),
however, then the population is only able to survive at the base of the thermocline above a
certain level where the residence times are high enough and they are protected from the tidal
mixing. The motile cells are able to achieve comparable production rates about 2-3 m deeper
in the water column than their neutrally buoyant competitors. This advantage gained by
motility could be crucial in the competition for nutrients, particularly when the thermocline
itself might be only 1-5 metres thick. If nutrients were included, the neutrally buoyant cells
would soon find themselves above the nutricline and therefore unable to photosynthesise. This
will be examined in more detail in a fully dynamic competition experiment between neutrally

buoyant and motile cells which will be presented in the next section.

4.4 A Fully Dynamical Springs-Neaps Cycle

The previous section could ascertain the effectiveness of motility in reaching a certain depth
in the water column. If the nutrients are limiting, however, as in the surface layer of the
environment illustrated in Fig. 4.3, the question remains whether or not the small swimming
speeds of the cells are sufficient to facilitate higher growth rates compared to non-motile
species. Sharples et al. (2001) observed the motile coccolithophore Calyptrosphaera oblonga
with cell diameters between 10-15 pym as the dominant species. Since the swimming speed of
this particular species is unknown, we can use the empirical relationship from Okubo (1987)

which relates the Reynolds number, R, to the length scale, [, of an organism (cf. Section 1.1.1)

LT IR (4.4)
14
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By using a value of v = 10° m?s~! for the kinematic viscosity, one obtains an empirical

relationship for the swimming velocity (Mann and Lazier, 1996, p.14)
w=1.4-]"% (4.5)

Inserting a cell diameter of 15 um yields an estimate for the swimming velocity for C. oblonga

of w=0.1mms L

This is at the lower end of the spectrum for motile phytoplankton and
represents thus a good test of whether even small swimming velocities are able to provide the

cells with a competitive advantage.

The experiments were initiated with 10000 motile cells with w = 0.1 mms~' and an equal
number of neutrally buoyant cells. Both types of cells were initially uniformly distributed in
the water column. The primary production is calculated based on the light-nutrient model
from Section 4.2.2. As the computations at this level become rather expensive, the exper-
iments are seeded with a high initial biomass, i.e. each model particle is given a high ini-
tial carbon weight to represent many real cells. This leads to high initial growth and thus
quick nutrient depletion in the SML reducing the number of days needed to reach the lim-
iting situation. In order to further reduce the time required for one experiment, the SML
is also initialised with an already reduced nutrient concentration compared to the bottom
mixed layer (Fig. 4.10). The nutrient concentration in the SML is still considerably above the

half saturation concentration (HSC) of the cells but starting with a lower

80  initial concentration simply means that fewer days are required before the
|70 limiting stage is reached. The change in nitrogen in each depth cell is
modelled with Eq. (4.2). The neutrally buoyant cells are given almost
160  twice the growth rate of the motile cells (see Table 4.1) to account for

the higher doubling rates of diatoms compared to motile species such as

i
al
o

dinoflagellates or coccolithophores (Broekhuizen, 1999).

IS
[1] Poq ox0qe WFL

As was discussed in Section 1.5, it is impossible to determine the deci-

sion process (if one can speak of such a thing in a single celled organism)

i
w
o

which causes a cell to change its swimming direction. Given that this sec-
120 tion attempts to examine a nutrient limited scenario, two main swimming
strategies have been chosen where the decision about the swimming direc-

110
tion is nutrient-based. The first strategy focuses on the external nutrient

0 20 20 60 83 concentration alone, and the second strategy is based on the intracellular
DIN [mg m™?] nutrient levels. In both cases it is assumed, however, that once nutrients
Figure 4.10: Tnitial 21® becoming limiting, a cell will instantly ‘know’ where to find higher
nutrient distribution concentrations, viz. deeper in the water column, and adjust its swimming
at the beginning of direction accordingly. It is impossible to verify how realistic this assump-
an experiment. tion is because it is unknown whether the cells are able to orient themselves
along nutrient gradients or whether they simply encounter higher concen-
trations ‘by chance’. For the latter approach the cells could simply increase their swimming
activity (in any direction) once nutrients become limiting and continue in this direction if the

conditions become more favourable, otherwise change to a new random direction. It would
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cease swimming once sufficient concentrations have been encountered!. Clearly, this random
approach would be less effective for a cell than the deterministic approach, especially if the
cell was far from any significant nutrient gradient. If the small swimming velocity of a cell is
to have any effect at all in an environment such as a tidally energetic shelf sea, the assumption
has to be made that the cell is indeed capable of orienting itself along some external cues, be
they gravity, light or nutrient gradients. Based on these arguments the deterministic approach
has been chosen for the following experiments. The next section will explain each strategy in

slightly more detail and present the results from the experiments.

4.4.1 Results from a Nutrient Concentration Based Swimming Strategy

By analogy with the arguments from Section 1.5 where it was hypothesised that a cell might
use its motility to find higher nutrient concentration rather than to consume them more quickly
(by overcoming the diffusion limitation), it will be assumed here that a cell is able to detect
that the ambient nutrient concentration is about to become limiting. As outlined above, it is
also assumed that the cell is able to follow a deterministic swimming behaviour, i.e. it will be
able to know where to find higher nutrient concentrations and swim towards them (which is
usually down). If the external nutrient concentration is above a certain threshold, the cell will
swim up in order to minimise the light limitation. The external concentration threshold which
decides whether the cell swims up or down has been set to the half saturation concentration
(HSC) of the cells, i.e. 3mgN m~3 (see Table 4.1).

Fig. 4.11 shows the particle and nutrient distribution for this swimming strategy. On the first

day, nutrients are not yet limiting and the motile cells begin to accumulate near the surface as
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Figure 4.11: (a) Particle concentration for motile (top) and neutrally buoyant particles (bottom). The colour
scale has been chosen to cover a range only up to 400% to keep some features visible. The maximum concen-
tration in the top panel is over 5000% (reached on days 4, 5 and 6). Towards the end (day 18) the maximum
concentrations has dropped to about 1000%. (b) The nutrient distribution during the experiment. The dashed

line shows the location of the half saturation concentration.

!This swimming strategy was originally brought forward in connection with the turbulence avoidance hy-

pothesis
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they swim up. On the second day, nutrients start to become limiting near the surface and the
motile cells in the SML begin their downward migration in pursuit of the HSC. On the fourth
day, most of the cells from the bottom mixed layer have arrived at the base of the thermocline
where the concentrations reach over 5000%, that is about 35% of all particles are concentrated
in the accumulations at the concentration maximum. As time progresses, the nutricline is
pushed deeper and the particles follow accordingly. As a consequence, they get closer to the
tidal mixing and the number of particles in the concentration maximum decreases as more are
drawn into the bottom mixed layer. The depth of the half saturation concentration reaches
a maximum at neap tide and shallows slightly again as the tidal velocities increase towards

springs. The amplitude of this variation is about 1.5-2m (see below).

Fig. 4.12 shows the associated production for both particle species. On the first day, nutrients
are not limiting and the carbon production is high throughout the SML. Due to photoinhibition
of the near-surface cells, the maximum production occurs several metres below the surface.
As more and more of the motile cells arrive from the bottom mixed layer at the base of the
thermocline, self shading becomes noticeable in the shallowing of the zero-production contour
line in Fig. 4.12. Overall, the compensation depth is lower for the non-motile cells due to their
higher production rate (Table 4.1).

At the beginning of each day, the zero-production contour reaches all the way to the surface
although the nutrients are depleted (< 10~%mg N m~3) above 60 m from about day 3 onwards.
This is due to the fact that some particles diffuse up from the thermocline at night that have
sufficient cellular nutrients for a short growth period as the sun rises. The cellular nutrients
become rapidly depleted, however, and the carbon production is short lived. From about day

13 onwards this contour disappears in the top panel because no more motile cells are left in the

(a) mgC h™!

20

Height above bed [m] Height above bed [m)]

8 10 12 14 16 18 20
Time [d]

Figure 4.12: Carbon production in each depth bin for (a) motile and (b) neutrally buoyant particles. The
instantaneous production values have been scaled from per time step to per hour. The maximum values
reached are 24.6 mgC h™! during day 6 and 7 and shortly after neap tide. The dashed line indicates the level
of zero production, i.e. the areas within the dashed lines have sufficient nutrients and light to enable positive

net growth. The lower part of the curve gives an indication for the compensation depth.
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Figure 4.13: Approximate chlorophyll a concentration of (a) motile and (b) non-motile cells. This graph has

been obtained by assuming a constant carbon to chlorophyll ratio of 50:1 (e.g. Sharples, 1999). Thus the amount

of cellular carbon in each depth bin has been divided

nitrogen contours in [mg DIN m™3].

by 50 to obtain this picture. The dashed lines show the

SML. Towards the second spring tide, the production at the concentration maximum decreases

due to the reduced number of cells in each bin.

An estimate of the chlorophyll concentration (Fig. 4.13) shows that the neutrally buoyant cells

increase chlorophyll biomass in the SML dur-
ing the first two days, but as nitrogen be-
comes limiting the biomass gradually de-
creases. During neap tide, the amount of
chlorophyll in the bottom mixed layer is be-
low 0.5mgChl m~3.

spring tide, the self shading of the motile cells

Towards the second

is reduced as more of them are drawn into the
bottom mixed layer and the chl concentra-
tions of the non-motile cells begin to increase
in the bottom mixed layer while continuing
to decrease in the SML. For the motile cells,
the biomass is concentrated in a very narrow
band of 1m thickness centred around the HSC

nutrient isoline. As the nitracline is pushed
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Figure 4.14: Change in total cell numbers for motile and

non-motile species.

deeper, more and more cells are drawn into the bottom mixed layer, especially as the currents

increase again towards spring tide.

Overall, the motile cells are performing much

better than their neutrally buoyant competitors
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and are able to significantly increase their cell numbers (Fig. 4.14). The population growth is
not sustainable, however, as the decreasing nitrogen in the bottom mixed layer indicates. This
reduction in nitrogen would be less severe if re-cycling of respired and grazed phytoplankton

nitrogen were re-introduced to the nutrient pool.

4.4.2 Results from a Nutrient Quota Based Swimming Strategy

This section examines a slightly different swimming strategy in which the choice of the swim-
ming direction is based on the physiological state of the cell. Instead of using the external
nutrient concentration as a cue, the decision is now based on the cellular nutrient quota. The
cell will always be in an upward mode to minimise light limitation, unless the cellular nutrient
pool is starting to become depleted, i.e. it approaches the subsistence quota. In this case the
cell will swim down towards higher nutrient concentrations and only swim up again once the

cellular nutrient quota is above a certain threshold.

The choice of this threshold is somewhat arbitrary and is based on the assumption that the
cell will notice that it is running our of nutrients before the subsistence quota is reached. For
the following experiments, the threshold has been set to 150% of the minimum subsistence
quota for the cell (see Table 4.1). Whenever the cellular nutrient-to-carbon ratio drops below

this level, the cell will switch to a downward swimming mode.

Fig. 4.15(a) shows the resulting particle distributions from this swimming strategy. Compared
to Fig. 4.11(a), the distribution is more diffuse, only reaching about one fifth of the previous
concentration maximum. The concentration in the bottom mixed layer reaches its minimum
around neap tide and more particles are drawn down again as the tidal velocities increase. In

the SML the minimum is reached around day 12 with an increase noticeable towards day 20.
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Figure 4.15: (a) Particle concentrations for motile (top) and neutrally buoyant particles (bottom). The colour
scale has been chosen to cover a range only up to 400% to keep some features visible. The maximum concen-
tration in the top panel is over 1100% (reached on around day 7). Towards the end (day 18) the maximum
concentration has dropped to about 450%. (b) The nutrient distribution during the experiment. The dashed

line shows the location of the half saturation concentration.
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Figure 4.16: Comparing the course of the half saturation concentration contour for both swimming strategies.
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Overall the particles stay higher in the water column, however, and therefore less particles

become entrained into the bottom mixed layer.

There is also a clear diurnal signal in the particle distribution which points to small periodic
vertical migrations of the cells. Due to the small swimming velocities, the amplitudes of these
migrations are only about 3-4 m. The cells only take a ‘dip’ into the nutrient rich layers and
then slowly start to ascend towards the light only to run out of nutrients at some point and
swim down again. The migrations are linked to the solar cycle and are independent of the
tides. The nutrient depletion in the SML occurs in the same amount of time as in the previous
experiment [Fig. 4.11(b)]. Initially, the HSC contour line is pushed down more slowly, however,
as more particles are higher in the water column. From day 8 until day 20, the HSC contour
lines for both swimming strategies are at the same depth. Only occasionally do they diverge
as can be seen more clearly in Fig. 4.16. There is also a clear tidal signal visible with the

isolines being pushed up periodically by the tidal mixing.

Compared to Fig. 4.12 the production [Fig. 4.17(a)] is spread more across several depth bins
which corresponds to the more diffuse particle distribution in general. The value in any one
bin is therefore not as high as the maximum reached in Fig. 4.12 which is reflected also in the

lower maximum chlorophyll concentration [Fig. 4.17(b)].

Overall, the increase in cell numbers for the motile cells occurs at a similar rate as in the
previous experiment (Fig. 4.18). While the growth of the motile cells had somewhat slowed
down in Fig. 4.14 from about day 8 onwards, in this scenario, the growth appears to slightly
accelerate from this day onwards, resulting in higher biomass at the end of the simulation.
The non-motile cells fared less well in this experiment which may be due to increased nutrient

uptake by the motile cells and higher shading effects.

Fig. 4.19 shows why the second swimming strategy is slightly more successful. The concentra-
tion maximum for the second strategy is broader and also on average about 2-3 m higher in
the water column. The cells thus remain more within the thermocline where they are better

protected from the bottom turbulence and have a potentially higher light availability. In terms
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Figure 4.17: (a) Carbon production in each depth bin for motile (top) and neutrally buoyant particles (bottom).
The instantaneous production values have been scaled from per time step to per hour. The areas within the
dashed line again contain the depth bins which were able to achieve positive net growth. (b) Approximate
chlorophyll a concentration for motile (top) and non-motile cells (bottom). Again a constant carbon to chloro-
phyll ratio of 50:1 has been assumed and the amount of cellular carbon in each depth bin has been divided by

50 to obtain this picture. The dashed lines show the nitrogen contours in [mg DIN rn*?’].

of stability, the concentration maxima from Fig. 4.19(a) remain about 2-4 m below the sta-
bility maximum (indicated by the minimum in the diffusivity) for the particular temperature
stratification used (Fig. 4.4). Fig. 4.19(b) shows the location of the centre of mass of the model

particles and the biomass.

With the nutrient quota based swimming strategy, the centre of mass of the cells remains on av-
erage about 10m higher in the water column than for the nutrient concentration based strategy.

Towards the end of the experiment, when the HSC isoline is deepening again (see Fig. 4.16)

<16 and more of the cells following this iso-
%" motle line are drawn into the bottom mixed layer
4.51 - - - non—motile . .
[Fig. 4.11(a)], the discrepancy between both
4 ]
& experiments reaches almost 15 m. If the cells
35 ] . . . .
E in the previous experiment were following a
£ 3 ]
£ lower nutrient isoline than the HSC, they
£25 1 . . . .
= would be able to remain slightly higher in
= 2 1
T the water column and might therefore be able
15 . 1 . . .
. . to achieve similar growth rates in the second
1 4
half of the experiment as the cells in Fig. 4.18.
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In summary, it could be shown that even a
1

Figure 4.18: Change in total cell numbers for motile and
non-motile species. small swimming velocity of w = 0.1 mm s~

is able to provide the cell with a sufficient
competitive advantage over neutrally buoyant cells. Despite the much higher growth rate of

the non-motile species, the motile cells were able to have a significantly higher production which
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Figure 4.19: (a) Comparing the time averaged particle distribution for the entire 20-day output and both
swimming strategies. The green line shows the mean eddy diffusivity over a springs-neaps cycle and the dotted
lines give the maximum/minimum at each depth. (b) Depth of the centre of mass for the two swimming
strategies. The solid lines represent the model particles and the dash-dotted lines are the centres of the biomass
where each model particle is weighted according to the amount of carbon (i.e. the number of real cells) it

represents.

resulted in a 4-5 fold increase in cell numbers over the length of the simulation. Non-motile
cells only initially showed significant production while the nutrients were not yet limiting. In
a nutrient limited situation, the cell numbers decreased in both experiments. If both particle
species were given identical growth rates, these differences in production would be even more

pronounced.

4.5 Summary and Discussion

In stratified environments, where nutrients are limiting in the SML, observations often show a
predominance of motile species such as flagellates and coccolithophores (e.g. Margalef, 1978;
Mann and Lazier, 1996; Richardson et al., 2000; Sharples et al., 2001). This chapter therefore

examined the use of motility in a stratified but tidally energetic shelf sea environment.

The first question posed at the start of this chapter (Section 4.1) concerned the potential
use of motility in regaining access to the SCM after the tidal mixing in the bottom layer has
eroded some of the phytoplankton out of the SCM. The results in Section 4.3 could show

! were required to regain the

that moderate to high swimming velocities of 2w g 0.3 mms™
thermocline sufficiently quickly if the cells are eroded from the SCM (Fig. 4.6 and 4.7). While
even small velocities appear sufficient to manoeuver within the thermocline (Fig. 4.6), higher
velocities will allow the cells to maintain their positions at greater depths (Fig. 4.8) placing
them closer to the nutrient source and thus providing them with exclusive access to the weak
nitrate flux across the thermocline ahead of the non-motile or less motile competition. This last

point already leads to the second question raised in Section 4.1. Comparisons with neutrally
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buoyant particles showed that by having a small to moderate swimming velocity, the motile
cells are able to achieve sufficiently long residence times several metres deeper in the water
column (Fig. 4.9). As longer residence times equate to higher light availabilities, the motile
cells were capable of receiving the same light dose in slightly more turbulent environments

which would enable them to outcompete the non-motile cells once nutrients become limiting.

This hypothesis has been tested in Section 4.4 which showed the results from a fully dynamical
model that compared the performance of neutrally buoyant and motile cells over a springs-
neaps cycle under nutrient limited conditions in the SML. Results for two different swimming
strategies have been shown. The first strategy (Section 4.4.1) is based on the external nutrient
concentration and the second (Section 4.4.2) on the internal nutrient quota of the cell. Despite
the low assumed swimming velocity of w = 0.1mms~!, the motile cells performed considerably
better with both swimming strategies than their neutrally buoyant competitors. The latter
had a 65% higher maximum production rate, but the biomass of the motile cells increased 4-5
fold during the experiments while the biomass of the neutrally buoyant cells started to decline
as soon as nutrients became limiting in the SML (Fig. 4.14 and Fig. 4.18). The increase in the
motile cell population seemed unaffected by the nutrient limitation and continued throughout

the experiments.

A sensitivity analysis showed that these results are essentially unaffected by the initial popu-
lation size or slightly different swimming strategies (where the cell follows half or one third of
the HSC for example) as long as the light intensity at the lower thermocline is sufficient for
the cells to have a positive net growth. In one experiment (not shown), the initial population
size had been reduced by a factor of ten and thus nutrients became limiting about 2 days later
in the SML. The final result remained the same, however, as the cell numbers of motile and
non-motile cells had reached a ratio of about 1:4 after 20 days as in Fig. 4.14 and Fig. 4.18.
The overall increase was much larger, however, giving a 2700% increase in motile cell numbers
after 20 days (compared to only about 400% with the higher initial population size) and a
1000% increase in non-motile cell numbers (compared to only up to 50% before). This latter
increase was only due to the prolonged period without nutrient limitation, however, and as

soon as the limitation set in, the non-motile cell numbers started to decline.

The change from neap to spring tide proved to be a ‘dangerous’ time for the motile cells as the
increased mixing caused part of the biomass in the SCM to be drawn down into the bottom
mixed layer. With their small velocities of w = 0.1 mms~! the cells did not manage to recover
the previous concentration density (in terms of model particles) by the following neap tide
which suggests that these velocities were insufficient to overcome the turbulent mixing in the
bottom mixed layer. Nevertheless, the lost cells were replaced by new production and overall

the cell numbers continually increased.

Over the course of a springs-neaps cycle, the nutricline also performed small oscillations which
are linked to the differences in turbulent intensity between the two tidal extremes (Fig. 4.16).
The nitracline was lowest during neaps and highest at springs. It should be noted, however,

that the model had not yet reached a steady state during these 20 day simulations, with a
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clear transient behaviour superimposed on the springs-neaps variability. If the simulation was
kept running for a longer period, the cell numbers are bound to decrease again until a final
balance is reached between nutrient consumption and nutrient input at the bottom depth
element [Eq. (4.3)]. If the experiment was started with less initial carbon in the water (i.e.
each model particle would represent fewer real cells) then the equilibrium state would still be
reached but in a slower asymptotic fashion. The population growth shown is not sustainable as
the decreasing nitrogen in the bottom mixed layer indicated. Longer model runs with grazing
and the inclusion of re-cycled nitrogen would therefore be required to examine the steady state

of this system.

The comparison between the two different swimming strategies showed only small differences
in the overall production. They yielded almost the same increase in cell numbers but quite
dissimilar particle and biomass distributions (Fig. 4.19). The diurnal behaviour in the nutrient
quota based strategy (Fig. 4.15(a)) is very interesting, as it provides (in theory) a testable
prediction. The similarities between the results from the nutrient concentration based strategy
(Fig. 4.13) and the observations by Sharples et al. (2001) (Fig. 4.1) are striking, however,
providing a strong argument in favour of this latter approach. It could be hypothesised, that
more complex organisms (e.g. animals, humans) would also favour this latter strategy as they
might be capable to predict that the present environmental conditions will lead to a shortage
of food in the near future and therefore move to more favourable environments (e.g. seasonal
migrations of birds, whales, etc.). It is difficult to judge, however, how much of this survival
instinct is transferable to a single celled organism, especially since the second strategy did in

fact lead to a slightly higher increase in cell numbers.
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Chapter 5

Turbulent Mixing and Toxic Blooms

in a Freshwater Lake

In this chapter the model is applied to the hypertrophic freshwater Lake Nieuwe Meer near
Amsterdam in The Netherlands, where the cyanobacterium Microcystis aeruginosa forms toxic
nuisance-blooms in summer. In an attempt to control these bloom events, the local water
management authorities began to artificially mix the lake in 1993 which led to a significant drop
in the number of Microcystis colonies per unit volume and a shift in the species composition
from a cyanobacteria-dominated community in summer to a mixed community of flagellates,
green algae and diatoms. Microcystis benefits from a positive cell buoyancy which moves
them towards the light in stable environments with low mixing, thus providing them with a
competitive advantage over negatively buoyant species. The reasoning behind the artificial
mixing was thus to eliminate this buoyancy advantage by keeping the turbulence intensity

sufficiently high.

Lake Nieuwe Meer represents an almost ideal open air laboratory to which the present model
can be applied. The physics is tightly controlled through the artificial mixing system and the
biology well known through long term monitoring studies (Visser et al., 19956, 1996; Jungo
et al., 2001). With the present model it should thus be possible to not only demonstrate
the effect of the artificial mixing on the growth performance of Microcystis aeruginosa but
also determine the duration and intensity of the artificial mixing required to eliminate the
competitive advantage of cell buoyancy and prevent the blooms from occurring. This could

lead to considerable energy savings in the operation of the artificial mixing installation.

The following sections will introduce the physical and biological characteristics of Lake Nieuwe
Meer, briefly reviewing the available observations and experimental results. The model set-up
is discussed in relation to these observations and the results are presented in Sections 5.5 and
5.6. Most of the observational physical data in this section is courtesy of a joint measurement
campaign carried out by J. Sharples, C.M. Moore and the present author. The biological data
and growth functions are courtesy of Jutta Passarge and Jef Huisman from the University of

Amsterdam.
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5.1 Introducing Lake Nieuwe Meer

The recreational Lake Nieuwe Meer is situated about 20 km south of Amsterdam in The
Netherlands. It forms part of the nutrient-rich Rhine basin and is connected to the canals of
Amsterdam. In the recent past, further nutrients have been added to the sediment by dumping
dredged sludge from the canals into the lake. As a consequence, the lake is highly eutrophic
(hypertrophic). The mean volume of the water body is 18 - 105 m? with a mean residence
time of 16-32 years (Jungo et al., 2001) and total surface area of 1.3km? (Van der Veer et al.,
1995). The lake has a maximum depth of 30.5 m and a mean depth of 18 m (Visser et al.,
1995b). The mean euphotic depth of the lake is usually less than 5 m with seasonally varying

PAR absorption coefficients between 1-2 m~!.

In the years prior to the aeration, the water
column would stratify in summer and the cyanobacterium Microcystis aeruginosa dominate
the phytoplankton community, forming large scums with toxin release into the water causing

damage to fish and humans.

It has been shown (Kohler, 1992) that Microcystis benefits from a stable, stratified water
column. This species has gas vacuoles which provide the cells with a positive buoyancy leading
to high biomass concentrations near the surface. As a result they are able to meet their own
requirements for light while shading their competitors in the water column below. In a deep,
artificially mixed lake, Microcystis loses this advantage as they are no longer able to influence
their vertical position according to their physiological requirements. This has been shown in
several previous studies where artificial mixing was able to prevent blooming of Microcystis
(e.g. Reynolds et al., 1984; Toetz, 1981).

The local water management authorities installed a bubble pump system in 1993 as this was

Compressor 1 ()
()

Compressor 2 (=)

— e —
0 100 200 300 400 500m

Buoy 2: depth = 15m, always mixed
Buoy 4: depth = 20m, transitional region
Buoy 6: depth = 27m, allowed to re-stratify

Figure 5.1: Lake Nieuwe Meer near Amsterdam in The Netherlands. The pressurised air is supplied by two
compressors and enters the lake along several conduits at the bottom. The dashed parts correspond to the
perforated parts along the conduits where the air is released for the mixing. This figure is adapted from
Huisman et al. (2004).
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considered a better option to control the bloom events on a short term rather than reducing
the excess nutrient load. Two compressors provide the pressurised air which is conducted to
the lake bottom where it is released through small holes along the conduits (Fig. 5.1). The
rising air bubbles lead to enhanced vertical mixing which results in a breakdown of the temper-
ature stratification and a reduced growth of the Microcystis population. The phytoplankton
community shifts to become more diversified, comprising flagellates, green algae and diatoms
(Visser et al., 1996). The pump system was designed to yield a vertical mixing velocity of

L and

0.28 mms~! to exceed the mean positive buoyant velocity of Microcystis of 0.031 mm s~
approach the maximum flotation velocity of 0.72 mms~! (Visser et al., 1996). This resulted

in a total volume of 13 m?® min~" of air being pumped into the lake.

5.2 Introducing Mzicrocystis aeruginosa

The cyanobacterium Microcystis aeruginosa is a common inhabitant of many eutrophic fresh-
water lakes in mid to late summer. The individual cells have average diameters of between
3-5 pm and possess gas vesicles that provide them with positive buoyancy. Like all autotrophs,
Microcystis produces carbohydrates (mainly glucose) during photosynthesis and consumes
them in the absence of light as part of cell respiration. A simple relationship exists for Mi-
crocystis between the stored amount of intracellular glucose and the cell density and thus
its buoyancy (Kromkamp and Mur, 1984; Visser et al., 1997, see below). In a stable water
column, Microcystis shows a pattern of vertical migration that can be explained by an in-
crease in cell density due to carbohydrate accumulation in the light and a decrease in cell
density due to utilisation of carbohydrates in the dark (Visser et al., 1997). This generally
results in positive buoyancy during the first part of the day and negative buoyancy in the
late afternoon and evening (Ibelings et al.,
1991). If the irradiance is optimal for glucose
production, the cells might be capable of re-
versing their buoyancy more than once per

day.

Microcystis tends to form large colonies of
1000 cells or more per colony. According to
Ibelings et al. (1991), the average colony di-
ameter is of the order of 50 pm while the
largest colonies can reach over 200 pym in di-
ameter. As a result, they are able to achieve

significant rising velocities of over 0.4mms~!

for the largest colonies (Jungo et al., 2001).

The following model equations are based on Figure 5.2: A colony of Microcystis aeruginosa. Image

. courtesy J. Passarge, Univ. Amsterdam.
unpublished results from batch culture stud- v &

ies of Microcystis colonies taken form Lake
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TABLE 5.1: Summary of the variables and parameter values used in the cell-specific equations for Microcystis.

’ Symbol ‘ Meaning Value Unit
r cellular glucose content pmol gluc (106 cells)~*
T starve min. glucose content 1.5 pmol gluc (106 cells) !
Lopt optimal light intensity 277.5 pEm~2s7!
1. compensation point 10.94 puEm=2s7!
No fit constant Eq. (5.1) 0.0029456 | pmol gluc (10° cells pEm=2s71)~!
c fit constant Eq. (5.1) -0.0309776 pmol gluc (10° cells min)~*
ay fit constant Eq. (5.1) | —9.52-107% min~*
as fit constant Eq. (5.1) —4.7-1076 pmol gluc (10° cells min)~*
Lo fit constant Eq. (5.2) 0.0206 d-!
s fit constant Eq. (5.2) 4.20625 106 cells (mmol gluc d)~*
by fit constant Eq. (5.3) 972.2 kgm—3
by fit constant Eq. (5.3) 0.6848 10° cells (pmol gluc)™! kgm™3
b3 fit constant Eq. (5.3) 0.0222 (10 cells (pmol gluc)~1)? kgm=3

Nieuwe Meer, and have been obtained through private communication with Jutta Passarge

from the University of Amsterdam.

5.2.1 Estimation of Growth Rates

If the incident irradiance is above a certain threshold, the so-called compensation point, I,
for net glucose production, Microcystis are able to increase their intracellular glucose levels.
If the irradiance is below this compensation point, the cell will consume more glucose than
is produced, leading to a net decrease. Due to the abundance of nutrients in Lake Nieuwe
Meer, the primary production can be calculated based solely on the light availability to the
cell. The following two equations can be used to calculate the rate of intracellular glucose

increase/decrease [umol gluc (10° cells min)~!] (R? = 0.88):

or L

rate of increase: yrle Nole vt ¢ if I>1,=109uEm2s~! (5.1a)
or
rate of decrease: i a1l + ao LT <I.=109 uEm 257! (5.1b)

They are identical to Eq.(6) and Eq.(7) in Visser et al. (1997) but the values of the fit pa-
rameters differ slightly (see Table 5.1). The rate of increase is proportional to the received
irradiance I and can be expressed as a simple exponential with a fall-off beyond the optimum
irradiance Iop:. Microcystis shows negligible signs of photo-acclimation (J. Passarge, pers.
comm.) but considerable photoinhibition as can be seen in Fig. 5.3(a). If the ambient light
intensity is below the compensation point, I., the rate of decrease is directly proportional to
the intracellular glucose content I'. This is true even down to very low glucose concentrations
of about 1.5 ymol gluc (10° cells) ™! which represents the minimum value obtained in the lab

experiments (J. Passarge, pers. comm.).

The specific net growth rate, u [d =], is proportional to the net glucose accumulation /depletion
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Figure 5.3: (a) Light-dependent rate of glucose change 9I'/9t [umol gluc (10° cells min)~'] for a range of
irradiances. (b) Cellular glucose content T'(¢) [umol glucose (10°cells)™"] (solid line) for Microcystis cells
exposed to the sinusoidal irradiance curve I(t) [uEm™2s7'] (dashed line). The total accumulation of glucose
over the light period (AFlp) and the resulting specific growth (u) are given for this particular example using
Eq. (5.2). (c) Cell density as a result of the change in intracellular glucose from (b), calculated using Eq. (5.3).
Initially the cells start with a glucose level that gives them neutral buoyancy. (d) Resulting potential vertical

Stokes velocities from Eq. (1.36) for the cell densities from (c) and a colony diameter of d = 50 pym.

during the light period, AT}, [mmol gluc (10° cells) 1], (R? = 0.94):
p= sAL + o (5.2)

with the values of the fit parameters listed in Table 5.1. The interplay of Eq. (5.1) and Eq. (5.2)
is demonstrated in Fig. 5.3(b) for an example sinusoidal light profile.

5.2.2 Change of Cell Buoyancy

Microcystis cell density, o. [kgm™?], is a function of the intracellular glucose content T" [umol
gluc (10° cells)~!] and can be described with the following equation (R? = 0.997):

0c =by 4+ by 4 by I'? (5.3)

using the empirical constants from Table 5.1. For neutral buoyancy, i.e. o. = 1000kg m~3, the
intracellular glucose content is thus I'g = 23.18 umol gluc (10° cells)~!. For any cell density,
the sink/rise velocity can be determined through the Stokes law [Eq. (1.36)]. Using the above
mentioned minimum of Tygre = 1.5 umol gluc (10 cells) ™! and a large colony diameter of
d. = 200 ym, we obtain a maximum rising velocity of wy,e; = 0.58 mms~!. This value is close
to the published maximum velocity of 0.72mms~! from Visser et al. (1995b) which is obtained
for colony diameters of 220 ym. Fig. 5.3(c) and (d) show the effect of the light profile from
Fig. 5.3(b) on the cell density and thus the potential vertical cell velocities.
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5.3 Observational Results

The artificial mixing in Lake Nieuwe Meer began in 1993 when the compressors ran continu-
ously from early spring till late summer. Due to the considerable energy costs, first attempts
were made in 1994 to operate the compressors intermittently during the spring season. The
aeration was turned off and if the weekly monitoring indicated an increase in water column
stratification or a shift in species composition, the mixing was turned on again. As a result
the energy costs for the artificial mixing could be reduced by 75% in spring or by 27% over
the entire year (Visser et al., 1996).

Due to these past experiences, the local water management authorities agreed to conduct an
experiment in 2002 and 2003 in Lake Nieuwe Meer. Over the course of the summer of 2002, the
mixing was operated intermittently in order to study the transition in species composition from
the mixed scenario to the stratified scenario and vice versa. In 2003 only the bubbling system
of compressor 1 was periodically switched on and off on a strict fortnightly cycle. During the
experiment, the physical, biological and chemical structure of the water column was closely

monitored.

The following sections summarise the results from the biological and physical sampling that
took place in Lake Nieuwe Meer. The model set-up for the later experiments is based on the

key findings outlined in these sections.

5.3.1 Biological Sampling

In terms of biomass, the artificial mixing in Lake Nieuwe Meer significantly reduced the total
number of Microcystis cells in the water column. Table 5.2 shows the average abundance
of Microcystis in the pre-mixing year of 1991, the first year of artificial mixing in 1993, and
for 1994 when the mixing was intermittent during spring and continuous during summer.

The data in the first column show the actual
TABLE 5.2: Microcystis abundance in Nieuwe Meer.

- colony counts and is courtesy of Petra Visser,

’ year ‘ colonies ml~! | cells m™ ‘ mixing ‘ Univ. Amsterdam.
1991 84.5 84.5-10° off
1993 2.6 2.6-10° on The data in the second column are calculated,
1994 13.5 13.5-10° | on/off based on an average cell diamter of Microcys-

tis of 4.5 um, average colony diameter of 50 ym, and assuming 75% efficiency in occupancy of
the colony volume by the cells (J. Passarge, pers. comm.) which yields about 1000 cells in a

50 pm colony.

During the first two years of artificial mixing, a significant shift in species composition was
observed from an almost mono-specific Microcystis community in the years prior to 1993
to a much more diverse community that was dominated by diatoms (mainly Cyclotella and
Stephanodiscus), large green algae (mainly Scenedesmus sp. and Chlorella vulgaris) and some
flagellates (Visser et al., 1996).
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5.3.2 Physical Sampling

In 2002 and 2003 a key requirement of the experiments with different mixing regimes was, for
the first time, to quantify the turbulent mixing rates in the lake and the development or de-
struction of vertical stability. In both years moored temperature loggers were used to monitor
the vertical temperature profile. The time series in Fig. 5.4 shows the changeover from a mixed
to a stratified and back to a mixed water column, in response to the artificial mixing being
turned off and on. It also shows clear diurnal signals while the mixing is on which give evidence
of surface stratification during the day and re-homogenisation at night due to surface cooling
and convective overturning. Weekly deployments of a Self-Contained Autonomous Microstruc-
ture Profiler (SCAMP) were used to derive the vertical eddy diffusivities from measurements of
temperature micro-structure following the method from Sharples et al. (2001). The SCAMP
also delivers the depth dependent distribution of light and chlorophyll fluorescence. It was
deployed at fixed stations indicated as buoy 2, buoy 4 and buoy 6 in Fig. 5.1. At each station,
10 consecutive sampling profiles were collected in order to capture the intermittent nature of

turbulent mixing. A summary of the profiles for 2002 is provided in Appendix B.

In the summer of 2002, both compressors were used in the experiment, allowing for the entire
lake to re-stratify. In 2003, only compressor 1 was turned off periodically while compressor 2
was kept running continuously. Thus only the western part of the lake re-stratified while the
eastern part was kept well mixed throughout the summer. This partial stratification effectively
created three micro-zones in the lake: a stratified zone at the western end, a mixed zone in the
east and a transitional, or frontal zone inbetween. This is illustrated with the example profiles
in Fig. 5.5. In Fig. 5.5(a), the western end (Buoy 6) shows strong temperature stratification
which is less pronounced at Buoy 4 and absent at Buoy 2. The low turbulent diffusivity clearly
reflects the high water column stability that can be inferred from the temperature profiles.
The profile taken at Buoy 4, for instance, shows two thermoclines: one between 5-6 m and one

around 15 m. At these depths, the diffusivity profile drops to low values of 107> m?s~!. This

depth [m]

16/07 18/07 20/07 22/07 24/07 26/07 28/07 30/07 01/08 03/08 05/08 07/08 09/08 11/08 13/08 15/08

Date 2002

T mixing

T mixing
switched off

switched on

Figure 5.4: Temperature time series from the moored loggers in Nieuwe Meer, slightly North of Buoy 6. The
horizontal dashed lines indicate the depths of the loggers.
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Figure 5.5: Representative profiles from Lake Nieuwe Meer taken on 30 June 2003 at the locations shown in
Fig. 5.1. They show the characteristic water column structure at the end of a no-mixing cycle (the mixing had
been turned off on 18 June, and back on 3 July). The horizontal bars in the diffusivity profiles represent the
95% confidence limits from the 10 consecutive casts. They serve as a measure for the natural intermittency of

turbulence.

can also be seen for the profile of Buoy 2 where a small temperature stratification causes the
mixing to decrease in the top 2-3 m. The increased water column stability at Buoys 4 and
6 produced an elevated concentration of phytoplankton in the top 5 m of the water column
which can be seen in the fluorescence signal in Fig. 5.5(c). For comparison, in the two years
preceding the installation of the artificial mixing, the top-to-bottom temperature difference in
mid summer was of the order of 12°-15°C in the deepest part of the lake (Visser et al., 1996).

The 5 m depth roughly corresponds to the 1% light level in Lake Nieuwe Meer. On average,
the PAR absorption coefficient during the 2002 campaign measured by SCAMP was about
ki = 1.25 m~! (see Appendix B). The aeration conducts are installed 1 m above the lake
bed (Jungo et al., 2001) with the intention to prevent resuspension of lake bed sediments.
Nevertheless, differences are apparent at Buoy 4 between the mixed and the non-mixed case.
When the mixing is on (see Fig. B.5, Fig. B.7 and Fig. B.9), kipiz ~ 1.43m™~! and if the
mixing is turned off (see Fig. B.2 and Fig. B.3) kigper =~ 1.18 m~!. At Buoys 2 and 6, the
artificial mixing did not seem to have an effect on the turbidity which remained close to the

overall average for Buoys 2 and 6 of k; ~ 1.2m™!.

From the two year sampling on Lake Nieuwe Meer, the following generalisations can be derived:

e When the mixing is turned on, the temperature stratification disappears within a few
days and the turbulent diffusivity is of the order of 1072 - 107! m?s~! and vertically
uniform at all three sampling stations. Only occasionally, on very calm sunny days,
a thin temperature stratification at the very surface can be observed which leads to a

locally and temporarily reduced mixing near the surface with values dropping to between
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1073 - 1072 m?s~!. During the night, convective overturning would usually erode this

small temperature gradient (Fig. 5.4).

e When both compressors are switched off (2002), the water column can take several days
to re-stratify depending on the weather conditions (Fig. 5.4). The diffusivity drops to
about 107 m?s~! and is vertically homogeneous unless there is sufficient wind forcing
which can increase the near surface diffusivity values to about 1073 m?s~!.

e When only compressor 1 is switched off (2003), the western part of the lake stratifies
within several days while the eastern part is kept mixed by compressor 2. The stratifica-
tion is generally less strong (AT ~ 3°C compared to AT ~ 7°C when both compressors
were switched off). The diffusivity still drops to similar values as in 2002 in the strati-
fied area around Buoy 6, i.e. 107 m?s~!. In the intermediate area around Buoy 4, the

2

diffusivity is between 107> - 1073 m?s~!, and stays near 1072 m?s~! in the mixed part

near Buoy 2 (unless the surface stratifies).

e Apart from Buoy 4, where the aeration seems to cause some entrainment of bed sed-
iments, the turbidity k; of the lake is unaffected by the mixing and remained fairly
consistently between 1.15 and 1.25 m~! throughout the sampling period.

From these generalisations, a set of diffusivity profiles has been constructed to represent the
various mixing scenarios. Together with the results from the biological observations and the
cell-specific growth and buoyancy functions from Section 5.2, they form the basis for the model

setup.

5.4 Model Setup

The numerical experiments in this chapter are designed to examine the effect of turbulent mix-
ing on the performance of Microcystis and answer questions regarding critical mixing thresholds
for Microcystis which would be able to prevent bloom events (see e.g. Huisman et al., 2004).
Instead of using measured diffusivity profiles in the numerical experiments it was therefore
decided to use realistic representations of the different observed mixing scenarios discussed in
the previous section. The biological setup is dictated by the results of lab culture studies and
field observations which have been summarised in Section 5.3.1 and Section 5.2. Table 5.3

provides a summary of the main physical model parameters while the biological parameters

TABLE 5.3: Parameter values for the Lake Nieuwe Meer model set-up.

’ Symbol Meaning ‘ Value ‘ Units ‘
km specific light atten. coef. 0.0340 | m? (10*° cells)~*
kyg background light atten. coef. 1.1 m~!

H depth (=mean lake depth) 18 m
Az vertical resolution for output 0.2 m
At time step for simulations 0.1-5 min
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have been summarised in Table 5.1.

5.4.1 Turbulence Profiles

The observations throughout the two-year sampling period showed consistent values of turbu-
lent mixing combined with the natural intermittency that is inherent to turbulence [expressed
by the horizontal bars in Fig. 5.5(b)]. It was therefore decided to create several representative
profiles to describe the observed conditions in Lake Nieuwe Meer rather than employ a single

observational profile. Three main scenarios will be examined:

1. The mixed case, where both compressors are switched on and the mixing is high through-
out the lake. The mixing is only reduced locally if the surface becomes stratified during

the day due to solar heating.

2. The stratified case, where both or only one of the compressors are turned off. This results
in generally very low mixing in the part of the lake that is unmixed. Higher mixing is

observed near the surface if the wind speed is sufficiently high.

3. The intermediate case occurs around buoy 4 when only compressor 2 is switched off,
as was the case in 2003. The mixing is intermediate and both a reduction or increase

towards the surface are possible depending on the weather conditions.

Each of these three scenarios is accounted for with a set of profiles (Fig. 5.6). The sets
consist of a generic profile where the mixing is homogeneous with depth and one or two sub-
variants to account for possible weather influences. The natural intermittency of turbulence is
incorporated into the model through a randomly chosen profile from within the bounds given
in each of the panels from Fig. 5.6. A varying constant is added to or subtracted from the
particular profile, the sign and magnitude of which is chosen randomly from a centre weighted
distribution. The shape of the profile and the derivative are thus preserved. This approach
was chosen mainly due to practical reasons as it speeds up the simulation process since the

cubic spline would otherwise have to be re-evaluated after each change of the profile.

The time step is chosen depending on the profile. For the generic stratified scenario, for
example, where turbulent displacements are small, a time step of five minutes was sufficient.
In the mixed case, or if the diffusivity varied with depth, a smaller time step of At = 6s was

applied.

5.4.2 Turbidity and Self-Shading

During the two-year sampling campaign, the measured PAR absorption in Lake Nieuwe Meer

1

during summer was between 1.1-1.4 m~". Studies of lab cultures of Microcystis aeruginosa

(Huisman et al., 1999) yielded a cell-specific light absorption coefficient of

Ky = 0.0340 m?(10"0cells) " (5.4)



5.4 Model Setup 133

MIXED STRATIFIED
Q . . — 8 . - . Q— . . . Q . S .
18 ! ! % . with surface 18 ! ! 18 LR
. . stratification) with surfaces ~ \
16r ? l 16 s N5 ] 1600 | 18/wind mixing’ /.’
_14 § Lo 14 DU 4ol ceneic 14727 ]
£ Generic ! ! ! ' £ ! ! .
512 ‘ | 12¢ i " = 120 | & 12+ E
< i i i i < i i i
2 10r ] I 10- ] I Q 10 ! 100 I
3 | | | | g | Pl
s 8 | | 8 § l S8 8
1 I | I < I I I I
c—n 6' \ [} B 6’ \ ] B 9 6’ I ] Bl | I
2 B B 2o RS 1
at l | at l | at | i 4k
il ] al ] A o
1 ] 1 I I I ] I
1 I | | | | I I
0 il 1 il 1 O il 1 1 1 1 O 1 L il il
10° 10" 10° 10° 10° 10° 10" 10° 107 ¢ 10° 107 10° 10° 10° 10° 107
K[m?s? K[m?sY 3 Km2sy
18 18 18
16} 16} 16
E 14} 14} 14
D
D 12} 12} 12
o
> 10t 101 10
3
< 8f 8f 8
= : :
o 6 6 6
(] N N
I 4;: 4 4
2t 2} 2t o
O 0 O *6‘ A *5‘ I *4 I*3‘ A =2
10 0 1 10 10 1(% L 10 10
K[m*s K[m°s™]

Figure 5.6: The turbulence profiles used for the numerical simulations of the three different scenarios: mixed,
stratified and intermediate. Each scenario has one generic profile where the diffusivity is constant with depth.
External forces due to wind or surface stratification are accounted for with different profiles. The dashed lines

represent the bounds up to which the profile is allowed to deviate from the mean.

Based on the cell counts from Table 5.2, a value of 1.1 m~! has therefore been chosen to repre-
sent the background turbidity, due to non-Microcystis organisms and other suspended particles.
The contribution of Microcystis to the turbidity is then calculated from the cell-specific ab-
sorption rate from Eq. (5.4) and added to this background turbidity. At any particular depth,
Z, the total absorption coefficient of the above water column is thus

EN(Z)

k() = kg + b oo
(2) = kg & ko =51 2

(5.5)

where N(Z) is the number of particles above Z (note that z = 0 at the bed and z = H at the
surface). In some experiments, different particles will represent different colony sizes and thus
cell numbers. In these cases the total biomass, i.e. the number of cells represented by each
model particle is used in Eq. (5.5). ¢ is a scaling factor that accounts for the fact that there
are only 20 000 particles in the model compared to about 1.5-10'? cells m~2 in the pre-mixing
years and about 1.45 - 10! cells m~2 after 1993 (Table 5.2). The number of model particles

has thus to be scaled up in order to obtain representative values for the self-shading. The light
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Figure 5.7: Representative year for the irradiance data from the NCEP/NCAR 40-year Reanalysis Project for
the co-ordinates (5°E, 52.5°N) from http://www.cdc.noaa.gov/ (see Kalnay et al., 1996). The data consist of
6 h averages for the period from 1 January 1993 to 31 December 2003.

intensity at a particular depth Z is then calculated from the Beer-Lambert equation:
I(2) =1y exp[-k(2)(H — 2)] . (5.6)

Fig. 5.7 shows that the maximum irradiance at the latitude of Lake Nieuwe Meer is of the
order of 615 W m™2. As the data are averaged over 6 h periods, this maximum represents the
average irradiance between either 06:00 h to 12:00 h or 12:00 h ro 18:00 h. Assuming a semi-
sinusoidal variation and a maximum day length of 16.5h the noon maximum can be estimated
as Iy,,.. = 750 Wm™2. In the experiments, both Iy and the length of the light period have

been varied to examine the performance of Microcystis in different seasons.

5.4.3 The Biological Setup

The biological equations in the model follow those described in Section 5.2 and Section 5.3.1.
At the beginning of each experiment, the particles are randomly distributed throughout the
water column and are given enough glucose to make them neutrally buoyant. Each model
particle represents initially one real colony. If the colony diameter would become too large,

the colony is split into two equal halves. The colony size increases with the specific growth
[Eq. (5.2)]:

dp1 = dn /(1 + ) (5.7)

Due to cell division, the average cellular glucose content is reduced by

ry
1+ p

| R (5.8)

The cells are not allowed to fall below the starvation threshold of I'giqppe = 1.5 pmol gluc
(105 cells)~!. No negative growth or losses due to grazing have been incorporated. In some
experiments the colony diameter is initially uniform for all particles, in others, the diameters
are chosen from a random Poisson-shaped distribution such that the mean of the distribu-
tion coincides with the observed mean colony diameter of d. = 50 ym (Ibelings et al., 1991)
(Fig. 5.8).
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Figure 5.8: Random Poisson-shaped distribution of colony diameters assigned to the 20 000 model particles. For

this figure the diameters have been binned into 5 um intervals and the mean of the distribution is d. = 50 ym.
5.5 Model Results — Individuals

Due to the various feedbacks between the biological model equations, it appears advisable to
examine the performance of individual cells before considering the ensemble averages. This

will yield a better understanding of the underlying processes and elucidate the behaviour of

the system.

5.5.1 Performance Without Mixing

In this section, the biological equations are applied to a number of particles without turbulence.
That is, the particle trajectories are calculated solely based on their buoyancy, without any
random component. This is intended to show the behaviour of the undisturbed system. A
similar study has been carried out (Visser et al., 1997) to which the present results will be

compared.

The Effect of Colony Size

The colony size affects the system through 30
the Stokes equation [Eq. (1.36)]. The larger

the colony, the larger its potential vertical
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on the supplied irradiance itself (see below) ;.. depth for the experiments in Fig. 5.10.
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Figure 5.10: Example of 10 different particle trajectories (top panels) and corresponding glucose content I'

[umol gluc (10° cells) '] (lower panels). (a) For a colony diameter of 79 yum one stable mode appears with a

—1

period of 3 days. The vertical velocities reached (not shown) are between -0.2 and 0.3mms~". (b) For a colony

diameter of 112 pm, a different mode with period 2 days appears and at the same time, those particles that
were initially only a few metres below the surface, occupy the diurnal mode. The vertical velocities for these
sizes are between -0.2 and 0.5 mms~ ' for the cell in the 2-day mode and between -0.1 to 0.2 mms™* for the
cells in the diurnal mode. (c) and (d) show the trajectories for particles with d. = 150 pm and d. = 470 pm

respectively. The vertical velocities are (c) -0.2 to 0.4 mms™'and (d) -1.25 to 1.5 mms™".

given day length, a certain colony diameter will provide the cells with the ‘right’ velocity so
their vertical oscillations are in resonance with the daily irradiance curve leading to stable
repeated trajectories of consistently large amplitudes. Fig. 5.10 shows four examples for the
semi-sinusoidal light curve from Fig. 5.9. In Fig. 5.10(a), the colony diameter is d.; = 79 pm.
Due to the absence of light (the compensation depth is always above 15m) the deeper particles
consume glucose, become positively buoyant and rise to the surface. The particles close to the
surface start to produce glucose after sun rise, become more negatively buoyant and start to
sink. After a transitional period of about 1 week, all cells follow a stable trajectory with a
3-day period. Fig. 5.10(b) shows the same picture but for a colony size of d.o = 112 um (note
that QdC% = dc%). Here most of the particles occupy a trajectory with a 2-day period. Only

the particles that were initially about 3-5 m below the surface occupy a diurnal migratory
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mode. If the colony size is further increased, the particles in the 2-day mode will reach the
surface earlier, i.e. more towards the beginning of the dark period, and linger there until
the irradiance increases again. The 2-day mode trajectories thus exhibit flat tops. As the
diameters reach about 150 pm all cells follow a stable diurnal mode [Fig. 5.10(c)]. Within
the range 150 < d. < 450 pum, the size of the colony only affects the depth of the migrations
but not the period. The larger a colony within this range, the deeper the migrations. Only
for extremely large colonies that have d. g 450 pm would it be possible to perform stable

semi-diurnal migrations, where they surface twice per day [Fig. 5.10(d)].

For all intermediate colony diameters, the pattern is very chaotic as the vertical velocities in
relation to the irradiance do not provide the cells with a rhythm that is in resonance with the
diurnal cycle. This is illustrated in Fig. 5.11

which shows the results for the mean colony

diameter of 50 pm. For colony diameters less
than d.; the results are less clear. A 4-day
mode can be observed, but the transitional

period becomes much longer as the initial

conditions become more important for the

slower vertical velocities. Hence those parti-
cles whose initial depth happens to be right, 60" |
will fall into the 4-day mode rather quickly, =40
but others take much longer. Clearly, the 20N N

slow swimmers will also be disturbed more %

in their rhythm, once the turbulent mixing is

included (Section 5.5.2). Figure 5.11: (a) Particle trajectories for 10 colonies with

. de. = 50 pm. (b) Cellular glucose content I" [umol gluc
These results already demonstrate one dif- (10° cells)™]

ficulty with the specific growth function for

Microcystis from Eq. (5.2). This equation is

only valid if the net glucose accumulation during the light period is positive since only positive
values for AT, have been measured and went into its derivation (J. Passarge, pers. comm.).
Only the very large colonies with d. Z 150 pm were able to perform diurnal migrations in the
above examples. Medium to large sized colonies will perform migrations which can leave them
below the compensation depth for more than 24h, i.e. over an entire light period which results
in a negative AI'l,. Eq. (5.2) is not valid for such conditions. This issue will be discussed

again in Section 5.6 when the ensemble results will be presented.

Effect of the Irradiance Curve

The light period provides the colonies with a predefined frequency to which they can resonate
if they possess the correct vertical velocities (i.e. diameter). In the absence of any periodicity,
i.e. under a constant irradiance, the cell trajectories behave similar to dampened harmonic

oscillators in that the amplitudes decrease with time (not shown). However, the analogy is not
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complete as the frequency of the cell oscillations is not constant but increases with time. A
change in the light period from 16 h, to 14 h or 12 h for example, did not affect the diameters
for which stable trajectories are obtained as the cells leave the photic zone before midday and

do not resurface until after sunset.

The maximum light intensity (i.e. the amplitude of the semi-sinusoid in Fig. 5.9), on the other
hand, greatly influences the values for the above colony diameters as it affects the compensation
depth of the cells. If Iy is increased, the amplitudes of the migrations increase and the necessary
velocities (and therefore colony diameters) required to perform these deeper migrations have
to increase as well. If the light maximum is doubled, for example, the colony diameter which
provides the cells with the required velocities to perform the stable 3-day oscillations from
Fig. 5.10(a) is d.; = 88 ym. The trajectories reach down to 3 m height above the bed and
the observed velocities are within the range of —0.1 $ w < 0.5 mm s~!. The stable diurnal
mode appears already for diameters d. ~ 170 um. The trajectories are much shallower than in
Fig. 5.10(d), however, only reaching to about 9 m above the lake bed. They also do not reach
the surface but start to reverse at about 16 m. The higher irradiance has thus considerably
decreased the amplitude of the oscillations which means that smaller colonies are now able to

achieve the required velocities.

If the experiments are repeated with an irradiance maximum of Iy = 1000 pEm~2s~! as in
Visser et al. (1997), the required diameter to reproduce the modes in Fig. 5.10(a) becomes
100 pm while the minimum diameter for the first stable diurnal mode remains at about 170 um.
In Visser et al. (1997) these values are slightly different but due to the unknown attenuation

coefficient used, a more detailed comparison of the results is not possible.

5.5.2 Performance With Mixing

The previous section could be considered as a rather artificial exercise as turbulence is never
completely absent in the real world. Nevertheless, it provides some insight into the behaviour
of the system without any disturbing influences. Clearly, turbulence is a disturbing influence to
the cells as the artificial mixing in Lake Nieuwe Meer was able to prevent Microcystis blooms.
This section therefore examines to what degree turbulence affects the migratory rhythm of

Microcystis and whether there is a critical turbulent intensity for the cells.

Prior to any experimental analysis it already appears obvious that colonies with different sizes
will be affected differently by the turbulent mixing. While small colonies have low vertical
velocities and are thus easily disrupted by turbulence, larger colonies quickly (w increases
o d2) become capable of velocities that could allow them to maintain their migratory rhythm
if the mixing is low as in a stratified lake environment. In the previous chapters, the Peclet
number has proven itself to be a useful measure for gauging particle swimming success in the
presence of turbulence. Fig. 5.12 shows the Peclet numbers for different colony diameters and
eddy diffusivities. This graph is representative only of the extreme velocities reached under
conditions of maximum depletion/accumulation of cellular glucose. For all intermediate stages,

the velocities and therefore the Peclet numbers will be lower than in Fig. 5.12. This graph
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Figure 5.12: Peclet number using the colony diameter as a proxy for the maximum obtainable sinking velocity
(a) and the maximum possible rising velocity (b). The extreme velocities are based on the maximum/minimum
cell density from Visser et al. (1997) and J. Passarge (pers. comm.). The mixed layer depth for this graph is
18 m.

can thus be used to gauge whether a particular colony, that has been deprived of light and
whose cellular glucose is at the starvation threshold, will be able float to the surface (and vice
versa). For the average colony diameter of d. = 50 ym, it can be seen that the Peclet number
for the maximum rising velocity drops below unity for diffusivities K 2 7-10"4m?s~!. This
suggests that colonies of this size will not only be unable to perform their vertical migrations
but also struggle to reach the surface if they are in desperate need of light. The value for this
critical turbulent intensity increases with colony diameter. For K ~ 1072, which corresponds
to the turbulent intensity reached in Lake Nieuwe Meer when the artificial mixing is turned
on (see Fig. 5.5), it appears that even the largest colonies will be struggling to overcome the

turbulence.

Fig. 5.13 shows the effect of turbulence on the particle trajectories. In a weakly mixed environ-
ment where the turbulent intensity is similar to a stratified lake environment (see Fig. 5.5), the
particles are able to perform vertical migrations on very distinct and deterministic trajectories
that only show a small degree of jittering produced by the turbulent mixing [Fig. 5.13(a)].
Turbulence disrupts the resonance effect which was present in Fig. 5.10(a) and the trajecto-
ries are more individualistic. If the diffusivity is increased to intensities representative of the
artificially mixed Lake Nieuwe Meer, the picture becomes very chaotic without any discernible
coherent trajectories [Fig. 5.13(b)].

Investigation of the variabilities in the cellular glucose in the stratified and mixed cases high-
lights a problem with the equation used for cell growth [Eq. (5.2)]. In the mixed scenario, the
peaks in the glucose content are generally lower, but most cells show a positive net glucose
increase over the light period [Fig. 5.13(b), lower panel]. In the stratified case, the cells can
have a strong increase on one day and a decrease for the following 1-2 days [Fig. 5.13(a), lower
panel]. Although the increase in the mixed case is less, it occurs daily which is reflected in the

mini-ensemble averages in Fig. 5.14. On average, the specific growth function from Eq. (5.2)
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Figure 5.13: Corresponding figures of the particle trajectories (top panels) and glucose content I' [umol gluc
(10 cells)™*] (lower panels) to Fig. 5.10(a) (d. = 79 um) showing the effect of turbulent mixing. In (a) the eddy

diffusivity was held constant at K = 107° m?s~! representing the generic stratified scenario from Fig. 5.6. In

(b) the diffusivity has been K = 1072 m?s™! and is thus representative of the generic mixed scenario. While

the time step was 6's the data are plotted only every 5 minutes to reduce the file size.

would therefore yield similar rates for the specific growth for both the mixed and stratified
scenario’. The observations in Lake Nieuwe Meer clearly show, however, that this cannot be
correct. It also seems unlikely that a cell which increases its glucose by a certain amount
from starvation level should have the same probability of cell division as a second cell that
shows the same positive glucose increase but from a much higher initial base. In the first case,
the cell will still be low in glucose despite the increase, whereas the second cell now has high
glucose reserves. According to the growth function from Eq. (5.2), these two individuals would
have the same capabilities of cell division, i.e. specific growth. This appears paradoxical as
a cell that is struggling to stay above the starvation threshold should be much less likely to
divide than a cell that is at a more comfortable glucose concentration. Although these results
are based on one example with only 10 particles and one colony diameter, the next section

will show that they are still valid if the ensemble average of 20000 colonies of varying size is
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Figure 5.14: Average change of glucose, AI'l, [pmol gluc (10° cells)™'], during the light period for (a) the
stratified and (b) the mixed scenario from Fig. 5.13. On average, and by neglecting the first two days which are

transients, the overall growth rate using Eq. (5.2) becomes about equal in both scenarios.

'Tf the maximum irradiance is increased from Iy = 300 pEm~2s™' (which was used in Fig. 5.13) to
1000 pEm~2s~! which is more representative of summer conditions in Lake Nieuwe Meer, this becomes even
more pronounced as the growth rates would then be significantly higher in the mixed than in the stratified

scenario.
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examined. A different condition for cell division will therefore be formulated which is based

on the cellular glucose content rather than on the daily increase.

5.6 Model Results — The Lagrangian Ensemble

The previous section provided some insights into the performance of individual cells under
varying environmental conditions. This will facilitate a better understanding of the results
presented in this section which will focus on the performance of the Lagrangian ensemble. Due
to the difficulties encountered with the specific growth equation [Eq. (5.2)], two sets of results
will be presented. The first set uses the empirical Eq. (5.2) to calculate the increase in cell
numbers and the second approach uses an alternative formulation that is based on the cellular

glucose content (see below).

Both sets of experiments are initialised with the random Poisson-shaped distribution of colony
diameters from Fig. 5.8. The irradiance maximum is set to 600 Wm~2 (=~ 1100 ygEm~2s~!
PAR) to represent summer conditions in Lake Nieuwe Meer (cf. Fig. 5.7). The maximum
compensation depth at midday is therefore between 3.5-4.2m below the surface, depending on

the biomass.

5.6.1 Results Using Eq. (5.2)

It has been shown in the previous section that, while the ensemble of particles may always
show a net increase in glucose during the light period (Fig. 5.14), individual cells clearly
can experience a net decrease in I'" (Fig. 5.13). Since Eq. (5.2) is only defined for positive
growth, however, the effect of negative growth, i.e. the cell mortality, is unknown. Due to this
lack of empirical data, any cell mortality formulation would be necessarily arbitrary. Instead,
and especially since any such formulation would be identical for both the mixed and stratified
scenarios, the decision was taken to focus on the potential for growth rather than actual changes
in biomass. The cell diameter and glucose content of the cell are therefore left unaffected by

a negative AI'y, and the model only measures positive growth.

Fig. 5.15 shows the first set of results for the generic stratified scenario from Fig. 5.6. After
a transitional period of 3-4 days, most particles become concentrated in a band below the
surface. The cells accumulate sufficient amounts of glucose already during the early hours
of the morning to render the near surface layers almost devoid of particles for several hours
either side of midday. Only the very small colonies whose vertical velocities are too small, will
linger near the surface. The average glucose content is therefore very high as can be seen in
Fig. 5.15(c). T had to be constrained in the model to remain I' < I';0p = 56 pmol gluc (106
cells)~! as these small colonies would otherwise keep accumulating glucose up to unrealistically
high concentrations. The choice of I'},,, was based on the published maximum density for
Microcystis of opmar = 1080kgm™3 (Visser et al., 1997). The biomass distribution [Fig. 5.15(d)]

significantly differs from the actual particle distribution. The larger colonies represent a much
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Figure 5.15: Model output for the generic stratified scenario and Eq. (5.2). (a) shows the model particle
distribution where each particle is given a weight of one. In (b), the particles are weighted according to how
much they have grown. The scale is in percent of the original mean concentration, i.e. for 20 000 particles. (c)
shows the average glucose content in each depth bin. The amount of glucose is limited to 56 ymol gluc (10°
cells) ™" (see text). (d) shows the distribution of biomass, i.e. each model particle from (a) has been converted

to the actual number of cells it represents depending on the colony diameter.

larger biomass than the smaller ones and the distribution in Fig. 5.15(d) therefore mainly

shows the location and movements of these large colonies.

Fig. 5.16 shows the same results for the generic mixed scenario. Due to the high mixing, the
particles remain homogeneously distributed throughout the experiment. In the weighted par-
ticle distributions [Fig. 5.16(b)] a slight increase is noticeable over the course of the simulation.
The glucose concentration is more homogeneous compared to Fig. 5.15(c) and shows a clear

diurnal signal which extends to the lake bed.

In terms of light availability, the particles in the stratified scenario receive less light than in
the mixed case [Fig. 5.17(a) and (b)]. While the daily availability in the latter follows the
semi-sinusoidal course of the daily irradiance curve, in the former the maximum availability
occurs near 08:00 h and decreases during the rest of the light period as the surface becomes

almost devoid of particles. In the mixed scenario, the high turbulence prevents the cells from
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Figure 5.16: Corresponding model output for the generic mixed scenario. See caption of Fig. 5.15 for a descrip-

tion.

descending as their density increases and thus leads to this higher light availability. In terms of

growth [Fig. 5.17(c)], the cell numbers in both scenarios increase at the same rate. The step-
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Figure 5.17: Integrated hourly light availability of the cells in (a) the stratified and (b) the mixed scenario. (c)
Increase in cell numbers (biomass) for the two scenarios. (d) Course of the average cellular glucose content, I’
[mol gluc (10° cells)™].
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like function is a result of the implementation of the growth function. The model determines
I' at the beginning and the end of the light period. At sunset, the growth is calculated and
applied at the same time to each colony. The mean glucose content [Fig. 5.17(d)] follows a

diurnal cycle and is on average higher in the mixed than in the stratified scenario.

Both scenarios thus exhibit the same increase in biomass which is clearly unrealistic as ob-
servations show a decrease in Microcystis cell numbers if the artificial mixing is operating in
Lake Nieuwe Meer. This is a result of the ensemble effect of the growth equation problem
highlighted at the end of Section 5.5.2.

5.6.2 Results Using a Different Growth Formulation

A different growth parameterisation has therefore been formulated. It is based on the same
approach that was applied in the previous chapters where the specific growth was based on
the cellular carbon, or in this case the cellular glucose content, rather than the net glucose
increase over the light period. In this modified model, all cells within a colony divide if the
average glucose content in the colony exceeds I'y,q, (again, corresponding to the maximum

observed density for Microcystis). The new colony radius then becomes
Al =dr V2 (5.9)

and the glucose content of the daughter cells is set to half the original value of the mother
cell. As a result, the colony will change from being at its maximum negative buoyancy to
be only slightly negatively buoyant. The number of divisions a cell can perform is limited to
a maximum of one per day as the small colonies which are ‘trapped’ in the high irradiance
layers near the surface would otherwise perform 2-3 divisions per day which is too high for

Microcystis (J. Passarge, pers. comm.).

For this growth formulation, the particle distributions in the stratified scenario [Fig. 5.18(a)]
look very similar to those in Fig. 5.15(a) (note the different colour scale). The plot of the
weighted particle distributions in Fig. 5.18(b) already suggests that the increase in cell numbers
for this growth formulation will be substantially higher than with the previous model which
is also confirmed by the plot of the biomass in Fig. 5.18(d). The mean glucose concentration
[Fig. 5.18(c)] in each depth bin also seems the same for this growth model as in the previous
section. In the early hours of the morning, the pattern looks slightly more patchy near the
surface compared to Fig. 5.15(c) as this is the time when most cell divisions take place and
the glucose contents of these new cells is halved. Apart from a slightly higher increase in the
particle numbers, the results for the mixed scenario [Fig. 5.18(e) to (h)] are very similar to

those shown in Fig. 5.16.

Fig. 5.19(a) shows how the stratified scenario now exhibits a 2.5-fold increase in biomass which
is considerably higher than with the previous growth model [Fig. 5.17(a)]. The increase in the
mixed scenario is only slight in comparison. The average glucose content is still lower in the
stratified scenario but the curve shows a distinct increase towards the end of the simulation

period which indicates that it might at some point reach the levels of the mixed case. The real
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Figure 5.18: Model output with the different growth formulation for the stratified (a)-(d) and mixed (e)-(h)

scenarios. The meaning of each panel is identical to Fig. 5.15.

growth rate can be seen in Fig. 5.19(c¢) which shows the hypothetical increase in model particles
due to cell division?. The initial 20 000 particles have increased to over 87000 in the stratified

and about 28000 in the mixed case. These represent average growth rates of fiy = 0.16 d~!
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Figure 5.19: (a) Increase in total biomass (cell numbers) for both scenarios. (b) Cellular glucose content I

[pmol gluc (10° cells)™!]. (c) Increase in model particles due to cell division.

2Note that the number of model particles does not increase but only the weight of each particle, i.e. whenever
the colony represented by the model particle reaches I'y,q. and divides, the weight of this model particle is

doubled. The increase in the weight thus shows the true net growth rate.
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and i, = 0.035 d~! in the stratified and mixed case respectively. The relative increase in the
particle weight (by a factor 4.4 and 1.4 for the stratified and mixed case) is thus higher than the
increase in biomass [factors 2.45 and 1.27 resp., see Fig. 5.19(a)] which indicates that most of
the cell divisions occur in the small colonies that are unable to regulate their vertical position
as effectively as the larger assemblages. As a result, the distribution of colony diameters has
shifted from the original Poisson-shaped distribution to a more even distribution with a higher
mean diameter of over 70 um (Fig. 5.20). The present model entirely neglects grazing which
mainly affects the smaller colonies as the larger ones become increasingly difficult to ingest
for zooplankton. In the real lake environment, the heavier losses of the smaller colonies might
therefore be able to compensate for their higher growth rates and keep the mean diameter near

the original value of 50 pm.

From these results the impression might arise that the lower the mixing, the better Microcystis
might perform. As a comparison of all seven scenarios from Fig. 5.6 reveals, this is by no
means the case [Fig. 5.21(a)]. The generic intermediate scenario with a vertical diffusivity of
K = 3-107* m?s~! shows a higher increase in biomass than the generic stratified scenario
which has K = 107°m?s~!. The best overall performance is achieved in the stratified scenario
that shows higher turbulence near the surface due to wind mixing. Even in the mixed scenario
a high increase in biomass can be achieved if the surface is more stable due to temperature
stratification. Clearly, in the real world none of these scenarios will persist for any length
of time, e.g. the mixed surface-stratified scenario will only occur during a few hours on calm
and sunny days and the stratification will break down at night due to convective overturning.
On average, the increase in biomass in the mixed scenario will therefore still be much less
than in the stratified scenario which alternates between stable stratification on calm days to
higher surface turbulence on windy days. In the experiments, the choice was made to keep
the scenarios constant throughout the 10-day simulation period in order to be able to clearly

identify the differences in performance between each scenario.

The dependence of the biomass increase on the turbulent mixing is shown in Fig. 5.21(b).
It appears that the productivity increases up to a certain turbulence threshold above which

production sharply declines. Clearly, the magnitude of this cut-off is strongly dependent on
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Figure 5.20: Comparison of the distribution of colony diameters at the beginning and the end of the experiment

for the stratified scenario. The bin size is 5 pm.
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Figure 5.21: (a) Comparison of the increase in cell numbers for all scenarios from Fig. 5.6. The terms for surface
stratification and surface mixed have been abbreviated as ‘s-stratified” and ‘s-mixed’. (b) Factor of increase in
cell numbers as a function of mixing intensity. The abbreviated notation of the form 5e-3 has been used for

5-10%. These results were obtained with homogeneous turbulence profiles, i.e. K (z) = const.

the particular choice of the growth formulation. In the present case, the cell is unable to
divide unless it reaches the critical glucose value of I'yuqp = 56 umol gluc (108 cells)™!. In
the stratified scenario, the medium to larger colonies sink out of the photic zone as they
accumulate more glucose and thus fewer cells reach I';,,, than in the intermediate case where
some of the medium sized colonies will be kept longer within the photic zone and are therefore
more likely to reach the critical glucose level. As the mixing is increased further, the residence
time in the photic zone becomes too short for all colony sizes and they do not receive enough
light to reach I'j,q,. The value for the turbulence cut-off thus increases (decreases) as 'y
is decreased (increased). The choice of the present value was based on published data for the
maximum cell density but this is not sufficient to conclude that a cell cannot also divide with

lower cellular glucose concentrations.

5.7 Summary and Discussion

In this chapter, the Lagrangian model was used to examine the performance of the colony
forming cyanobacterium Microcystis aeruginosa in the eutrophic freshwater Lake Nieuwe Meer.
As a result of the alternating cell buoyancy which changes as a function of glucose content,
Microcystis is able to perform vertical migrations in stable environments such as temperature
stratified lakes. Mixing of the lake appears to disrupt this migratory behaviour, leading to a

reduction in Microcystis cell numbers.

The results in Section 5.5 showed that the periodicity and depth of these vertical migrations are
strongly dependent on the colony size and surface light intensity. The trajectories of smaller
colonies only ‘re-surface’ every 3-4 days, while larger colonies are able to perform bi-diurnal or

diurnal migrations due to their higher Stokes velocities. In the presence of weak turbulence,
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medium to large sized colonies are able to follow discernible trajectories while the turbulent
intensities produced by the artificial mixing in Lake Nieuwe Meer make any deterministic

migration impossible, even for the largest colonies.

The empirical growth function from Eq. (5.2) provided some difficulties in the model as it
is only defined for net positive glucose increases but does not account for cells that show
a decrease in glucose over the light period. Despite the possibility of a decrease in I' for
individual colonies, the ensemble always showed an increase (cf. Fig. 5.14) which might explain
why only positive values of AT, have been measured in the laboratory studies that led to the
formulation of Eq. (5.2). This growth equation also leads to the paradoxical situation in which
there is no relation between the ability to grow and the ‘health’ (or glucose content) of the
cell. Therefore a barely-surviving cell can grow as well as a cell that has more comfortable
glucose reserves as long as they both show the same incremental increase in glucose, which
appears contrary to intuition. The most important argument, however, that eventually led to
the formulation of an alternative growth function in the model is that Eq. (5.2) produced the
same population increase in the mixed and stratified scenarios which is clearly in disagreement

with observations.

The alternative growth model must be classified as more qualitative in nature since the only
quantitative reference point is the maximum observed cell density for Microcystis which has
been used to determine the glucose threshold at which the cell divides. Nevertheless, this for-
mulation was able to reproduce the observed differences in productivity between the stratified
and mixed scenarios. The results also suggested the existence of a critical turbulence thresh-
old up to which the production gradually increases and above which the production sharply
decreases. This last result is somewhat speculative, however, as the value of the critical tur-
bulence is strongly dependent on the growth formulation, i.e. I'},4,. Nevertheless, this result

could be tested in Lake Nieuwe Meer or adequate laboratory setups.

The question remains whether the failure of Eq. (5.2) and the success of the alternative growth
model are due to the previously discussed problems inherent in Eq. (5.2) or simply due to
the Lagrangian model itself. Given that the results of the previous chapters did not reveal
any difficulties with the Lagrangian model, the assumption can be made that the particular
formulation of Eq. (5.2) might have caused the model to fail. It would be necessary, however,
to verify this assumption and the existence of a glucose threshold for cell division in further

laboratory studies.

This part of the thesis should be considered as work in progress in collaboration with the
Aquatic Microbiology group at the University of Amsterdam. Further work will be required
to strengthen the results presented here. Nevertheless, these preliminary findings raised some

important questions on how the growth of Microcystis can be quantified.



Chapter 6
Summary and Conclusions

The present study examined the bio-physical interactions between phytoplankton and their
marine environment. The main focus was placed on the motility of the cells and the interplay
with the turbulent mixing encountered in various situations. Several case studies have been
conducted to elucidate the conditions in which motility may provide a decisive competitive
advantage that may become causative of species changes through seasonal cycles (e.g. species
succession in temperate seas) and in different regions of the world’s oceans. The main objectives
were twofold. The first part saw the design of a physically realistic and numerically robust
Lagrangian particle tracking model (Chapter 2). In the second part, this model has been
applied to differing environmental settings in which both motile and non-motile cells are able
to co-exist (Chapter 3) or where motile cells (or cells capable of buoyancy regulation) dominate
the species composition (Chapters 4 and 5). The numerical experiments tried to assess the
degree to which motility was responsible for the observed species compositions in the studied
environments. The following paragraphs will provide a summary of the key findings and give

suggestions for further work.

The tool which has been developed to conduct the experiments for the present research has been
described in Chapter 2. It consists of a realistic physical model which provides the turbulent
mixing as a function of the observed stability, and a Lagrangian random walk model to track
individual phytoplankton cells through the water column. Several issues arose during the model
development (particle accumulations at boundaries, fluid versus particle diffusivity, etc.) for
which solutions had to be found. Due to the rather recent advent of desktop computers that
are powerful enough to perform the expensive Lagrangian calculations, these issues have not
previously been addressed in the oceanographic literature. The model was thoroughly tested to
ensure that the output for the later experiments was reliable and that any appearing patterns
were caused by the particular system under investigation and thus no artifacts produced by
the model itself.

The first case study to which the model was applied has been presented in Chapter 3. It
examined the use of motility in the macro-tidal estuary of Southampton Water, located on

the southern coast of the UK. The combination of strong tidal mixing, high nutrient con-
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centrations, low visibility, and common wisdom would predict a predominantly non-motile
phytoplankton population for this estuary since negatively buoyant groups such as diatoms
generally have lower light requirements, higher growth rates and require higher turbulent in-
tensities to minimise sinking losses. The advantage of motility in such a highly turbulent
environment is therefore not obvious, especially considering that the swimming speeds of most
motile species are on average lower than the turbulent velocities in Southampton Water. Ob-
servations clearly show, however, that dinoflagellates reach high concentrations in summer and
motile ciliates are even capable of producing significant red tide events. By recreating the tidal
current signature and associated mixing intensities, it was possible to find a possible explana-
tion for this apparently paradoxical co-existence. While the non-motile cells benefited from
the high turbulent mixing, the motile species benefited from the periodic absence or reduction
in turbulent intensity due to slack water periods or low current velocities. The particularly
long duration of these slack water periods in Southampton Water and their timing in relation
to the diurnal irradiance maximum meant that motile cells could significantly increase their
light availability throughout the springs-neaps cycle. Depending on the relative differences in
growth rates between the two groups, this increased light availability may lead to similar over-
all production levels and thus explain their co-existence in this environment. The success of
motility in relation to the turbulent intensity could successfully be predicted through the Peclet
number which has therefore been used throughout this thesis to evaluate the effectiveness of

motility in the different scenarios.

Chapter 4 examined the very different setting of a stratified shelf sea where variable tidal
mixing in combination with temperature stratification create a highly dynamic and therefore
challenging environment for phytoplankton. The presence of a thermocline divides the water
column into three virtually separate micro-habitats: a surface layer where light is abundant
and turbulent mixing of intermediate strength; a bottom layer where light is limiting and
turbulence is high due to tidal mixing; and a stratified zone (the thermocline itself) that
divides the previous two and acts as a stable barrier against vertical exchanges. This situation
is representative of most temperate seas in mid to late summer or tropical waters that show a
permanent stratification throughout the year. The vertical compartmentalisation of the water
column usually results in the scenario where nutrients are depleted in the surface layer and
abundant in the bottom layer but the thermocline facilitates only a slow vertical exchange. In
this situation the key to success for a species is likely to be based on its ability to access the
small nutrient flux across the thermocline before it can reach any competitor. The experiments
with motile and neutrally buoyant particles showed that small swimming velocities were already
sufficient for the cells to maintain a certain depth within the thermocline which allowed them
to intercept the small upward flux of nitrate. Most of the cells were also able to remain within
the safeguarding perimeter of the thermocline which protects them from being drawn into
the light limited bottom mixed layer. Once eroded into this deeper layer, only moderate to
high swimming velocities would facilitate a regaining of the thermocline. In comparison, the
neutrally buoyant cells did not exhibit positive growth during the nutrient limited period as
they were unable to simultaneously access sufficient amounts of both light and nutrients to

photosynthesise.
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In Chapter 5 the model was applied to the eutrophic fresh water Lake Nieuwe Meer in The
Netherlands, where the colony-forming cyanobacterium Microcystis aeruginosa forms toxic
nuisance booms in summer. This organism shows a pattern of vertical migration in a stable
water column that can be explained by an increase in cell density due to carbohydrate ac-
cumulation in the light and a decrease in cell density due to utilisation of carbohydrates in
the dark. These buoyancy changes thus provide the organism with a passive form of motility
which adjusts the cell’s vertical position according to its physiological state. In order to control
these toxic bloom events the lake has been equipped with an aeration system to artificially mix
the water column during spring and summer thereby disrupting the vertical migrations. The
model was used to examine the effect of this disruption on the growth performance of Micro-
cystis. The empirical growth equation for Microcystis created some difficulties as it originated
from standard laboratory measurements of large ensemble averages which proved unsuitable
to describe the performance of the individual cells in the Lagrangian model. An ad hoc growth
model was therefore formulated combining available empirical data with plausible assump-
tions. The results from this alternative growth formulation clearly showed how the turbulent
intensities produced by the aeration system are able to disrupt the migratory rhythm of the
cells and significantly decrease their growth. The existence of a critical turbulence threshold
was detected as the growth of Microcystis initially increased with rising turbulent intensities.
Above a certain threshold, further increases in turbulence became detrimental to Microcys-
tis resulting in a rapid decrease in productivity. Due to the only semi-quantitative growth
model, this latter result should be treated with caution, however, as it crucially depends on
the growth formulation used. Nevertheless, this prediction could easily be tested through step-
wise increases in the mixing intensity produced by the aeration system in Lake Nieuwe Meer

or in a suitable laboratory setup.

Overall, this study demonstrated how phytoplankton motility can be used to the cell’s ad-
vantage in different turbulent environments furthering the understanding of the underlying

processes which affect species competition and may cause species succession.

In terms of further work, the following points seem worthwhile to pursue as part of further

investigations and refinements of the model:

e The present model represents an ideal tool to investigate individual based processes such
as photo-acclimation or photoinhibition. This area was only briefly touched upon in
this work but the results appear promising. A more detailed analysis of the relationship
between the relevant parameters (mixing depth, turbulent intensity and acclimation time
scale) might yield a real quantitative tool to derive turbulent mixing intensities purely
from the vertical heterogeneity of suitably chosen physiological parameters which can be

measured more easily than the turbulence itself.

e By including a more realistic nutrient formulation in Chapter 4 it would be possible to
answer questions regarding nutrient fluxes across the thermocline which would enable
estimates of the associated subsurface production. This production occurs at depths

which are hidden from the view of satellites, whose global biomass estimates are often
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used in climate models that rely on accurate representations of carbon sources and sinks.
A more dynamic model including temperature diffusion and simulations, covering longer
periods, may therefore provide the necessary insights into these mechanisms and enable
a more precise estimate of this hidden production. The results could also lead to a better
understanding of the geographical differences in primary and the associated secondary

production.

The investigation of different swimming strategies provided some interesting results in
this study. A more detailed analysis could produce some testable hypotheses which
might yield insights into the cell physiology and the processes which drive the individual

behaviour.

The inclusion of further species in the lake experiment of Chapter 5 would allow for direct
comparisons between the performance of the different species. It could be examined how
a varying turbulent mixing affects each species and thus leads to changes in the species
composition. Suitable Lagrangian growth formulations for each species need to be found,

however, to enable realistic and quantitatively accurate comparisons.

The critical depth paradigm could be revisited with this Lagrangian formulation to in-
vestigate different ratios of euphotic zone depth to mixed layer depth as recent Eulerian

investigations (e.g. Huisman and Sommeijer, 2002) have revived interest in this issue.



APPENDICES






Appendix A

Relating Tidal Current Speed with
Water Height

The water level in an estuary is a function of the mean current speed that transports water
out of or into the estuary. For the derivation of the relationship let us assume a rectangular

basin like in the schematic of Fig. A.1.

Let v@ be the depth-averaged flow at time ¢ and v%¢ the depth- and time-averaged (residual)
flow (where the time average has been taken over an integer multiple of the tidal period). The
instantaneous average flow through the cross-sectional area A at the time ¢t = 0 into/out of

the estuary is then vy = Wo — vt The increase in volume V per model time step At is either:

AV
( At)o = oAy =Tpx 2 (Al)
orusing V=zyz
(AV)O (AZ)(]
= A2
At YA (A-2)
and hence (A2)
<)o 20 _
= 27, A.
At y 0 (A.3)

In other words, if we know the depth averaged tidal flow, we can calculate the height increment

S

Figure A.1: Schematic estuary.
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after every time step from the previous height and current speed (apart from a constant factor

related to the geometry of the estuary). In general we get:

Zn Up AL
Y

= 2z (1 + ””yAt> . (A.5)

Zntl = zZnt+ (Az)p =2, (A4)

This yields a time series of tidal water heights z;. In the real world, where estuaries are not
rectangular and constant in depth, there will be some additional factors which needed to be
taken into account but if we know the actual tidal range of the estuary we do not need to know

these factors but can simply scale our time series z; to cover the observed tidal range.

The result of such an analysis is shown in Fig. A.2 below. The first graph applies Eq. (A.5)
to the depth-averaged model velocities, output for a spring tide in Southampton Water. The
results are scaled to the observed maximum and minimum and compare well with the predicted
tidal heights. That this works both ways is shown in Fig. A.2(b) where the model velocity

output is compared with the tidal velocities calculated from the predicted tidal elevations.
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Figure A.2: (a) Calculated water level above chart datum (solid blue) from the integrated (depth-averaged)
model velocities (green dash-dot) using Eq. (A.5) (after scaling) shown with the predicted tidal elevations at
Southampton Dock Head (red dots). (b) Comparing the tidal along estuary velocities during spring tide from the
model (green dash-dot) with the derivative of the (predicted) water heights during a spring tide at Southampton
Dock Head (without scaling).



Appendix B

SCAMP Profiles for Lake Nieuwe
Meer

This section lists the SCAMP profiles obtained during the physical measurement campaign on
Lake Nieuwe Meer in 2002. All figures are courtesy of J. Sharples.
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Figure B.1: SCAMP profiles for 5 August 2002 at Buoy 2.
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Figure B.2: SCAMP profiles for 5 August 2002 at Buoys 4 (top) and 6 (bottom).
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Figure B.4: SCAMP profiles for 5 August 2002 at Buoy 6.
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Figure B.6: SCAMP profiles for 9 August 2002 at Buoy 6.
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Figure B.7: SCAMP profiles
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