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SOME ADVANCES IN GAS PHASE PHOTOELECTRON SPECTROSCOPY
by Jonathan David Mills

The apparatus and techniques applicable to experimental 
Photoelectron Spectroscopy and theoretical Molecular Orbital 
calculations are described in detail.

The first three photoelectron bands of the fluorine monoxide
2(FO, X n) radical have been identified experimentally. Analysis of 

the experimental data lead to accurate adiabatic ionization potentials 
and ionic state frequencies. Assignment of the bands was aided by 
the results of ab initio molecular orbital calculations.

The gas phase reaction of fluorine atoms with hydroisocyanic 
acid (HNCO) was investigated. No evidence could be found in the 
observed spectra for the isocyanate radical (NCO). However fluorine 
cyanate (FOCN) was proposed as the primary product of the radical 
quenching reaction.

Detailed theoretical calculations yielded accurate potential 
energy curves for hydrogen fluoride (HF) and its two lowest cationic
states (HF (X^IT) and HF^(A^Z^)). Vibrational band envelopes in the 

HeI photoelectron spectrum were computed for ionization from various 
vibrationally excited states of HF.

In addition design details, and initial results, are given for 
a multidetector Photoelectron Spectrometer.



Commonly Used Notations

1' Total electronic wavefunction which is a single determinant
or a linear combination of determinants.

fyp or Hartree Fock Wavefunction, usually a single determinant.

<j>(x) Molecular orbital spatial function, usually a 2 electron
function.

X(o) One electron spin function.

xCx) Atomic orbital.

# Product of molecular spin orbitals.

Molecular spin orbital, product of space and spin functions. 
X Spatial coordinates.

a Spin coordinates.

T Space and spin coordinates.

A An operator, A.

A Expectation value of an operator a defined as:
X = <^| A

A A matrix or vector, A.

{a} A set a.

[a,b] Commutator, defined as (ab - ba).

F Fock operator,

h One electron operator,

g Two electron operator.
, H Hamiltonian operator.

A* Complex conjugate of A.

TrA Trace of matrix A.
A^ Adjoint of matrix A.
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Commonly Used Abbrieviations

PES Photo Electron Spectroscopy

UV Ultra Violet

Ip Ionization Potential

eV Electron Volts

Ej^ Kinetic Energy

Cl Configuration Interaction

HF Hartree Fock

SCF Self Consistent Field
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Preface

This thesis documents work carried out over a three year period 
in Gas Phase Photoelectron Spectroscopy. It is divided into two parts.

Part I is devoted mainly to studies with a single detector
photoelectron spectrometer. Chapters 1-3 are devoted to introducing
the basic principles of PES, outlining theoretical methods and
describing instrument details. In addition two chapters (4 and 5)
contain details of research projects investigating experimentally the

2radical species FO(X H) and the fast atom molecule reaction F + HNCO. 
Also a final chapter details theoretical results from an ab initio 
study of the HeI photoelectron spectrum of HF.

Part II deals exclusively with the work carried out during the 
development of a second generation photoelectron spectrometer. The 
first chapter in Part II introduces the principles of multidetector 
spectroscopy. The second chapter describes the design details of the 
multidetector photoelectron spectrometer developed for the PES group. 
Initial results are described in the final chapter with some 
conclusions and an assessment of the instrumental performance, compared 
to expected potential performance.
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Chapter I

Introduction and 
Basic Principles
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Introduction

This chapter presents an introduction to Photoelectron 
Spectroscopy (PES), its developments and the basic principles of the 
ionization process. Many of the concepts will be used extensively in the 
later chapters of this thesis.

I.1 Historical Origins of Photoelectron Spectroscopy

Photoelectron Spectroscopy (PES) is a modern derivative of the 
phenomenon of the Photoelectric Effect. The first experimental 
observation of the Photoelectric Effect occurred when charged particles 
were emitted from metals when irradiated with ultraviolet light under 
vacuum [1,2,3]. Einstein [4] quantified the phenomenon, after the 
discovery of the electron [5] and the development of the quantum theory 
of light [6], in terms of a work function or binding energy of the 
electron in the metal. He proposed the following equation:

hv - I-l-l

Where E^ is the kinetic energy of the emitted electrons, hv is the 
incident photon energy and m is the work function or binding energy of 
the sample. This equation was not experimentally verified until 1916 
[7]. Experiments by Robinson et al [8] revealed that photoelectrons 
emitted from metals irradiated with essentially monochromatic X-rays, 
had several binding energies and that these were related to the shell 
structure of the atom. Later the technique of measuring the velocities 
of photoelectrons emitted by X-rays was developed further [9] enabling 
precise determination of binding energies for solid samples. Robinson 
proposed an equation relating the kinetic energy of the ejected electron, 
Ej^, to the photon energy as:

1-1-2

Where hv^. is the energy of the photon corresponding to the absorption 
limit of the sample. This can be rewritten in terms of an ionization 
potential (Ip) as:
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= hv Ip 1-1-3

This is the fundamental equation of photoelectron spectroscopy (PES), 
where Ip is the ionization potential of the sample.

PES as we know it today has divided into two separate fields. 
X-ray PES (XPS) was initially developed by Siegbahn [10] and ultra­
violet PES (UVPES) by Turner et al [11]. In practice, XPS has almost 
exclusively been devoted to the study of solid samples, whereas UVPES 
is used mainly to study gaseous samples.

The work reported in this thesis is entirely devoted to UVPES, 
and all references of PES should be interpreted as meaning UVPES.

1-2 Information Derived from Photoelectron Spectra

Developments over the past decade have resulted in the kinetic 
energy of photoionized electrons being now measurable to an accuracy of 
approximately one part in a thousand. For UVPES, where the magnitude of 
the kinetic energies is of the order of a few electron volts (eV), this 
enables resolution of not only ionization of electrons in different 
shells, or orbitals, but also resolution of vibrational structure. 
However resolution of rotational structure is not yet routinely achieved 
due to the small separation of rotational states. Equation 1-1-3 can be 
rewritten to include vibrational energy changes, on ionization as:

hv - Ip "vib 1-2-1

The photoelectron spectrum of a small molecule will in general show 
vibrational structure reflecting the change in vibrational energy on 
ionization.

Hence PES gives information pertaining to:
The accurate ionization potential of a molecular species to a 
particular ionic state, giving the ordering of ionic states.
Some molecular spectroscopic parameters of the ionic state, such 
as vibrational frequencies and ionic equilibrium bond lengths 
(usually full analysis can only be achieved for diatomic molecules 

) for cases where vibrational structure is resolved.

(i)

(ii)
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The methods used in deriving these parameters from experimentally 
recorded spectra are covered in greater detail in Chapter lib.

PES provides accurate ionization potentials that can be used in 
other branches of spectroscopy developed to study solely ionic species. 
The experimental ionization potentials can also be used to calculate 
ionic heats of formation and bond dissociation energies [12,13].

Also the ordering and relative intensities of photoelectron bands 
can be used to test the theoretical model which is used to predict these 
quantities, e.g. PES data provides a good test of molecular orbital 
theory.

The basic principles of PES given here can be found in greater 
detail in a number of excellent text books [14-16].

1.3 Selection Rules

As with all branches of spectroscopy, selection rules have been 
derived, that restrict, to first order, the possible changes in a set 
of quantum numbers. The selection rules for electronic and vibrational 
changes on ionization will now be derived specifically in terms of the 
ionization process. Changes in rotational energy will not be covered 
since resolution of rotational structure is not generally possible at 
present.

Consider a neutral atom/molecule, in a state characterized by a 
total wavefunction T" with orbital angular momentum quantum number L”
(A is appropriate for linear molecules), spin angular momentum quantum 
number S'*, and vibrational quantum number (for molecules) v", which is 
ionized to an ionic state characterized by a total wavefunction T', with 
quantum numbers L'(A),S' and v'. The probability of photoionization is 
given by the square of the modulus of the dipole transition moment, where 
the transition moment integral is defined as:

M = <T'(L',S',v')|p|T"(L",S",v")> 1-3-1

Where |j is the dipole operator and is defined as a sum of electric and 
nuclear terms, i.e.:

+ :;n
1 ]

1-3-2



Where i sums over electrons and j sums over nucifi-i. Applying the Born- 
Oppenheimer Approximation to the wavefunction, i.e.:

Y(L,S,v) = 1-3-3

Substituting in 1-3-1, and expanding y, we obtain:

M = <Y'g(L',S')|

+ 1-3-4

Since electronic eigenfunctions of different electronic states are 
orthogonal, the second product of integrals, in 1-3-4, becomes zero. 
Hence the photoionization transition probability becomes proportional to

M

n' 1-3-5

This is a product of the electronic transition moment, and the so called 
Frank Condon Factor (FCF). The selection rules are formulated to ensure 
a non-zero value for each of these integrals, and hence ensure a non­
zero transition probability. In Chapter lib the magnitude of the Frank 
Condon Factors will be discussed in greater detail. Since the transition, 
or ionization, probability is the product of two integrals, it is 
clearly non-zero when both of the integrals are non-zero. This leads to 
two selection rules which are based on the two integrals being non-zero. 
They are electronic selection rules and vibrational selection rules and 
shall be dealt with in turn.

(a) Electronic Selection Rules
Consider the first integral, of equation 1-3-5, the electronic 

transition moment integral. This can be to be zero, to first order,
when ionization occurs with an overall change in total spin angular 
momentum. Consider a two electron system being ionized by removal of an 
electron from a doubly occupied orbital. The final state electronic 
function would then consist of an antisymmetrized product of a one 
electron spin orbital function and a one electron continuum spin-orbital
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function, usually a plane wave function. The initial electronic 
wavefunction is the usual antisymmetrized product of one electron spin 
orbital. In effect:

V

and the possible final state wavefunctions are: 

1
(

I

or

/2

or

1-3-6

1-3-7
1-3-8
1-3-9

1-3-10

Where is a molecular spin orbital with a spin function and is a 
continuum spin function with a spin. The bar in and denotes 3 spin 
functions for either case. The functions have been written using serial 
notation. (The first function is a function of electron 1 coordinates, 
second is a function of electron 2 coordinates).

Function 1-3-7 represents a singlet function, where no change of 
total spin has occurred from the initial state and functions 1-3-8 to 
1-3-10 are components of triplet state wavefunctions, representing a 
change in total spin of the system on ionization. Taking the singlet 
case first, substituting function 1-3-6 and 1-3-7, into the electronic 
transition moment integral, given as:

1-3-11

and expanding each determinant, leads to:

Me' ,e"
ICg^(l) + ^^(2))| yl{(^.^\) - (4K4r))>

/2 1 1 1 1 1-3-12

Expanding 1-3-12 further, integrating over space and spin, for ortho­
normal orbitals 4*^ and 4* , gives:



"e'.e" ■= * 2<4,J-^(2)i4,.» I- 3-13

Putting:

m1 = <*clpe(^)l*i^ = <*clpe(^)l*i^ 1-3-14

gives:

Me' ,e" /2 m 1-3-15

Hence for an ionization with no change in total spin, the electronic 
transition moment is non-zero. Consider the case for one of the triplet 
functions, one of equations 1-3-8 •> 10, and preceding as above. We find:

1 r ^ C c C “e'.e" ' 272 ‘“i - "i - “i * ”i> 0 1-3-16

Hence ionization with a change in total spin reduces to a zero transition 
moment integral.

The treatment given here can be generalized to include ionization 
from a many electron system. The general selection rules, which are a 
consequence of the above results are:
(1) Only ionizations which occur with no overall change of spin are 

allowed. Hence the change in spin angular momentum between the 
molecule and the ion must be ±1 h, i.e. AS = ±i between the 
molecule and the ion.

(2) Only one electron ionizations are allowed because the electric 
dipole operator is a sum of one electron operators which each 
operate on the coordinates of a single electron.
These selection rules have been formulated from the results of 

evaluating the electronic transition moment integral and are valid only 
within the framework of the approximations used in deriving the results.

Selection rule breakdown might occur for cases where the molecule 
or ion are inadequately described by a single determinantal function.
This inadequacy explains the observation of intensity for ionizations to 
ionic states which are not directly related to the neutral by a single 
electron removal, but are obtained from the neutral molecule formally by 
a more complex process of simultaneous ionization and excitation.
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Intensity for these forbidden processes can be attributed through states 
which mix with either the molecular or ionic state. These states are 
often called "shake up states" and the "borrowed" intensity forms 
satellite lines in the spectrum, with intensities proportional to the 
square of the mixing coefficient in the multiconfigurational wavefunction.

It should be noted that intensity of the allowed ionizations 
assumes that m^ is non-zero. This is only true if the direct product of 
the irreducible representation of the wavefunctions cj)^ and and any one
of the components of contains the totally symmetric representation of 
the point group common to both the molecule and the ion. The irreducible 
representation of the free electron wavefunction is given from the 
direction (r,0,(j)) of its propagation vector, referenced to the molecule 
fixed axis system. Hence for a particular orbital (|)., and for a 
particular component of the dipole operator " , aligned with the electric 
vector of the incident photon beam, there will be a restricted direction 
of propagation (r,8,^) of the continuum function. This is given by the 
direction of the propagation vector that makes the direct product of the 
irreducible representations totally symmetric. These symmetry 
restrictions, on the direction of propagation of the ionized electrons, 
with respect to the incident photon beam, give rise to the angular 
dependence of the photoionization process. The angular dependence of 
photoelectrons emitted from an ensemble of randomly orientated molecules 
is characterized by an asymmetry parameter 3. This parameter is 
dependent on the symmetry of the orbital being ionized (which governs the 
ionic state being produced), through group theoretical considerations 
given above. It is often used in the interpretation of photoelectron 
spectra as an aid to the assignment of the ionic state produced on 
ionization [16].

In addition to the spin selection rules discussed above, the 
electronic transition moment integral gives rise to orbital angular 
momentum selection rules. However, since the continuum function can 
adopt any value of orbital angular momentum to satisfy orbital angular 
momentum restrictions, the usual electric dipole selection rules, between 
the initial and final (ion plus free electron) states, can be satisfied 
for all ionic states produced by single electron ionization.
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Hence it can be seen that the photoionization process obeys the 
standard optical electric dipole selection rules. But the final state 
wavefunction is characterized by the ionic state function and a 
continuum function for the free electron. Spin and orbital angular 
momentum are then partitioned, subject to quantum number restrictions, 
between the functions to satisfy symmetry and orthogonality restrictions.

(b) Vibrational Selection Rules
For cases where the electronic transition moment is non-zero, the 

vibrational component intensity is proportional to the Frank Condon 
Factor (FCF), which is the square of the modulus of the integral:

MV ,v'

Non-zero values of this integral are given when the direct product of 
the irreducible representations of the initial and final vibrational 
wavefunctions is totally symmetric. The irreducible representations of 
vibrational wavefunctions depends on the symmetry of the displacement 
coordinate (g), for a particular vibrational mode, and the vibrational 
quantum number for the particular vibrational state. A vibrational 
wavefunction, for a simple harmonic oscillator, contains a Hermite 
polynomial expansion in the displacement coordinate (5), which contains 
even powers of g for even values of v, and odd powers of g for odd 
values of V [17] . Hence symmetric vibrational modes have symmetric 
representations for all values of v, and asymmetric vibrations have 
antisymmetric representations for odd values of v and have symmetric 
representations for even values of v. The selection rules that restrict 
the allowed changes in vibrational quantum number for a non-zero FCF are:
(1) For totally symmetric modes all values of Av between the molecule 

and the ion are allowed.
(2) For non totally symmetric vibrational modes changes in vibrational 

quantum number are restricted to Av = ±2n. For transitions from 
v" = 0 only even values of v' are allowed. Odd upper state 
vibrational levels are only accessible from odd lower state 
vibrational levels.
This analysis is for single mode excitation only, but can be
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extended to treat combination bands (where excitation of two or more 
vibrational modes occurs) by considering the initial and final state 
vibration functions to be products of the individual vibrational wave- 
functions for each mode. The rules derived above then apply to the 
total wavefunction. Also it must be noted that if ionization is 
accompanied with a change of equilibrium geometry (e.g. linear to bent) 
then only symmetry elements common to both species should be used in 
deriving the vibrational selection rules.

Hence it can be seen that vibrational selection rules are quite 
straightforward. For the case of diatomics, which have only one 
vibrational mode, all ionic state vibrational levels are accessible 
from any molecular vibrational level.

The basic principles of molecular PES, summarized here have been 
applied throughout this research. They have been used, along with the 
experimental and theoretical methods discussed in Chapters II and III in 
the interpretation of the photoelectron spectra of some transient 
species studied in the course of this research.
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Introduction

In quantum chemistry we are interested in solutions of the time 
independent Schrodinger Wave equation [1-5].

TOT F VTOT TOT

Where is the molecular Hamiltonian operator, is the total
molecular wavefunction (a function of electronic and nuclear coordinates) 
and EjQ,p is the total energy of the system. This outwardly simple 
expression has no exact solution for more than two charged particles (e.g. 
one nucleus and one electron as in the hydrogen atom). In the many 
electron case the use of simplifying approximations are required to make 
the wave equation mathematically tractable. A fundamental approximation 
is made by separating the total wavefunction into a product of functions 
dependent on electronic and nuclear coordinates, i.e.:

This is the Born Oppenheimer Approximation [6] and originates from the 
facile nature of the electronic motion around the much heavier and 
relatively static nuclei. The extent of this separation is reflected 
by the growth of an essentially separate branch of Quantum Chemistry, 
dealing solely with solutions of the molecular electronic wavefunction, 
called Molecular Orbital Theory.

In PES theoretical results are derived from all aspects of 
quantum chemistry. Molecular Orbital Theory is used extensively to 
predict molecular ionization potentials to near experimental accuracy. 
Also solutions of the nuclear wave equations are used to calculate 
vibrational spectroscopic parameters. This chapter is devoted to the 
theory involved in calculations used to interpret photoelectron spectra. 
The chapter is divided into two parts, the first is devoted to Molecular 
Orbital methods, the second is devoted to methods encountered in the 
calculation of spectroscopic constants. Extensive coverage is given to 
the techniques used directly in the derivation of results encountered in 
this thesis.
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IIa-1 The Variation Principle and the Virial Theorem

The time independent Schrodinger wave equation, introduced 
previously, has only a limited number of exact solutions. In this 
section two important concepts are introduced, which form the corner­
stone of Molecular Orbital (MO) Theory and appear in many texts [1-5].

(i) The Variation Principle
Consider an electronic system, described by a Hamiltonian , 

which has a complete set of exact orthogonal eigen functions and
eigen values {E.}, i.e.

= EY IIa-1-1

An approximate trial function, g, that satisfies the boundary conditions, 
can be expressed as a linear combination of the exact eigen functions,

, which remain undetermined, i.e.:

g =
i

IIa-1-2

The expectation energy of the Hamiltonian,, is given by the energy 
functional:

<Sl5> Ila-l-S

Substituting equation IIa-1-2 into IIa-1-3 and expanding, the energy 
functional becomes:

e(g)
ZZ:c%*c.*<Y.|^tlY >
ij
Z I:c.*c.*<Y.|Y.>i j ^ ^ J

IIa-1-4

Applying orthogonality restraints and putting

E. = <Y. I^|Y-> and H-.

6.. = <Y.lY.>ij i' j

Equation IIa-1-4 becomes:

<Y\|4t|Y.>

IIa-1-5
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ZC|c I E. + Z c *c 
i j/i ^

Z|cJ^
i ^

IIa-1-6

Equation IIa-1-6 is the basic working equation of the Variation Principle,
It can be seen that e(5) will be always less than any E., since

I , 2 ^|c^| is greater than or equal to zero, and always less than 1.
This very important result, first proved by Eckart [7], is the 

essence of the Variation Principle, which states that:
TAe arpgoAattOM of a trial will aZwa^a be
greater tbon tbe trae eigew taZwe tAe Zowest tria7 
ezpeetatioM energy wiZI be tbe eZoaeat to tbe trwe eigew 
taZue. Xtao tbe triaZ fwMotioM: wiZZ be tbe oZoaeat 
opprozimatioM to tbe tr^e eigeM fuMOtioM ubew tbe 
empeotatioM ewergy of tbe triaZ fwMotioM ia a miMimwm.
It can be seen that as g tends to the i^^ exact eigen function,

1. -- -i.................... - .............. ......-......
exact eigen value, E-

then c^ tends to unity and the expectation energy tends to the i^
The expectation energy functional contains

matrix elements between eigen functions and ipj, which are non-zero for 
eigen functions of the same symmetry. Hence the energy functional is a 
weighted average of the energy expressions. This can never be lower than 
the lowest contributing term, which occurs for the lowest eigen value of 
that symmetry. The Variation Principle is therefore only applicable to 
the lowest eigen function of a particular symmetry.

The usefulness of the Variation Principle is that it provides a 
criterion for the choice of the "best" wavefunction as the trial function 
that gives the lowest energy. However, the Variation Principle applies 
only to the ground state of a given symmetry in a molecule.

(ii) The Virial Theorem
Consider an n particle wavefunction, with particle coordinates

given by r., as:

IIa-1-7

The kinetic energy and potential energy of the system is given 
as the expectation values of the respective operatiors, i.e.:
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V = 
T =

IIa-1-8

Consider now the change in the expectation values of the function, if 
the n particle vectors are linearly scaled by a factor, c. The 
renormalized scaled function would then be:

3n
2c Y(cr^,cr2,crg....cr ] IIa-1-9

and;

V = <Y V Y > c c' ' c

T = <Y T T >c c' ' c
Ila—1-10

Where, for an n electron atom:

„ n _ n n .V = - z (—) +1 z -—i=l i i=l j>i ^ij IIa-1-11

n 2-i I V. , in atomic units 
i=l ^ IIa-1-12

Then, expanding the bra-ket, IIa-1-10, for V , we obtain:

n _2 n n
i=l ^i i=l j<i ^ij ^ IIa-1-13

Complete scaling of coordinates is achieved by multiplying the operator
by — , and the whole integral by c, to give:

n n n
V

Since [4]

i=l i i=l j<i ^^ijcr.. IIa-1-14

/^f(x)dx = /^f(cx)d(cx) IIa-1-15
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Then Ila-1-14, reduces to;

V = cV c IIa-1-16

The same approach for T, which involves 2 terms, gives: 

2—T = c:Tc IIa-1-16

We now seek the value of the scale factor which minimizes the total 
energy, given for the scaled function as:

T + V = cT + cVc c IIa-1-17

Differentiating with respect to c with T and V constants:

5
6c = 2cT + V IIa-1-17

This gives the values of c which minimize the total energy, and is the 
basis of the Virial Theorem.

Consider the case when T is an exact wavefunction, no further 
energy lowering would result from rescaling, hence c is unity, and 
IIa-1-17 becomes:

or:
2T + V = 0

= _.2T

It follows that the Hartree Fock wavefunctions must satisfy the Virial 
relation through linear and non-linear scaling inherent in the Hartree 
Fock method. If the basis set is extensive enough, and the Hartree Fock 
limit is approached, then V/T will approach -2. This useful application 
of the Virial Theorem, as an indicator of closeness of approach to the 
Hartree Fock solution, must be considered a necessary but not a 
sufficient condition for convergence.

IIa-2 Hartree Fock Roothaan Formalism for Closed Shell Molecules

This section is based on Roothaan's derivation of the Hartree 
Fock SCF equations including the Linear Combination of Atomic Orbitals
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(LCAO) approximation [8]. The section is divided into two parts. The 
first part contains a development of the formula for the expectation 
value of the molecular Hamiltonian, for the case where the wavefunction 
is a single determintal antisymmetrized product. In the second part a 
derivation of the Hartree Pock Roothaan (HFR) equations will be given, 
by requiring the energy to be stationary with respect to variations in 
the molecular orbitals.

The discussion will be limited to a closed shell system of 2n 
electrons.

(i) The antisymmetrized product (AP) wavefunction for a 2n 
electron closed shell system is given by the Slater determinant [9]:

Y(2n) (2n^r

IIa-2-1

Where if;. is a one electron molecular spin orbital (MSO). The bar 
denotes spin function of B spin, no bar denotes an a spin function.

The set of n MSO's form an orthonormal set, i.e. for the p 
electron:

th

The electronic energy of the 2n electron system is given by the 
expectation value:

IIa-2-2

(Y(2n)|>^^Y(2n): IIa-2-3

Substitution of the wavefunction into this expression and enumeration of 
the integrals will then give an expression for the energy.

Before equation IIa-2-3 can be evaluated, the determinantal 
wavefunctions have to be expanded. Expressing the determinants with the 
use of the antisymmetrizing operator:

T(2n) = (lc^^(l)^^(2)...^^^2n-l)^'^^2n)) IIa-2-4

For a 2n particle system, the antisymmetrizing operator has the form:
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IIa-2-5

(2n!)-:(l _ Z P + Z 
ij ijk

IIa-2-6

Where P is the permutation operator carrying out all permutations, and 
P^j P^j^ etc, are 2 and 3 particle permutation operators, and P is
the parity of each n particle permutation. Some useful properties of 
the antisymmetrization and permutation operators (which will be used 
later) are available in Pilar [5] Chapter 11.5.

Writing out ^ more explicitly, using atomic units:

W =
2n
Z
p=l

nuc \ (.i
Z

a=l
Za
pa

2n 
+ E

2n
E 1 IIa-2-7

p=l v=y+l yv

This expression can be simplified into one electron and two electron 
terras. The kinetic energy and nuclear-electron attraction energies 
appearing in the first summation depend on one electron coordinate and 
the second summation over 2 electron coordinates represents the 
electron-electron interaction terras. The contribution to the energy from 
nuclear-nuclear repulsion terms has been omitted since a fixed geometry 
is being considered and hence the contribution is constant and can 
simply be added to the electronic energy.

Hence ¥s can be expressed as:
2n ^ 2n .

= Z h + Z IIa-2.8
y=l p<v yv

Equation IIa-2-3 can now be expressed as:

2nE = Z:(-l)^<^^(l)^^(2)...^^(2n-l)^^(2n)|z h
y=l

+ z ry<v yv
P^l(l)^lC2)...^^(2n-l)^^(2n): IIa-2-9

Taking each term of the Hamiltonian in turn, the contribution from the 
one electron term is:
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2n

y=l

P^TCl)^iC2)....^^C2n-l)^^(2n)>n' IIa-2-10

By virtue of the space/spin orthogonality of each MSO the summation over 
all permutations, P, is restricted to the identity permutation only, 
equation IIa-2-10 reduces to:

2n

p=l
*^^2n-l)^^(2n)> IIa-2-11

Because h is independent of electron spin, and that each spatial orbital 
can be occupied by an electron of a or g spin, i.e.:

fiCp)

♦ iCXj,)XCa^)

Integration over spin reduces equation IIa-2-11 to;

IIa-2-12
IIa-2-13

n
2Z
y=l

IIa-2-14

Which becomes:

n
2Z <(|). |h[(J).>i=l ^ ^

n
2E H,
i=l 11 IIa-2-15

The integral in IIa-2-15 is defined as the one electron energy of the 
system, and represents the total one electron contribution.

Let us now return to equation IIa-2-9 and consider the contribution 
from the two electron portion, i.e.:

ZC-l)P<^i(l)^^C2)...^^C2n-l)^^(2n)|z |
P y<v pv

P^^(l)^^(2)...^ (2n-l);' C2n)> IIa-2-16
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Firstly consider the identity permutation. Separation of the integral 
into a product of integrals and using the orthonormality of the MSO's 
then the only non-zero integrals are those represented by:

2n
E

1] p<v ^ pv
IIa-2-17

This general expression can be simplified, by integration over spin, 
into terms arizing from when electrons p and v occupy the same spatial 
orbital, and when they occupy different spatial orbitals. In the case 
when electrons y and v occupy different spatial orbitals there is four 
occurrences of the same integral since either spatial orbital can be 
associated with either a or g spin.

Hence IIa-2-17 becomes:

^ ill.
Z <(j). [y=2i-l)*. (v=2i) I-—IcJ). Cy=2i-l)(J). (v=2i)>
i=l pv ^

n+ 4E <*.(p)*.(v)|z^-^*.(p)*.Cv): 
i<j ^ ^ ^pv ^ ^

IIa-2-18

These integrals represent coulomb interaction between 2 electrons in two 
spatial orbitals. They are given the symbol J with subscripts denoting 
the spatial orbitals.

Hence IIa-2-18 becomes:

n
Z J,
i=l 11

n
+ 4E J.

KJ 1] IIa-2-19

Returning to the two electron terms and considering the contribution after 
a single permutation. A permutation of two particles has a parity of -1 
so all contributions are negative. Due to spin orthogonality only the 
permutation of 2 particles of like spin leads to non-zero integrals, 
with the operator operating on the 2 electrons that have been exchanged. 
This leads to 2 integrals of the same type, after integration over spin, 
for each spatial orbital. Integrals of the type:
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n .
i<j ^ ^ ^

IIa-2-20

are the only non-zero values. These integrals represent interaction 
between electrons of like spin in different spatial orbitals, and for 
this reason they have been called exchange integrals and are given the 
symbol K...

Hence IIa-2-20 becomes:

IIa-2-21

Permutations of more than 2 electrons leads to no non-zero integrals, 
hence there are no further contributions to equation IIa-2-9.

Summing up all the contributions, equations IIa-2-15, 19 and 21, 
the expectation energy for a closed shell system becomes:

n n n
E = 2Z H. + Z J.. + Z (4J - 2K )

i=l i=l i<j ^ J
IIa-2-22

Using the relations:

Jij = Jji, K.j - Kj., J^. = K.^ IIa-2-23

and relaxing the restrictions on the double index summation, equation 
IIa-2-22 becomes:

n n
E = 2Z H.. + Z (2J.. - K..) 

i=l
IIa-2-24

This is the familiar expression for the energy of a 2n electron closed 
shell system, for a wavefunction written as a single determinant of 
doubly occupied molecular orbitals.

(ii) From the previous section we see that the total energy 
associated with a 2n electron antisymmetrized product (AP) wavefunction 
is:
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n n
E = 2E H.. + E (2J - K ) IIa-2-25

We now require to find the best possible orbitals to use in a wavefunction 
restricted to a single determinant. Using the Variation Method, we wish 
to find those orbitals which lead to a minimum value of the energy given 
by IIa-2-25, subject to the restriction that these orbitals remain 
orthonormal [8].

The Variational problem can be defined by the functional:

1]
6i.)

Where: E = <4'(2n)| W |'i'(2n)>

and: 13 <6. 6.> 1 1

IIa-2-26

IIa-2-27

IIa-2-28

A-, is a set of Lagrangian undetermined multipliers and 6.. is the 
Kroeneker delta function. E, the expectation energy, and S^., the over­
lap integral, have their usual definitions as in IIa-2-27 and 28. The 
stationary values of f will be those for which 6f vanishes, and provided 
T is normalized, then 5E = 0 is also satisfied, i.e. it is necessary for 
E to be stationary with respect to variations in Y.

Substituting IIa-2-25 and IIa-2-28 into IIa-2-26 gives:

n n n
f = 2E H.. + E (2J.. - K..] 

i=l i,3
6ij) IIa-2-29

In the following treatment only the spatial component of the molecular 
orbitals will be considered. It is also convenient to redefine the 
coulomb and exchange integrals in terms of coulomb and exchange operators
[8].

Coulomb and exchange operators (denoted by a single subscript) are 
defined as:

^ yv
IIa-2-30

^ yv
IIa-2-31
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respectively.
And, using these operators:

IIa-2-32
K^j = = <4'i(w)|Kj(tO !*.(;)> IIa-2-33

We now wish to find conditions which the orbitals *. must satisfy in 
order for the functional f to have a stationary value, i.e. 6f = o for 
small variations 6^^. The first order variation in the functional f fc 
a variation in (j)^ by 6<j)^, is given as:

6f
n 
’I 
i=l

n n
2Z 6H.. + E (25J.. - 6K..) - E X..6S..i i iJ 11 i . 11 11f J 9 J

IIa-2-34

Expanding H.., J.., K.. and S.., equation IIa-2-34 becomes:-l-X Ij Ij Ij
n . ■

6f = 2E (<5(j). I h. (j>. > + <(j). |h. I 6(}>. >)
i=l

n
+ E 2J. - K.|<j).> + <(j). 12J. - K.|6d).>)i j i' 1 l' 1 i' 1 l' ^

+ E (<5*.|2J. - K.|*.> + <6.|2J. - Kh|6*.>) . . 1 ii1 i' ^X , J
n

- E |*.> + <*.|6*.>)
i J- J -*■1 IIa-2-35
1,1

Where h^ is the one electron term in the Hamiltonian. The first and 
second double summations are symmetric in their indices, and lead to the 
same final sums. Thus equation IIa-2-35 can be rewritten:

n
6f 2E [<5*.|h. + E^2J - K.)|*.>]

i=l

+ 2E [<*.|h. + E(2J\ - K.)|6*.>] 
i=l ^ ^ j ^ ^ ^

n
- E (X.. < 64,,!* > + X. < *.|5*.>) 

i,j ^ ^ ^ ^ IIa-2-36

Using the Hermitian properties of h^, J. and K. and noting that:
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Z X. - <(j). 6(j) ->
ij '

Z X .<6*.I* >* 
i,j ^

through being adjoints of each other, then IIa-2-36 can be rearranged
to give:

6f = 2E [<6*.Ih. + Z(2J. - K.)l*.> - ZX..<6*.|6.>11 1 j ] j 1]

+ 2Z [<5*.|h. + ZC2J. - K.)l*.>* - ZX..<6*.|^.>*11 1 j ] ]"'^

IIa-2-37

If 5f is to vanish for an arbitary variation of g*. then each summation 
in IIa-2-37 must be independently zero. The summation of integrals can 
only equal zero if they are all individually zero or they are finite but 
cancel. The latter equality would not hold for an arbitary variation in 
6(j)^ for all i, therefore we must conclude that each integral vanishes. 
For an integral to be zero requires that the integrand be identically 
zero.

Hence:

[^i + I(2Jj - = Z^jX^j IIa-2-38

and;

[h. + ZC2J -

Taking the complex conjugate of IIa-2-39

IIa-2-39

from IIa-2-38 we obtain:

IIa-2-40

Since the orbitals ()». are linearly independent, it follows that:

hj ' hi* Ila-2-41

Hence the Lagrangian multipliers are the elements of a hermitian matrix, 
and equations IIa-2-38 and IIa-2-39 are complex conjugates of each 
other. Hence equations IIa-2-38 and IIa-2-39 represent all the conditions 
for stationary energy and for optimized .
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Using IIa-2-38 as the final equation for . we can now define the 
operators:

and:

and:

G = Z(2J. - K.)
j ■’ ^

H =

IIa-2-42

F = H + G

Equation IIa-2-38 can now be written as:

P*i IIa-2-43

Equation IIa-2-43 is a differential equation for each orbital and 
must not be confused with an eigen value equation.

The operators F, G and H have become known as the Fock operator, 
the total electron interaction operator and the one electron operator 
respectively.

It is possible to choose a unitary transformation such that the matrix 
is diagnolized and equation IIa-2-43 becomes an eigen value equation.

Expressing IIa-2-43 in matrix form we obtain:

F $ = $ A CA)ij = X.j IIa-2-44

Also if the set of orbitals, is subject to a transformation by means 
of a unitary matrix U, i.e.:

$ U

With:

U U:" u* u

IIa-2-45

IIa-2-46

And if IIa-2-44 is multiplied from the right by U, we obtain:

F $ U = $ A U IIa-2-47

If wepremultiply ^ by the unit matrix in TIa-2-46 and use IIa-2-45, we
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obtain from IIa-2-47:

F = $U U* AU 

= U* AU

IIa-2-48

IIa-2-49

Since _A has been shown to be Hermitian (see IIa-2-41) then a unitary 
transformation can be chosen so as to make A diagonal, i.e.:

E and (e).. = E.6..— — ij 1 ijU* A U

Resulting in IIa-2-49 becoming:

IIa-2-50

F $' E IIa-2-51

However, the operator 2 is defined in terms of the original orbitals 
and not in terms of the transformed orbitals, Application of the
unitary transformation matrix, U, results in the transformed operators 
being equivalent to the original operator (see ref [5], page 344). As 
a result we may rewrite equation IIa-2-51, in pseudo eigen value form:

F $ $ E or Fd>. IIa-2-52

The above equation has become generally known as the Hartree-Fock 
equation, and has as eigen values the energies E. associated with the 
one electron Hartree Fock orbitals The origin of the orbital energies
can be traced back to the Lagrangian multipliers used in formulating 
the variational problem. (See equation IIa-2-26).

The approach outlined above leads to integro-differential 
equations that are unweildy and can not be easily solved for systems with 
more than one nucleus. This lead to Roothaan [8] introducing the LCAO 
approximation.

In the LCAO approximation each Hartree Fock orbital is 
expanded in terms of a basis set of atomic orbitals, i.e.:

^^p^pi IIa-2-53

The set, {x^}, is known as the atomic orbital basis set, where the 
atomic functions are linearly independent and normalized. If we
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substitute for ({). in equation IIa-1-52, we obtain:

IIa-2-54

Multiplying from the left by and integrating gives; 

E':pi<X<,|F|Xp> > ej£Cp.<x^|Xp> IIa-2-55

Rearranging IIa-2-55, gives:

IIa-2-56

Where:

' <Xp|F|Xp>

pq <Xq|Xp>

IIa-2-57

IIa-2-58

Equations IIa-2-56 are simultaneous equations for the unknown Cp^, the 
non trivial solutions are obtained from the m roots of the secular 
determinant, i.e.:

‘‘“'’’pq ■ Vi I “ * IIa-2-59

Since the operator F depends on the values of , through then 
these secular equations are non linear and must be solved by an iterative 
process. Equation IIa-2-59 has become known as the Hartree-Fock- 
Roothaan equation (HFR), and has become the accepted method of molecular 
orbital calculation.

IIa-3 Koopmans' Theorem

Koopmans' Theorem [10] states:
"ly fa tAe "best" waUe/wnctfoM of
a 2% gZeotroM eZosed aAeZZ s^atem^ oMd 6^ ore efgeM
fwMetfoMs of tAe fook operotor^ tAen
are also atatfoMary respect to further uarfatfoMS fw t%e
orbftaZs ar^ respeotfteZy".
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The physical interpretation of Koopmans' Theorem is that, for a 
calculation performed at the Hartree Fock limit, the ionization potential 
of a closed shell atom or molecule is given by the negative of the 
orbital energy of the orbital, , from where the electron was ionized. 
Also the electron affinity of a closed shell atom or molecule is given 
as the orbital energy of the orbital, 6, into which the electron will 
enter.

To demonstrate this, consider the total electronic wavefunction 
for a closed shell ground state configuration as a Slater determinant, 
i.e. :

'Y(2n)

where are MSO's with a spin functions and are MSO's with g
spin functions. Consider ionization of an electron from orbital ij), of 
this system producing a (2n-l) electron system whose wavefunction is 
constructed from orbitals in T(2n), i.e.:

^Y^^^(2n-1) =

IIa-3-2
(Note: An electron with spin 3 is shown to be ionized here, equally likely 
would be ionization of the spin paired a spin electron. The distinction 
is inappropriate here and either occurrence leads to the same result in 
the case of restricted Hartree Fock orbitals).

Similarly, consider a (2n+l) electron system, whose wavefunction 
is constructed from the orbitals of T(2n) plus an additional orbital.
namely i.e. :

^Y^™^(2n+1) |^l(l)^lC2)...^^(2n-l)^^(2n)^^^2n+l) IIa-3-3

The determinantal functions IIa-3-2 and IIa-3-3 can be said to be 
approximate wavefunctions of the cation and anion respectively, of the 
system described by T(2n).

As described in section II(ii), the Hartree-Fock equations for the 
'best' orbitals of a closed shell system can be written in pseudoeigen 
value form (equation IIa-2-52):
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IIa-3-4

where F is the Pock operator.
The eigen value for orbital, (fi^, e^, is given as:

+ E(2Jj -

Substituting:

IIa-3-4

E. = <*.|h.|*.>

Jij = and K.j

into IIa-3-4, gives:

^i E," + Z(2J.. _ K.j) IIa-3-5

Adding e." to both sides of IIa-3-5 and summing over all n orbitals in 
the 2n electron system, IIa-3-5 becomes:

n
Z
i=l

(Ci + e,
n

22
n

E.° + 2 (2J. - K..)i=l i,j ^ IIa-3-6

The right hand side of IIa-3-6 is equivalent to the energy of a 2n electron 
closed shell system. (See equation IIa-2-24). Hence the energy of a 
closed shell 2n electron system is given as the sura of the occupied 
orbital energies (e^) plus the one electron energies of each electron 
Using IIa-3-6 the energies of the neutral, anion and cation are:

n
E°(2n) = : ,("1° * n)

1=1
IIa-3-7

n
Er(2n+1) = £ (Ej” . C.) .

1=1
IIa-3-8

n
E^(2n-1) = 2 (E.° + E.) - E.i=l ^ ^ ^ IIa-3-9
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Hence it follows that the ionization energy is given as:

E*(2n-1) - E°(2n) = IIa.3-10

And the electron affinity is given as:

E"(2n+1) - E°C2n) = IIa-3-11

Equations IIa-3-8 and IIa-3-9 show that Koopmans' Theorem allows the 
expression of the energies of the cation and anion, of a 2n closed shell 
neutral system, in terms of the optimized orbitals of the neutral system. 
The energy differences, in equation IIa-3-10 and IIa-3-11, the ionization 
energy and electron affinity, are related to the eigen values of the Fock 
operator after Koopmans.' Theorem has been applied.

In general Koopmans' Theorem yields reasonably good values for 
ionization potentials for the highest occupied orbitals of a closed 
shell molecules. However it is less successful, in practice, for electron 
affinities and higher ionization potentials. One reason for these errors 
is that we assumed that doubly occupied SCF orbitals, produced by a 
variational procedure on the neutral 2n electron system, will be suitable 
doubly occupitcL orbitals for the ion. In effect we are assuming that 
there is no reorganization of the electron distribution on addition or 
removal of an electron.

The use of the orbitals that minimise the energy of the 2n 
electron system for the ions will result in an energy for the cation or 
anion that is higher than that produced by an independent variational 
calculation on the ions. The lowering of energy of the ion, produced 
by an independent calculation, is called the Reorganization Energy, given 
the symbol R, and is positive which accounts for the Koopmans-' Theorem 
result being an over-estimate of the experimental quantity.

Another contribution to the inaccuracy in the Koopmans' Theorem 
values, is the neglect of change in correlation energy between the neutral 
and the ion. It has been shown [11] that correlation effects can largely 
be accounted for as sums of electron pair interactions in the system.
Hence the correlation energy of the neutral, the cation and the anion will 
differ because of different numbers of electron pair interactions in each



-34-

system.
In the case of ionization the Koopmans' Theorem value would 

usually be lower than experimental because the correlation energy of the 
neutral is usually greater than that of the cation. Whereas in the case 
of electron affinities the Koopmans' Theorem value would usually be 
higher than experimental because the correlation energy of the anion 
would usually be greater than that of the neutral.

The experimental ionization potentials and electron affinities 
associated with orbital and <)) respectively can be related to the 
Koopmans' Theorem value [12] by the expressions:

-E,

^
R + C

C

IIa-3-12

IIa-3-13

Where R is the reorganization energy of the ion and C is the absolute 
correlation energy difference between the neutral and the ion.

For the case of ionization potentials it can be seen that R and C 
contribute in an opposite sense and tend to cancel out. Koopmans' 
Theorem often works well in predicting correct ionic state ordering, 
especially if the ionic states are well separated, by 2-3 eV, and are 
low lying.

For the case of electron affinities it can be seen that R and C 
contribute in the same sense, resulting in the Koopmans' Theorem value 
for the electron affinities of a neutral molecule being much too large. 
It is for this reason that Koopmans Theorem has found wide application 
in the prediction of ionization potentials and has been virtually 
neglected for the case of electron affinities.

I1-4 Open Shell Methods - ATMOL-5 Formalism

In this section the open shell problem will be discussed, with a 
brief mention of the methods applied to its solution. In the later 
stages the formulation of the ATMOL SCF method will be expounded and its 
major features discussed in comparison with previous methods.

The initial approach to the open shell problem was to introduce 
the concept of different spatial orbitals for electrons of different



-35-

spins [13-15]. This method removes the limitation of spin pairing which 
leads to open and closed shell definitions. This method has become known 
as the Unrestricted Hartree Fock (UHF) method and has a major deficiency 
in the fact that the total wavefunction is not an eigen function of the 
operator S . However it is possible to use spin projection operators to 
remove contaminating spin functions [16]. Another approach was that of 
Nesbet [17,18], called the method of Symmetry and Equivalence restrictions. 
The method is uncomplicated and quite general but has a drawback in being 
a method which formulates the problem in terms of an effective Hamiltonian 
which is chosen by the user, and does not use the general electronic 
Hamiltonian.

The conditions for stationary energy were derived, for an open 
shell determinantal wavefunction, by Roothaan [19] using the Hartree Fock 
LCAO approach. Initially the paper outlined a method that formulated 
sets of SCF equations for the orbitals of the closed shell and open shell 
separately, by use of two Hamiltonians. This method has become known as 
the Roothaan Double Hamiltonian method and is limited in that the method 
does not treat virtual orbitals and does not converge to self 
consistency very rapidly. To circumvent these problems Roothaan, in the 
same paper, extended the treatment to convert his double Hamiltonian 
method, by use of coupling operators, to a single Hamiltonian approach.
This had the advantage of being able to encompass virtual orbitals but 
the convergence characteristics of this approach were unsatisfactory in 
practice. Huzinaga [20] extended Roothaan's method to include two or 
more open shells for all spin multiplicities and the convergence 
properties of Roothaan's methods have also been studied further [21,22].
An alternative approach to the open shell problem was proposed by 
McWeeny [23-26] which entailed seeking a stationary energy with respect 
to changes in the first order density matrix rather than setting up an 
eigen value problem. The method has become known as the Density Matrix 
or Steepest Decents Method. Berthier [27] extended the method to 
include general open shell configurations using Hamiltonians that were 
analogous to Roothaan's, but suffered from poor convergence character­
istics [28] and was too slow in practice. A further advance was made by 
the formulation of the Combined Hamiltonian method [29] by McWeeny, which
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was the first to propose the use of three basic Hamiltonians. The 
method has the advantage that it is applicable to any open shell 
configuration but the initial canonicalisation scheme left the orbital 
energies poorly defined. However, this has been overcome [30] by 
redefining the orbital energies in terms of certain energy expectation 
values.

The next derivation of an open shell SCF procedure was what has 
now become known as the ATMOL method [31-34]. In this method the 
Combined Hamiltonian method of McWeeny is reformulated in the molecular 
orbital basis. This renders the blocks of the Hamiltonian, representing 
the closed, open and virtual shells, completely independent. It is this 
independence of the blocks within the molecular Hamiltonian that makes 
the ATMOL method unrivaled by any other ab-initio open shell method.

The ATMOL method will now be described in detail.

The ATMOL-3 SCF Method:
The ATMOL SCF procedure is designed to minimize the energy of a 

single determinantal wavefunction constructed from a set of orthonormal 
molecular orbitals, grouped into shells and approximated as a linear 
combination of a set of m atomic orbitals, {%}. The number of shells 
defined depends on the configuration under consideration, but here for 
simplicity we shall consider an open shell configuration with the open 
shell orbitals of the same symmetry. The discussion presented is 
easily extended to cover more complicated configurations where more 
shells have to be defined.

The molecular wavefunction is constructed from a set of m. 
doubly occupied molecular orbitals (DOMO's], a set of m^ partial 
occupied molecular orbitals (POMO's) and a set of m_ virtual orbitals (VMO's) 
Hence we have the condition, = m, the complete set of basis
functions. The row matrices of DOMO's, POMO's and VMO's and the basis 
functions will be denoted thus:

X = (XiX2X3....X^)

= X for DOMO's 

= X Z? POMO's

IIa-4-1

IIa-4-2
IIa-4-3
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-3 = X Tg for VMO's 113.“4”4

Where the matrices and TL are mxm^, mxm2 and mxm^ matrices
respectively, each containing the basis function coefficients in the LCAO 
expansion of a given molecular orbital in a particular shell. Combining 
equations IIa-4-1 IIa-4-4 into a single matrix expression:

(Ii ! I2:13) = xdi i 12; Tg) = X I IIa-4-5

Defining the first order spinless density matrices, for the various 
shells, as:

tR,

R,

Illl

I2I2t 113.-4-- 6

^3 = I3 I3

The total wavefunction can now be uniquely defined by and and is 
invariant against unitary mixing since it is a determinant, therefore 
equations IIa-4-6 are invariant to such unitary transformations.

Using the previously defined fixed nucleus Hamiltonian operator, 
H, we may write the electron energy expression, following Roothaan [19], 
as:

E = 2TrR,H + 2TrR,J R, TrR, K RJ

+ wTrR_H + xTrR.J R_ -yTrR^ K R_——6— —Ki— z z —— —z
+ 2wTrR^^jR^| - wTrR^ IIa-4-7

where H is a matrix representation of the one electron operator, in basis 
function representation, with matrix elements:

(H)pq = <Xp|h|Xq> IIa-4-8

J|R^| and K|R^| are matrix representations of the coulomb and exchange 
operators respectively, with matrix elements:

m.
^ (^i)r s^^p^sl^l^q^r^
r,s ^

IIa-4-9
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Ciliil)
pq

m.L

r,s
IIa-4-10

where h and g are the one and two electron operator components of the 
Hamiltonian, H.

The parameters, w, x and y appearing in IIa-4-8 are numerical 
constants which will depend on the particular open shell problem being 
studied. There is not a complete unified scheme for the calculation of 
such parameters, except that w is the fractional occupation of the set of 
m2 POMO's. For most commonly occurring configurations and states the 
values of x, y and w are tabulated for input into the SCF program [35]. 
The parameters w, x and y are related to Roothaan's f, a and b parameters 
[19] by the expressions:

= 2fw
X =
y = bf

2af'
2

IIa-4-11

The energy expression IIa-4-8 is now made stationary with respect to 
arbitary variations in the molecular orbital, subject to orthonormality 
constraints. Unique specification of self consistency occurs when the 
matrix of the molecular Hamiltonian, in molecular orbital basis, is 
diagonalized, which requires mCm-l)/2 conditions to be satisfied.

The first m^(m^-l)/2, m20m2"^)/^ and conditions are
satisfied for the DOMO's, POMO's and VMO's respectively by the following 
transformations:

I2%l2

13'%

A

A

A

IIa-4-12

where are arbitary hermitian matrices of order m^ and A is a 
diagonal matrix. Equations IIa-4-12 represent canonicalisation conditions 
for a given set of MO's. The diagonal elements of A represent orbital
energies of the orbitals of a particular shell of MO's and Z. is—1
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constructed from a one particle Fock operator, F , in basis function 
representation. The Fock operator used to canonicalize the orbitals of 
a particular shell arbitrarily effects the magnitude of the orbital 
energies of the MO’s and does not effect the total energy. This is 
because the SCF wavefunction is a determinant and is invariant to unitary 
transformation and hence the energy is constant. Hence provided the 
transformations in IIa-4-12 are unitary transformations then the choice 
of canonicalization operator is arbitary. Sets of one particle Fock 
operators, F^, can now be defined, in basis function representation as:

= H + 2J R,—n —- —-' ——1 K R. * VI "2 I - IIa-4-13

where c^ and d are functions of w, x and y. A few examples are listed
in Table 1, and represent forms of F that have been successfully used in 
the past.

Each of the Fock operators can be expressed in terms of the trial 
molecular orbital basis, denoted by F by the similarity transformation:

fnMO = T. F T. IIa-4-14

Provided the matrix T is real and orthogonal then the unitary transforma­
tions in equations IIa-4-12 become special cases of a similarity 
transformation. Hence the first sets of conditions for self consistency 
occur when T. become unitary matrices that diagonalize the matrix basis 
function representation of Fock operator, F , chosen for shell i.

Additional conditions for self consistency are satisfied by 
allowing unitary mixing of the molecular orbitals between shells. Given 
orthogonal sets of trial molecular orbitals, ^2 and we now require 
to derive expressions for the change in energy for significant variations 
in the trial molecular orbitals. We classify physically significant 
variations in the trial MO's as being one of the following:
(1) Mixing between the DOMO's and VMO's
(2) Mixing between the POMO's and VMO's
(3) Mixing between the DOMO's and POMO's
Small variations, which conform to orthogonality constraints, are 
represented, for each of the above cases, as:
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TABLE 1

n c dn n
^1 1 w w

F_ 2 2x__________ iy2 w w

F 3 2(w-x) 2(w-2y)
3 (2-w) (2-w)

F 4 (4w^-w^-4x) (4w^-w^-8y)
^4 w(2-w) w(2-w)

F 5
3(w -4xw+4x) 3(w -8yw+8y)

5 w(2-w) w(2-w)

F 6 (4x-w^) (8y-w^)
6 w(2-w) w(2-w)

The values of and d for classes of 
Fock operators, F as defined by equation
IIa-4-13.
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^ + %

Y^ . Y^ + Y^A^ or Y^

IIa-4-15

Yz- Y,A^

Where A^, Ay and A^ are arbitrary m^xra^ and m^xm^ matrices
respectively with small elements. These are analogous to the Lagrangian 
multipliers used in section 2 of this chapter.

The corresponding change in the T matrices is represented as:

II " II + IsAa

II - Ii + IzAc I2 I2 - IlAc

IIa-4-16
t

From the definition of the first order density matrices (IIa-4-6) the 
variations in the R matrices are: (To first order in A only)

or

il -> il tWi +■ 11M3
^2 ->■ i2 4.

il il ■f 4

i2 i2 +

IIa-4-17

The variation in energy is then calculated for each Hamiltonian used for 
each shell. Assuming 2^, F^ and 2? are used to canonicalize the DOMO's, 
POMO's and VMO's respectively, then the variations in the energies, to 
first order in are:

^DOMO/VMO ^ ^DOMO/VMO ^ ^^flClgAaZi + llAa I3 )
^POMO/VMO ^ ^POMO/VMO ^ ^ ^ IIa-4-18
^DOMO/POMO ^ ^DOMO/POMO ^ IjAc I2 )

Since 2^, £2’ —3 Hermitian, we find:

^DOMO/VMO ^ ^DOMO/VMO ^ ^^XErljAa^l
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^POMO/VMO ^POMO/VMO ^^^2213^^12 
^DOMO/POMO ^ ^DOMO/POMO ^

IIa-4-19

Using the property that the trace of a matrix product is invariant to the 
order of matrix multiplication, and rearranging equations IIa-4-19 we
obtain:

^DOMO/VMO ^ ^DOMO/VMO ^ —9.
^POMO/VMO ^ ^POMO/VMO * 2Tr(T^
^DOMO/POMO ^DOMO/POMO f3X2^&

IIa-4-20

For stationary energy then the change in the energy has to be zero.
Hence for non trivial cases, the following conditions must be satisfied:

I2%l3
= 2

= ^

= 0

IIa-4-21

m^m^ and
Where _0 is a zero matrix of appropriate order.

Equations IIa-4-21 satisfy the remaining mum?; 
conditions for unique self consistency for the set of m molecular orbitals,

Equations IIa-4-14, and IIa-4-21 can be seen to represent blocks 
of the molecular Fock operator in the molecular orbital basis. Blocks 
defined in equation IIa-4-14 occur on the diagonal and the off-diagonal 
blocks are represented by equations IIa-4-21 (upper triangle blocks are 
specified, lower triangle blocks are given as the adjoints of equations 
IIa-4-21). The Fock operator in the molecular orbital basis can then 
be written as:

T.^F^T.
—1 —5—1

^^2X2 fdXi

^^3X3 'XiXi

^^2X1 X3X2

X2 XpX2 + «X2

X2X2

^^3X1 'X1X3

X2X3

Xj/Xvlj + C«+g)X3

IIa-4-22
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Where:

a and g are scalers, called level shifters.

^2 are identity matrices of order and m_ respectively.

^12’^12’^23 scalers whose values are normally chosen to be 
unity, called damp factors.
fo'fp'fv are the matrix basis set representations of the Pock 
operators used to canonicalize the DOMO, POMO and VMO shells 
respectively.

As can be seen the operator is blocked according to the shell definitions 
and has vanishing matrix elements connecting molecular orbitals of 
different categories, as self consistency approaches and the matrix 
becomes diagonal. The matrix elements between molecular orbitals of the 
same shell, may in principle adopt arbitrary values, depending on the 
canonicalization parameters chosen. It is clear that when F is diagonal 
the conditions for self consistency, equations IIa-4-12 and IIa-4-21 
will be satisfied.

The introduction of the parameters a, $ and X as level shifters 
and damp factors respectively is as an aid to achieving convergence, and 
is unique to the ATMOL method. Rayleigh-Schroedinger Perturbation Theory 
has been used to show that [32] the magnitude of elements of the _A matrices, 
in equations IIa-4-15 IIa-4-20, for the general case, is given by:

-V^kk
'23£2)kf «Vn ■ CvAk ■

■ a •

6)

• ct)

B)

IIa-4-23

From equations IIa-4-23 we can see that if a and g are chosen positive 
and sufficiently large then the elements of ^ will be sufficiently small 
to make the first order analysis, in equations IIa-4-15 IIa-4-20, valid.
Also the ^ elements will be of opposite sign to the matrix elements of 
the relevant Pock operator, and hence will ensure an energy lowering (see 
equations IIa-4-18 IIa-4-20) on unitary mixing of molecular orbitals
between shells. They are called level shifters because they effect the
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diagonal elements of the Fock operator, see equation IIa-4-22, shifting
the relative levels of the shells. The factors X.. are also introducedij
to control the magnitude of the ^ matrix elements, by scaling the entire 
^ matrix, and are called damping factors. The use of the level shifters, 
damping factors, and choice of canonicalization parameters makes the 
ATMOL method highly adaptable and able to find convergence for any 
molecular electronic configuration and state.

The iterative scheme implemented in the ATMOL-3 SCF programs is 
as follows:
CD

compute density matrices, and according to equations IIa-4-6. 
(2) Using the density matrices and the file of the two electron

integrals, in basis function representation, compute the matrices 
A, B and C from:

Construct trial vectors for the k^^ iterative cycle, T^ and

A = H + 2J|R^| - K|R^| 
B = JlR^I
C = K R.

IIa-2-24
IIa-4-25
IIa-4-26

Evaluate the electronic energy, from equation IIa-4-7, for the 
state under consideration.

(3) Linearly transform matrices A, ^ and £ into the trial molecular 
orbital basis, and construct the blocks of £, as defined in 
equation IIa-4-22, according to the canonicalization parameters 
chosen.

(4) The matrix JF is diagonalized, and, after suitable ordering of the
k kcolumns, the eigen vector array Q is obtained. Q defines the 

iterated molecular orbitals as linear combinations of the trial 
molecular orbitals, T .

(5) The iterated molecular orbitals are constructed as linear 
combinations of basis functions, as the vector array T^^^, from:

T^Q^ IIa-4-27

(6) Orthonormality of the columns of the vector array, Tk+1 IS
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refreshed by means of a Schmidt procedure. The iterated vector 
array is now presented for input for the next cycle at state (1). 

The process is repeated until the magnitude of the off diagonal elements, 
in 2, is below a present threshold, and self consistency is achieved.

The ATMOL method, as discussed here, has been used extensively in 
the research described in later chapters of this thesis. The main 
advantages of ATMOL are its general applicability, lack of complication, 
excellent convergence properties and extensive adaptability. These 
features are almost entirely due to the direct diagonalization of the 
matrix representation of the molecular Hamiltonian in molecular orbital 
basis rather than solving a complex pseudo eigen value equation. The 
representation of the Hamiltonian in molecular orbital basis partitions 
the Hamiltonian into independent blocks, which leads to the enhanced 
flexibility of the method.

II-5 ASCF calculations

As discussed in section 3 of this chapter, Koopmans' Theorem can 
only be applied to closed shell molecules and atoms, for the prediction 
of ionization potentials. Also one of the principle errors encountered 
when using Koopmans' Theorem, is the neglect of reorganization energy, 
arising from relaxation effects on ionization. However, both these 
drawbacks can be overcome by predicting ionization potentials as a 
direct energy difference between the neutral and the ion state, at SCF 
level. This method has become known as the ASCF method, and was first 
used by Bagus in the study of the electron hole states of closed shell 
atoms [36]. The ASCF method has major advantages in that it is 
applicable to both open and closed shell systems, and full account of 
electronic reorganization effects is made, since separate calculations 
are performed on the neutral and the ion and a simple energy difference 
is taken as the ionization energy. For the prediction of ionization 
potentials of open shell species the ASCF method is often the only method 
available, but it can prove computationaly expensive for systems where 
several ion states are produced from a single ionization. The 
calculated SCF energies used to obtain the ASCF ionization potentials
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directly influence the accuracy of the result, with sophisticated 
lengthy SCF calculations on both the ion and the neutral giving highly 
accurate predictions.

The ASCF method allows for reorganization of the orbitals on 
ionization, but makes no attempt to allow, generally, for changes in 
correlation energy or relativistic effects on ionization. The method is 
also restricted to cases where the molecular or ionic state, is well 
defined by a single determinantal wavefunction [37]. A greater degree 
of accuracy in the theoretical prediction of Ip's will be by methods 
that account for correlation energy of the neutral and ionic states 
explicitly.

IIa-6 Correlation Energy and Configuration interaction - SPLICE
Formalism

The form of the Hamiltonian used in HFR-SCF calculations is 
composed of two parts (see equation IIa-2-8), a one electron and a two 
electron part. The two electron term treats electron interaction in 
an approximate way and this leads to the correlation energy error. 
Disregarding the correlated motions of the electrons brings about the 
difference between the exact non relativistic energy and the SCF energy 
calculated in a near Hartree Fock calculation. This difference is called 
the Correlation Energy [38].

The correlation energy of a system is usually a very small fraction 
of the total energy C'vO.5% typically) but this may be a significant error 
when considering small differences in total energies. Particularly 
serious errors occur for physical problems where the correlation energy 
corrections do not cancel, e.g. for dissociation energies of molecules.
The large variations of correlation energy encountered leads to the 
concept of two types of contributions to the definition of the correlation 
energy. Firstly dynamical correlation, which includes the concept of 
correlated electron motion, and non dynamical correlation, which accounts 
for correlation energy contributions due to near degeneracy and rearrange­
ments of electron orbitals within the Hartree Fock model [39]. This 
duplicity can be overcome by redefining correlation energy with reference 
to an appropriate multiconfigurational SCF (MC-SCF) wave function rather
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than with reference to the Hartree Fock limit [40].
Many schemes have been developed to recover the correlation 

energy deficiency and improve the Hartree Fock result, ranging from 
empirical and semiempirical estimates to extensive and elaborate methods 
of Configuration Interaction (Cl) and Pair Theories. Of these the Cl 
method appears to be the most generally applicable and the most straight­
forward, though it is a major computational task.

In this section a detailed account of the method of Cl, which has 
been used extensively in this work, will be given, along with a brief 
review of the other correlation energy methods.
Review of Correlation Energy Methods:
(i) Empirical and Semiempirical Methods.

These methods include the empirical parameterization of bonding 
and lone pair contributions [41,42] and semiempirical para- 
meterizations of many Electron Theory such as the Effective Pair 
Correlation Energy [43,44,45] and the Pair Population Method [46]. 
Other methods include the Population Analysis Method [47] and the 
United Atom Method for first and second row hydrides [48].

(ii) Pair Correlation Theories.
The use in general electron pair theory of the cluster expansion 
approach [49] has lead to numerous derivations of working 
equations, which differ in the approximations used. Some of the 
more popular methods are:
The Independent Electron Pair Approximation (lEPA) [50,51], 
the Many Electron Theory (MET) [52],
the Coupled Electron Pair Approximation (CEPA) [53,54,55], 
and the Coupled Pair Many Electron Theory (CP-MET) [56,57].

(iii) Perturbation Calculations.
The methods have evolved by the treatment of the electron 
correlation effect as a perturbation of the HF Hamiltonian. The 
most widely used approach has become known as the Many Body 
Rayleigh Schrodinger Perturbation Theory (MB-RSPT) and represents 
the greatest degree of sophistication and accuracy [58,59,60,61].

Configuration Interaction:
The method of Cl is a straightforward variational solution of the
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Ritz [62] linear expansion of electronic wavefunctions. This method 
employs a linear expansion of the trial functions, expressed as:

^CI = ^ ."s^s

S = 1
IIa-6-1

where the are predetermined expansion functions and the linear 
expansion coefficients, c^, are varied to make stationary. This 
leads to the generalized matrix eigen value equation:

He = E S c IIa-6-2

where H and ^ are Hermitian matrices of order n, with matrix elements 
defined as:

#ij IIa-6-3
Ila—6"4

and c is a column vector of the expansion coefficients. The set of 
expansion functions {Y } is in general chosen to be orthonormal, hence 
^ becomes a unit matrix and IIa-6-2 reduces to:

H 2 = ^ £ IIa-6-5

The n linearly independent eigen vectors c^ with eigen values, E , can be 
chosen to be orthonormal and will be numbered so that:

E^ $ Eg $ Eg .$ En IIa-6-6

Each eigen value E of IIa-6-5 is an upper bound to the corresponding 
eigen value of H, and extending the range of the linear expansion of the 
wavefunction (IIa-6-2) will lower the eigen values to approach the exact 
eigen values of the time independent, fixed nucleus, non relativistic 
Schrodinger equation [63].

The application of the variational principle to a trial function 
which is written as a linear combination of many predetermined terms is 
conceptually simple and quite general. The Cl method can be applied, in 
principle, to any stationary state of an atomic or molecular system, be 
it open shell, closed shell, ground state or excited state, near the



.49-

equilibrium geometry or far from the equilibrium geometry. These 
characteristics of the Cl methods are overshadowed by the magnitude of the 
computational effort encountered in implementing the Cl method for 
physically realistic systems.

Computational problems arize from the large number of configura­
tion functions that can be generated for a realistic molecule, with a 
basis set near the Hartree Fock limit. Also the number of configuration 
functions required in the expansion of the trial wavefunction is found to 
be of the order of hundreds, often exceeding thousands, before convergence 
of the eigen values to the true non-relativistic energy, and recovery of 
most of the correlation energy is realized. The size of the configuration 
space required, to recover a certain proportion of the correlation energy, 
is dependent on the orbital space used in constructing the configuration 
functions. It has been shown that the use of Natural orbitals (NO's) 
[64,65,66] and Pair Natural Orbitals [also called Pseudonatural Orbitals) 
(PNO’s) [67], leads to recovery of a greater proportion of the correlation 
energy, for a fixed number of configuration functions, than the use of 
Hartree Fock virtual orbitals. However the discussion presented here will 
be limited to an orbital space constructed from Hartree Fock molecular 
orbitals.

The computational approach to a Cl calculation proceeds through 
five distinct stages. These are: Construction of Configuration Functions, 
Selection of Configuration Functions, Matrix element evaluation. Cl 
Matrix eigen value evaluation, and Wavefunction analysis. The
computational details for each of these stages will now be discussed, 
with particular reference to the SPLICE Cl program [68] used extensively 
in the research described in this thesis. Each stage will be discussed
in turn.

(A) Construction of Configuration Functions
Configuration functions (CF's) used in the expansion of the wave- 

function must be antisymmetrized functions that obey the Exclusion 
Principle. Several considerations play an important role in choosing a 
method for constructing CF's which satisfy spin or space and spin 
symmetry requirements. Major factors are: (1) the ease of computation 
of matrix elements between CF's; (2) ability to generate a complete and
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linearly independent set of CF's for any one configuration, that are 
preferably orthonormal; (3) it is preferable to construct the CF's such 
that important contributions to the wavefunction, for any one configuration, 
are concentrated in as few CF's as possible. Since the Hamiltonian is 
spin free it is advantageous to choose the CF's to be eigen functions of 
the spin operators, and S., so that only functions with spin eigen 
functions corresponding to the desired solution need be considered. The 
problem of constructing spin adapted CF's has been approached in basically 
two methods. Firstly the straightforward approach is to use Lowdin spin 
projection operators to project the desired spin components from a 
function constructed of primitive spin functions [69]. Secondly 
geneological construction schemes have been devised in order to impose 
a hierarchical structure of spin functions to take account of double 
occupancy restrictions. Such functions have become known as geminally 
antisymmetric spin functions [70]. The principle construction schemes, 
for such functions, are the Kotani-Yamanouchi scheme [71,72], the 
Gelfand-Tsetlin [73], the Serber Scheme [74] and the Rumer Valence bond 
or Bonded Function scheme [75].

The SPLICE program uses an implementation of the bonded function 
scheme, as formulated by Boys and Reeves [76], Reeves [77], Cooper and 
McWeeny [78] and Sutcliffe [79] . The bonded functions are constructed 
with the aid of strict rules, for a common orbital product, to produce 
a linearly independent canonical set. The rules are:
(1) Bracket all doubly occupied orbitals together.
(2) From the remaining orbitals construct all bracket patterns that

preserve an excess, if any, of left brackets.
Bracketed pairs of orbitals are defined as:

BCi]a(j]} if
IIa-6-7

and the unpaired brackets are defined as:

= ^^CijaCi] IIa-6-8

The second rule corresponds to the traditional Rumer rules [75] and is
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analogous to the Path Diagram rule [71] used to ensure linear independ- 
ence among spin functions. The bonded functions in a canonical set, 
obtained for a single orbital product, according to the rules above, are 
^^walized (assuming orthonormal orbitals but are not orthogonal.
(The bonded functions within a canonical set obtained from one orbital 
product will be orthogonal to those obtained from another). The bonded 
functions of a canonical set can, however, be orthogonalized with a 
Schmidt orthogonalization which will reduce the number of off diagonal 
matrix elements in the final Cl matrix. The use of bonded functions as 
CF’s gives the advantages of ease of matrix element evaluation, and 
reduced storage requirements for the configuration list, since all 
permutations are implicit within the canonical set. However they have 
the disadvantage that they are not all orthogonal.

The configuration generation section of SPLICE proceeds to 
generate a list of canonical sets of bonded functions, referenced 
through the orbital product that imparts the largest number of spin 
coupled pairs. The list is constructed by considering all possible 
double and/or single orbital excitations from a list of reference functions 
(or root functions) by replacing orbitals in the reference functions by 
members of an orbital pool. The orbital pool defines those orbitals which 
are available for substitution and usually comprises the virtual SCF 
orbitals. Flexibility in configuration list generation is provided for 
with facilities to consider separate classes of excitations, restricting 
the set of orbitals in the pool, restricting replacement of any of the 
occupied set of orbitals and the use of molecular symmetry to classify 
sets within the orbital pool. However in many calculations on realistic 
systems it is found that the initially generated configuration list is too 
large for complete use in the construction of the Cl matrix. In such 
cases it is then necessary to select the important configurations for 
construction of the final Cl matrix.
(B) Selection of Configurations

The reduction of the full configuration list, generated by 
consideration of all single and double replacements of a reference function,
is invariably necessary, and can be achieved by two major selection 
schemes. Firstly there is preselection, which reduces the size of th^
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orbital space, and secondly there is individual selection, which scans 
the initial configuration list to remove individual configurations.
Both of these schemes are implemented in SPLICE and will be discussed in 
turn in terms of the options available in SPLICE.

Preselection of configurations can be achieved in two ways. One 
is truncation of the virtual orbital space, usually to exclude the upper­
most SCF virtual orbitals from the orbital pool. The second, usually 
applied in conjunction with the first, is to specify that the inner shell 
orbitals remain unavailable for replacement. This inner shell "freezing" 
completely neglects inner shell correlation effects, hence truncation of 
the uppermost virtual orbitals will have little accumulative effect. Since 
these orbitals correlate the inner shell orbitals most strongly, it 
is for this reason that both restrictions are applied simultaneously. 
These approaches are often obligatory first steps in reducing the 
initial configuration list.

Individual configuration selection is the screening of the initial
configuration list to select those CP's which make the most significant 
contributions to the final Cl wavefunction. This can be done either by 
estimating the Cl coefficient of an individual CF in the final Cl wave-
function or by estimating the contribution to the lowering of the energy 
for each CF. Through perturbation theory the Cl coefficients, c^, and 
the energy contribution, AE^, of a CF, are [80]:

IIa-6-9

AE
<Y |H|Y^> - IIa-6-10

These formulae are quite adequate for CF selection, provided Y is a 
good zero order wavefunction and that the principal contribution of Y
to the correlation energy is through first order interaction with Y .
In cases where Y is not a good zero order wavefunction, where multiple 
root functions are required, then the method must be extended to treat 
the interaction between each of the root configurations, and the
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replacement CF's. This has given rise to the so called A. and B.
procedures [81] . The method implemented in SPLICE is that of Buenker
and Peyerimhoff [82], and is intermediate between the A. and approaches
in its selection technique. The test configurations are screened
individually by considering interactions with the complete set of root
configurations. This leads to small eigen value equations, which are
diagonalized and rearranged, giving the contribution to the energy 

thlowering of the k canonical set.
The scheme for performing configuration selection on an initial

list of configurations constructed at the configuration generation stage
is:

(1) Choose a reference, or main, set of configurations, or canonical
sets of configurations, to comprise the set {Y }. This is often
best achieved by performing a small full Cl calculation and
treating all configurations with a coefficient in the final Cl
wavefunction of greater than 0.1, as a member of the set {Y }.m
The set {Y^} should also contain configurations which play a 
leading role in the representation of any desired higher roots.

(2) Selection of the configurations remaining, comprising the set
{Yj^} is then performed to yield a selected set {Yg} and a 
discarded set This partitioning can be accomplished by
either threshold selection or cumulative selection. Threshold 
selection is accomplished by specifying an energy threshold, and 
all configurations with contributions to the energy lowering less 
than the threshold are discarded. Cumulative selection is achieved 
by specifying the number of configurations required to be 
selected and those with the largest contribution to the energy 
lowering are retained. Of these alternatives threshold selection 
represents the method of greatest control with typical values
for the threshold energy of the order of 100-10 micro AU. The 
dependence of the final energy on the threshold value, [82,83] 
makes the choice of E^ very critical. However in the calculation 
of relative energy differences the use of selection techniques 
can very effectively reduce the amount of calculation without
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severe loss of accuracy [84]. Once the selected list, or initial
list (if not too extensive], has been finalized then the Cl 
Hamiltonian matrix is constructed.

(C) Matrix Element Calculation
The next stage is to evaluate the matrix elements of the Cl 

Hamiltonian between the bonded functions in the final configuration list. 
In SPLICE this process is segmented into primary generation of a list of 
symbolic matrix elements,that reference one and two electron integrals 
by the method of Projective Reduction, and secondly the numerical 
evaluation of the symbolic references. This approach has evolved because 
it is unlikely that a complete list of one and two electron integrals is 
able to be held in computer memory simultaneously, hence the symbolic 
list can be sorted to reference a "core" load of integrals in sequence, 
with the least amount of peripheral activity [85].

The use of bonded functions, as CP's, entails a concomitant 
treatment for the Projective Reduction of the corresponding matrix 
elements. The matrix element between two general bonded functions, fg 
and is given by the formula [68,76-79]:

<Yg|H|Y^> ST ST ^

ST STWhere the coefficients a^^ and are evaluated by the method of
Projective Reduction and they make up the symbolic matrix element list. 
The computational realization of this method is described in more detail
in references [85] and [77] and contains detailed algorithms for the 
implementation of Projective Reduction formulae on a computer.

Once the Cl Hamiltonian matrix has been constructed the next step 
is to calculate the eigen values and eigen vectors of the matrix.
(D) Cl Matrix Eigen Value Evaluation

The size of the Cl matrix has prompted the investigation of many 
methods to efficiently diagonalize a sparse diagonally dominant matrix. 
The SPLICE program is capable of implementing two methods of solving 
generalized eigen value equations (IIa-6-5] both of which are iterative 
in nature. Firstly the standard diagonalizer is an implementation of the
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Shavitts Method of Optimal Relaxations (MOR) J[86] . The second 
alternative method is through Davidsons implementation of Lanczos 
algorithm [87],

The MOR method gives the lowest, or highest, root of H. However
to evaluate a few of the lowest, or highest, roots in order the method
must be adapted. The most successful of these adaptations appears to be
the "root shifting method" [86], in which each root is found in turn and
the matrix, H, is modified to make the next desired root the lowest.
The calculation of several roots by the MOR method adds to the
computational task because the modified matrix has to be calculated and
stored, which requires as much storage and computation as any of the
previous roots. The convergence of the MOR method to a stationary
vector is generally good for diagonally dominant matrices with well
separated eigen values. However the use of the root shifting technique,
for higher roots, reduces the diagonal dominance of H, hence increasing
the number of iterative cycles required to reach convergence for higher
roots. Some methods are however available to accelerate the rate of

2convergence. One is the Aitken 6 process [86] and another is the over 
relaxation method [88]. The most serious convergence difficulties of 
MOR occur in the case of near degenerate eigen values, and it was to 
circumvent these problems that Davidson's method was implemented.

Davidson's method is a reformulation of Lanczos Method [87] for 
the tridiagonalization of a matrix. The advantages of the Davidson 
scheme compared to Shavitts MOR procedure is that a complete set of roots 
can be generated simultaneously, with even selective convergence on 
higher vectors conceivable, and near degenerate roots do not cause 
convergence difficulties.

Comparison of the two methods shows that the number of multi- 
plications, for both methods, is proportional to n , where n is the 
order of the final Cl matrix, for each root.

In conclusion the Davidson method is more powerful for calculating 
higher roots, or multiple roots of the Cl matrix, than Shavitts MOR 
method, and should always be used for cases where near degenerate roots 
are present.
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(E) Wavefunction Analysis
Once the desired eigen vectors of the Cl matrix have been 

calculated the wavefunction can then be analysed to evaluate physically
meaningful quantities and to express the wavefunction in alternative 
representations. In SPLICE, wavefunction analysis is performed to 
evaluate pair correlation energies and to express the final wavefunction
in terms of natural orbitals.

Pair correlation energies are the contributions to the total 
correlation energy from pairs of electrons in the root configuration.
The pair correlation energy, connecting pairs i and j is defined as:

k^ab

13 ] 113.-6" 12

where i and j denote occupied orbitals, a and b [a $ b) are vacant 
orbitals in the orbital pool which replace i and j. The index k 
distinguishes the k^^ member of a multidimensional canonical set
associated with a single orbital product, ^c is the coefficient of the
first member of the root canonical set in the final Cl wavefunction 
Parameters c^^ are the coefficients of the replacement functions 
where i and j have been replaced by a and b respectively, in the final 
Cl wavefunction, and is the final Cl energy. From IIa-6-12, the 
correlation energy, is given by:

^CORR F - FCl ^HF E EP IIa-6-13

Pair energy analysis thus enables a clear analysis of the individual 
contributions to the correlation energy, from each pair, which can be 
used to enumerate many properties of chemical interest.

Analysis of the wavefunction in terms of natural orbitals proceeds 
with the calculation of the one and two particle spin and spin less 
[spin free) density matrices in MO and AO basis representations. The 
natural orbitals, in any representation, are obtained as eigen vectors 
of the respective density matrices, with the eigen values being occupation
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numbers of the orbitals. In SPLICE the natural orbitals are output to 
data sets that interface to the ATMOL suite of programs, for graphical 
or population analysis. Also the data sets can be used as input to 
further Cl calculations, thus allowing iterative natural orbital Cl 
(INO-CI) or natural orbital CI(NO-CI) calculations to be carried out.

The SPLICE package is a series of modules which implements the 
stages of a Cl calculation, as discussed above. The precise 
computational details and card input specifications can be found in the 
SPLICE Users Manual, [68]. It is hoped that the discussion in this 
section introduces some of the techniques required to perform Cl 
calculations and gives an insight into the computational problems 
encountered in Cl calculations.

Ha-7 Direct Methods for Ionization Potentials

The methods described so far for the calculation of ionization 
potentials have been based on calculations that yield total energies 
of electronic states of molecules and molecular ions, with the ionization 
potential being given by the energy difference between the ionic and 
molecular states. However ionization potentials, for valence electrons, 
represent only a small fraction of the total molecular energy, for 
systems of interest. It is for this reason that theoretical methods 
leading to the direct calculation of ionization potentials, and 
excitation energies, have been developed. For the case of ionization 
potentials a brief summary of the more widely established direct 
methods will be given here. They are:

(1) The Rayleigh Schrodinger Perturbation approach, expressing the 
ionization potential as a sum of perturbation terms [89] and 
perturbative corrections to Koopmans' Theorem [90].

(2) The Equations of Motion Method (EOM) [91-95].

(3) The Mhny Body Greens Function, or Electron Propagator Method 
[96-104].

(4) The Open Shell Cluster Expansion Method [105,106].
(5) The Common Unitary Operator Method [107].
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The Multiple Scattering X alpha (MS-Xa) Transition State Method
[108-110].

The summary presented here is not a complete list of theoretical 
techniques, but represents many of the methods most commonly used. Each 
method is identical in that the ionization potential of a system, for a 
particular ionization, is given by a single calculation. The method, 
except for the MS-Xa method, are closely related [111,112] and are all 
formulated in terms of second quantization using fermion statistics.
The two methods which are the most computationally tractable are the 
EOM method and Greens Function method. The use of these methods is 
becoming more widespread and will soon be available to the experiment­
alist via "black box" computer programs.

IIb-1 Calculation of Molecular Spectroscopic Constants from Potential
Curve Data

Ab Initio MO calculations carried out for a series of bond lengths, 
for diatomic molecules, give values of the total electronic energy as a 
function of bond length. The data points of this potential function can 
then be fitted to a model potential in order to evaluate the spectro­
scopic constants associated with the potential. Analysis of calculated 
potential curves is possible by use of the computer program, "VIBROT".

The program fits the energy/bond length data to a five constant 
fourth order polynomial in (r - r^) of the form:

^^1^^^ = - o; + ^k^Cr-r^]^ + ly'el'
1 , ,4+ 4T IIb-1-1

This function is related to the Dunham expression [113,114]:

. r-r r-r* “of-V’ tl * . »2(—)'] nb-l-2

where: a
k r e e IIb-1-3
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3: 3k IIb-1-4

4: 12k. IIb-1-5

^hin = - ^e IIb-1-6

Here, r^, is the equilibrium bond length, D° is the dissociation energy, 
kg is the bond force constant and c^ and c. are constants. The 
determination of the five unknown parameters requires 5 energy/bond 
length data points. The method of solution implemented is basically 
that of Varshni [115], using a Newton Raphson linearization of five 
simultaneous equations. These are solved iteratively using a Scarborough 
procedure [116] with the stationary values of D°, r , k , c, and c 
being found iteratively. Once converged values of the five constants 
have been found, the various spectroscopic constants are evaluated from 
the following identities:

a. [(•
6B.

3k -)rg + 1] w IIb-1-7

64n^cp ^ ^e
^ ] IIb-1-8

w IIb-1-9

h
2 2 8II cyre

IIb-1-10

4B
IIb-1-11

where h is Planks constant, c the velocity of light and y is the reduced
mass of the diatomic.
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This analysis is a means of evaluating from a calculated 
potential curve a number of the standard spectroscopic constants. These 
constants can then be used for comparison with experimentally determined 
spectroscopic constants, or as input to the Franck Condon Factor program 
to calculate Franck Condon Factors from theoretically derived data.

IIb-2 Calculation of Frank Condon Factors from Spectroscopic Constants

For small molecules resolution of vibrational components is 
possible in most PES experiments. The analysis of the separations yields 
vibrational spectroscopic constants for the ionic state. The recorded 
spectra will also show a vibrational intensity distribution, with the 
overall shape of the band being dependent on the change in bond length 
and vibrational frequency experienced on ionization. The analysis of 
this intensity distribution is only possible through calculation of the 
Frank Condon Factors (FCF's) associated with each level. For a given 
potential function in the upper and lower state the change in bond length 
on ionization, Ar, can be deduced by comparing experimental and 
calculated component intensities, for all components in the band, for 
various fixed values of Ar. The value of Ar that correctly reproduces 
the experimental band envelope will then be the value of the actual bond 
length change for that ionization. This value can then be used with the 
known bond length of the neutral to evaluate the ionic state bond length. 
This analysis assumes that the electronic transition moment for the 
ionization is constant for all vibrational levels, i.e. the vibrational 
component intensity is directly proportional to the FCF for all 
components. Provided each vibrational component is well resolved and no 
additional intensity from overlapping bands is present, then the change 
in bond length can usually be estimated to ±0.01 This accuracy has 
been confirmed by extensive studies of the PE spectra of several species 
with well characterized spectroscopic constants available for the neutral 
and ionic species [117,118].

FCF's can also be evaluated using spectroscopic parameters derived 
from computed potential curves (see IIb-1). This enables the complete 
simulation of the experimental spectrum from theoretical data. This has
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been used to completely predict the vibrational band envelopes in the
PE spectrum of HF, as described in Chapter VI of this thesis.

The FCF's are evaluated using the computer program "FCF". The 
program proceeds by constructing Morse potential functions, for the 
upper and lower state, from input spectroscopic constants. Vibrational 
wavefunctions are then evaluated for several levels of each state, 
using the constructed potential, by solving the radial Schrodinger wave 
equation. The method used is that of Cooley [119,120,121]. Overlap 
integrals between upper and lower state vibrational functions are 
evaluated, for the required levels, by Simpsons rule, between specified 
limits. Finally the FCF's are output along with the calculated term 
values.

The use of calculated FCF's in the analysis of experimentally 
recorded spectra enables the extension of the characterization of the 
ionic state to include estimates of ionic equilibrium bond lengths.
Also they provide a valuable way of presenting theoretically calculated 
data in an experimentally tangible form.
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Introduction

The basic photoionization process in PES can be represented by:

M hv M + e-(E,)

The experimental requirements in UV PES are, a UV photon source, an 
electron energy analyser and an electron detector, with an inlet system 
to introduce the sample gas. The photoelectron spectrometer used for 
the work described in this thesis has been specifically developed for the 
detection of transient species [1], and is outlined schematically in 
Figure 1. Each of the major components of the instrument will be 
discussed in turn along with some of the experimental techniques developed 
during this work. General experimental details can be obtained from the 
text books [2-4].

III-l Vacuum System

The spectrometer is pumped by two pumping systems as shown in 
Figure 1.

System A consists of a 4 inch diffusion pump, charged with 704
silicone oil (175 ml), backed by a single stage rotary pump (33.3 m^/h). 
This system maintains a background pressure of <10"^ torr in the main 
vacuum chamber. In order to achieve better ultimate pressures and reduce 
backstreaming the diffusion pump is fitted with a liquid nitrogen cold 
trap and can be isolated by a butterfly valve. The overall pumping speed 
above the diffusion pump is of the order of 150 Is”^ for air [5] at 

10 torr. Roughing out of the main vacuum tank is achieved via an 
alternative pumping line direct to the tank, which can be roughed down 
to 10 torr in approximately ten minutes from atmospheric pressure. 
Rotary Pump 1 also provides differential pumping for the helium discharge 
lamp, via an independent pumping line. Under operational conditions 
system A pumps very little gas, hence pumping speed is not essential 
except in the time required to pump down to operational pressures.

The second system. System B, consists of a 6 inch vapour diffusion 
pump, charged with 704 silicone oil (300 ml), backed by a single
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Schematic diagram of the photoelectron spectrometer
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stage rotary pump (33.3 1/h). This system functions to pump away the 
sample gas, and maintain the vacuum in the ionization chamber. A liquid 
nitrogen trap is fitted to trap condensable gases, and a quarter swing 
butterfly valve is fitted to enable isolation of the pump. The overall 
pumping speed at 10 ^ torr is approximately 410 1/sec for air [5]. 

Pressures on the backing lines are measured with separate Pirani gauge 
heads and the main vacuum chamber pressure is measured by an ionization 
gauge.

III-2 The Ultra-violet Photon Source

The photon source used on the instrument is a cold cathode dc 
discharge lamp. It consists of a quartz capillary positioned between 
two stainless steel electrodes supported on a machined boron nitride 
rod. The discharge region is water cooled and differentially pumped, 
by a rotary pump, to remove the discharge gas before entry into the 
ionization chamber. The power supply for the lamp is a 0 ^ 2.5 kV, 500 
mA (max) variable high voltage supply. A stable discharge in Helium, 
producing the Hela (21.21 eV) resonance line, requires 0.5 torr of 
Helium gas. Optimum running conditions require a voltage of 750 volts 
across the lamp electrodes and a current of 50 mA. The photon output 
from this type of discharge of helium has been investigated in detail [6] 
and contains approximately 97% Hela radiation. Table I contains 
approximate intensity data for resonance line emission, from discharged 
helium, in the region 500 % to 650 X. Measurement of areas of peaks 
produced by ionization by one of the secondary lines of the HeI manifold, 
gives the experimental ratio of the "shadow" lines to the main ionization. 
This data reproduced the intensity data, recorded using a conventional 
spectrograph [6], of the output from a similar Helium discharge lamp.

Alternative gases in the discharge lamp can be used to produce 
other resonance lines. Use has been made of the Neon resonances in some 
experiments in this thesis. The strongest resonances are the Nela (16.65 
eV) and Neig (16.83 eV) lines. Using a less energetic ionizing source 
means that the detection of photoelectrons occurs at lower kinetic energies, 
than with Hela radiation hence enhancing the resolution of the instrument 
(see Section III-6). However the Nel spectrum is complicated by shadow
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bands arising from ionization by the Neig line, which is 0.15 the
intensity of the Nela resonance line [3].

Table 1

Line Transition Wavelength
A

Energy
eV

Approx
^/^max

Hela l^S ^ 2^9 584.3 21.219 1.0
Heig l^S + 3^P 537.0 23.088 0.013
Hely l^S ^ 4^P 522.0 23.743 2.5x10-3
HeI5 l^S ^ 5lp 516.6 24.047 8.5x10"^

The Electron Energy Analyser
The electron energy analyser used in the spectrometer is of the

hemispherical electrostatic deflection type. Specifically, it has 150° 
solid sector hemispheres, machined from solid brass, with a mean radius 
of 10.16 cm and an inter-sphere gap of 1.905 cm. The spheres are 
mounted on the front plate of the vacuum chamber [see Figure 1) and are 
electrically isolated by ceramic and perspex spacers.

The reduced sector angle was chosen to facilitate the positioning 
of the entrance slits and exit slits whilst maintaining the object focal 
point, centre of spheres and image focal point on a line. The entrance 
and exit slits [D and E on Figure 1) consist of double aperture knife 
edges for each slit. The knife edge gap was set to 0.04 cm and 0.07 cm 
for both sets of collimating slits, which gave acceptable resolution 
without loss of sensitivity. The surfaces of all components of the 
analyser are coated with graphite (Acheson DAG 580) to eliminate contact 
potentials and point charges. The analyser including the object and 
image points are all within a field free region at the centre of 3 pairs 
of mutually orthogonal Helmholtz coils, set to neutralize the earths 
magnetic fields.
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III-4 The Electron Detector and Counting Electronics

The detector used in the instrument is a single channel electron 
multiplier (MuHard B419BL/01) positioned at the image focal point of 
the analyser. The detector was contained within a housing (F on Figure 
1) pumped via the main vacuum chamber and operated at pressures below 
10"^ torr. Full detailed technical specifications are available from 
reference 7. The detector was operated in pulse counting mode with an 
emitter follower preamplifier situated directly above the detector 
chamber. Pulse signals from the preamplifier are amplified, analysed 
and counted using standard detection electronics (Nuclear Enterprises 
"Edinburgh Series", [8]). Signals are recorded on a linear chart 
recorder, with equal and opposite sweep voltages being supplied to the 
hemispheres by a motor driven potentiometer.

III-5 The Gas Inlet System

Transient species generated in this work were produced by the 
rapid atom/molecule reactions of fluorine atoms with a suitable target 
molecule, i.e.:

MH + F(^P) HF(X^Z^) + M III-5-1

or more generally

MX + F + XF + M

The conditions necessary for production of detectable quantities of M, 
from III-5-1 are a primary rate constant of the order of the bimolecular 
collision frequency, i.e. 10 - 10 cm^ molecule”^ sec ^. Also the

secondary reactions removing M should be slow relative to . The inlet 
system, as shown in Figure 2, was specifically designed to allow the 
mixing of two gases at a position that is independently variable during 
the experiment. This enabled the target molecule to be introduced down 
the central tube to the point of reaction, which could be varied to alter 
the time delay before sampling the reaction mixture, with the photon beam. 
This allows optimization of the concentration of M whilst reducing the
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concentration of complicating secondary products. The fluorine atoms 
were produced by microwave discharge (Electromedical Supplies Mk IV,
2.45 GHz microwave supply) of molecular fluorine, diluted 20:1 with 
helium (BOG Special Gases) flowing in the outer tube. The presence of 
fluorine atoms and hydrogen fluoride, in the reaction product mixture, 
entering the ionization chamber reactively, contaminates the graphite 
coating of the entrance slits. This alters the conducting properties of 
the coating, disturbing the constant potential region and leads to rapid 
deterioration in the sensitivity and resolution of the instrument. The 
flux of the reactive gas mixture through the slits and into the analyser 
chamber was greatly reduced by the introduction of a grid system, that 
facilitates a degree of differential pumping in front of the slits.
Figure 2 shows the standard inlet arrangement around the ionization region, 
which has been developed in the Southampton PES group. The grid is also 
electrically isolated from earth in order that a bias potential, to pre­
accelerate or retard the photoionized electrons, can be applied. This 
arrangement allowed the instrument to be operated, whilst studying 
fluorine atom/molecule reactions, for a number of hours before degradation 
limited the instrument performance.

The efficient pumping of the ionization chamber, by system B in 
Figure 1, gives, under typical experimental conditions, pumping speeds 
down the inlet tube of the order of 250 m/sec £9]. This enables the study 
of species with gas-phase lifetimes down to a few milliseconds provided 
they can be produced by a collision frequency limited reaction.

ni-6 Factors Contributing to Instrumental Performance

The resolution of a electrostatic hemispherical deflection analyser 
is given by [10]:

AE.
E

w
2r III-6-1

where w is the combined slit width of the entrance and exit slits and r 
is the mean radius of the hemispheres. This relationship shows that: 
(1) The energy uncertainty, for a fixed pass energy, is proportional to



Figure 2 

Diagram of the inlet system
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the slit width, w; (2) The energy uncertainty, for a fixed set of 
analyser parameters, is proportional to the pass energy, E.

Hence the resolution can be improved if the slit widths are 
reduced, but this reduces the sensitivity of the instrument by reducing 
the luminosity of the analyser. Also reducing the analysis energy of 
the electrons, by applying a retarding potential in the ionization region 
or by using a less energetic ionizing source (e.g. the Nel resonance 
lines), will better the resolution.

Other contributions to the overall instrumental resolution arise 
from thermal motion of the target molecules and from the natural line 
width of the photoionizing source. There are discussed in greater 
detail in reference 11. The highest resolution recorded on the instrument 
used in this work was 14.7 meV, as measured by the FWHM of the Ar^(^P|) 

peak. This excellent value was never reproduced under experimental 
conditions during the study of fluorine atom/molecule reactions, due to 
contamination effects of fluorine atoms and hydrogen fluoride.

The sensitivity of the instrument, to any particular class of 
electrons of energy E, is mainly governed by the transmission function 
of the analyser, for fixed analyser parameters. Calibration of the 
transmission function of the analyser used on this instrument has been 
carried out [12,13]. For the range of analysis energies 2 11 eV the
transmission function was found to be linear and directly proportional 
to the analysis energy. This provides experimental confirmation of the 
theoretical luminosity of the hemispherical electrostatic analyser, for 
fixed slit widths [14] . This result is important in the calculation of 
branching ratios for ionizations to various ionic states, by adjusting 
experimental peak intensities according to the analysis energy and is 
useful in aiding assignment of photoelectron bands. This method of 
correcting peak intensities for the analyser transmission function has 
been used extensively in this thesis.

III-7 Calibration of Recorded Spectra

The sensitivity of low energy electrons, produced in UV PES, to 
small local charge variations makes the absolute calibration of spectra, 
from the analyser constant, inaccurate. Hence all photoelectron spectra
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are calibrated by addition of a few commonly occurring molecular species 
with well characterized ionization potentials. If well known species are 
not already present in a reaction product mixture, or a particular region 
needs to be calibrated, then calibrants are introduced to the reaction 
mixture in the ionization chamber. The calibration of spectra is usually 
carried out using the ionization potentials recommended by Lloyd [15].

III-8 Experimental Problems Associated with the Use of Fluorine

As mentioned above, the instrument becomes contaminated during 
fluorine atom/molecule reaction experiments, resulting in the loss of 
resolution and sensitivity. The exact cause of this degradation is not 
yet clear, and is probably the result of several factors.

It is found that during the course of an experiment the contamin­
ation of the instrument proceeds through two distinct stages. Firstly 
when the discharge is first switched on,the analyser constant, relating 
the pass energy of the analyser to the applied potential difference, 
changes instantaneously to a new constant value. This has little effect 
on the resolution and linearly affects the whole kinetic energy spectrum. 
Also during this stage the extinguishing of the discharge returns the 
instrument to normal operation. However, during the course of the 
experiment secondary gradual degradation of resolution and sensitivity 
occurs, until instrument performance becomes sufficiently poor to 
terminate the experiment. These phenomena can be explained by the 
presence, in the ionization chamber, of a high density of ions, electrons 
and metastable atoms produced in the discharge, as well as many reactive 
atoms and molecular species. The accumulative effect of these species 
leads to a near instantaneous build up of charge on the exposed surfaces 
around the ionization region. If the charge density on the surfaces is 
approximately equal and since all surfaces are a similar distance from 
the ionization region, then a near uniform field would be generated.
This could account for the initial "shift" of the spectra without loss of 
resolution. The further gradual irreversible degradation of the instru­
mental performance can be seen as the effect of the spread of contamination 
on to the surfaces of the slits and the analyser, disturbing the energies 
and directions of the electrons entering the analyser. Under experimental
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conditions the total through-put of gases into the instrument may rise to 
a maximum, resulting in the ionization chamber pressure and residence 
time rising to several millitorr and 30 msec respectively [9j. Hence 
there will be a substantial flux of gas through the slits into the main 
vacuum chamber and the analyser, leading to contamination of the surfaces. 
The introduction of the grid system in front of the slits reduces the 
extent of contamination and slows the gradual degradation process, by 
directing gas flow away from the analyser entrance slits.

In addition to the contamination effects of fluorine further 
complications arise from the use of discharged fluorine as a source of 
fluorine atoms. Other products generated in the discharge are also seen 
in the PE spectrum. These have been identified as small concentrations 
of SiF^ [16], 02(X^z"g) [17], 0 Atoms [18] HF [19] and metastable 
0~(a^A ) [20]. These all arise from reaction of fluorine atoms with the
^ s

glass inlet tube around the discharge plasma. Attempts have been made 
to reduce the production of these species, such as coating the internal 
glass surfaces with alumina, but these proved unsuccessful. It was found 
however, that conditioning a new inlet system for several hours, to a 
F^/He discharge, resulted in a considerable reduction in the concentration 
of these species. Recent experiments with inlet tubes fabricated from 
alumina tube and glass tube resulted in almost complete removal of 
contaminating products produced in the inlet system [21].

Hence it can be seen that production and detection of transient 
species present many problems unique to photoelectron spectroscopy. 
However many of these have been solved, and advances in extending the 
useful life of the spectrometer under experimental conditions has now 
resulted in durations of 5-6 hours, which is considered to be sufficient 
for spectroscopic studies. The advantages of fluorine atom abstraction 
are that it is often a very efficient way of generating a transient 
species in detectable concentrations. Also for small molecules the 
species present in the product mixture, other than the transient species, 
often have simple spectra (e.g. F, HF, 0^) and are often used for 
calibration of the spectra.
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IV-1 Introduction

In spite of being the object of attempted spectroscopic studies 
by various techniques, the fluorine monoxide radical, FO, defied 
spectroscopic observation in the gas phase until a very recent laser 
magnetic resonance (LMR) investigation [1]. Indeed, it was only within 
the last 15 years that conclusive evidence, derived by matrix isolation 
[2,3], was obtained for the existence of this molecule. Since that time, 
the FO radical has been detected in the gas phase mass spectrometrically
[4] and this technique has been used to study the kinetics of the gas 
phase reaction of fluorine atoms with ozone, by monitoring the detector 
current at m/e = 35, corresponding to FO [5,6].

The paucity of available data for fluorine monoxide is all the 
more surprising in view of the numerous spectroscopic studies which have 
been made on other halogen monoxides. It was this lack of data and the 
wish to extend our work on the CIO and BrO radicals [7,8] that stimulated 
this present study. Also it was after initial results had been derived 
that the LMR data became known to us. No other photoelectron spectro­
scopic (PES) results are available for the FO radical and indeed the 
only estimates of the first adiabatic ionization potential are ones which 
have been obtained indirectly from photoionization and electron impact 
mass spectrometric experiments on F-O [9,10]. The most reliable value 
obtained from these studies would appear to be (12.79+0.10) eV [9,11].
As far as can be ascertained there are no other data available in the 
literature pertaining to the various electronic states of the fluorine 
monoxide positive ion. Also since FO^ is isoelectronic with molecular 

oxygen, it is of interest to compare spectroscopic parameters and term 
values derived for states of FO^ in a PES study with those known for 
the corresponding states of 0_.

IV-2 Experimental

In this study, the FO radical was produced within 5-6 cm of the 
ionization point of the photoelectron spectrometer by making use of the 
reaction [5,6].

F(^P) + ^ FO(X^^) + Og IV-2-1
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Ozonfe was prepared by high voltage discharge of oxygen and stored by 
trapping on non-indicating silica gel at dry ice temperature. The HeI 
photoelectron spectrum of ozone has been recorded previously [12], and 
spectra of samples showed no impurities. Fluorine atoms were produced by 
microwave discharge (2.45 GHz) of molecular fluorine in helium and 
introduced into the spectrometer, along with the ozone, using the inlet 
system described previously(see Chapter III-5).

For the conditions under which FO was observed, the usual 
resolution was 20-»-25 meV (FWHM) as measured for argon using Hela radiation. 
Calibration of the spectral range was achieved using the Hela spectrum of 
argon and oxygen [13], the latter being a product of reaction IV-2-1.
Unless otherwise stated, ionization potentials are quoted to an accuracy 
of ±0.01 eV and vibrational spacings to ±30 cm"^.

IV-3 Computational Details
2The ground state electronic configuration of F0(X u) can be 

written as:

A previous ab initio calculation performed for FO [11] shows 
that the 2tt, So and Itt levels should all be accessible via one-electron 
ionization with HeI radiation. As has been pointed out for CIO [7], 
three ionic states (^Z , ^A, ^2^) should arise from ionization from the 

2ir level, two ionic states ( ir, tt) should result from ionization from 
the 5o level and six ionic states C^E", ^E", ^A, , ^A, should

be produced from ionization from the lir level. In this work, values for 
the vertical ionization potentials giving rise to these 11 ionic states 
have been computed using the ASCF method. This was achieved by performing 
ab initio SCF calculations using the ATMOL restricted open-shell method 
[14] on both the neutral molecule and the ionic states under consideration 
at the experimental equilibrium bond length of FO(X^it) of 1.3579 [1].
The basis set used was of Gaussian type functions and consisted of a 
Huzinaga (9s5p) primitive set [15] contracted according to Dunning [16] 
for each centre. This set was augmented by two d sets on 0 and one on F 
each comprising of three Gaussian functions derived from an expansion of
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of the Slater type functions,taken from reference [11], according to 
Stewart [17]. The accuracy of this basis set was confirmed by comparison 
of total energies and spectroscopic constants, derived from the potential 
energy/bond length data calculated near the equilibrium bond length, for 
FO(X^Tr) (see Chapter Ilb-l) . The results are shown in Table 1.

Table 1

Constant Ref [11] This Work Experimental [1]

Total Energy (AU) -174.19502 -174.173341 —

(%) 1.321 1.3155 1.35357
“g (cm“^) 1211 1251 1043.6

(cm-^) 5.15 5.16 10.1
Dg (eV) 3.0*°'^-0.8 3.0 —
A (cm“^) - - -177.36

Calculated and Experimental Constants for FO(X^tt)

Correlation energy contributions were evaluated for each of the
2ionic states and for FO(X tt) using the semiempirical Population Analysis 

Method [18]. A full configuration interaction study was considered out 
of the question in view of the large basis set used and the number of 
configurations necessary to recover a significant proportion of the 
correlation energy. The calculated energies for FO and the FO^ ionic 
states are tabulated in Table 2.

IV-4 Results and Discussion

The HeI photoelectron spectrum obtained from the reaction of 
fluorine atoms with ozone is shown in Figure 1. Clearly visible in this 
spectrum are bands attributable to the reactants (fluorine atoms and 
ozone), molecular oxygen (a reaction product) and bands arising from 
silicon tetrafluoride and oxygen atoms (obtained from the reaction of 
fluorine atoms with the glass inlet system). Weak features were also
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Table 2

State Au -V/T E(corr) Au E(Total] Au

FO(X^?) -174.172136 2.0001 -0.592 -174.76321
FO'^CX^E") -173.714056 2.0013 -0.550 -174.264056
FO*(a^A) -173.631313 2.0018 -0.553 -174.184313
FO*(b^E*) -173.55577 2.0024 -0.553 -174.10877

FO*(^w) -173.522487 1.9978 -0.581 -174.103487
F0*(^?) -173.480664 1.9967 -0.542 -174.022664

FO^(^E^) -173.591809 1.9975 -0.541 -174.132809
FO*C^^) -173.596020 1.9976 -0.541 -174.13702
FO*(^E^) -173.59609 1.9976 -0.541 -174.13709
FO^(^A) -173.599254 1.9977 -0.541 -174.140254
FO^C^E") -173.600275 1.9977 -0.541 -174.141275
FO*C^Z") -173.602424 1.9978 -0.541 -174.143424

Calculated total energies for a number of states of FO and FO*
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seen attributable to molecular nitrogen (arising for minor leaks in the 
inlet system) and carbon monoxide, probably arising from reaction of 
oxygen atoms with the graphite surfaces within the ionization chamber. 
However, three extra bands showing clear vibrational structure were 
observed in the ionization energy region 12.0-16.0 eV, and these are 
shown in Figure 2. The second and third bands both consist of a 
vibrational series of at least four vibrational components and their 
vertical ionization potentials were measured as 14.48 and 15.16 eV 
respectively. The first band was partially overlapped both by the first 
band of ozone and the fourth and fifth vibrational components of the 
first band of oxygen. However, by using an excess of fluorine atoms, 
the ozone contribution could be reduced virtually to zero. The 
contribution of the first band of oxygen was then subtracted off, 
revealing a band with five regularly spaced vibrational components, 
shown in Figure 3. The adiabatic and vertical ionization potentials of 
this band were measured as 12,77 and 13.08 eV respectively.

The three observed bands were attributable to the same short­
lived molecule because their experimental intensity ratios (measured as 
3.5±0.2:2.0:0.910.2, after correction for analyser transmission function) 
remained constant for all experimental conditions and, increasing the 
product residence time by moving the mixing point backwards to a point 
some ten centimetres above the photon beam caused a dramatic reduction 
in their intensities. These bands can only be assigned to FO because all 
other likely products of the reaction mixture have different photo- 
electron spectra (e.g. FgO [19]). In support of this, the observed 
relative intensities of the three bands agree favourably with the 
statistically expected ratio of 3:2:1 for the and states,
which are formed from the (2tt)“^ ionization of FO. In addition the 

adiabatic ionization potential measured for the first band, 12.77 eV, is 
in good agreement with a value of 12.7910.10 eV determined previously for 
FO by photoionization mass spectrometry [9]. Also, the overall vibrational 
envelopes observed here for this ionization process closely resemble the 
band shapes obtained from laser photodetachment of isoelectronic Og 
[20].
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A comparison of the observed and predicted vertical ionization 
potentials of FO is shown in Table 3.

Table 3 (b)

Ionization Ionic
State

ASCF
VIpCa)

ASCF +
:corr

Observed
VIp

3 -E 12.465 13.582 13.08
2tt 14.717 15.752 14.481^+ 16.772 17.808 15.16

1_-E 15.503 16.865
15.561 16.923 Not

% observed
lir •^A 15.589 16.951 because of

15.675 17.037 overlapping
1 band^A 15.677 17.039 problems

15.792 17.154

5a 17.678 17.951
18.816 20.151

Computed and experimental vertical ionization potentials
(a) Calculated at the experimental neutral bond length of 

Te = 1.3579 [1].
(b) All figures in electron volts (eV).

The comparison of the observed and computed values shows good 
agreement for the ASCF results, but the values obtained using estimated 
correlation energies are consistently over predicted. The method of 
Population Analysis to estimate correlation energies has been previously 
evaluated to give ionization potentials to an accuracy of ±0.6 eV [21]. 
However, the wide variation in the results obtained here suggests 
extensive mixing of ionic states which is not accounted for in the semi- 
empirical method. As can be seen from this table, at least eight other
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bands of FO are expected in the HeI region. However, these were not 
observed experimentally because the 16.0 eV - 20.0 eV ionization energy 
region is complicated by strong contributions from molecular oxygen 
and silicon tetrafluoride.

For the three observed bands of FO, analysis of the vibrational 
structure led to estimates of the corresponding ionic vibrational
frequency and associated anharmonicity ). The values obtained
for Wg are listed in Table 4, along with derived bond lengths and
dissociation energies (derived using methods in Chapter lib). For each 
state the anharmonicity constant, w x , was estimated as 10±20 cm"^, due 
to the limited number of vibrational components resolved in each band. 
Data for neutral FO is included for comparison.

Table 4

State Equilibrium 
bond length, r

Vibrational
wavenumber Zoe

Dissociation
energy, D^

FO(X^?) 1.3579 & (a) 1044 cm'^ 2.31+0.15 eV(b)
FO^CX^Z") 1.23^ & (c) 1300 cm'^ 6.96 eV (d)
FO^(a^A) 1.23g R (c) 1280 cm"^ 5.57 eV (d)
FO^Cb^Z^) 1.246 ^ (c) 1230 cm ^ 4.72 eV (d)

Spectroscopic constants for FO and FO^
(a) Ref [1]
(b) Ref [4]
(c) Error of ±0.01 X
(d) Error of ±0.16 eV

As can be seen from Table 4, the values of w" obtained for the X^z",
and FO^ states are greater than the corresponding value in F0(X^?),
which is consistent with removal of an electron from the 2ir antibonding 
level. A similar trend has been observed for the first three ionic
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states of CIO [7] and is further evidence for assignment of the observed 
bands to ionization of FO. For these states of FO^, it was assumed that 
ionic dissociation occurs to F^(^P) and 0(^P). Dissociation energies were 

estimated by subtracting the measured adiabatic ionization potentials 
from the sum of the known dissociation energy of FO(X ir) [4] and the 
first ionization potential of atomic fluorine [22].

The spectroscopic constants [r^, and oT ] derived in this work 
for FO^ can be compared with those of the corresponding states of O-, as 
shown in Table 5.

Table 5

State Equilibrium 
bond length, r^

Vibrational
wavenumber, w ' e

Dissociation
energy,

1.341+0.01 A[a] 1089 (a) 4.16+0.01 eV(a)
OgCx^z-g) 1.2075 % (b) 1580 cm"^ (b] 5.21 (c)
02(abp 1.2157 A (b) 1509 cm"^ (b) 4.23 (b,c]

1.2268 X (b) 1433 (b) 3.58 [b,c]

Spectroscopic constants for 0^' and 0-
Ca) Ref [23] and [24].
(b) Ref [25].
(c) Ref [26].

An increase in equilibrium bond length and decrease in vibrational 
frequency along the series X^z”, and ^Z^ occurs in both cases. Also, 

the separations of the first three adiabatic ionization potentials of FO 
have been measured in this work as (1.39±0.02) eV and (0.85±0.02) eV.
These values compare with the separations of the zeroth vibrational 
levels in the corresponding states of molecular oxygen of 0.977 eV and 
0.649 eV respectively [26].

The observation of the FO radical in this study represents only the
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second spectroscopic detection of FO in the gas phase. This is rather 
surprising in view of the moderate sensitivity of the PES technique 
(lower limit of detection -vlO molecules per cm ). Also the reasonably 
long life of FO under our conditions, (typically FO was generated some 
5 centimetres above the photon beam, a distance traversed in milli­
seconds) , contradicts previous predictions of the lifetime of FO [2 7], 
which was largely based on the fact that it remained undetected 
spectroscopically until recently. McKellar [1] suggests that electronic 
spectra have not been observed because of predissociation effects and 
EPR transitions have not been detected because of the small value of 
the dipole moment of FO.

In this PES investigation, only three of the expected 11 ionic 
states of FO accessible with HeI radiation have been observed. This is 
due to problems associated with overlapping bands. Hence, although 
ionic spectroscopic constants (w , r^ and D^) were derived and adiabatic 
and vertical ionization potentials were measured for the three observed 
states, much work remains to be done to locate and characterize the 
higher ionic states of FO. It is hoped that this present work will 
encourage further spectroscopic and theoretical work on this problem.
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V-1 Introduction

A study of the reaction products of reaction V-1-1 was initiated
using photoelectron spectroscopy.

F + HNCO products V-1-1
The primary aim was to characterize the photoelectron spectrum of the 
NCO radical.

Although the NCO radical has been the subject of a number of 
spectroscopic investigations [1-4], it has not previously been studied 
with photoelectron spectroscopy. Most notable previous studies include 
analysis of its electronic absorption [1] and EPR spectra [2] recorded 
in the gas phase and a study of the infrared and ultraviolet spectra of 
NCO trapped in inert gas matrices [3]. Also, no spectroscopic studies 
have been performed on the low-lying ionic states of NCO and no estimates 
are available for the first ionization potential of this radical.
However, if the more recent value of (16.66±0.15) eV is assumed for the 
appearance potential of NCO^ from HNCO [5] determined from an electron 
impact mass spectrometric study, and an upper limit of D (H-NCO) is 
taken as (4.90±0.01) eV [6], obtained from a photodissociation study of 
HNCO in the vacuum ultraviolet region, a lower limit for the first 
adiabatic ionization potential of NCO can be estimated as (11.76±0.16) 
eV. The error in this value is likely, however, to be larger than the 
quoted figures as no attempt was made to monochroraatize the incident 
electron beam in the mass spectrometric study.

The aim of this work, therefore, was to use vacuum ultraviolet 
photoelectron spectroscopy to make a direct determination of the first 
ionization potential and to characterize the accessible ionic states of 
NCO.

V-2 Experimental

In this study the complete photoelectron spectrum of the products 
of reaction V-1-1 was recorded for several values of reagent mixing 
distance, in the range 1 cm - 16.5 cm from the ionization point.

HNCO was prepared by slow addition of concentrated aqueous 
potassium cyanate to orthophosphoric acid in a vacuum line. The
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products of the reaction were passed through two traps at 231 K (diethyl 
ketone/slush) to remove water vapour and then collected in a third trap 
held at 77 K. The major impurity in the sample was found from its 
photoelectron spectrum to be carbon dioxide and this was removed by 
several slow distillations between slush baths held at 231 K and 195 K 
(acetone/dry ice eutectic). The sample was admitted to the spectrometer 
from a slush bath held at 231 K and the spectrum obtained was found to 
be in good agreement with those published for HNCO previously [7,8].

The source of fluorine atoms was a microwave discharge (2.45 GHz) 
of a flowing F^/Hemixture (5% Fluorine, BOG Special Gases) in a glass 
tube. Complete dissociation of fluorine into ground state atoms was 
achieved, and monitored by recording the photoelectron spectrum of the 
discharge products alone.

The photoelectron spectrometer was of the electrostatic analyser 
type and has been described elsewhere [9]. For the conditions under 
which the NCO radical was observed, the usual resolution was 20-25 meV 
(FWHM) as measured for argon using Hela radiation. Spectral calibration 
was achieved using the Hela spectra of carbon monoxide, nitrogen, 
hydrogen fluoride and isocyanic acid. Unless otherwise stated, 
ionization potentials are quoted to an accuracy of ±0.01 eV and 
vibrational spacings to ±30 cm~^.

V-3 Computational Details

To aid analysis of recorded bands attributable to radical 
products of reaction V-1-1, calculations were performed on the primary
radical species, NCO.

2NC0(X ir) has a linear equilibrium geometry with the electronic 
configuration [1].

(lo)^(2o)^(3o)^(4o)^(5o)^C6o)^(lm)^(7o)^(2m)^

where the 2it molecular orbital is composed mainly of a nitrogen 2p 
atomic orbital with small contributions from C 2p and 0 2p atomic 
orbitals [10]. An ab initio calculation performed for NCO(X^m) shows 
that the 2ir, la, lir, and 6a levels should all be accessible via one-
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electron ionization from the neutral molecule with HeI radiation. Three
ionic states (^E”, will arise from ionization from the Ztt level,

3 1two ionic states (it, it) result from ionization from the 7a level, six
ionic states ( l”, 3L- 3. 3^+ 1 !„+A, E , A, E ) arise from ionization from the

3 1Itt level and two ionic states (it, it) will be produced from ionization 
from the 6a level. Also, as NCO* is isoelectronic with CO. and N.O and 
as the low-lying electronic states of NCO^ are expected to be linear 
[11], the known photoelectron spectra of carbon dioxide and nitrous 
oxide [12,13] can be used to predict the expected band envelopes in the 
photoelectron spectrum of NCO(X^m). On this basis, the (2w) , (7a)~
and (6a) ^ ionizations should give rise to sharp bands where the 

adiabatic ionization potential is equal to the vertical ionization 
potential, whereas the (Itr) ^ ionization is expected to give rise to 

broad bands characteristic of a large equilibrium geometry change on 
ionization.

In this work, values for the vertical ionization potentials for 
ionization to the 13 ionic states arising from the (2tt)"^, (7a)'^, (lir)”^ 
and (6a) ^ processes have been computed using the ASCF method. This was 
achieved by performing ab initio calculations using the ATMOL restricted 
open-shell method [14] on both the neutral molecule and the ionic state 
under consideration. These calculations were all performed at a linear 
NCO geometry with R(N-C) = 1.251 % and R(C-O) = 1.157 %. Since no direct 
experimental measurement of the equilibrium bond lengths in NCO(X^m) has 

been made, the above bond lengths have been estimated from the ab initio 
minimum energy geometry values of Thomson and Wishart [10] corrected, 
with the ratio of the N-C and C-0 bond lengths held constant, to give a 
total bond length equal to the upper limit of R(N-C-O), determined 
experimentally^ of 2.408 A [1]. Equilibrium bond lengths for NCO(X^Tr) 
obtained in this way are in close agreement with values suggested from 
the infrared spectrum of NCO and its isotopically substituted variants 
isolated in an inert gas matrix [3]. The basis set used in these 
calculations was a large basis of Gaussian functions. For each atom, a 
(9s5p) basis contracted to (4s3p) was used [15,16]. These functions 
were augmented by a d polarization STO function on each centre. The 
exponents used for these functions were taken from reference [17] and
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each STO was expanded in terms of three Gaussian functions [18] . The 
results of these calculations are shown in Table 1.

Table 1

Orbital
Ionized

Ionic State 
Produced

Computed ASCF vertical 
ionization potential (eV)

10.81
2ir 12.31

13.65

\ . 13.73
7a 1

16.36It

iz- 14.34
14.42

lir 14.49
14.72

^A 14.91
15.09

60 17.27
, ^ir 17.69

Calculated ASCF vertical ionization potentials
for the NCO(X^ir) radical.

V-4 Results and Discussion

The HeI photoelectron spectrum of the products of reaction V-1-1 
is shown in Figure 1(a). Clearly visible in this spectrum are bands 
attributable to HNCO (Figure 1(b)) and F atoms (the reactants), and HF, 
CO, CO2 and N-, which were found to be products of the reaction. Also 
observed are weaker bands due to molecular oxygen and oxygen atoms.
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obtained from the reaction of fluorine atoms with the glass inlet 
system. However, extra structure was seen in the 12.9-13.8 eV, 14.0- 
15.0 eV and 18.7-19.0 eV ionization energy regions. The most obvious 
new features were sharp bands at 12.92 and 14.73 eV. By varying the 
distance at which the reactant gases were mixed from the photon beam, 
it was found that these two bands decreased markedly in intensity at 
large mixing distances (>7 cm from the photon beam) with a corresponding 
increase in the bands associated with CO2, N2 and CO. Also observed at 
larger mixing distances were bands attributable to FCN [19]. It was 
also found that the relative intensities of the bands at 12.92 and 
14.73 eV remained constant over a wide range of experimental conditions, 
and on this basis the bands were assigned to ionization of the same 
short-lived molecule. An expanded view of the 12.8 to 14.5 eV ionization 
energy region is shown in Figure 2. Clearly, for the sharp band at 
12.92 eV the adiabatic and vertical ionization potentials are coincident 
and the band envelope is consistent with ionization from a non-bonding 
orbital, as expected for the band associated with the first ionization 
potential of NCO. Vibrational structure associated with this bami 
been analysed to give = 1130±30 cm"^ and = 1890±50 cm"^ (Figure 2). 
These values are slightly lower than the known values of = 1275 cm”^ 
and Vg = 1922 cm [3,4] in NCO(X^Tr). A slight reduction in the 
vibrational frequencies and on ionization is also observed in the 
first bands of the HeI photoelectron spectra of N2O and CO2 [12,13] and 
is supporting evidence for the possible assignment of the band at 12.92 
eV to ionization of NCO. However, the (Itt) ^ NCO ionization leads to 
three possible ionic states (see Table 1) and if the band at 12.92 eV 
is assigned to the ionization NC0*(X^Z") ^ NC0(X^^) then bands 
associated with NCO^(^A) and NC0+(^Z^) should also be observed. Figure 
2 also shows a sharp band at 13.56 eV whose experimental intensity was 
found to be proportional to that of the first band. Although this band 
was overlapped by a very small contribution arising from the first band 
of oxygen atoms, the relative intensity of the adiabatic vibrational 
component of the first band relative to the band at 13.56 eV has been 
measured as (3.4±0.3:2) (after correcting for the transmission function 
of the analyser),in good agreement with the expected 3:2 intensity ratio
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for the first two bands of NCO. One weak vibrational component was 
resolved associated with the second band, separated from the adiabatic 
component by (1150±40) cm ^. This is in agreement with the corresponding 
value observed in the first band and is assigned to excitation of the 
symmetric stretching vibration in the ionic state.

The ionization energy region above 13.5 eV gave no obvious 
evidence of a band associated with ionization to the NCO^(^Z^) state 
arising from the (2it)”^ ionization. Such a band would be half the 

intensity of the band at 13.56 eV, with a similar band envelope, at 
slightly higher ionization potential.

The lack of evidence for the expected third band arising from the 
first ionization of NCO as well as the large disparity between the 
notional first ionizational potential (12.92 eV) and the ASCF calculated 
value, and the value obtained from the appearance potential [5], led to 
further investigation of the ionization energy region 10 eV - 12 eV. 
However, no band with a similar envelope to the band at 12.92 eV 
ionization energy could be resolved; the sharp structure and the gain 
in intensity for this band (relative to the band at 12.92 eV) would have 
made identification relatively trivial. No peaks remained unassigned in 
the region up to 12.92 eV, that were more intense than the peak at 
12.92 eV. In the light of the absent third component of an ionization 
from NC0(X^^), the assignment of the peaks at 12.92 eV and 13.56
eV to ionization of NCO(X it) can not be made with certainty.

Further investigation of the extra structure observed in the 
spectrum of the product mixture revealed that additional broad band 
contributions are present in the regions 11.0 to 13.0 eV and 15.0 to 
18.0 eV ionization energy regions.

Inspection of the 15.0-18.0 eV ionization energy region (Figure 
3) revealed a broad band extending from 15.8 to 17.0 eV. After allowing 
for other contributions in this region from HF, HNCO, CO and N_, the 
intensity of this broad feature was found to be approximately proportional 
to the bands at 12.92 eV and 14.73 eV. The vertical ionization potential 
of this band is placed at (15.90±0.10) eV.

Inspection of the 11.0 to 13.0 eV region revealed a weak structured 
band with adiabatic ionization potential at 11.77 eV. This band was
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strongly overlapped by contributions from HNCO and 1 and
1 . S

^2^^ A) (Figure 4). The band could only be observed under conditions
when there was little or no HNCO remaining in the product mixture.
Studies with variations in the mixing distance and with initial reagent 
partial pressures revealed that the intensity of this band was propor­
tional to the intensity of the band at 12.92 eV, and hence arises from 
ionization of the same species.

The photoelectron spectrum of the products of reaction V-1-1 in 
the ionization energy range 18.0-21.0 eV is shown in Figure 5. Bands
attributable to CO^, CO, N2, HF and F atoms could be readily identified 
in this spectrum. A weak band at an apparent ionization energy of 19.17 
eV was attributed to autoionization of oxygen atoms in the ionization 
chamber arising from a small oxygen impurity in the HeI photon source 
[20]. Another weak band was also observed at 18.57 eV which, although 
found to be a product of reaction V-1-1, could not be assigned to any 
known species. However, by varying the mixing distance of the reactants 
above the photon beam and the partial pressures of the reactants this 
band was shown to be independent of the other bands at lower ionization 
energy. In fact, only three bands, at 18.69, 18.82 and 18.86 eV were 
found to vary linearly with the bands at lower ionization potential.

The identification of the short lived species that gives rise to 
all the additional features observed in the product mixture spectrum 
that are unassigned is still uncertain. It can, however, be concluded 
that the species is not NCO. Comparison with recent results obtained 
for Ng give the first VIP of 11.06±0.01 eV [21]. Therefore it would be 
expected that the first VIP of NCO, which is isoelectronic to N_, would 
have a lower IP than the derived value from the appearance potential, of 
11.76±0.15 eV [5]. Also it can be concluded that the observed band at 
11.77 eV, with vibrational separations of 990±30 cm”^, is not the first 
IP of NCO. The observed band is weak and broad compared with the 
second band at 12.92 eV, and does not maintain the expected 3:2 intensity 
ratio or band envelope for ionization to states derived from the 
configuration (i.e. NC0(X^v)(2^]"^ + NC0^(^Z", ^A,

The multitude of species recognized in the product mixture, 
illustrated by the occurrence of FCN and NO as well as the observation
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of the characteristic CN blue glow discharge from the region of reagent 
mixing, suggests that the reaction V-1-1 is highly complex. Slone et al
[22] have studied the reaction by observing infrared emission from the 
vibrationally excited HF molecules produced via:

F + HNCO + HF + NCO V-4-1

and suggest that the following series of reactions are occurring:

F + HNCO + HNF + CO 
F + HNF ^ HF + NF

V-4-2
V-4-3

Theyconclude that the observed HF infrared emission is consistent 
with a long-lived HNF. intermediate for reaction V-4-3. The occurrence 
of FCN (as observed in the pes experiments) suggests considerable
rearrangement of the basic HNCO geometry, and clearly does not arise 
directly but must occur either after, or in parallel to, the breaking of
a C-0 bond. The exact mechanism for the formation of FCN is not well 
understood, however estimates can be made of the heat of reaction of;

F + NCO FCN + 0

as +(51.8±34.3) kj mole ^ indicating that V-4-4 is the likely origin of 

FCN. The observation of FCN at longer mixing distances suggests that it 
is not the primary radical terminator for the NCO/F system. This 
suggests that a closed shell short lived molecule could be the primary 
product of secondary reactions. This view is supported by results 
published on a study of the reaction;

V-4-4

(SCN)^ (g) + Fg (g):==== 2FSCN (g) V-4-5

where FCN was also seen in the Photoelectron Spectrum of the products of 
reaction V-4-5 [23]. Jonkers et al did not suggest a mechanism for the
production of FCN in the related system NCS/F. Hence reaction V-4-4
could be written;

X + NCO [intermediate] t V-4-6
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[ intermediate] t FCN + other products V-4-7

The nature of the intermediate proposed is uncertain, but the 
unassigned spectrum recorded could arise from such a species, since it 
is seen in addition to FCN.

Comparison of the recorded spectrum with those of XNCO [24], where 
X = Cl, Br and I shows little similarity. This would suggest that any 
NCO fragment of the intermediate is not bonded through the nitrogen.

Comparison of the recorded spectrum with the recently published 
PES of FSCN shows several elements of similarity.

Firstly the first ionization shows considerable structure in the 
S-F stretching mode (840±50 cm . This compares with the recorded 
band at 11.77 eV, showing a vibrational series of 990 cm~^. Secondly 

there is a group of three sharp bands in the IP range 13.5-13.9 eV for 
FSCN. This would correspond to the observed bands at 12.92, 13.56 and 
14.73.

Hence the spectrum can be tentatively assigned to the species 
FOCN. This species is at present uncharacterized by any technique but 
an approximate value for the 0-F stretching frequency can be obtained by 
comparison with the related FOX molecule OF^. From the published data 

in OF2 [25] is 928 cm ^ and in OF^ [26] is 1032±40 cm”^ and the
first VIP is 13.36 eV [26]. This compares favourably with the structure, 
position and separation of the recorded band at 11.77 eV. The shift in 
first ionization potential can be explained by the substitution of an F 
atom in OF^ with the pseudo-halogen group CN in FOCN, as reflected by 
the reduced electronegativity of the CN group.

The tentative assignment of the recorded spectrum to the species 
FOCN is supported by general considerations of related molecules. Work 
is at present being conducted [27] to support the assignment with the 
aid of molecular orbital calculations and further experimental 
measurements.
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VI-1 Introduction

The hydrogen fluoride molecule (HF) has been the subject of a 
great many theoretical studies. Most of these studies have dealt with 
the evaluation of ab initio SCF total energies and dipole moment for 
HF(X^E^), but also numerous papers have been published which treat HF 

within the framework of alternative theoretical approaches. A full 
bibliography of papers will not be given here but is available in 
references [1-3].

This study has been undertaken with the aim of calculating 
potential curves, and evaluating spectroscopic constants, for HF(X^Z^) 

and the two ionic states accessible to HeI radiation. The two ionic 
states, formed by one electron ionization of HF are, HF^(X^n.) and 

The evaluated spectroscopic constants are then used to 
calculate Frank Condon Factors (FCF's) between the neutral and ionic 
vibrational state energy levels. This data is then used, along with 
relative population distribution data for the neutral vibrational levels 
to compute photoelectron band envelopes for the two ionization processes. 
The ultimate aim is to predict the HeI photoelectron band envelopes 
using the HF(X^Z^) Boltzmannized room temperature distribution. In 

addition both the initial and intermediate non Boltzmann vibrational 
distributions, obtained via measured relaxation infrared chemilumines­
cence, for the F + and H + F2 reactions will be used. These 
predictions would then be useful in analysing band envelopes of 
vibrationally excited HF, when they are observed by PES.

It is necessary that the theoretical model chosen should have an 
accuracy within the experimental accuracy of the PES experiment. The 
method chosen, because of its availability and generality, is the HFR- 
SCF method with correlation energy effects being accounted for through 
Cl (these methods are explained in Chapter Ila).

Previous HFR-SCF calculations, performed at the Hartree-Fock
limit, have been published by Cade and Huo [4] and dementi [5]. Both
papers used a Slater type orbital basis set with optimisation of
orbital exponents. Potential energy curves have also been computed for 

1 +HF(X E ). No optimised basis set has been published for the ionic states.
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but SCF potential curves have been evaluated using a number of basis 
sets, using optimised atom exponents [5-8]. Beyond the Hartree-Fock 
limit, HF and its ion states have received much attention. Correlation 
energy contributions have been evaluated by several approaches 
including:
(1) Many Body Perturbation Theory (MBPT) calculations on HF(X^Z^) at 

the experimental bond length [9-14] and a series of internuclear 
separations [15].

(2) Pair Natural Orbital Configuration Interaction [PNO-CI) and 
Coupled Electron Pair Approach (CEPA) pair theories have been 
applied to HF(X^E^) at the experimental geometry [16]. Also 

potential curves and spectroscopic constants have been computed 
for both the ground state HF(X^Z^) [17] and the ground ionic 
state HF*(X^n) [18].

(3) Multiconfiguration SCF (MC-SCF) calculations have been performed 
on HF(X^Z^) at the experimental bond length [19] and for a series 
of internuclear separations [20-22].

(4) Ab initio SCF-Configuration Interaction Studies (SCF-CI) have been 
performed at the experimental bond length [23] of HF(X^Z^).
Potential energy curves of [2,25] and HF^(X^n) [25] have
been computed with this approach.

The study presented here is also of the ab initio SCF-CI type. 
However, it differs from previous studies of this type in that HF^(A^Z^) 
is included in the investigation. Also it has the general aim of 
treating HF(X Z ), HF (X^n) and HF (A^Z ) to the same degree of 

sophistication within the ab initio SCF-CI method.

VI-2 Computational Details
The electronic configuration of HF(X^Z^) can be written as:

lo^2o^3a^lm^

The Itt and 3a levels are accessible to HeI radiation and are character­
ised as fluorine non bonding and sigma bonding orbitals respectively.
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The (Itt) ^ ionization gives the HF^(X^n) state whereas the (3o) ^ 

ionization gives the state (see Figure 1).
This study consists of four distinct computational stages, the 

SCF step, the Cl step, the potential curve analysis and the FCF 
calculations. These stages will be discussed in turn.

SCF Step: SCF calculations were carried out on each of the states 
under consideration to find stationary energies for the configurations in 
Figure 1, for a series of fixed internuclear distances. Calculations 
were performed using modules from the ATMOL-3 suite of programs [26] 
implemented on the dual IBM 360/195 facility, at SERC Rutherford Lab.
The basis set used for all states was basically that of Cade and Huo [4], 
modified to satisfy the restrictions of the ATMOL integral evaluation 
program. The modified basis set used is tabulated in Table 1. Bond 
lengths were chosen within ±0.2 X of the known equilibrium bond length 
in increments of 0.05 R, for all the states. No attempt was made to 

investigate regions of the potential curves outside these limits.
Cl Step: The Cl expansion for each of the states were performed 

using the SPLICE bonded function Cl program [27], implemented at 
Rutherford Laboratory. The orbital space in each case was a transformed 
set of SCF moleculat orbitals, but with -the lo molecular''orbital 
(essentially fluorine Is in character) kept doubly occupied, and the 
4 highest virtual orbitals excluded from consideration. The configura­
tion space treated consisted of all single and double excitation species 
generated from a single root function comprising the SCF configuration. 
The initial configuration list for the ion states proved too extensive 
for practical computation and selection of configurations had to be 
utilized. Selection of configurations was achieved by a perturbative 
procedure (as outlined in Chapter 2) using cumulative selection for the 
HF^(X^n.) state and a single threshold level for the HF^(A“Z^) state.
This led to 3205 bonded functions being considered for HF(X^Z^), 2500 
bonded functions for HF^(X^m) and 2500 bonded functions for HF^(A^Z^).

Cl energies were calculated, from the final configuration list, for each 
of the SCF data points for all 3 states.

Potential energy curve analysis: The computed Cl energy curves 
for all three states were fitted to a Dunham five constant fourth order
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Figure 1

ElecFronic configurations of HF and HF'*’

HF(X'Z1 1o'2o'3oMrT"

HF^(Xn) lCT"2o-"3alTT’

HF+(A'I^) 1o'2a 3a'Itt'^
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Table 1

Orbital Type Centre Exponent, g

Is F 14.10946
Is' F 7.94374
2s F 1.93465
2s' F 3.25633
35 F 9.92540
2p F 1.40701
2p' F 2.37325
2p" F 4.27843
2p'" F 8.97251
3d F 1.83539
3d' F 3.36796
4d F 2.70010
Is H 1.37261
Is' H 2.46048
2s H 2.46147
2p....... H 2.92262

Basis set used In all SCF calculations,
modified from reference [4].
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polynomial. The resultant coefficients were used to derive values for 
the standard spectroscopic constants (see Chapter Ilb). Tliis procedure 
was achieved by use of the program VIBROT implemented at Rutherford.

Calculation of Frank Condon Factors: Frank Condon Factors (FCF's) 
were calculated between 10 vibrational levels of the neutral state and 
10 vibrational levels in each of the ion states. These values are then 
used, along with initial state vibrational level relative populations, 
to calculate relative intensities of each vibrational component. The 
position of each of the vibrational components is also computed, in eV 
ionization energy, from the input adiabatic ionization potential, and 
vibrational term values between the states. These results were 
calculated using the program FCF (see Chapter lib) implemented at 
Rutherford.

VI-3 Results and Discussion

The calculated SCF and Cl energies, for each value of the bond 
length, are given in Tables 2-4, for each state. Also the spectroscopic 
constants derived from the results of the Dunham analysis of the SCF and 
Cl potential curves, are tabulated in Tables 5-7, along with previously 
published calculated and experimental values.

Examination of the SCF + Cl data, for each state, reveals that
the calculated values for m x , r , a„ and B are in good agreemente e e e e e * “
with the experimental values. The total energies calculated are 
consistently higher than the experimental values, showing that the Cl 
treatment has not recovered all the correlation energy. For the neutral 
HF(X^Z^) and ground ionic state HF^(X^n) more accurate results have been 

obtained by Rosmus and Meyer [17,18] using PNO-CI and CEPA methods. It 
should be noted however that pair methods are not variational 
calculations and do not give an upper bound energy, as does the Cl 
calculation. Estimates of the proportion of the total correlation 
energy recovered by the Cl calculations are not possible because Hartree 
Fock SCF energies have not been evaluated for the ion states. However, 
for the neutral 59% of the total correlation energy has been recovered. 
This is restricted by the quality of the AO.basis set used and the
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Table 2

R E(SCF) -V/T E(Pair)^^^

1.6328 -100.0665754 1.99907 -0.24090 -100.307464
1.6828 -100.0680338 1.999737 -0.24184 -100.309858
1.7328 -100.0675980 2.00033 -0.24728 -100.310367
1.7828 -100.0656003 2.00085 -0.24374 -100.309328
1.8328 -100.0623186 2.00131 -0.24471 -100.307015

Energy vs Bond Length Data for HF[X^Z^)
(a) All figures in atomic units.
(b) Pair energy calculated from a full configuration space of 

single and double replacement functions.
(c) E(CI) = E(SCF) + E(Pair).

Table 3

R E(SCF] -V/T ECPair]^^^ E(CI)(^)

1.7828 -99.53691314 1.99931 -0.19146 -99.7283741
1.8328 -99.53778021 1.99937 -0.19217 -99.7299408
1.8828 -99.53757955 2.00010 -0.19270 -99.7302808
1.9328 -99.53650970 2.00042 -0.19328 -99.7297843
1.9828 -99.53473196 1.99932 -0.19385 -99.7285794

Energy vs Bond Length Data for HF^(X^n) (a)

(a] All figures in atomic units.
(b) Pair energy calculated from a selected set of 2500 

configurations.
(c) E(CI) = E(Pair) + E(SCF).
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Table 4

R E(SCF) -V/T E(Pair)^^^

2.0828 -99.4157705 2.00070 -0.192180 -99.6079448
2.1328 -99.4169448 2.00053 -0.192198 -99.6091304
2.1828 -99.4177359 2.00038 -0.192205 -99.6099354
2.2328 -99.4182096 2.00025 -0.192204 -99.6104083
2.2828 -99.4184224 2.00014 -0.192192 -99.6106092
2.3328 -99.4184224 2.00004 -0.192171 -99.6105881
2.3828 -99.4182506 1.99996 -0.192145 -99.6103905
2.4328 -99.4179418 1.99990 -0.192111 -99.6100485
2.4828 -99.4175267 1.99984 -0.192067 -99.6095872

Energy vs Bond Length Data for
(a) All figures in atomic units.
(b) Pair energy calculated from a selected set of configurations 

consisting of an average 2500 configurations.
(c) ECCI) = E(SCF) + ECPair).
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truncated configuration space considered, where no excitations higher than 
double replacements were constructed.

It should be noted that the dissociation energies listed in 
Tables 5-7 for the SCF + Cl data have been derived from the energy 
difference between the potential minimum energy and the total energy of 
the dissociated products, i.e.

D. E(r = «>) ECr = Tg) VI-3-1

For the SCF data, energies of the dissociated atoms were evaluated using 
the separated atomic basis sets. This principle could not be applied to 
include Cl because the configuration generation program of SPLICE 
considers orbitals with symmetry of one of the molecular point groups.
In this case the energies of the atoms were taken as the experimental 
energies, and the energy of the dissociation products evaluated 
accordingly.

The discrepency between calculated SCF + Cl spectroscopic constants 
and the accepted experimental values are summarized in Table 8, with the 
absolute difference and % difference tabulated.

The differences for r^ and w are all within 2% of the experimental 
values except for the anharmonic term (w x ) and rotational constants 
(Og, Bg) the discrepency is often larger (the computed value of in 
HF^(X^n) is obviously in error and not considered for comparison). In 

general these results are highly satisfactory, particularly in view of 
the fact that the dominant factors in determining the photoelectron FCF's 
are m , and the change in bond length on ionization, both of which are 
calculated to give small differences from experimental data. Assuming 
a Morse potential in each state the calculated values of w^x^, and 
r , for each state, were used as input to calculate FCF's between ten 
vibrational levels of HF(X^E^) and ten vibrational levels of HF^(X^II).
The same procedure was also adopted for the same ten levels in HF(X^E^) 
and the seven lowest levels of HF^(A^E^). Only seven vibrational levels 
of HF(A^E^) were found to be below the dissociation limit, reflecting the 
low dissociation energy of that state.

1 +
The FCF's calculated for the two bands, arising from HF(X Z )

HF^(X^m) (2^J"^ and HF(X^Z^) + HF^(A^E^) (2o0"^ ionizations, are tabulated
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in Tables 9 and 10. The component positions are determined using 
published experimental adiabatic ionization potentials [30,31] and the 
term values derived from input spectroscopic constants. Experimental 
component intensities are obtained from the TCP's via the relative 
populations of the initial vibrational state.

In this work relative vibrational level populations for a range 
of vibrational temperatures, assuming a Boltzmann distribution were used. 
In addition initial and intermediate non-Boltzmann relative vibrational 
distributions produced in the reactions:

t,H + F. + HF'(v" g 10) +

t,F + Hg + HP (v" ^ 3) + H

I

II

were used. Intermediate data was used to gain an insight into the 
experimentally detectable intensities, since the initial population 
distribution is an instantaneous quantity and is probably not directly 
observable by PES. The partition of vibrational energy between 
vibrational levels in HP, formed in reactions I and II, has been 
investigated using the method of Infra-Red Chemiluminescence [32,33].
By measured relaxation the primary rate constants (k^,) for the formation 
of HF in vibrational state v' can be obtained. This depends on 
measuring the relative intensity of IR emission from each Rotational- 
Vibrational transition, and knowing the corresponding Einstein A 
coefficients. The primary rate constants are directly proportional to 
the number density for the Vib-Rot state, hence initial relative 
population distributions can be obtained. Table 11 contains a summary 
of the relative vibrational level populations of neutral HF, for a 
range of vibrational temperatures, for the non-Boltzmann initial 
distributions from reactions I and II and for the intermediate case.
Data for the intermediate distribution was obtained from the results of 
IR Chemiluminescence [32,33] studies, using intensity data after a dwell 
time of 0.8 milliseconds. This period was chosen because it would not 
be experimentally feasible under PES conditions to monitor at shorter 
dwell times, and 0.8 msecs is significantly less than the radiative 
lifetime of HF, which is 2-5 msecs [34].
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Experimental intensities for the PES vibrational components for
both ionizations of HF, using the population distributions in Table 11,
were calculated assuming a transmission function with an inverse kinetic
energy dependence [35]. Also the electronic transmission moment over a
band was assumed to be constant for each of the ionizations, for all
vibrational transitions. Plots of calculated spectra were made using
computer graphics facilities. The peaks were plotted assuming a
Gaussian profile, with half height widths calculated assuming a 25 meV 

+ 2At ( P^) peak width. The resulting simulated PE spectra are presented 
in Figures 2-9.

As can be seen there is a startling change in the band shape, 
for the various vibrational populations considered. The band shape, 
for both ionizations, for the room temperature distribution show a 
remarkable resemblence to the only experimentally recorded PES spectrum 
[31]. This result arises from the close agreement obtained between 
the calculated and experimental spectroscopic constants, used in 
calculating component intensities for the simulated spectra. The band 
shapes obtained for the intermediate distribution represent the probable 
PES experimentally detectable band shapes for vibrationally excited HF

VI-4 Conclusions

This work has enabled the complete prediction of the, as yet, 
unrecorded experimentally, PE spectrum of vibrationally excited HF.
The possibility of detecting vibrationally excited HF requires an 
improvement in sensitivity and pumping speed of the present photoelectron 
spectrometer. This may become feasible with the advent of sensitive 
multichannel photoelectron spectrometers, using continuous signal 
averaging data acquisition techniques. However the detection of 
vibrationally excited HF has already been reported using mass spectro­
metry [36], but no resolution of vibrational structure was possible.
It is hoped that this work will stimulate research effort into 
experimental verification of the computed component intensities and 
positions, by PES.
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Chapter I

Basic Principles of Multidetector 
Spectroscopy
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I.l Introduction

The underlying principle of all spectroscopic experiments is to 
measure the intensity of photons or charged particles as a function of 
energy or mass. This traditionally involves using an energy or mass 
analyser which disperses the incident energy or particle beam on to a 
detector (Figure 1). By scanning the analyser a small part of the 
spectrum can be detected at any one time. The resolving power of the 
analyser is a function of the slit widths employed. Reducing the slit 
widths of an analyser will increase the resolution of the analyser. 
However the sensitivity of the analyser will be reduced as the slit 
width is narrowed. The interrelationship between resolution and 
sensitivity is the controlling factor in determining experimentally 
acceptable slit widths.

To remedy this situation and to make use of the whole dispersed 
image, or a greater part of it, a multichannel system is needed. Such 
a system will detect all, or a considerable part of, the dispersed 
image (Figure 2).

I.2 Multidetector Spectroscopy

Multichannel spectrometers can be sub-divided into multidetector 
spectrometers and single detector spectrometers. Multichannel-single 
detector spectrometers employ a multiplexing scheme to evaluate the 
intensity in each channel. Two such multiplexing schemes are the 
Fourier Transform and Hadamard Mask methods. The former has found 
extensive application in radio frequency and infrared spectroscopy.

Multichannel-multidetector spectroscopy is a direct and obvious 
extension to the traditional single channel spectrometer. A multi­
detector spectrometer would have a large slit width such that intensity 
in several channels in the spectrum would be detected simultaneously 
with a separate detector for each channel. The number of detectors 
required is related to the number of channels in the whole spectrum by:

ND «C/«B 1-2-1
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Figure 1a

Schematic single channel absorption spectrometer

Figure 1b

Schematic single channel dispersion spectrometer



151-

Figure 2
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Where is the number of channels in the complete spectrum and 
a channel of a spectrum is defined as a specified narrow energy range, 
usually less than the width of a single line. Ng is the number of 
spectral bins where a bin is a specified wide energy range that can be 
detected simultaneously. The number of bins in a spectrum is determined 
by experimental design of the disperser. For uv PES the complete 
kinetic energy spectrum spans 10 eV and the narrowest recorded width of 
1 line is approximately 10 meV. Hence the maximum number of channels 
required is essentially 1000. For complete peak characterization the 
number of channels required could be of the order of 10^. Hence 100 

bins would require 100 detectors, where each bin would comprise of 100 
channels, i.e. 1 meV per channel.

The advantages of multichannel-multidetector spectroscopy extends 
beyond the immediate gain in experimental sensitivity arising from 
using larger slit widths. There arises two further, interrelated factors 
when a multidetector spectrometer (Ng detectors) is used to scan a 
spectrum consisting of channels spanned by Ng bins.

Firstly there is a time factor. Since data for 1 bin can be 
accumulated in the same time as data for 1 channel, in a single channel 
spectrometer, then the entire spectrum will be acquired Ng times faster. 
If Tg is the acquisition time for the entire spectrum, for a single 
channel spectrometer, and T^ for a multidetector spectrometer, for the 
same spectrum, then:

M
1 T 1-2-2

Secondly there is the signal to noise enhancement factor. It 
follows that if the whole spectrum can be accumulated Ng times faster 
using a multidetector, then the measurement can be repeated Ng times 
for each bin, resulting in the spectrum being accumulated over the same 
period of time as using a single detector.

For noise proportional to the square root of the signal strength 
(Source Limited Noise) then for Ng repeated measurements the signal to 
noise ratio will be improved. If Sg is the signal strength for a 
single measurement and Ng is the noise, and Kg the proportionality
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constant. Then:

1-2-3

If is the signal accumulated over measurements, i.eD

1-2-4

Therefore, the noise observed for the repeated measurement, N^, will be

1-2-5

Hence the signal to noise ratio will improve by a factor of /N^, for 
repeated measurements.

Source Limited noise is not the only component in an observed 
noise profile. For weak signals the major noise contribution is 
proportional to the signal strength (Fluctuational or Scintillation 
Noise). Hence repeated measurements in this case will not improve the 
recorded signal to noise ratio.

The two factors considered above are dynamically interrelated, 
and can be traded off against one-another in a variety of intermediate 
ways in any one single experiment.

Hence for a typical PES application with N^ = 100 and N^ = 10^, 

a spectrum can be accumulated 100 times faster using a multidetector 
instrument for the same experimental signal to noise ratio as that for 
a single channel instrument under the same conditions. Conversely an 
improvement of 10 in the signal to noise ratio would be found if the 
spectrum is acquired over the same period of time as in the single 
channel case.

1.3 Multidetector Techniques Applied to PES

Early multidetector electron spectrometers were just a simple 
extension of the single channel instrument, where the extended electron 
image was detected by an array of individual detectors. Such an 
instrument, as constructed by Nilsson et al [1] had severe limitations
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on spatial resolution imposed by the size of each detector in the array. 
Also a major disadvantage was the large quantity of electronic equipment 
needed to process the output from each detector. Individual channel 
electron multipliers have been successfully used for a number of years 
for the detection of charged particles and ionizing radiation. They are 
however limited in their usefulness in a multidetector array because of 
their physical size. However most of the electrical performance 
characteristics of channel multipliers are not a function of channel 
length or diameter, but only a function of the ratio:

length/diameter 1-3-1

This enables an almost arbitrary size reduction possible, with no 
loss of performance, to form a micro channel plate (MCP) for use as an 
imaging high gain electron detector. The first operational MCP's were 
built between 1959 and 1961 [2], but it has not been until recent years 
that the reliable manufacture of MCP arrays has been possible. The MCP 
provides an area capable of electron multiplication by independent 
channels such that spatially separate simultaneous events can be 
resolved. The channel size can be as small as a few tens of microns 
with channel densities of the order of 10^ channels per square cm.

The MCP array is used as an extended electron multiplier with the 
output being imaged on a suitable position sensitive detector.

Two major techniques have been developed to determine the position 
of individual electron events over the extended image. These are 
charge division techniques and image scanning techniques, which will be 
discussed separately.

In charge division techniques the extended electron image is 
multiplied by an MCP, and subsequently impinged on an anode. Anodes 
that have been used are high resistance carbon coated silica filament 
wires [3] for one dimensional position analysis. Also resistive anodes 
have been developed and used in imaging devices [4-6] with two 
dimensional positional sensitivity. With resistive anodes the incident 
charge divides and the arrival position is determined from the current 
measured at each end, or at the corners, of the device. Electron
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imaging devices using the resistive anode for position sensitive 
detection are limited by the relatively large dead time characteristic 
of the devices and the associated electronics. Whole device event 
rates in excess of 10^ events/sec will lead to saturation and loss of 

data. However such devices are very sensitive, enabling detection of 
single primary events, also they are event driven, i.e. the arrival of 
an individual primary electron, in the extended image, will trigger 
detection of the arrival position.

In image scanning techniques the multiplied secondary electrons 
from the MCP are impinged on to a photosensitive area, usually a 
phosphor screen, to convert the charged particles to photons. The 
positional information is then retained by the photon output and is 
detected by an image sensing element. Commonly used image sensing 
devices are discrete photodiode arrays (Charge coupled devices) or 
scanning optical pick-up tubes (television cameras). There have been 
many implementations of both types of image scanning devices.

The first operational PES multidetector spectrometer, used a TV 
camera pick-up tube for optical sensing [7]. Weeks et al [8] also
used a TV camera for parallel detection, angle resolved electron 
spectroscopy, where the angular dependence of ionization provides the 
primary electron image.

A CCD imaging device has been chosen by Hicks et al for their 
multidetector, electron energy loss spectrometer [9].

The two devices have their relative merits. TV pick-up tubes 
are more sensitive. However CCD devices are small light-weight devices 
and offer in particular notable low noise performance. Also CCD 
devices have no high voltage and magnetic components to possibly disturb 
the field free region around the spectrometer.

The instrument developed by the PES group in Southampton uses a 
MCP array to intensify the extended electron image produced by the 
photoelectron spectrometer analyser. The position sensitive detector 
is the optical image scanning type with a TV camera pick up tube 
monitoring optical output from a phosphor screen.

The instrument is described fully in Chapter II.
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II.1 Introduction

The design philosophy for the multichannel instrument is 
basically that of the earlier instruments, with specific additions and 
refinements for the multichannel detector.

The major features of the instrument are outlined in Figure 1, 
showing similarities with the instrument described in Part I, Chapter 
3. The discussion in this chapter will cover the features of the 
multichannel instrument which represent enhancements over the previous 
generation of instruments.

II.2 Vacuum System

As shown in Figure 1 the instrument is comprised of three vacuum 
chambers, namely the ionization chamber, the analyser chamber and the 
detector chamber, each of which will be described in turn. The vacuum 
system was designed to allow instrument operation with high through­
put of sample gas whilst reducing contamination of the analyser and 
detector surfaces.

The ionization chamber is pumped by two separate vacuum systems.
Bulk pumping of the chamber is facilitated by an Edwards Diffstak
160/700 vapour diffusion pump with integral butterfly valve, backed by
an EDM20 direct drive dual stage rotary pump. No cryotrap was
included, because of the minimal backstreaming characteristic of the
Diffstak. The primary function of this system is to pump gas samples
directly, maintaining a gross chamber pressure of less than 10“^ mbar.
Differential pumping of a region directly in-front of the slits (^dO 

3cm volume) is facilitated by a second vacuum system consisting of an 
Edwards Diffstak 100/300 backed by an EDM6 direct drive rotary pump.
This pumping is achieved by a vacuum duct introduced through the side 
of the ionization chamber. The differentially pumped volume has a set 
of slits to allow free passage of photoelectrons to the analyser slits. 
This system serves to reduce the flux of sample gas entering the analyser 
chamber, from the ionization region.

The analyser chamber is pumped by an Edwards Diffstak 160/700, 
backed by an ED660 36 m^/hour rotary pump. The large volume rotary
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pump was chosen to enable fast pump-down time, when roughing out the
instrument, which has a total volume of approximately 0.5 m^, from 
atmospheric pressure. The vacuum system maintains a chamber pressure, 
as measured by an ionization gauge, of less than lO"^ mbar under
operational conditions.

The detector chamber was fitted with a separate pumping system to 
ensure complete degassing of the detector. The sensitive surfaces of 
the multichannel plate and the close proximity of high voltage and 
earthed components makes the operation of the detector in a high vacuum 
essential. Safe detector operation is only possible at pressures less 
than 10 ^ mbar, above which spark discharges occur. The vacuum system 
consists of an Edwards Diffstak 100/300 backed by an EDM6 rotary pump. 
This is in addition to pumping via the analyser chamber which has an 
opening to the detector chamber at the analyser exit point. An 
ionization gauge was used to directly measure the detector chamber 
pressure. It was found that out-gassing of pockets of gas from the 
intricate structure of the detector and its mounting, necessitated 
extended pump down periods (typically 'v3 hours) for safe operation.

Backing line pressures on all vacuum systems were measured by 
Pirani gauge heads, Edwards PRIOS, controlled by an Edwards Pirani 10 
control box (1 for 2 heads). The entire vacuum system is controlled 
through a relay activated switch gear, which ensures logical operation 
of rotary pumps and diffusion pumps. Also fail safe alarm circuits 
were incorporated to facilitate safe shut down, and alarm alert in the 
event of loss of vacuum or failure of the coolant water supply. In the 
event of such a failure the Diffstak heater current, detector supply 
voltage and ionization gauge head supplies are switched off, and an 
alarm sounded.

II.3 Electron Energy Analyser

The electron energy analyser used in the instrument is of the 
same type as the previous generation of instrument, namely a 150° solid 
sector hemispherical electrostatic analyser. To improve the dispersion 
and resolution a mean sphere radius of 20 cm was implemented, with a 
4 cm intersphere gap. The hemispheres were machined from solid
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aluminium by Leisk Engineering Limited [1].
The DC voltages for each hemisphere could either be supplied 

from a mechanical ramp generator, for manual control, or be output from 
two channels of an eight channel digital to analogue converter, for 
automated control.

An area electron detector samples the entire electron image from 
the analyser at the image plane. The dispersion of the electron image 
determines the energy range of any one spectral bin, which is analysed 
as a number of equally spaced channels. The dispersion of the electron 
image over the detector can be deduced using the method of Purcell [2], 
using the analyser parameters for the analyser used.

Consider an electron travelling on the trajectory A to F in Figure 
2, traversing through regions I, III and II. In region I an electron 
will travel in a straight line, on a divergent path until an abrupt 
I/III boundary is reached (no fringe effects will be considered in this 
analysis). The electron path subtends an angle, a, radians with the x 
axis, with a velocity in region I given as:

VgCl + g) II-3-1

where v^ is the mean pass velocity, for the given potential difference 
between the hemispheres,AV,and for an electron entering region III 
perpendicular to the boundary. The radius of the trajectory of such 
an electron in region III will be:

(R^ + R^)
II-3-2

g in II-3-1 represents a possible spread in velocity of the incident 
electrons.

In region III the electron experiences the radial inverse square 
electric field given by:

£Cr) ^1^2
(R2 ^1)^2

AV. II-3-4

and assumes an orbit throughout region III and exits abruptly at the
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II/III boundary, into the field free region, region II. The problem is 
to evaluate the path DF and hence optimise parameters a and S for the 
maximum luminosity and resolution of the analyser. This would enable 
an expression to be obtained for the energy of electrons across the 
dispersed electron image as a function of position along axis OF.

Using the coordinates in Figure 3, the trajectory of an electron 
of velocity v in region I is:

y^ = - x^) II-3-5

In region III the generalized trajectory is found from the equations of 
motion and is:

i
r P cos$ + Q sincj) + 1 II-3-6

+ g)

with r = r^(l + z), where z is small and represents the proportional 
displacement of the trajectory from the mean path, r^.

Substituting, rearranging and dropping powers of 3 we obtain:

23 - r^P cosj) - r Q sin^ II-3-7

The constants P and Q are determined from the boundary conditions on the 
I/I 11 boundary, i.e. when = 0. This gives:

z = ctj^sinj) + (•
^1^10

23)cos(j) + 23 II-3-8

On entering region II, the y^g displacement is given as:

^20 = II-3-9

This occurs when * = hence substituting II-3-8, for z, II-3-9
becomes:

20 r^[aj^sin<l> + (■"l^lO 23)cos$ + 23] II-3-10
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In region II the electron travels in a straight path, given by:

II-3-11

where the divergence on crossing the III/II boundary, a„, is given as:

-dz
d(j) at = $

1. e.

a
^1^10

2 = -a,cos$ + (•

hence y2 becomes:

^2 = r^[o^sin$ + ( ^

+ X2[a^cos$ - ^

Using the identities

26)sin#

°I*I0
26)cos# + 26]

26)sin#]

tane '10

II-3-12

II-3-13

II-3-14

II-3-15

tant '20

tan(0+T) =
^^0 " ^10^20^

-tan#

II-3-16

II-3-17

and rearranging II-3-14, for X2 = X2Q then the dispersion at X2Q is
given as:

■''■Of)Y2 = 26r^[l - cos# + C—^gsin#) II-3-18

Where Y2 is the distance y2 at X2 = ^20' dispersion along axis OF,
denoted Y^, would be a simple projection of the distance, i.e.:

Yjg = Y2COST II-3-19
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To evaluate optimized parameters, and g. for the greatest 
dispersion at F, equation II-3-8 is used with r = r (1 + z), i.e.:

r = r^[a^sin + (
^1^10

2g)cos(|) + 2$ + 1] II-3-20

Differentiating with respect to with x.^, r^ and 6 constants
gives:

( dr'
a^,g,x^Q,r^ ° ^r^a^cos* - r^[—^— - 2g)sin* II-3-21o^ ro

The radial dispersion in region III will be at a maximum, or 
minimum, when II-3-21 is zero. Putting II-3-21 equal to zero and 
rearranging gives:

r^a^cos* = r^(
^1^10

or. 26)sinb II-3-22

or:

a.
tan(j) =

.^1^10 II-3-23

The largest dispersed image should be obtained at the III/II
boundary, i.e. when * = $. Hence II-3-23 becomes:

'■10— tan$ - 1) = 2gtan$ II-3-24

Using II-3-15 this becomes:

a.(tan8tan$ - 1) = 2gtan$ II-3-25

Rearranging II-3-24, using trigonometric identities we obtain:

= 2sin26 II-3-26
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For the analyser used, 9 = 15° hence

a. II-3-27

This equality is a property of a symmetrically placed 150° solid sector 
sphere.

Using equation II-3-20 with the values:

= 22 cm
18 cm

= $ 150' II-3-28

X10
20 cm
lytanGo

Oi and 6 can be evaluated as:

g = 2.5 X 10' II-3-29

Using this value of g, the range of velocities of electrons in the 
entire extended image, for a set mean pass energy can be evaluated.

Uj is used to calculate the minimum collimating slit widths for 
electrons entering the analyser that would ensure all electrons in the 
specified energy range would be focused on to the dispersed image.

From II-3-1 the maximum and minimum velocities over the extended 
image at the III/II boundary are given as:

^max =
II-3-30

Hence the velocity range covered by the extended image is;

Av
V 2g = 5 X 10 -2 II-3-31

This represents an energy range of:

AE = 4g = 0.1 II-3-32
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Hence the range of energies of electrons comprising the extended 
image is 10% of the mean pass energy. All electrons leaving region III 
travel in a straight line through field free region II to strike the 
detector positioned on plane OF centred on F. The energy of the electrons 
detected, as function of the position from the centre of the detector, 
can be evaluated. Also the range of energies detected, for a given mean 
pass energy, can be evaluated to give the width of the spectral bin.
Figure 3ashows the coordinates systems in region II.

Using equation II-3-18, and rearranging using trigonometric 
identities we obtain:

^2 = 4r^^

Transferred to detector centered coordinates

II-3-33

4r gcosT II-3-34

Rearranging for g gives:

Y,
g 4r COSTo II-3-35

And substituting in:

E = E^^l + 6) II-3-36

Gives;

E (1 + ^—El---
o^ 4r COST II-3-37

Equation II-3-37 gives the energy of a particle striking the 
detector along the axis, centred on the detector, as a function of 
mean pass energy. Using the values;

= 20 cm
T = 15^
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II-3-37 simplifies to 

E E^(l + 1.294 X 10"^YgP^ II-3-38

For a detector of radius 1.1 cm Figure 4 is a plot of function II-3-38. 
The spectral bin width as a function of the mean pass energy is given as

Eg = 1.294 X 10' 2DW
Where is the detector width, = 2.2 cm. Figure 5 is a plot of Eg
as a function of E .o

The optimized value of can now be used to calculate entrance 
slit widths, which would allow electrons with an energy spread of 48 to 
pass to the exit region of the analyser. The value of a, is limited by 
the intersphere gap with the ratio a./8 constant for any one analyser 
arrangement. Figure 3b is a diagram of the entrance slit region, 
showing the axis systems, and the double collimating slits.

For a finite width source, Browne et al [3] used the equation;

Cd^ + s) 
^10 II-3-40

Where d^ is the primary slit offset, s is the finite source width (throat 
of the ionizing radiation beam) and and are defined as before. 

Rearranging for d. gives:

dl = Xjpci - s

The secondary slit offset is given by:

^2 = - g) - ^

where g is the inter-slit gap.
Using the values:

= 2.5 X 10 ^

s = 0.05 cm
= r^tane = 5.359 cm

g = 2.4856 cm

II-3-41

II-3-42
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The slit offsets are found to be:

= 0.84 mm
d- = 0.22 mm

Hence the optimized entrance slit widths, for centered slits are:

Front slit width = 0.44 mm
Rear slit width = 1.68 mm

Exceeding those widths will not increase the luminosity of the analyser 
since electrons will collide with the analyser surfaces, if they are 
within the specified velocity range. However electrons beyond the 
derived energy range could follow a trajectory to the detector, hence 
resulting in loss of focus in the extended image.

The treatment used here has considered electron trajectories in 
three defined regions, two of which are field free. The boundaries 
between the regions have been considered instantaneous, and no fringe 
effects have been considered. However the values calculated are 
reasonable and subsequent experiments have demonstrated that the treat­
ment is essentially correct.

II.4 Multichannel Detector and Phosphor Screen

The microchannel plate (MCP) Detector used is an array of 
approximately 10^ miniature electron multipliers. Figure 6 is an 

exploded diagram of the MCP. The channel diameter is 25 qm and length, 
extending through the entire thickness of the plate, is 1.0 mm. The 
plates used initially were Mullard G25-25 plates of 27.1 mm diameter 
with a channel pitch of 31 ym. The principle of operation of each of 
the channels in the MCP is analogous to that of a continuous dynode, as 
in a single channel multiplier. Parallel electrical contact to each 
channel is provided by deposited Nichrome layers at both the front and 
the rear. The total resistance across the plate is approximately 5 x 10' 
ohms. Under typical operating conditions an MCP provides a current 
gain of approximately 10 coupled with ultra short time characteristics 
(FWHM output peak width of <100 psecs) and high spatial resolution.
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The detector arrangement implemented on the instrument is a pair 
of MCP's in a Chevron configuration, with a phosphor screen acting as 
the output target. The assembly is shown in Figure 7. In this arrange­
ment total current gains in excess of 10^ are achieved with detector 

voltage of 900 volts on each MCP. The phosphor target screens used were 
deposited on glass discs, by Instrument Technology Limited [4]. The 
choice of phosphor for the screen is very crucial. Consideration was 
given to the phosphor efficiency, the temporal decay characteristics and 
the peak wavelength for optical output. Characteristics for the common 
commercial phosphors were obtained from references [5-7]. Phosphor P20 
was chosen for initial trials because it met most of our specifications. 
P20 has the following major characteristics [5].

(1) Efficient Quantum Yield (0.063 photons per eV).
(2) Medium Persistance (the exact persistance time depends on many 

variable parameters such as the exact chemical composition, 
particle size and deposition method, hence is not a constant for 
any one phosphor).

(3) Peak optical output in center of visible region (5660 X).

The design of the detector assembly proved a time consuming task. 
The major difficulty was to satisfy the requirement to bias the front 
MCP face to 200 volts, whilst maintaining the region up to the detector 
completely field free. The problem was identified when distorted electron 
images were detected, resulting in randomization of spatial information. 
Further investigation proved that the extended electron image was in 
fact inverted and condensed.

These problems were overcome with the detector configuration shown 
in Figure 7. The field generated by the MCP faceplate voltage was 
restricted by a 200 cpi mesh adhered to an annular ring positioned in 
front of the detector. This was effective in limiting the field effects 
but unfortunately reduced the sensitivity of the overall detector by 
obscurring the electron flux of the extended electron image in front of 
the detector. This was compensated for Ty the increased charge multi­
plication of the MCP with a biased surface. The increased gain of the 
MCP is because secondary electron emission is at a maximum for surface
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Figure 7
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collisions in excess of 150 eV for primary electrons. Throughout 
development the MCP's were kept in clean dry atmospheres, in dessicators, 
because the secondary emitting surfaces are highly sensitive to 
contaminants, particularly hydrocarbons. The high voltage components 
of the detector required careful attention to minimise arcing. This was 
achieved by insulating all conductor wires with quartz glass tubing.
Spark discharges are catastrophic for the delicate MCP arrays and result 
in vapourization of the aluminized phosphor. It was found that prolonged 
use, particularly with high electron fluxes, lead to voltage breakdown 
and sparking, within the detector. This was due to the MCP's getting 
hot resulting in a significant drop in their resistance, and a 
proportional increase in the current drawn from the power supply.
Finally voltage breakdown would occur, with its damaging effects. This 
problem was overcome by placing a safety resistor in series with the 
detector, to protect it from excessive dissipation.

The phosphor screen target serves to convert electron particle 
events on the MCP faceplate into light photon events on the output 
phosphor screen, with retention of spatial information. The light out­
put from the screen is encoded into serial form by the scanning image 
of a TV optical pick up tube. A TV camera is set up so that an 
individual line, of a composite frame, represents one spectral channel. 
All events occurring on a single line originate from the same energy 
electrons, since they occur at the same offset along a detector 
centred axis (axis Yp in section II.3) Output from the TV camera is a 
video signal which, between line synchronization pulses, is an analogue 
representation of the photon flux illuminating the camera faceplate 
along the path of a particular line. Thus the screen is constantly 
scanned with photon events occurring on the screen being detected over 
an integration period, which is the duration of 1 line scan, of 64 
psecs. The persistance time of the phosphor must therefore be greater 
than a line scan time but less than a frame cycle time, 40 msecs.

The optical pick up tube must also be sufficiently sensitive to 
detect all optical events occurring on the phosphor screen. The light 
output from the phosphor screen can be calculated approximately from 
the characteristics of the phosphor and the output from the MCP arrays.
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Output from the MCP's is in the form of a secondary electron charge 
cloud which is accelerated along a potential gradient into the phosphor 
screen. The charge cloud is sufficiently small and energetic to 
stimulate optical output from a single phosphor crystal. Given that 
for a single incident primary electron the MCP output is described by 
the following characteristics:

t
ne

J

V
V,

= temporal width of the MCP output pulse = 0.5 ns
c

= number of output secondary electrons = 10
= radius of secondary electron cloud at the phosphor = 50 gm
= current density of the secondary electron cloud =, -2n e Am

2t^re
= voltage of the secondary electrons = 4 x 10 Volts
= voltage offset needed to penetrate aluminium layer on the

,3
10^ Hz

phosphor = 1 X 10'^ Volts
f = integrated event frequency, in the range 10

For P20 phosphor the following parameters are typical:

= luminous equivalent = 67.2 (lumens ster” )m~ 
tp = persistance time for the phosphor = 100 psecs
r = radius of a single phosphor crystal = 50 pm
^ 2 2 A = area of optical output on phosphor = irr m
^ 7 2Ag = area of whole phosphor screen = 2 x lO'^m

For a phosphor screen radiating according to Lamberts Cosine Law, the 
luminance in lumens per steradian per metre squared is given by [5]:

J(V - V.) II-4-1

tTrr
(V - V,) II-4-2

The luminous flux, in lumens per steradian per single event 
would be given by:

B II-4-3
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tirr
2 (V - P II-4-4

The light from the single event is seen by the camera within the 
entire scene. The light entering the camera is given by the scene 
brightness which is related to the luminous flux, for a single event, by:

A.

"l "e"
' t„r 2 

e
cv - V.)

II-4-5

II-4-6

Using the values assigned above, equation II-4-6 is evaluated as:

Bg = 2.05 X 10 candela per square metre (Nits) II-4-7

Bg is the scene brightness for each individual event, and 
represents the minimum light detectable. Hence a TV pick up tube must 
be able to operate within such low light levels. The scene brightness 
for operational optical output from the phosphor screen will be given 
by:

Bout II-4-8

Hence the operational scene brightness will vary with the 
integrated event frequency on the MCP faceplate. Typical photoelectron 
integrated peak areas vary over at least three orders of magnitude, which 
represents the range of scene brightness that can be anticipated. 
Consideration must also be given to optical losses through the vacuum 
window and through the lens, for a set aperture (f number). The 
performance of several TV optical pick up tubes were evaluated for each 
of the above considerations, under experimental conditions. Among those 
tested were Vidicon [8], Newvicon [9], Chalnicon [10] and Silicon 
Intsified Target (SIT) [11] pick up tubes. The best performance was 
found for the SIT tube, implemented in a JAl 731 Low Level Light TV 
camera [11] (RCA 4804/H pick up tube). The camera has the sensitivity 
to detect single events, well within its operational range, and has
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sufficient dynamic range to monitor intense light without overloading 
and blooming. The camera did not show any picture lag, as experienced 
with many of the other cameras. This occurs when the response of the 
optically sensitive coating of the pick up tube is sufficiently slow 
such that it doesn't record the movement of the image. This time 
response factor was a serious limitation on the performance of many 
tubes evaluated. The high sensitivity of the SIT tube requires that the 
camera is not miss handled. After being set up for low level light 
detection the camera must not be exposed to bright light (even diffuse 
day light), this arises from our request not to incorporate automatic 
aperture control with the camera, which is the standard safety feature.

II.5 Video Signal Preprocessor

The optical pick up tube used to record the scintillations on the 
detector phosphor screen produces a standard CCIR 625 line monochrome 
composite video signal waveform. The video preprocessor is used to 
decode the serial video signal into separate logical channels. Each 
logical channel will correspond to a TV line which make up the fields 
of the TV frame. Each channel corresponds to a specific offset on the 
detector, hence defines a specific energy for the incident electrons 
producing the scintillations on the detector.

Figure 8 shows the composition of a TV frame as a number of lines, 
superimposed over the detector phosphor screen. The TV frame is built 
up, as two interlaced fields, by each line being scanned and measuring 
the optical intensity along the line. The composite video waveform is 
shown for a representative detector picture during operation. The video 
preprocessor serves to decode one dimensional positional information by 
counting line synchronization pulses, to give the line offset from the 
top of the frame. As shown in section II.3, positional information in 
the second dimension is not required. Thus the light level for a 
particular line is integrated along its length, and is proportional to 
the intensity of electrons of the associated energy.

The video preprocessor was designed by Mr P D Francis [12] to 
meet the following requirements in the three functional areas below:
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Figure 8

Camera field of view and video waveform
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(i) Video Analyser
The video analyser will decode the composite video output signal 

from the TV camera and accumulate integrated light intensities for user 
defined logical channels. Logical channels define the data acquisition 
window which is a sub set of the physical window (i.e. the full TV field 
of view). Data acquisition continues for a user defined number of TV 
fields, with data being accumulated for all frames. The data acquisition 
rate will enable the integration of line light levels in real time (i.e. 
64 usees for each line) with totals for separate logical lines being 
stored in separate accumulator locations.

(ii) User Interface
The User Interface will enable the interactive specification of 

the logical window (as a number of lines each of which is a number of 
data points) in a position relative to the physical window. In addition, 
in a scan the number of fields to be used in the accumulative procedure 
will be specified. User output will include a display of the acquired 
data, for the specified logical window, in histogram form. The display 
will be continually refreshed, on completion of each scan. In addition 
as a maintenance aid a number of test programs will be initiated via the 
user interface.

(iii) Data Communications
communications will allow data transfers to take place

between the video preprocessor and a downstream computer system.
Complete bidirectional communications will be defined for the computer
control of the preprocessor, via a command stream, and for off-loading 
of data for further analysis.

The functional areas identified above are shown in Figure 9, 
along with the major components arising from the design implementation. 
The video preprocessor uses a Z80 microprocessor [13] to perform many 
operations required by each of the three functional areas, and to enable 
communication between the functional areas. The microprocessor is 
controlled by a software executive stored in non volatile memory 
(Erasable Programable Read Only Memory, EPROM). In addition temporary 
storage of data is possible using a random access memory (RAM) for
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Fugure 9

Block diagram of the video preprocessor
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program use. The implementation design for each of the three functional 
areas will be briefly described below.

(i) Video Analyser
For real time acquisition of data from the video signal the 

design implements an acquisition algorithm using hard wired logic 
circuits. This is because the data sampling rate was chosen as 4 MHz, 
which exceeds the microprocessors' instruction cycle time, of 1.5 MHz.

The input CCIR composite video signal is first split into 
separate field synchronization, line synchronization and video signals. 
The synchronization signals are used, along with the user defined 
logical window size and position, to generate horizontal and vertical 
gate logic signals. Figures 10a, 10b and 10c show the logic signals 
used to produce the block acquire logic signal (BLOCKAQ). The video 
signal is passed through a fast voltage comparator, with a preset 
threshold reference voltage. This produces a logic signal [VIDAT] 
which becomes true (logic level 1) during periods when the video signal 
is above the threshold voltage. The analyser operates by counting the 
number of clock pulses that occur when the VIDAT signal is logic level 
1, and when BLOCKAQ is true. Figure lOd shows the major logic signals 
used for video data acquisition. The design incorporates a fast 16 bit 
(one binary digit represents a bit) counter and two sets of 16 bit 
registers. The registers buffer the transfer of data to and from the 
counter and memory locations, used to store accumulated counter values 
for each channel. Two sets of registers are used to enable 
synchronous transfer of data and counter accumulation. The accumulated 
counter values are stored in locations in a block of memory. Two 
blocks are used which define two distinct address spaces. These can be 
interchanged when the analyser is inactive, by an address switch. This 
allows synchronous running of two tasks, one of which is acquiring data 
in one memory block, while the other task is performing data trans- 
mission from the other block. No two tasks can access the same memory 
block.

(ii) User Interface
The user interface is implemented as two custom built devices.
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serving as input and output devices for the Z80 microprocessor
executing the software executive. Firstly, all user input is received 
from an operator console. The device contains a hexadecimal keyboard, 
a joystick control and ten push button switches for data entry. The 
control station hardware encodes data from the input sources. The data 
is passed to the processor via one of the input/output (I/O) ports.
The input data is used by the executive software to action responses to 
the entered command or data. Secondly for output there are two display 
devices. Primarily there is a user display screen, produced on a 
standard TV monitor. This is implemented using a dual port memory 
block. Each memory location can define alphanumeric display characters 
and graphics characters. The video display circuits generate output 
video and synchronization pulses, to drive the display monitor, by 
encoding each character as a 5 x 10 dot matrix for display. This uses 
one of the dual read/write ports, the other is available for use by the 
Z80 microprocessor. The Z80 is able to define the characters and 
symbols for display by writing to specific locations in the display 
memory. In addition numeric information can be output using the two 
four-digit Light Emitting Diodes (LED's) on the control console. Each 
digit is a seven segment display with a decimal point. These are 
implemented at specific locations in the Z80address space (i.e. memory 
mapped).

(ii) Data Communications
The video preprocessor interfaces to the host computer via a 

high speed (9600 bits per second) standard RS232 serial data link. The 
video preprocessor implements the interface by passing data from the 
processor to an 8 bit register via one of the I/O ports. Hard wired
logic circuits generate handshake signals for the data transfer. 
Conversion of the data byte to serial representation and transmission 
of the data is entirely controlled by the interface handshake logic 
circuits. The software executive controls I/O for the serial link to 
the host computer and actions responses to all received commands.

The hardware defined above operates with a software executive.
The executive is initiated on power up and controls the preprocessor
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operation as well as defining the user and data communications inter­
faces. The actions defined for each command received, as programmed in 
the current executive, will be described in turn for each of the two 
interfaces.

Interactive User Commands
These commands are entered by the user via the control console 

and perform four major functions. These are:
(i) Logical Window Definition
The executive generates a chequered mask for output on the user 

display screen, to represent the extent of the logical window. Separate 
commands exist to display the logical window alone, or superimposed on 
the TV camera field of view. This allows assessment of the logical 
window in relationship to the physical window, comprising of the TV 
frame. Manipulation of the logical window is achieved by two further 
commands. One command allows the position of the logical window to be 
dynamically altered under joystick control. A second command allows 
dynamic alteration of the logical window size, by use of the joystick 
control. The minimum and maximum logical window sizes are one line of 
one data point and 256 lines of 208 data points respectively. The joy­
stick control directly maps the horizontal and vertical axes defined for 
the TV frame. The control allows change, in either direction, for the 
two major axes, as well as for the two axes bisecting the major axes 
(represented as symmetric vectors). The logical window parameters can 
be output, in response to another command, as two decimal numbers 
displayed on the control panel LED's. These define the starting line 
rnm±,er of the logical window, with respect to the physical window, and 
the width of the logical window as a number of lines.

(ii) Scan Parameter Definition
A single command is used to initiate a dialogue requesting the 

specification of the number of TV fields to be used in the iterative 
data accumulation process. This enables data for weak signals to be 
acquired by summing the integrated count for each logical channel, for 
repetitively acquired logical windows. The user is prompted, by a 
message output on the user display screen, to input the number of TV
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fields to be repetitively acquired. The number is input using the
hexadecimal keypad, and can be in the range, 1 to 256.

(iii) Acquired Data Display
Two primary commands exist to display the acquired data either

as a histogram graph or as a list of numbers. For histogram display a 
column is generated for each line, which is proportional to the acquired 
total count for the scan. The display is repeatedly refreshed on 
completion of each acquisition scan. This provides continuous feedback 
to allow tuning of instrument parameters, to set up the best operating 
conditions. Before display of the histogram, the user is prompted, by 
a message output on the user display screen, to enter a scale factor 
in the range 1 to 255, for the histogram display. This enables a range 
of intensities to be displayed conveniently. The alternative display 
command simply lists the accumulated count for each of the lines of the 
defined logical window. The numbers are output on the user display 
screen as decimal numbers representing the exact contents of each 
logical channel accumulator.

Civ) Test Program Initiation
A command can be entered to initiate a test program session.

Several test programs exist to check the operation of various components 
of the device. The test program to be run is selected by entering a 
two digit code on the hexadecimal keyboard.

Computer Control Commands
These commands are initiated by the host computer and are 

transmitted via the data communications link. The commands are in 
three functional areas, these are:

(i) Operational Mode Control
The software executive has been designed to operate in two mutually 

exclusive modes. These are Local Mode and Remote Mode. In Local Mode 
the User Interface is activated and the operating parameters can be 
defined using the commands described above. In Remote Mode the Data 
Communications interface is utilized allowing the device to be controlled 
by commands that are described below. Two commands exist that simply 
allow the interchange between the two modes of operation. Before trans­
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mission of a command stream to the device. Remote Mode must first be
successfully entered. Local Mode must be re-entered before anv inter­
active user commands can be used. The software executive initiates local 
mode on power up or reset.

(ii) Initiate a Data Acquisition Scan
This command is used to initiate a data acquisition scan for the 

defined logical window, using the input video signal. Prior to 
initiation the analyser status is checked to ensure that it is not still 
busy servicing a previous request. If the analyser is busy error 
code is returned to the host computer. If the analyser is inactive the 
acquisition memory block is switched, the new block initialized to zero 
and the analyser started. The previously used memory block then becomes 
free for use by another task.

(iii) Transmit Data Block to Host
This command is used to initiate the Transmission of a data 

block to the host computer. The data transmitted consists of up to 259 
numbers formatted into variable length records terminated by control 
characters. Each number of the data block is represented as 6 decimal 
digits (each digit is transmitted as its standard ASCII code byte).
The first three numbers define the number of logical lines, the starting 
line number of the logical window and the number of frame cycles used 
for the scan. The following numbers are the acquired data for the 
logical window, with one number for each logical line.

In conclusion the video preprocessor described here provides a 
flexible and powerful interface to enable real time data acquisition 
and data reduction prior to transmission to the host computer. The pre­
processor is the primary input device for the data handling and analysis 
system during instrument operation. The control of the preprocessor, 
and its operational aspects will be discussed in the next section.

II.6 Data Handling and Analysis

Operational control of the instrument and final data output are 
performed by a Data Handling and Analysis Computer System.

The Computer System will be composed of five functional areas.
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these are: Analogue Output, Preprocessor Interface, Graphics Output, 
User/Operator Interface and Central Control. Figure 11 shows the 
relationships between the functional areas of the computer system. The 
major functions performed by each of the functional areas will be 
described in turn below.

(i) Analogue Output
Analogue Output is required for control of the instrument electron 

energy analyser sphere voltages. The output will consist of two 
voltages, of equal but opposite potential, the positive voltage will be 
used for the inner sphere and the negative voltage for the outer sphere. 
The potential difference between the spheres defines the mean pass 
energy for the analyser and hence defines the energy window (see this 
chapter, section II.3 for further details). Central control will inter­
face to Analogue Output to specify the output voltage.

(ii) Preprocessor Interface
The Preprocessor Interface is required to accept data blocks 

from the preprocessor and to send command sequences to control its 
operation. Various routine functions such as data deblocking, conver­
sion to internal format and appending control characters will also be 
performed. Central control will link to the Preprocessor Interface to 
define the command stream and to utilise the input data.

(iii) User/Operator Interface
The User/Operator Interface functions to conduct an interrogative 

dialogue with the instrument user/operator. The dialogue is conducted 
via a standard computer console display screen and keyboard. Central 
Control defines the output messages and actions the user/operator 
response.

(iv) Graphics Output
Graphics Output functions to allow output of final and intermed­

iate data to one of two graphics output devices. This enables data to
be presented in the familiar spectral form, i.e. as standard intensity 
versus electron kinetic energy plots. Central Control links to the 
Graphics Output to specify the destination graphics device, and the
data to be output.
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Figure 11

Functional diagram of the Data Handling 
and Analysis System
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(v) Central Control
Central Control functions to manage the operation of each of the

subordinate functional areas, to conduct an experiment. Central Control 
ensures logical operation of activity of each of the functional areas, 
and oversees data flow during an on line session, maintaining 
consistency and performing validation checks.

The functional areas identified above have been implemented as an 
integrated "stand alone" dedicated computer system. The computer system 
is an association of hardware and software components, which will be 
described in two sections below.

Hardware Components
The Data Handling and Analysis Computer System is implemented 

using Digital Equipment Corporation (DEC) [14] kit. Figure 12 shows the
hardware configuration of the system. Each major component will he 
briefly described below:

(i) Backplane, Data Bus and Power Supply
The backplane provides for each component of the hardware 

configuration a standard data-way and power supplies. Each component of 
the system is a circuit board that locates into a slot in the backplane, 
with metal strips ensuring electrical contact. The data way (called Q 
Bus by the manufacturers) enables communication between each resident 
board via data and control signals. The backplane used is a H9270 module 
with a H780 power supply providing dc voltages and a system 50 Hz real 
time clock.

(ii) Processor
The system central processor unit (CPU) is a LSI 11/2 16 bit

processor (M7270 KD 11-HA). The powerful CPU has an extensive instruc­
tion set which is upward compatible with more powerful LSI 11 and POP 11 
processors. This ensures minimum software changes if system expansion 
is required.

(iii) Mass Storage Device
Hbss Storage for the system is provided by ]^(02 double density

dual 8 inch floppy diskette drive. Each disk drive contains an inter­
changeable platter that can store up to 512K bytes (IK = 1024). The
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Figure 12

Components of the Data Handling and 

Analysis System
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total device storage is 1 M byte online, and has essentially unlimited 
off line storage, by using many interchangeable disks. The device is 
controlled via a bus resident controller (RXV21), which performs fast 
data transfers via Direct Memory Access (DMA).

(iv) Main Memory
The main memory for the system is semiconductor random access 

memory (RAM) (MSVll-DD). The full complement of the 16 bit address 
space is used, i.e. 64K bytes. The CPU executes programs stored in 
memory, which must occupy no more than the low 56K bytes of memory.
This is because the high 8K bytes of the address space is assigned to 
device registers.

(v) Communications Port
The communications port for the system is a 4 channel RS232C 

serial transmission device (DLVll-J). The 4 channels are used to 
communicate with various peripheral devices attached to the system (see 
Figure 12). Each channel has a switch selectable data transmission 
rate, between 150 and 38400 bits per second. The device controls data 
transmission and reception via handshaking signals exchanged with the 
peripheral device.

(vi) Bootstrap
The system bootstrap is a program contained in non volatile 

memory to initiate system operation automatically when the power is 
switched on. The Bootstrap is encoded in Read Only Memory (ROM) on a 
bus terminator device (REVll-A). The bus terminator is necessary 
because the Q bus passes signals in turn from device to device resident 
in backplane slots (daisy chain) and these must be terminated by 128 
ohm resistors.

(vii) CAMAC Gateway and Crate Controller
The CAMAC (Computer Applications on Measurement and Control) 

Gateway decodes Q bus data and address signals, which are then trans­
mitted to the CAMAC crate. The CAMAC crate is an industry standard
flexible interfacing device which can accommodate a variety of interface 
modules. The CAMAC crate (Kinetic Systems Model 1510) is controlled by 
the control module (Kinetic Systems 3912-ZIG) which decodes commands
received from the host computer. The controller communicates with the
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other modules in the crate via an internal dataway. The CAf-lAC crate 
implements completely independent module control via a suite of 
commands and internal module addressing. The internal CAMAC address 
space maps on to a region of the host computer address space. This 
enables CAMAC modules to be addressed as if they were resident directly 
on the Q Bus. In addition the controller decodes attention signals 
(Look At Me, LAM, signals) from modules to generate an interrupt of the 
host CPU to invoke a service routine via a specified vector. This 
enables separate modules to be serviced by separate interrupt service 
routines.

(viii) Digital to Analogue Converter CAMAC Module
The Digital to Analogue (D/A) CAMAC module (Kinetic systems 

3112-PlA) is an 8 channel 12 bit D/A. Two of the channels are used to 
provide analogue output to the analyser spheres.

(ix) CAMAC Dataway Display Module
The Dataway Display module (Borer Type 1802) monitors CAMAC 

dataway activity and shows the latest dataway operation. The module is 
primarily used to find hardware and system faults for the CAMAC crate 
and the resident modules.

(x) CAMAC Input Gate and Output Register Module
The Input Gate and Output Register (IGOR) module (Kinetic 

Systems 3060-ElB) is used for parallel transfer of 16 bit data words 
between the module and an attached device. Full handshaking is 
implemented, as well as LAM generation on input. The module is not 
used at present and is intended for an upgraded video preprocessor.

(xi) System Console
The System Console (Lear Siegler ADM-3A VDU) peripheral device 

communicates with the system via serial port 3 operating at 4800 bits 
per second. The VDU is a 24 line by 80 character display, with a full 
QWERTY keyboard. The VDU also incorporates a Lambert RG-512 with X-IO
option Retro-Graphics board. This enhances the data display capabil­
ities of the terminal to enable graphics displays to be output. The 
graphics facilities allow point and vector generation on a 250 x 512 
raster of data points, as well as alphanumeric character generation at
any point.
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(xii) Hard Copy Graphics Plotter
The Hard Copy Graphics Plotter (Tektronic 4662 A3 Plotter) 

peripheral is attached via serial port 0 operating at 300 bits per 
second. The device incorporates high resolution (2723 x 4096) graphics 
with automatic vector generation from vector end points. In addition 
flexible alphanumeric character generation is incorporated with a 
choice of character font type, printing angle, size and aspect ratio.

(xiii) Line Printer
The Line Printer (DEC LA34 Decwriter IV) peripheral is attached 

via serial port 2 operating at 300 bits per second. The printer is 
capable of writing 30 characters per second using dot matrix character 
generation.

(xiv) Video Preprocessor
The Video Preprocessor (see section II.5) is attached via serial 

port 1 operating at 9600 bits per second. The peripheral performs 
primary data acquisition and data blocking from the detector video 
signal.

The system hardware defines a powerful 16 bit mini computer that
is configured with a mass storage device and a serial peripheral inter­
face. In addition a CAMAC crate provides a basis for implementation of 
a number of modules for interfacing to non standard devices for I/O of 
both analogue and digital data. The video preprocessor has been 
designed to interface via a serial data link for ease of implementation. 
However this can be redesigned and easily reconfigured to take 
advantage of faster more efficient data transfer devices present in the 
system. The hardware configuration fulfills the specifications of the 
major functional areas described above.
Software Components

The Data Handling and Analysis System is implemented using a 
number of software components from a variety of sources. Three major 
sources of software have been exploited, these are: Manufactures 
Proprietary Software, Third Party Software and PES Group Software. The 
software from each of these sources will now be described in turn.

(i) Manufactures Proprietary Software
System software was obtained from DEC [14]. Operating system and
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language processors were purchased to enable application program
development and to perform the major functions required by the run time
environment. In summary the major products comprising system software 
are:

RT-11: a real time disk operating system that enables interactive 
program development and dedicated on line applications. The 
operating system includes a number of system utility programs 
that actually perform many of the systems functions.

EDIT: a text editor that creates or modifies ASCII text source 
files for use as input to other system programs such as the 
MACRO-11 assembler or the FORTRAN compiler.

FORTRAN: a FORTRAN language compiler and run time system 
implementing ANS FORTRAN 66 with some enhancements.

MACRO-11: a powerful assembly language processor that produces 
relocatable object code. MACRO-11 has extensive macro features 
and enables direct access to hardware features of the system.

(ii) Third PartySoftware
Extensive use has been made of two third party software products. 

These are:
UCSD Pascal System [14]
This product is a complete software development environment 

written entirely in PASCAL. The system includes FORTRAN 77, BASIC and 
Assembler language compilers. The major use of the system has been to 
develop programs written in the Z80 assembler language for the video
preprocessor software executive. The system assembler is a single pass 
flexible cross assembler, and was configured to produce Z80 object code 
from programs written in Z80 assembler language. This enabled the 
software executive to be programmed on the LSI-11 computer for assembly 
into Z80 object code. The program could then be stored on EPROM, by 
manual entry on an EPROM encoder, for inclusion in the video pre­
processor.

SIMPLEPLOT Graphics Software [16]
This product is a suite of subprogram modules written in FORTRAN
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and accessed via FORTRAN CALL statements, to implement device
independent plotting of graphs. Facilities are included for a wide 
variety of graphs with automatic scaling, graduating and location of 
graphs. The graphics output produced by the system used SIMPLEPLOT 
software to generate VDU display graphs and hard copy plots.

(iii) PES Group Software
Software components from this source include all system programs 

and utilities written personally and by other members of the PES Group. 
The programs were written mainly in FORTRAN with the remainder written 
in MACRO-11 assembly language. A brief description of the major soft­
ware components written will be given below:

DC:
This is a low level program, written in MACRO-11, to control the 
D/A CAMAC module. The program is incorporated into the RT-11 
operating system, and performs data transfers between the system 
and the CAMAC device registers. The program is more specifically 
called a device handler, and forms the software component for 
the Analogue Output functional area.
IT:
This program is the device handler for the Video Preprocessor, 
and is written in MACRO-11. The handler is incorporated into the 
RT-11 operating system and performs I/O with the Video Pre- 
processor, via the serial communications link. The program 
fulfils software requirements for the preprocessor interface 
functional area of the system.
PESDAT:
This program performs spectral data acquisition via the Pre-
processor interface whilst controlling the instrument operation 
via Analogue Output. The program is written in FORTRAN and 
conducts a dialogue with the user, via the system console, to set 
up various parameters. Functionally the program fulfils the 
software requirements of both the Central Control and the User 
Interface Functional Areas. Data is acquired using the following 
algorithm:
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Accept Spectra start and end Points
Put Preprocessor In Local Mode
Wait until prompted to proceed
Put Preprocessor in Remote Mode
Set sphere voltages for first window
Start Preprocessor acquisition
Repeat - While window is within spectral range

Wait until current acquisition is ended 
Set sphere voltages for next window 
Start Preprocessor acquisition 
Request preprocessor to transmit previous data 
Read previous window data 
Store data on data set 

End iterative loop

The acquired data is stored on a disk data set in unformatted data 
records. The voltage required to cycle the next adjacent energy 
window, for a defined logical window, is calculated using the generation 
formula [17] :

"CENTRE CD Cl - RATIO] I-l
Cl + RATIO):" II-6-1

Where P^ENTRE^:^ the kinetic energy of the centre of the window for
^START the spectrum region start point (on thethe ith window.

kinetic energy scale) and RATIO is the ratio of the energy width of the
logical window to the energy at the centre. For a logical window, 
defined for an acquisition scan, RATIO will depend on the width and 
position of the logical window relative to the physical window, i.e.

RATIO = NLINES + 1
C0NST(287 + 9fFSET ^ II-6-2

CONST

Where NLINES is the number of lines composing the logical window, CONST
IS the inverse of the proportionality constant relating the physical 
window energy width to the mean pass energy (derived in section II.3 as 
0.05694) and OFFSET is defined as the number of lines the logical window
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centre is offset from the physical window. This is given by the 
expression:

OFFSET = 143.5- (STARTLINE + 1 + ^(NLINES + 1)) II-6-3

where STARTLINE is the starting line of the logical window relative to 
the physical window. Figure 13 shows the juxtaposition of a logical 
window within a physical window.

Finally the output potential difference required for the I'*-^ 
window is given as:

AVCI) k X
^CENTRE^^^

(1 + OFFSET 
287 CONST

II-6-4
)

where ^rpNTRE^^^' OFFSET and CONST are defined above and the constant k 
is the spectrometer constant relating the mean pass energy of the 
analyser to the potential difference. Notionally this is 2.475, but 
point charges will influence the electron trajectories and alter the 
observed proportionality constant.

PESPLT
This program is used to produce graphics output, from acquired 

spectral data. The program is written in FORTRAN and defines the soft­
ware in the User Interface and Central Control functional areas, for 
Graphics output. The program utilises data previously acquired by 
PESDAT, and stored on a disk data set. The data set is first scanned 
to identify the maximum intensity to be plotted for scaling. Secondly 
the graphics plot of the acquired spectrum is generated by calculating 
energy axis data values for each line acquired for each window in the 
range. The program incorporates an N point smoothing routine [18] which 
can be optionally applied to the data prior to plotting.

PESSYN
This software is a set of programs to synthesise PES spectra 

from molecular data. Complete peak construction is implemented using 
Gaussian peak shapes. Peak positions and intensities and half height 
widths are calculated from input Frank Condon Data, neutral molecule
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vibrational level population data and instrumental resolution factors.
The constructed spectra are output on graphics devices. These programs 
have been used to produce the simulated spectra for HF in Chapter 6
of Part I.

The equipment described in this chapter has been developed over
a period of approximately 14 months, and is able to acquire data from 
the multidetector and produce for output in standard form.
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III.1 Initial Results

The acquisition of data from the multidetector, via the video 
preprocessor, using automated instrument control has been achieved. At 
present the PES spectrum of Argon has been used as an example.

Figures 1 and 2 show the output graphics plot of the Argon 
doublet produced using directly acquired data and smoothed data. The 
data was acquired using a logical window starting at line 42 and 
consisting of 248 lines. Data for each window was accumulated over 20 
TV fields. The smoothed data was calculated using a 16 point smoothing 
function.

From the spectral plot the measured full width half maximum for 
the main Ar P| peak is 0.038 eV and the ratio of the peak intensities 
is 1:2.4. The main peak maximum intensity of 650 counts was acquired 
over a period of 1.28 mseconds. This therefore represents a single 
channel count rate of 5 x 10 counts per second and reflects the much 
improved sensitivity of the multichannel instrument. The measured 
intensity ratio is not in agreement with the expected 2:1 result and 
could result from nonlinear performance of the data acquisition system. 
However encouragement can be gained from the fact that the peaks are 
wholely resolved and that a basic Gaussian peak shape is found. It can 
also be noted that the base width across the doublet is in fact spanned 
by several adjacent windows. Each acquired window is treated directly 
and no account has been taken to eliminate possible discontinuities at 
window boundaries.

III.2 Conclusions

The initial results outlined in the previous section are proving 
extremely valuable in the further development of the multidetector 
system. Instrumental design improvements can be implemented and the 
effects directly assessed in terms of improved data quality. A number 
of design changes and operational improvements have been identified, 
these are:

(i) The diameter of the detector plates needs to be increased. 
This will enable the detected energy window to be increased to span the
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Figure 1

Argon PES spectrum
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Figure 2

Smoothed Argon PES spectrum
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base width of the Argon ion doublet. Using data from a single window 
the sensitivity of the detector, as a function of detection position in 
the window, can be calibrated.

(ii) There is a need to implement more sophisticated data 
acquisition techniques, to allow noise reduction and extend the maximum 
range of the line accumulators.

(iii) There is a need to implement data acquisition via overlapping 
windows, to eliminate localised inefficiencies of the detector.

Finally in summary, although some work still needs to be done, the 
major problems associated with multidetector parallel detection have been 
overcome, and encouraging initial results have been obtained. The 
development of the system will continue with the aim of establishing 
operating procedures for the routine use of the instrument in transient 
studies. The advantages of multidetection such as greater sensitivity, 
faster spectral acquisition time and signal averaging to reduce noise 
will enable the study of shorter lived radicals that are produced in 
much lower concentrations. Thus the detection of vibrationally excited 
HF, produced in fluorine atom abstraction reactions, should become 
experimentally feasible, and will test the band shapes predicted earlier 
in this thesis (see Part I, Chapter VI).




