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The work in this thesis is concerned with some specific 
aspects of fission product chemistry encountered in a 
severe reactor accident. The fission products selected for 
this study were iodine, caesium and tellurium. 
Considerable emphasis is also placed on the involvement of 
structural materials such as boric acid in determining the 
fate of the fission products. Matrix isolation infrared 
spectroscopy and mass spectrometry were the techniques 
chosen to investigate the chemistry. 

The vapour above orthoboric acid has been studied by both 
mass spectrometry and matrix isolation infrared 
spectroscopy and found to consist of monomeric H3BO3. As a 
result of extensive isotope labelling it is possible to 
verify that molecular orthoboric acid has Cg^ symmetry. 
Estimates of the inactive frequencies have Been made by a 
partial normal co-ordinate analysis. The reaction of boric 
acid with caesium iodide has been investigated and it is 
shown that the volatile iodine species produced is hydrogen 
iodide. A semi-quantitative study has shown that between 

and 10% of the available iodine is transported as 
hydrogen iodide and that under some circumstances the yield 
may be quantitative. 

Aspects of the fission product chemistry of tellurium under 
both reducing and oxidising steam conditions are 
considered. A matrix infrared study of hydrogen telluride 
and its deuterated analogues has been carried out. From 
this study the stretching frequencies have been resolved 
and assigned for the first time. The co-deposition of 
tellurium dioxide with potassium in nitrogen matrices has 
resulted in the identification of the new KTeOg species. 

Also included, as an example of how matrix isolation and 
mass spectrometry can be used to investigate new high 
temperature species, is the identification of caesium 
thiotungstate, Cs^WS^, as the first ternary metal sulphide 
to be stable in the vapour phase. 
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CHAPTER ONE 

INTRODUCTION 



The study of high temperature vapour phase species is 

fundamental from an academic point of view, especially with 

respect to bonding theories. It is also of great interest 

industrially where the nature of the corrosion of gas 

turbines and steam generating plants by hot gases is of 

prime importance. This thesis however covers another area 

of vital concern, namely the determination of the chemical 

species evolved from the core of a nuclear reactor under 

severe accident conditions. The extent of any release from 

a damaged core depends on the plant design, burn-up history 

of the fuel and the accident sequence. Whether any of the 

fission products are released into the environment depends 

upon their interaction with the fuel rods, control rods, 

primary circuit pipework and the containment building. The 

identification of the products formed from these 

interactions is therefore important in assessing the amount 

and nature of release of material into the environment 

resulting from a severe accident. 

The reactor and its chemistry considered is the pressurised 

water reactor (PWR). In a PWR the fuel is in the form of 

2-3% 235y enriched UO^ in Zircaloy tubes. When this ^ 3 Sjj 

undergoes fission it produces neutrons and fission 

products. The neutrons so produced are then used to 

initiate further fission reactions in the other 23Sy nuclei 

in the fuel rod. On average 2.5 neutrons are produced in 

each fission reaction and therefore to avoid an exponential 

increase in the rate of fission something needs to be used 

to absorb the excess 1.5 neutrons. In the case of the PWR, 

control rods made of a silver alloy containing 15% indium 

and 5% cadmium encased in stainless steel are used, and 

these are lowered and raised between the fuel rods to 

control the rate of fission. 

The reactivity is also controlled by a 0.025 molar solution 

of boric acid in the light water used for cooling. In 

order to maximise the cross-section for fission, which is 

greatest for low energy or thermal neutrons, the neutrons 



need to be slowed down or "moderated" by something that 

elastically scatters them, but has a low neutron absorption 

coefficient. The material normally used for this purpose 

is the light water in the cooling circuits. 

Although the fissile material splits into roughly equal 

parts the range of possible fission products is large, and 

for each fission product there may be a range of isotopes 

present. The fission product inventory(l) of a 1000 MW(e) 

PWR after full power operation for a three year cycle 

(average burn-up 2.9%) is given in Table 1. Those nuclides 

that are considered to be radiologically important(M are 

given in Table 2 along with their half lives. It is 

obviously important to know the chemical state of the 

fission products within the fuel rod since these factors 

define the starting point for considering fission product 

chemistry. Table 3 groups together the fission products 

according to their chemical properties and proposed 

chemical forms within the fuel(l). 

The oxygen potential of the system is one of the most 

important factors in determining the chemistry in the fuel 

rod because of the large quantity of urania present. As 

the fissioning takes place the oxygen which was associated 

with the uranium partitions itself amongst the fission 

products to generate the oxides that have the lowest oxygen 

potential. Some of these oxides are soluble in the UOg 

lattice (eg lanthanides, niobium and some molybdenum and 

zirconium oxides), however some are insoluble (eg BaO, 

SrO). Other fission products remain in their elemental 

form whilst in the fuel pellets but as they diffuse along 

the grain boundaries or to the fuel-clad gap they may react 

to form chemical compounds, eg caesium and iodine to give 

caesium iodide. The noble gases (Xe, Kr) are insoluble and 

either form bubbles within the fuel or diffuse to the 

fuel-clad gap. 



TABLE 1 

Fission Product Inventory 

Element Atom % Decay Heat 
(NW) 

Ga 3.67 X 10-9 4.3 X 10-5 
Ge 9.87 X 10-5 1.1 X 10-3 
As 3.33 X 10-5 5.7 X 10-3 
Se 0.01 2.5 X 10-3 
Br 5.43 X 10-3 2.2 X 10-2 
Kr 0.09 0.61 
Rb 0.08 0.56 
Sr 0. 21 1.58 
Y 0.11 2.60 
Zr 0.76 1.53 
Nb 0.01 2.35 
Mo 0.64 0. 57 
Tc 0.17 0.13 
Ru 0.41 0.94 
Rh 0.11 0.54 
Pd 0.13 2.4 X 10-2 
Ag 2.74 X 10-3 4. 5 X 10-2 
Cd 5.77 X 10-3 6.1 X 10-3 
In 4.93 X 10-4 4. 9 X 10-3 
Sn 6. 79 X 10-3 5.7 X 10-3 
Sb 2.68 X 10-3 0.35 
Te 0.07 0. 57 
I 0.03 6.01 
Xe 0.60 0.91 
Cs 0.53 0.21 
Ba 0.19 0.79 
La 0.18 4.41 
Ce 0.39 0.89 
Pr 0.15 1.41 
Nd 0.48 0.22 
Pm 0.05 0.19 
Sm 0.07 1.9 X 10-2 
Eu 8.83 X 10-3 2.8 X 10-2 
Gd 2.66 X 10-3 7.8 X 10-4 
U 93.86 ) 
Np 0.02 ) 
Pu 0.60 ) 2.99 
Am 4.55 X 10-3 ) 
Cm 1.15 X 10-3 ) 



TABLE 2 

Radiologically Important Nuclides 

Isotope Half-Life 
(d) 

Iodine 131 8. 05 

Iodine 132 0.096 

Iodine 133 0. 875 

Iodine 135 0.280 

Caesium 134 750.0 

Caesium 137 11,000.0 

Strontium 90 11,030.0 

Ruthenium 106 366.0 

Tellurium 132 3.25 

Barium 140 12.8 

Cerium 144 284.0 

Plutonium 238 32,500.0 

Plutonium 239 8.9 X 106 

Plutonium 240 2.4 X 106 

Plutonium 241 5,350.0 

Curium 242 163.0 

Curium 244 6,630.0 



TABLE 3 

Fission Product Classification and Chemical 
State in Irradiated UO-

Class Fission 
Products 

Chemical State 

1 Xe, Kr Elemental 

2 I, Br Single phase halide 
solution Csl, I, 12 

3 Cs, Rb Csl, Cs„UO .g, CSgUO^, 
Cs^Te, Cs^MoO^ 

4 Te, Se Single phase chalcogenide 
solution CSgTe 

5 Ba, Sr Oxides which can dissolve 
to some extent in the 
fuel and form separate 
phases BaO, 
Ba^(Zr-U-Pu)0 2 

6 Mo Single phase metallic 
alloy, MoO^, CSgMoO^ 

7 Tc, Ru, Rh, 
Pd 

Single phase metallic 
alloy-

8 La, Y, Zr, Nb, 
lanthanides, 
actinides 

Oxides which dissolve in 
fuel 

9 Ag, Cd, In, 
Sn, Sb 

Ag (fission yield low) 



Under normal operating conditions the fission products 

remain within the fuel rod and slight pressure 

fluctuations, (eg Kr, Xe formation) are absorbed by the 

fuel-clad gap and the spring loading mechanisms within the 

rod. However under accident conditions the fission 

products could diffuse through the fuel pellets and it is 

postulated (^) that they can be released in one of four 

ways: 

(i) fuel-clad gap release on breaching of the 

Zircaloy cladding; 

(ii) diffusional release from exposed fuel pellets; 

(iii) melt release; 

(iv) aqueous leaching of quenched fuel. 

Estimates(l) of the quantities of fission products released 

during these stages are given in Table 4. 

If the fission products are released from the core they may 

then interact with the surrounding structure materials and 

Table 5 lists the amounts and properties of these 

structural materials that are present in a PWR core(l). 

Despite the fact that there are a range of possible 

accident scenarios on which the fission product release is 

dependent the temperature of the core is one of the key 

parameters in quantifying releases. The effect of the core 

temperature on behaviour of the fission products is 

summarised in Table 6(1). 

The determination of the fission product chemistry within 

the fuel and primary circuit is therefore dependent on 

understanding and establishing the following: 



TABLE 4 

Estimated Fission Product Release During the 
Course of a Severe Accident 

Class Fission 
Products 

Release 
(%) 

Gap Diff Melt Leach 

Balance 
in Fuel 

(%) 

8 

Xe, Kr 

I, Br 

Cs, Rb 

Te, Se 

Ba, Sr 

Mo 

To, Ru, Rh, 
Pd 

La, Y, Zr, 
Nb, 
lanthanides, 
actinides 

Ag, Cd, In, 
Sn, Sb 

0.5 

0.5 

0.5 

5 X 10-

5 z 10-6 

5 x 1 0 - 6 

99.5 

99.5 

99.5 

35.0 

5.0 

5.0 

0. 3 

0. 3 

60 

15 

15 

5 X 10-4 35.0 60 

20 

20 

60 

60 

95 

95 



TABLE 5 

Amounts and Properties of Structural Materials in a PWR Core 

Material 
Components Aerosol Species 

Material 
Element Weight 

(kg) 
Possible 
Form 

MP 
(°C) 

BP 
(°C) 

Vp at 2400°C 
(atm) 

Control Rod Ag 2,260 Ag 961 2210 2.5 

In 425 In 
In̂ Og 

156 2080 
850 

4.5 

Cd 142 Cd 
Cd(OH) 
CdO 

321 
d 300 
1500 

765 

d 1000 

850 

Boric Acid B 120* H.BOg 
HJO/ 

I69+HBO2 
300+B_0_ 

450 1860 9.0 

Borosilicate 
Glass 

B 

Si 

82 

64 

As above 

SiOg 1700 2230 0.8 

Zircaloy-4 Zr 16,200 Zr 
ZrO, 

1852 
2700 

4380 
5000 

2 X 10-5 

Sn 240 Sn 232 2270 1.5 

Stainless 
Steel 

Fe 1,360 Fe 
FeO 
Fe^Og 

1535 
1370 
1565 
1595 

2750 0.2 

Cr 380 Cr 
Cr̂ Og 

1860 
2270 

2670 
4000 

0.6 

Ni 200 Ni 
NiO 

1455 
1984 

2730 0.1 

Mn 40 Mn 
MnO 
Mn-Og 
Mn^O, 

1244 

1080 
1564 

1962 4.1 

Urania Fuel U 105 UOg 2880 - 0.002 

* Boric acid present in primary circuit cooling water only (in a 
severe accident a maximum of 39 tonnes of boric acid could be 
delivered to the core). 

d Decomposes. 
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TABLE 6 

Summary of Core Behaviour During Severe Accidents 

Core 
Temperature 

(°C) 
Sequence of Events 

-325 

700-750 

830 

700-980 

>780 

980-1500 

1005-1155 

1155-1400 

1430 

>1430 

>1430—2300 

>1430 

1430-1580 

1580-1850 

1860-1960 

Normal operation. 

Borosilicate glass starts to soften. 

Melting of Ag-In-Cd control alloy inside stainless steel 
cladding (Cd vapour pressure 0.2 MPa). 

Monoclinic zirconia, relatively slow oxidation rate 
(parabolic or cubic rate law). 

Possible clad ballooning and rupture - gap release of 
fission products (Xe, Kr). 

Monoclinic zirconia, increasing rate of oxidation and 
hydrogen generation accelerating fuel rod temperature rise. 

Relatively slow oxidation of stainless steel. 

More rapid rate of oxidation of stainless steel (parabolic 
law) . 

Failure of stainless steel control rod cladding. Depending 
on accident sequence, formation of Cd-dominant aerosol; 
Ag-In alloy ejected and flows downwards, Ag-Zr eutectic 
formation (mp 1500 K). Borosilicate glass also flows 
downwards. 

Liquid formation due to Inconel-Zircaloy reaction and 
UOg-Zircaloy reaction at inner cladding surface. 

Major diffusional release of fission product from fuel. 

Molten stainless steel foams during oxidation - reaction 
kinetics not understood, Mn-based aerosol may be significant. 

Tetragonal zirconia, very rapid reaction (rectilinear) 
provided steam flow sufficient to sustain reaction. 

Cubic zirconia, rapid oxidation, increased fuel rod 
heat-up rate. 

Zircaloy melts: subsequent behaviour governed by thickness 
of Zr0„ layer (a function of heat-up rate and steam 
supply;. For a thin oxide layer molten Zircaloy flows down 
fuel rod and dissolves UO 

2 ' 
If oxidation is more extensive. 

"2400 

2700 

'2830 

internal Zircaloy may be protected. As Zircaloy melts 
formation of Sn aerosols may be significant. 

a Zr(0)/U02 monotectic temperature. UOg solubility in 
molten Zircaloy increases from ~22 to >90 mol%. 

ZrOg melts. 

UOg melts - core completely molten with enhanced release 
of fission products. Core slump processes not well 
understood. 



11 

(i) accurate knowledge of the chemical forms of the 

fission products within the fuel; 

(ii) determining the nature and extent of any-

chemical reactions between the fission products 

out of the fuel; 

(iii) determining the nature and extent of any 

reactions of the fission products with the 

structural and control materials. 

These interactions fall into five different categories: 

(i) vapour-vapour; 

(ii) vapour-aerosol; 

(iii) vapour-surface; 

(iv) aerosol-aerosol; 

(v) aerosol-surface. 

At present there are two main strategies for investigating 

these problems. The first of these relies on the use of 

thermodynamic data to model both normal and accident 

situations using a variety of computer programs. This 

approach is very attractive because it allows predictions 

to be made over a wide range of pressure temperatures and 

elemental composition. The flexibility of this approach is 

illustrated by Garisto's recent work (^). This approach is 

severely hampered however, if the thermodynamic data are 

not available or are inaccurate. If the chemistry is 

poorly understood because of the presence of unexpected 

species, or because gross assumptions are made, then the 

results may also be dubious. 

The second approach is to study the high temperature 

systems in situ using either small scale irradiated fuel 

pellets or simulant fission products. This is not as 

straightforward as first appears because of the problems of 

carrying out high temperature spectroscopy as outlined in 
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Appendix A. This experimental approach is often used to 

test the predictions of the computer programs. 

The work described in this thesis utilises this second 

approach and concentrates upon some of the fission product 

chemistry of iodine, caesium and tellurium. These three 

were chosen because of their high fission product yield, 

radiobiological toxicity and volatility. There is also 

considerable emphasis on the role of boric acid in 

modifying the nature of any iodine release. 

In Chapter 2 the experimental techniques and requirements 

of matrix isolation infrared spectroscopy and mass 

spectrometry are considered. As these are the 

spectroscopic methods used exclusively in this thesis to 

characterise vapour phase species some of the other 

physical methods available are given in Appendix A. The 

Wilson FG method of analysing the vibrational data to 

determine the molecular shape of the vapour phase species 

is described in Chapter 3. 

The identification and partial characterisation of the 

first stable vapour phase ternary metal sulphide is 

outlined in Chapter 4. Although this has more relevance to 

the fossil fuel plants it is included here to demonstrate 

the utility of the powerful combination of matrix isolation 

and mass spectrometry. 

Some aspects of tellurium reactor chemistry in both 

oxidising and reducing steam conditions are discussed in 

Chapter 5 along with the characterisation of hydrogen 

telluride and the identification of a new 

potassium-tellurium-oxygen compound. 

The characterisation of vapour phase molecular monomeric 

boric acid is presented in Chapter 6 and this chapter 

illustrates how isotopic substitution and normal 

co-ordinate analysis can be used to determine not only the 
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molecular shape, but also give reasonable values for the 

vibrational frequencies that cannot be observed using 

infrared spectroscopy. The new vibrational frequencies 

have been used to determine thermodynamic parameters which 

should be more accurate than those presently available. 

The possible interaction between caesium iodide and boric 

acid has been a source of considerable debate and study. 

In Chapter 7 this reaction is studied in some detail and 

the volatile iodine reaction products identified. A semi-

quantitative analysis has also been carried out to 

determine the extent of the release of volatile iodine 

species from this reaction. 

Chapter 8 contains some concluding remarks and 

observations. As mentioned previously Appendix A compares 

the various physical methods for the study of non-trivial 

vapours. Appendix B is a worked example of how to derive _F 

and ^ matrix elements and Appendix C makes use of these 

principles for the analysis carried out in Chapter 6. The 

last appendix is a flow diagram and listing of the program 

used in Chapter 6. 

Throughout this thesis 'vapour' implies that the species is 

in some sort of equilibrium with either its liquid or 

solid phase, 'gas' implies that this is the only form 

present, and 'aerosol' means a suspension of particulate 

material in a gas or vapour. Where the infrared spectra 

are labelled as high resolution, the stated instrument 

resolution was greater than 1.5 cmTl, medium or moderate 

resolution was between 1.5 and 2.5 cm" ̂  and in survey 

spectra the resolution was less than 4 cm"^. The compounds 

used were all general purpose reagents (GPR) unless 

specified otherwise. 
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CHAPTER TWO 

EXPERIMENTAL TECHNIQUES 
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1. Introduction 

In this chapter the experimental and theoretical background 

to matrix isolation infrared (ir) spectroscopy and 

quadrupole mass spectrometry will be considered in detail. 

The theoretical approach to interpreting the ir spectra 

will be discussed in the following chapter. 

2. Matrix Isolation Infrared Spectroscopy 

Matrix isolation is a widely used method for stabilising 

reactive and unstable species (as well as stable species) 

so that they can be characterised by a variety of 

spectroscopic techniques. A summary of these techniques 

and the information each can yield is given in Appendix A. 

The most popular of these is vibrational spectroscopy and 

infrared in particular. It is therefore worth considering 

why this is so. 

a) The lifetimes of the trapped species can be extended 

almost indefinitely because the matrix cage restricts 

bimolecular collisions and reactions. Hence species 

that may only have a very transient existence under 

normal conditions can be studied at leisure. The 

results of photolysis and photochemical reactions are 

also easily followed. 

The lifetimes are also extended because the cryogenic 

temperatures employed means that only reactions with 

very low activation energies (typically 3 kJmol"^) can 

take place and thus unimolecular decomposition is 

largely avoided. 

b) Because matrix isolation is an accumulative technique, 

compounds with low vapour pressures can be studied. 

The vapour pressure required for spectral observation 

will usually be less than that required for closed cell 

or molecular beam studies and thus the temperature 



17 

required to obtain this vapour pressure will also be 

lower. 

c) The ir spectra of matrix isolated samples are different 

to those of a gas phase spectrum, the principal 

difference being that the matrix spectrum consists of a 

number of sharp bands (typically 1 cm"^ full width at 

half maximum (fwhm)) whereas one would expect the gas 

phase spectrum to be made up of a large number of 

vibration rotation bands, which if unresolvable would 

result in broad absorptions. This sharpening of the 

bands is principally for three reasons: 

i) because the matrix and its trapped species are at 

cryogenic temperature all the molecules will be in 

their (vibrational) ground states and thus no hot 

bands will be observed; 

ii) the rigidity of the cage restricts, and usually 

prevents the rotation of the trapped species in 

the matrix. (The exceptions to this are small 

molecules, such as and hydrogen halides(^) 

in rare gas matrices). The lack of rotational 

fine structure means that all direct moment of 

inertia data (and hence structural data) are lost. 

This however leads to a sharpening of the 

vibrational absorptions to the extent that near 

coincidental (~ 2 cm"^ apart) fundamentals can be 

resolved. This sharpening of the bands also 

enables isotopomeric splitting to be resolved. 

Indeed this is one of the reasons why ir is so 

popular, because isotopic substitution experiments 

are used extensively to gain structural 

information via normal co-ordinate analysis(3); 

iii) the bands are also sharp because of the lack of 

interaction with other molecules. 
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d) If the matrix is warmed up so that it loses some of its 

rigidity then the trapped species can diffuse through 

it and undergo polymerisation and agglomeration 

reactions. When these reactions are followed 

spectroscopically it is possible to identify the 

features in a spectrum that are due to polymers or 

aggregates. 

e) In closed cell experiments, containing the hot reactive 

species in a spectroscopically compatible vessel is 

often a major problem. In matrix experiments these 

problems are almost completely solved as only the 

furnace (sample holder) has to withstand both the high 

temperatures and the reactive sample. The rest of the 

apparatus can usually be constructed out of 

conventional materials. 

f) Ir spectrometers are widely available at modest cost 

and are easily used. Therefore the information gleaned 

to cost outlay ratio is very favourable. 

As with all beds of roses there are a number of prickly and 

thorny parts that need to be understood in order to 

appreciate the whole. The main disadvantage of matrix 

isolation is that all matrices perturb the energy levels of 

the trapped species to a certain extent. The extent of 

this perturbation can vary widely but generally manifests 

itself as matrix frequency shifts of the order of 0.5 -

1.0% and the observation of more bands than expected. Some 

of its effects are discussed in detail later. 

In order to be able to carry out matrix experiments one 

needs to choose a material, or materials that are suitable 

as the matrix cage . The criteria for this choice are 

summarised below. 
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a) Purity - if the matrix is not pure then 

non-reproducible spectra may result because of the 

absorptions of the impurities. The species of interest 

may also react with the impurities(®). 

b) Transparency - the matrix should ideally be 

spectroscopically transparent in the region of 

interest, and certainly not have absorptions which 

coincide directly with the trapped species. A glassy 

matrix is usually more transparent than a crystalline 

one because it scatters the incident radiation less. 

c) Rigidity - since the raison d'etre of matrix isolation 

is to study isolated, non-interacting species, the 

rigidity of the cage is of paramount importance. If 

the matrix is not sufficiently rigid then diffusion of 

the solute (isolated) molecules can take place through 

the solvent (matrix) leading to recombinations in free 

radical studies and aggregation and polymers in the 

study of stable molecules. 

A good indication of matrix rigidity is the melting 

point T^(in K), and in general it has been found that 

the melting point of the matrix gas must be at least 

double the temperature at which it is to be used. 

Several workers(^,^) however, have found that diffusion 

can occur below these limits. To prevent diffusion on 

deposition it is therefore advisable to operate at the 

lowest temperature attainable. If this results in 

badly scattering crystalline matrices, then they can be 

annealed gently afterwards. 

d) Volatility and vapour pressure - in order to be able to 

obtain a good matrix, the flow rate of the matrix 

material needs to be easily and carefully controlled. 

This therefore restricts the choice to gases or highly 

volatile liquids at room temperature unless elaborate 

heated systems are constructed. At the pressures (10~^ 
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torr) and temperatures (lOK) conventionally employed in 

matrix studies, the matrix itself must have a vapour 

pressure lower than 10"^ torr, in order that it does 

not boil off. This therefore rules out helium, and 

also in practice neon and hydrogen. 

The upper temperature limit is usually determined by 

rigidity considerations rather than those of vapour 

pressure. 

e) Inertness - the matrix should ideally be inert with 

respect to the isolated species unless some interaction 

is anticipated(G). 

f) Latent heat of fusion - the latent heat of fusion, L^, 

is an important parameter because it is a measure of 

the amount of heat that has to be removed from the cold 

support on condensation of the gases to form the 

matrix. The amount of heat that has to be carried away 

is proportional to the depositon rate, and if this 

exceeds the cooling capacity of the cryostat its 

temperature will rise and diffusion is likely to 

occur. 

g) Lattice energy - the lattice energy, U , is the 

energy required to form a lattice at OK, and is 

important in assessing the rate of deposition. It also 

relates to the energy required to remove a molecule 

from its site in the lattice and gives an indication of 

the ease of diffusion of the isolated species. 

h) Thermal conductivity - the thermal conductivity. A, of 

the matrix material is of considerable practical 

importance. When the matrix is condensed on the cold 

support, heat has to be dissipated. Initially this is 

done directly through the cold support; however, as the 

layer of matrix grows, the heat that the cryostat needs 

to remove to maintain the rigidity of the matrix has to 
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be conducted through the previously deposited layers of 

the matrix. Therefore, if the thermal conductivity of 

the matrix material is poor, the outer edge of the 

matrix will suffer local heating and the possibility of 

aggregation and polymerisation occurs. This parameter 

obviously affects not only the rate of depositon but 

also the total deposition time that can be used for a 

given matrix material. 

A detailed listing of these thermal properties of matrix 

materials is given in refs 5 and 7. 

As a result of the above criteria, the most widely used 

matrix gases are the rare gases and nitrogen. Helium is 

non-condensable under matrix conditions and for neon and 

hydrogen one needs to use liquid helium cryostats (4K) 

rather than the popular closed cycle Displexes. Xenon 

produces matrices which are notoriously bad scatterers 

unless deposited above 50K. Argon and krypton therefore 

emerge as those that can be regarded as inert, nitrogen is 

an equally good matrix, but one needs to exercise some care 

and caution in the interpretation of nitrogen matrix 

spectra because it is able to co-ordinate to some trapped 

s p e c i e s ( 8 , 2 4 ) , it should be borne in mind that the matrix 

can give rise to structural perturbations(^). Other 

materials such as CO(10,11), CH^(10,11,12), 

OgflO), Fgf 10,13), 

0CS(14), NHg(15) have found occasional use. They are 

however usually employed as either reactive 

materials(12,13,l4) or for probing the effect on the 

spectra of varying the matrix environment( 1 ̂ , 11). 

The interpretation of matrix isolation ir spectra is based 

on the assumption that the trapped species is essentially a 

free entity restrained in an inert and non-perturbing cage, 

and that it closely resembles the species in the gas phase. 

As has been noted earlier, this approximation is not 

entirely valid because of perturbations the matrix exerts 
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on the trapped species energy levels. Normally matrix 

isolation is used to study species that cannot be 

investigated by more conventional methods. Therefore it is 

important to consider how good this approximation is and 

where it breaks down in the case of stable well 

characterised molecules. 

In order to understand the effects the matrix can have on 

the trapped species, it is necessary to have a knowledge of 

the geometrical structure of the cage and hence the crystal 

properties of the matrix gas. 

The rare gases, because of their spherical nature, 

crystallise in one of the close packed structures. By so 

doing they maximise the number of nearest neighbours(12) 

and hence their intermolecular van der Waals forces. This 

close packed structure is usually the face centred cubic 

structure (fee) but argon can in the presence of impurities 

(eg, Ng, Og, or CO) assume a hexagonal close packed 

structure (hep). Both of these structures utilise 74% of 

the available volume and the remainder is taken up by 

interstitial holes. If these interstices have four 

adjacent atoms they are known as tetrahedral holes, whereas 

if they have six they are known as octahedral holes. The 

sizes of these holes vary between the rare gases and are 

listed(2,4) in Table 1. (There is a slight increase on 

warming to 2OK). 

From this table it can be seen that the tetrahedral holes 

are too small to accommodate even isolated atoms, whilst 

the octahedral holes will probably accommodate small atomic 

species. If these were the only sites available, then one 

would be very restricted to the number of compounds that 

could be studied. 

However if one of the host (matrix) atoms or molecules is 

replaced in the lattice by a guest (trapped) species this 

then becomes a substitutional site and from Table 1 it can 
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TABLE 1 

Mean Site Diameters in Commonly used Matrix Materials 

Solid (4K) Tetrahedral Octahedral Substitutional 
Hole A Hole A Hole A 

Ne 0.71 1. 31 3.16 
Ar 0.85 1. 56 3.75 
Kr 0. 91 1. 65 3.99 
X© 0. 97 1. 80 4.34 
CH 0.94 1. 73 4.147 
CF 4.76 
Ng 4. 52 X 3.42 X 3.42 

% 4. 18 X 3.20 X 3.20 % 4. 61 X 3.48 X 3.48 
CO, 5. 32 X 3.0 X 3.0 



24 

be seen that these are much larger than the interstitial 

sites. If the guest molecule is too large for a single 

substitutional site then it can be accommodated by 

introducing strain in the lattice. This is done either by 

trapping in a multiple vicinal vacancy or by making use of 

the lattice imperfections such as edge or screw 

dislocations. These dislocations will be present in the 

lattice because of the way in which it is formed, ie, rapid 

condensation of a gas onto a cold surface. They can not 

only act as extra trapping sites but also as pathways for 

diffusion. 

Although nitrogen is non-spherical it too crystallises in 

a fee structure below 35K. Above this temperature it will 

crystallise in a hep structure in which the molecules can 

freely rotate. The result of this is that at temperatures 

above 35K diffusion will proceed very rapidly, so any 

annealing of the matrix should be carried out at 

temperatures below this. The other main difference between 

nitrogen and the rare gases is that in nitrogen the site 

will not be symmetrical. 

From these geometrical considerations it would seem that 

the observed matrix spectra would be very complicated as a 

result of the guest molecule occuping a number of different 

sites, each with a different potential, leading to a large 

number of bands. However, in practice, it is usually found 

that the bands are sharp (~ 1 cm"^ fwhm) and the spectra 

very reproducible. This indicates that the guest molecules 

are trapped in similar sites each time and there is a large 

degree of homogeneity of the matrix itself, or that the 

differences between sites cannot be detected by ir 

spectroscopy. 

The main complications are that in nitrogen the spectra can 

be more complex than anticipated because the unsymmetrical 

site can lift the degeneracy of some modes, whereas in 

argon the complexity is usually due to there being more 
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than one type of trapping site. It is therefore advisable 

to carry out matrix experiments in several different 

matrices to check and confirm spectral observations. 

The perturbation of the matrix upon the trapped species 

usually manifests itself as vibrational shifts and more 

bands observed than anticipated. 

The shift in vibrational frequencies (Av = v ^ . - v ) 
^ matrix gas 

can be considered to arise from 1st and 2nd order 

perturbation of the Hamiltonian of the free molecule. The 

first order perturbation results from the electrostatic 

charge distribution of the host and that of the guest 

molecules. For noble gases this is zero, whilst for 

nitrogen it is non-zero because of the quadrupole moment. 

The second order perturbations arise from inductive and 

dispersive interactions. The former is the result of the 

interaction between the permanent charge distribution of 

one molecule and the charge distribution in the other 

molecule (eg, dipole-induced dipole and quadrupole induced 

quadrupole interactions). The dispersive interaction is 

caused by the attraction between the instantaneous charge 

distribution of the two molecules. Although the average 

moment is zero, it is a net attractive force because the 

fluctuating charge distribution in one molecule and the 

induced moment in the other are always in phase with each 

other. 

These considerations are modified from those applied to 

solutions, but for solid cages one needs to include 

repulsive interactions, which are caused by the overlap of 

the electronic distributions of the host and guest. In 

addition to these static contributions one also needs to 

consider a dynamic contribution to the frequency shift to 

take account of the constrained translational motion of the 

guest. This is however small when compared to the static 

effects. 
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Calculations of the inter-molecular potential energy of 

stable molecules such as diatomics (eg, "hydrogen halides) 

using the relevant physical constants have been carried 

out(lG), allowing the evaluation of frequency shifts. For 

non-polar spherical cavities (eg, rare gases) the 

correlation between theory and experiment is reasonable, 

but for polar non-spherical cavities the agreement is very 

poor. For polyatomic guest molecules the situation becomes 

much more complicated and the quantitative evaluation of 

frequency shifts becomes impractical. 

As a general rule the bond stretching modes in polyatomics 

are red shifted (Av negative) but examples of blue shifted 

compounds do exist (eg, HI in nitrogen(^^)) . The case for 

angle bending and other deformations is much more 

complicated, and no general rule can be applied, but often 

they are blue shifted (Av positive). A recent review by 

J a c o x ( 1 8 ) compares the vibrational data for diatomic 

molecules in the gas phase and in inert solid matrices. 

She found that the matrix shifts for diatomic molecules 

tended to increase in the order Ne < Ar < Kr < Xe < and 

that the matrix shifts for most diatomics were less than 2% 

in argon. The notable exceptions to this were the alkali 

metal halides with red shifts of up to 24.5% (LiBr in N^) 

or weakly bound species which often have large blue shifts. 

The former is probably due to large molecular dipole 

moments whereas the latter is attributed to the 

introduction of a potential barrier to dissociation in the 

matrix. Therefore force constant and thermodynamic 

parameters derived from matrix data can usually be used as 

the data for free molecules without introducing too large 

an error, comparable to anharmonic corrections and solvent 

shifts. 

The observation of multiple bands where group theoretical 

considerations dictate that only one should be observed can 

arise for several reasons as listed below. 
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a) There may be two distinct species in the matrix with 

near coincident absorptions. This problem can usually 

be resolved by varying the deposition conditions. 

b) Multiple trapping sites: the majority of isolated 

species are trapped in substitutional sites of one form 

or another. If there exists within the lattice several 

different forms of site, each with a different 

potential surface, then when a guest is isolated in 

these it will sense a different inter-molecular 

potential for each site. This will give rise to 

different frequency shifts and hence a multiplet in the 

spectrum. Multiplets arising form multiple trapping 

sites can usually be identified because their relative 

intensity is unaffected by change in concentration. 

When the matrix is annealed the guest molecules tend to 

selectively diffuse into only one site. If the site in 

which the guest is located is asymmetrical this can be 

classed as a multiple site if the molecule can sense 

it. For example, in a low symmetry species such as 

HDTe all the fundamentals are split into doublets, 

whereas in the higher symmetry H^Te and D^Te species 

only one band for each fundamental is o b s e r v e d i n 

nitrogen matrices. 

c) Polymerisation and aggregation; extra bands may be 

observed due to the presence of polymeric forms of the 

guest molecule. These can be identified by comparison 

of relative intensities before and after annealing (or 

diffusion) is carried out. If molecules do not form 

polymeric species, but are located close to each other, 

as in aggregation, then they can interact which will 

also give rise to multiplet features. In both of these 

cases the bands are usually broader than matrix 

isolated monomeric species. 

d) Rotation: the vast majority of solute molecules are 

held so rigidly in the matrix cage that they are unable 
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to rotate. Small molecules such as hydrogen halides, 

water, ammonia and methane have been found to 

rotate(l,2) in spherical sites, as in rare gas 

matrices. Multiplets due to rotation can be identified 

because the features should have a reversible 

temperature dependence. Rotation has been confirmed 

using far infrared and Raman spectroscopy for matrices 

with spherical cavities(^O). There is no firm evidence 

however for rotation in matrices with unsymmetrical 

cavities, such as nitrogen (2 0). 

e) Lifting of degeneracy: More bands than anticipated can 

be observed if the degenerate modes of the guest 

molecule are susceptible to splitting as a result of 

the perturbation of the matrix cage. This can only 

happen if the trapped molecule has at least a C^ axis. 

The degeneracy can be lifted if the symmetry of the 

trapping site is lower than that of the trapped 

species. Thus a doubly degenerate "E" mode may be 

split into two bands, whilst a triply degenerate "T" 

mode may be resolved into 2 or 3 bands depending on the 

exact nature of the perturbation. Eg in SeO^f^l), the 

E' stretching mode at 1007 cm"^ is split into two 

components separated by ~2 cm"^. In a similar manner 

low site symmetry can result in the observation of 

bands which are theoretically inactive. 

g) The final reason for the observation of more bands than 

expected is due to the breakdown in the assumption that 

the matrix is non-interacting. Recent elegant work by 

Beattie et al(9,10) has shown that despite Perutz's 

statement() that there are "no convincing cases in 

which molecular symmetry differs in gas and matrix 

phases", the matrix does have an appreciable effect 

upon the molecular geometry. For example, it is found 

that for ThCl^ and UCl^(^) the matrix ir spectra in 

argon and nitrogen can be explained in terms of a 

structure, whilst neon matrices appear to give rise to 
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spectra that can be assigned to a T species. They 

have also found that the mode of co-ordination of the 

alkali metal in hexafluoroanions and perchlorates(lO) 

is critically dependant on the matrix gas used. In 

matrices with a weak guest-host interaction (eg Ne, Ar) 

the spectra were interpreted in terms of a 

structure where the cation was facially bound. In 

matrices with stronger host-guest interactions (eg , 

CO) a Cg structure with the cation edge co-ordinated 

was found. The interaction was found to increase as 

Ne < Ar < < Kr < Xe < < CO. For Xe (and to 

a lesser extent Kr) features arising from both C^^ and 

species were observed. For this latter example it 

cannot be considered that these results are different 

from the gas phase as the bonding there is almost 

certainly polytopic(^3). A polytopic bond is defined 

as having essentially the same energy when it connects 

atoms in very different positions. 

Despite all the problems and complications, matrix 

isolation ir remains a very convenient (and in some cases 

the only viable) means for the characterisation of unknown, 

high temperature, highly reactive or highly unstable 

compounds and systems. 

3. Experimental Arrangement For Matrix Isolation Infrared 

Spectroscopy 

In a typical study the species of interest are vaporised, 

travel a distance of 10-20 cm in a high vacuum and are then 

co-condensed with a large excess of the matrix gas onto the 

cryogenically cooled deposition window. The sample 

temperature is crucial to the success of the experiment in 

as much that the vapour pressure needs to be controlled so 

that the sample is isolated monomerically. Vapour pressure 

data are available for some systems but for the majority 

they are not. In these latter cases one has to increase the 

sample temperature slowly and monitor the spectrum until 
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bands are observed. If the vapour pressure at room 

temperature is too high then it can be controlled by taps 

or valves but more often it is convenient to use liquid 

nitrogen/solvent slush baths. If the vapour pressure at 

room temperature is not sufficient to obtain a spectrum 

then the sample needs to be heated. 

Recent work by Ogden and Wyatt(24) has shown that the 

method of vaporisation has a strong effect on the species 

volatilised. When vaporisation of CrClg took place from a 

6mm silica tube the matrix ir spectrum was significantly 

different to that from a tube of l-2mm diameter. The 

former approximates to Langmuir free evaporation and it was 

found that the predominant vapour phase species was CrClg 

whilst the latter approaches Knudsen effusion and the 

principal vapour species was found to be CrCl^. 

In this work either resistive or inductive heating was 

used. For the former, nichrome wire was used as the 

heating element and this was usually wrapped onto a pyrex 

or silica former which was slipped over the sample holder. 

The heating power was controlled by a Variac and monitored 

with a chromel-alumel thermocouple. Resistive heating can 

be used up to ~ 450°C if the sample holder is pyrex or as 

high as 1000°C if it is silica. However one has trouble 

controlling the vaporisation at these temperatures as the 

sample will condense on any part that is cooler than the 

point of sublimation and it is possible to see the sample 

shuttle from one end of the tube to the other with very 

little being deposited on the window. At these elevated 

temperatures nichrome is unusable and there is also the 

increased possibility of the silica tube failing and hence 

leading to a catastrophic pressure rise. Figure 1(a) shows 

the conventional pyrex/silica sample holders used. 

Therefore, in general, for temperatures exceeding 600-700°C 

induction heating was used. The susceptor can either act 

as the sample holder (eg, graphite, molybdenum or stainless 
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steel) or if a more inert material such as silica or 

alumina is used as the sample holder then the susceptor, 

usually tantalum foil, is wrapped around this. In general, 

the latter proves more convenient to use. 

Figure 1(b) shows the experimental arrangement most 

commonly used for induction heating of samples. The sample 

is loaded into a platinum boat which is then placed in an 

alumina tube (e). This is connected to an alumina rod (g) 

by cement (f); the rod (g) is located in a sealed Young's 

greaseless cone (k) which in turn is sealed in a 

water-cooled vacuum jacket (i). The sample is heated 

inductively by the tantalum sleeve (h) suscepting with the 

copper water-cooled induction coils (j). The estimation of 

temperature in these experiments is difficult because 

thermocouples can also suscept and give rise to inaccurate 

temperature readings. The method usually employed in 

estimating temperature is to gauge the temperature from the 

susceptor colour using optical pyrometry. 

More elaborate vaporisation techniques can be used and 

these include sputtering(^) and laser v a p o r i s a t i o n ( 2 6 ) . 

The sample holders are connected to the vacuum shroud (h) 

shown in Figure 2 by a brass ring (i) and an 'O' ring to 

ensure a vacuum-tight seal. The subliming vapours are 

co-condensed with the matrix gas from the spray-on line (j) 

which is fitted with a needle valve (k) to control the rate 

of deposition onto the central caesium iodide window (e). 

This window is mounted in a copper holder (d) which is 

attached to the cold end of the cryostat (b) with an indium 

gasket (e) to maintain good thermal contact. A radiation 

shield (f) maintained at ~ 50-70K is used both to protect 

the window during degassing and also to prevent it warming 

up due to the radiation from the hot sample holder. 

The outer windows (g) need to be transparent to ir 

radiation and caesium iodide is usually used for this 
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purpose. The spectrometer beam passes through the vacuum 

shroud perpendicular to the sample holder. The double "0' 

ring seal (m) ensures a good vacuum seal when the window 

and cryostat need to be rotated between deposition and 

spectral recording positions. The traditional deposition 

window has been one piece of flat caesium iodide crystal 

held in a copper holder. Therefore as Figure 3 shows it 

needs to be rotated between deposition (a) and recording 

positions (b). This means that it is hard to monitor the 

spray on as it is happening and even if the window is held 

at 45° (to both the beam and sample)there is the 

possibility that a higher proportion of the sample will not 

"stick" to the window. To try to overcome these problems a 

'V shaped window has been developed for the study of these 

systems. This is basically an equilateral triangle with 

Csl windows on two faces and the front face is left open 

for the sample deposition as shown in Figure 3(c). 

Although the transmission through the assembly is less due 

to scattering and absorbance by the additional Csl, it does 

have the advantage that if a sample molecule bounces off 

one window it will then stick to the other one, or bounce 

off back to the original window. This set up has proved 

very successful in the study of highly volatile, reactive 

species such as H2Te(19) and platinum metal 

o x y f l u o r i d e s ( 25), It has also proved invaluable for 

determining the appropriate temperature at which a spectrum 

can be obtained. Usually this 'V' shaped window is used 

for the first few experiments to determine the conditions 

and then the more conventional setup is used due to its 

higher transmission characteristics which enables one to 

obtain higher quality spectra. 

The window is maintained at the necessary cryogenic 

temperatures to condense the matrix gases by an Air 

Products CS202 Water-cooled Displex, closed cycle 

refrigerator. This employs a modified Solvay cycle using 

helium as the working medium. The cooling is achieved by 

allowing the helium to expand into a volume and to work 
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against a piston. As the gas expands it cools and so the 

energy for this expansion comes from the surroundings, ie 

the deposition window. Therefore the window temperature 

decreases with every cycle. It is not possible however to 

use just one expander to obtain the necessary cryogenic 

temperatures and two expanders are used end to end with the 

cold end of the first stage (~ 50-70K) being the warm end 

of the second stage expander (10-14K). These are shown as 

(a) and (b) respectively in Figure 2, the electrical 

connections and high pressure hoses are shown as (o) and 

(p) respectively. 

If lower temperatures than this (10-14K) are needed (eg, 

for neon or hydrogen matrices) then one has to use either 

liquid helium flow or dewar systems, or the recently 

introduced Air Products Heliplex, which is a 3 stage closed 

cycle cryostat capable of reaching 3.6K. 

The tip and window temperature can be monitored by either 

thermocouples or hydrogen vapour bulbs (up to 24K) and 

diffusion and annealing experiments can be carried out by 

use of tip heaters. 

The high vacuum necessary to avoid the build up of 

atmospheric gases on the window was achieved and maintained 

by the use of a pumping unit comprising an Edwards 

Diffstak, a liquid nitrogen trap and a rotary pump. 

The spectrometers used were a Perkin Elmer 983G interfaced 

to a model 3600 Perkin Elmer Data station, and a Perkin 

Elmer 225. Both of these were fitted with dry air purgers 

to remove absorptions due to water vapour in the 

spectrometer. The data station was used to store spectra 

and also for procedures such as spectral smoothing and the 

subtraction of background features which may obscure 

genuine absorptions. A few experiments were carried out on 

an FTIR machine (Bruker IFS 113V) at AEE Wifrith and the 
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results were found to be comparable to those obtained on 

the grating machines at Southampton. 

These spectrometers were c a l i b r a t e d ( u s i n g residual 

water and carbon dioxide and gas cells of hydrogen chloride 

and carbon monoxide in the conventional manner. 

The matrix gases were supplied by BOC and were high purity 

grade argon (99.999%), 'white spot' nitrogen, and research 

grade krypton. 

4. Mass Spectrometry 

Mass spectrometry is a very valuable tool for identifying 

the species present in a vapour above a (heated) solid. 

This information is obtained by measuring the mass/charge 

ratios of the ions and then attempting to assign them to 

parent and daughter species. There are currently four main 

ways of measuring these mass/charge ratios 

(i) separation of the ions by a magnetic field in a 

sector instrument(2®), 

(ii) separation of the ions by velocity in a time of 

flight instrument(^^), 

(iii) separation of the ions in an ion cyclotron 

resonance cell in a Fourier Transform Mass 

Spectrometer(3 0), 

(iv) separation of the ions by oscillating radio 

frequency (rf) fields in a quadrupole mass 

analyser. 

It is the last method that has been used (almost) 

exclusively in this work. For a very entertaining and 

pertinent review of the various mass spectrometric 

techniques see reference 31. 
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5. Quadrupole Mass Spectrometry 

In the system employed in these studies the sample vapour 

pressure was controlled by rf heating, resistance heating 

or nitrogen slush baths as in the matrix experiments. The 

vapour was ionised by electron bombardment generated by 

thermionic emission of a heated tungsten filament. The 

energy of these electrons was varied by altering the 

accelerating potential between the filament and the ion 

source cage that also acts as the electron trap. The 

resultant ions were then injected through a pair of 

focussing plates into the quadrupole analyser itself, in 

the form of a beam with circular cross section. The 

potential of these focussing plates is variable and is used 

to trade off sensitivity and resolution. For example, the 

lower the potential of the plates, the fewer ions will be 

injected into the analyser, but they will have a lower 

velocity which results in an increase in resolution because 

the rf and dc fields can have a much greater effect upon 

them. 

The quadrupole mass spectrometer or mass filter was 

invented by Paul and c o - w o r k e r s { ^ ^ 3 3 ) in 1953 and a 

schematic view of one is shown in Figure 4. The mass 

spectrometer itself consists of four parallel hyperbolic 

rods and to these is applied an rf voltage of peak 

amplitude V superimposed on a dc voltage U. The potential 

of the field is given by: 

$ = (U + Vcos wt) . (x^ - yZj/r^Z 

where w = 2Trf (f is the radiofrequency) and x, y and r^ are 

defined as in Figure 4. Therefore in the xz plane the rods 

have a positive potential, whereas in the yz plane they 

have a negative potential. 

For the following equations and description to be 

rigorously correct the rods need to be hyperbolic; however, 
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in practice most rods are cylindrical (due to relative ease 

of manufacture) and by the use of an r/r ratio of 1.1458 a 
o 

good approximation to an exact quadrupole field is 

obtained. 

The trajectory of the ions in the quadrupole field can be 

described by the following equations of motion. 

mx + 2e(U + Vcos wt) . x/r^^ = 0 

my - 2e(U + Vcos cot) . y/r^^ = 0 

mz = 0 

By use of the following transformation parameters: 

2 ? = cot 

8eU 

4eV 

the Matthieu differential equations below can then be 

derived: 

y + (a + 2qcos 2?).x = 0 

x - (a + 2qcos 2?).y = 0 

The solution of these equations reveals that an ion 

injected into the analyser along the z axis will perform 

oscillations perpendicular to this axis. The ion will 

either undergo stable oscillations which will result in it 

emerging from the quadrupole to be detected, or unstable 
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oscillatory motion with rapidly rising amplitude so that it 

hits the rods and is neutralised. 

A qualitative explanation of these processes can be made by 

separating out the trajectories in the xz and yz planes. 

As noted previously the rods in the xz plane are at a 

positive potential and hence a positive ion lies in a dc 

potential well. This ion is then excited into oscillation 

by the applied rf field. The average force and energy 

gained from these oscillations increases with mass. This 

means that the heavier ions will have a larger amplitude of 

oscillation than the lighter ions with the result that the 

heavier ions are more likely to strike one of the 

electrodes and be neutralised. Therefore in this plane the 

analyser is acting as a low mass pass filter. 

In the negative potential plane (yz), the positive ion lies 

on a potential hill. The ion is attracted to the 

electrodes but the rf field gradients near to the 

electrodes exert a focussing force on the ion. This force 

also increases with mass and means that the higher masses 

are affected more than the lighter masses resulting in the 

lighter masses hitting the electrodes. Hence in this plane 

the quadrupole is behaving as a high mass pass filter. 

By suitably adjusting the parameters the low and high mass 

pass filters can be made to overlap and hence the overall 

quadrupole analyser is a band pass mass filter. 

From the previous equations it can be seen that the 

variable parameters are V, U and w, because r g is set in 

any given system and m/e is the parameter analysed for. In 

Paul's development w o r k ( 3 2 , 3 3 ) he chose to vary the 

frequency of the rf field. This however is not the method 

chosen for commercial machines because the mass scale is 

linearly dependent on the V/U ratio. As the radiofrequency 

is kept constant the parameters that are varied are U and 

V. 
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The stability diagram (Figure 5) shows pictorially how both 

the m/e ratios are scanned and the resolution varied. The 

transformation parameters a and q are the ordinate and 

abscissa respectively. The shaded area corresponds to 

those values of a and q that give rise to the stable 

solutions outlined above, this region is therefore known as 

the stability area. The remaining area corresponds to the 

unstable solutions and will not concern us further. The 

ratio a/q and hence U/V (ie, the ratio of the dc voltage U 

and the superimposed rf voltage V) is kept constant and all 

the mass numbers lie on the straight line A, which 

intersects the origin. All the masses that lie on this 

line within the shaded area can undergo stable motion and 

therefore pass through the mass filter to be detected. 

A range of masses is allowed through the filter because a 

and q are each proportional to two independent parameters, 

ie, U/m and V/m respectively. Therefore although U and V 

are fixed, there can be several values of a and q that give 

rise to stable solutions because of their dependence on 

1/m. This range of solutions can be increased or decreased 

by varying the gradient of A and hence the U/V ratio. At 

higher ratios the resolution will be greater but with a 

concomitant loss in sensitivity. If the appropriate ratio 

is chosen (usually 6:1) then the shaded area can be made to 

represent only 1 mass unit and hence 1 amu resolution can 

be achieved. 

The masses are scanned by increasing U and V in such a 

manner that U/V remains constant. The values of a and q 

which give rise to stable solutions remain the same for 

values of U and V, and therefore the value of m, which 

gives values of a and q which lie in the stability area, 

increases with U and V and successive masses pass through 

the quadrupole mass filter to be detected according to: 

m = V/(7.219 

and 

m = U/(l.212 fZrgZ). 
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The ions that have undergone stable motion in the 

quadrupole are either detected by a Faraday plate collector 

or an electron multiplier tube. The Faraday plate has no 

means of signal amplification and is hence only used when 

it is inadvisable to use the multiplier (eg, when the 

pressure is greater than 10"*+ torr). The electron 

multiplier employed is a wide bore channeltron multiplier. 

This consists of a curved funnel shaped piece of glass 

which is coated on the inside with a resistive coating. 

When the incident ions strike the mouth of the channeltron 

a number of electrons are liberated from the resistive 

coating. Because the mouth is held at a high negative 

potential (-3 kV), and the collector is held at ground 

level, the electrons flow down the potential gradient to be 

collected at the end of the tube. In passing down the tube 

they repeatedly collide with the resistive surface thus 

liberating more electrons and so increasing the collector 

current. The current that arrives at the collector is then 

fed to the amplifier and subsequently to the chart recorder 

or interfaced microcomputer. The channeltron is mounted 

off axis from the quadrupole rods and ion source so that 

the soft x-rays produced by the electron beam in the source 

do not enter the channeltron, which would increase the dark 

current of the multiplier and hence lower the signal/noise 

ratio. 

Recently the mass spectrometer has been interfaced to a BBC 

microcomputer via the BBC's internal Analogue to Digital 

converter (ADC). This has allowed the development of a 

suite of programs that enables one to store, retrieve, view 

and manipulate spectra. 

The spectra observed can be more complex than anticipated 

because of a number of complications such as fragmentation, 

multiply charged ions, ion rearrangement, metastable ions, 

or ions formed from ion-molecule reactions and the 
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interaction of the sample with the spectrometer and 

filaments, etc(2'+). Some of these effects can be 

identified immediately whilst some are more pernicious. 

Fragmentation of the parent ion can sometimes lead to wrong 

assumptions being made, for example it is r e p o r t e d ( 3 5) that 

the MClg"^ and MClg* parent ions have only a very small 

relative intensity compared to their daughter ions MCI 

and MCl^* respectively. To try to remove the problems of 

fragmentation it has been s u g g e s t e d ( ^ 5 ) that Angular 

Distribution Mass Spectrometry could be used. In this it 

is assumed that for a given system the angular distribution 

is unique for each vapour phase species effusing from a 

non-ideal orifice. 

Conventional mass spectrometers require a high vacuum 

(~ 10"5 torr) in order to operate. However the use of 

molecular beam technology has enabled the sampling of 

systems at much higher pressure (typically several torr to 

atmospheres) to be studied(3 7,3B). 

In order for a system to be investigted by mass 

spectrometry, its components need to be vaporised. 

Initially this was done using Knudsen cells in conjunction 

with vapour pressure or transpiration studies. The methods 

available currently are much more diverse and include Fast 

Atom Bombardment (FAB), and laser vaporisation. 

Once the components have been vaporised they need to be 

ionised so that the mass/charge ratio has a finite value. 

The conventional mean of ionisation is electron impact (EI) 

in which a stream of electrons is directed at the target 

gas. Other methods such as Secondary Ion Mass Spectrometry 

(SIMS) can also be used. 

The energy of the bombarding electrons needs to reach a 

threshold (because of quantum mechanical considerations) 

before the molecule suffers electron loss and hence becomes 

a positive ion. The value of this threshold is called the 
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Appearance Potential (AP) and from its value one can often 

conclude whether the ion is a parent or due to 

fragmentation of another ion or molecule. Information can 

also be gleaned by plotting an "lonisation Efficiency 

Curve" of intensity vs electron energy. Figure 6 shows 

some of the possible curves obtainable. 

Figure 6(a) is by far the most typical of curves observed 

and is that for a conventional parent or daughter ion. 

Figure 6(b) has been observed(^^) for the I i o n and 

indicates that at high electron energy the parent ion is 

being extensively fragmented. Figure 6(c) is a curve 

o b t a i n e d ( 2 1,40) for SeO^"^ and indicates that the ion is 

both a parent ion and also a daughter ion. The first step 

is ionisation of the SeO^ parent molecule, whilst the step 

at higher electron energy arises from the fragmentation and 

ionisation of (SeO^)^. 

The method of determining the APs in this work was by 

extrapolation of the linear part of the curve to the base 

line. A detailed account of the more sophisticated methods 

is given in refs 41, 42. The method used, often gives 

values which are too high compared to those given by the 

better routines. This discrepancy arises because of the 

tail at the beginning of the linear portion which itself is 

a result of the ionising electrons having a Maxwellian 

energy distribution. If the electrons were monoenergetic 

then a sharp cut off would be observed, as would fine 

structure on the curve itself. This fine structure is due 

to the population of vibrationally excited states and it is 

this that can be used to obtain thermodynamic and 

structural data(43). 

6. Experimental Configuration For Quadrupole Mass 

Spectrometry 

The vapour pressure in the mass spectrometric experiments 

usually needs to be higher than in the matrix ir 
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experiments because it is not accumulative and also to 

discriminate against the background features. 

The experimental arrangement of the VG SXP 400 quadrupole 

mass filter and spectrometer chamber is shown in Figure 7. 

The quadrupole analyser (a) is seated in the "dural" 

chamber (k) by means of a rotable double 'O' ring seal (d) 

and Teflon gasket (e). The radiation shield (c) is used to 

protect the delicate exposed parts from the high 

temperature vapours during degassing and spectral 

observation. The ion source (b) contains two tungsten 

filaments and is mounted perpendicular or "cross axis" to 

the sample molecular beam. The sample inlet ports (f) are 

identical to those used on the matrix rigs so that minimum 

contamination is caused on transfer of samples, especially 

of those isotopically enriched. The small port (g) is used 

for the admission of gaseous samples or the PFK standard 

(used for calibration) via needle valves. The perspex 

windows (h) allow the operator to align the ion source and 

sample holder to be in line of sight of each other to 

maximise sensitivity. The vacuum is monitored by a Penning 

gauge (j) and an ion gauge (i). The ion gauge also acts as 

the protection system in that if the pressure exceeds a 

pre-set limit (usually 1.5 x 10"^ torr) either because of a 

leak or rapid vaporisation of the sample, the entire 

quadrupole system is depowered. This thus protects both 

the filaments and the channeltron from serious 

degradation. 

The necessary high vacuum was achieved by two Edwards 

Diffstacks backed by rotary pumps in conjunction with 

liquid nitrogen traps. 
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CHAPTER THREE 

VIBRATIONAL ANALYSIS AND MOLECULAR VIBRATIONS 
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1. Introduction 

Once an infrared spectrum of a matrix isolated species has 

been recorded it needs to be interpreted and then used to 

characterise the trapped molecule. In the previous chapter 

it was shown how it is possible to identify the frequencies 

arising from monomerically trapped species. In this 

chapter it will be shown how the observed fundamentals and 

their relative intensities can give valuable structural 

information such as approximate bond angles and force 

constants. 

This characterisation takes place in two distinct steps. 

The first step is qualitative, and makes use of group 

theoretical principles to determine the symmetry and hence 

shape of the molecule by comparing the number of observed 

fundamental frequencies with those predicted for model 

structures. The more complete characterisation takes place 

in the second step which uses normal co-ordinate analysis 

to relate the experimental frequencies and intensities to 

molecular parameters such as force constants and bond 

angles. Both stages of the analysis are enhanced 

enormously if isotopic substitution can be used. In this 

work, Wilson's GF method with a general valence force field 

(GVFF) or a simplified valence force field (SVFF) has been 

used. 

2. Vibrations of a Diatomic Molecule 

Although all the systems studied were polyatomic, it is 

instructive to look at the case for a diatomic species 

first, because of its simplicity. Quantum mechanical 

considerations reveal that the vibrations of two nuclei in 

a diatomic molecule can be reduced to the motion of a 

single particle of mass, p, whose displacement q from its 

equilibrium position is equal to the change in the inter-

nuclear distance. The mass y is known as the reduced mass 

and is given by 
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M = 

where and are the masses of the two nuclei. 

The kinetic energy (T) of the system is given by 

•P = 1. yq = E_ (p = wq) 

(q = If-) 

One usually assumes that the vibrations are harmonic and by 

doing so, can use Hooke's law for expressing the potential 

energy (V) thus 

V = ^ KqZ (2) 

where K is the force constant for the vibration. 

This enables the Schrodinger equation to be written as 

5UbL+ (2 _ iKqZ)^, = 0 (3) 
dq^ h^ 2 

When this is solved using the usual quantum mechanical 

boundary conditions of $ being single valued, finite and 

continuous, the eigenvalues (E^) are given as 

Ey = hv(v + i) (4) 

where the frequency v = /(K/p) (5) 
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V is the vibrational quantum number and can take the values 

0, 1, 2, 3, etc. The eigenfunctions, have been 

evaluated and take the form of Hermite polynomials. 

The majority of infrared spectroscopists express the value 

of the fundamental transitions in reciprocal wavelengths or 

wavenumbers, v in units of cm"^. These are related to the 

frequency by v = v/c.* 

As is well known the potential curve of a vibrating 

molecule is not harmonic and is better approximated by the 

addition of higher terms to the potential energy thus(l,2): 

V = %Kq2 - Gq3 (K>>G) (6) 

The eigenvalues are then given by 

= hcWg (v + ^) - hcx^Wg (v + + ... . (7) 

w is the wavenumber corrected for anharmonicity and the e 

XgW term indicates the magnitude of the anharmonicity 

(Wg= 2XgWg + v). The physical result of the above equation 

is that the energy levels of an anharmonic oscillator are 

not equally spaced, but that the separation decreases as v 

increases. It is the anharmonicity that is also 

responsible for overtones and combination vibrations, which 

are forbidden in the harmonic oscillator approximation. 

The force constant K can be imagined to be a measure of the 

curvature of the potential well near the equilibrium 

position, ie. 

* Although wavenumbers should be labelled v, in practice 

only V is used and that is the convention adopted in the 

later chapters. 
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K = aiY 

the depth of the well however is dependent on the 

dissociation energy D . Therefore a large force constant 

implies sharp curvature of the potential well, but does 

not necessarily indicate a deep well. 

3. Polyatomic Systems 

3.1 Normal Vibrations and Normal Co-ordinates 

In polyatomic systems the situation is much more complex 

because in general all the nuclei undergo (periodic) 

oscillations simultaneously- This complexity can be 

reduced if one uses the concept of normal vibrations. It 

can then be shown that any of the extremely complicated 

vibrations of the molecule can be represented as a 

superposition of these normal vibrations. If the 

displacement of each nucleus is expressed in a rectangular 

co-ordinate system with the origin of the equilibrium 

position of each nucleus then the kinetic energy for an N 

atom molecule is given by: 

iV* 

N 

this expression can be rewritten as: 

3N 
T = 2 I (9) 

i 

if the mass weighted co-ordinates 

q^ = /m^Ax^, q^ = /m^Ay^, q^ = /m^Az^, q^ = /mgAx^, etc 

are used. 
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The potential energy of the system is a function of the 

displacements and is hence a complicated function of the 

q's. If the displacements are small then the potential 

energy V may be expressed as a Taylor power series(3,4) in 

, thus: 

( ) 
I s h ' = V Z j U . j * 9 I ) art ar-r 1 Qj i 2 f ^/3q. 3q^\ 

' ] \ 1 J ' 0 
+ higher terms (10) 

The terra is taken as zero if the potential energy at 

q.= 0, which is the usual convention. The <4—> terms are 
^ i oQii 0 

also zero because V must be a minimum at q. = 0. 
1 

Therefore V can be expressed as: 

I,J r^i 3^0 

if the higher order terms are neglected. 

If it were not for the presence of the cross term products 

such as q^q^ then the problem could be solved directly 

using Lagrange's form of Newton's equation, ie, 

— j - ^ j + = 0 i = 1, 2 3N (12) 
dt ( 3q ) 9q 

which in turn could be expressed as: 

qj + I b..q. = 0 j = 1, 2, .. 3N (13) t 
j 

If b^j = 0 for i^i this then becomes: 

= 0 (14) 
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whose solution can be given as: 

= q° sin{/b^^t + 6^) qO = amplitude (15) 

6^ = phase constant 

However, this simplification is not usually possible, and 

the mass weighted co-ordinates q^ have to be transformed 

into a new set of normal co-ordinates 

where q^ = 
i 

<52 = ?®2i Ql 
1 

(16) 

9k = 
1. 

If one chooses the coefficients of appropriately then 

the kinetic and potential energies can be written without 

any cross products thus 

T = (17) 
i ^ 

V = -| (18) 

If these equations are then combined with Newton's equation 

the following is found: 

^i ^i^i ^ ° (19) 

and the solution is given by: 

= Q? sin (/A^t + 5^) (20) 
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The frequency is 

"i = 27- (21) 

The vibrations are the normal vibrations mentioned 

earlier. 

In an N atom molecule there are 3N degrees of freedom, and 

in general there will be 3N-6 vibrational degrees of 

freedom. This is because 3 degrees of freedom are required 

to describe the translational motion of the molecule whilst 

another 3 are required for the rotational description. 

Thus the complex vibration is a superposition of the 3N-5 

normal vibrations. 

In order to obtain a physical picture of normal vibrations 

the case when only one such vibration is excited 

will be considered. The mass weighted co-ordinate q^ is 

related to the normal co-ordinate by 

% = pklOl (22) 

Because the normal vibrations are independent of one 

another the case when Q° ^ 0 but Q° = Q° = 0 etc 

can be separated 

" 9% = sin (/Alt + (23) 

= sin (/A^t + 6^) (24) 

From this relation it can be seen that the excitation of 

one normal vibration (v^) of the system causes vibrations 

of all the nuclei in the system. Therefore in a normal 

vibration all the nuclei move with the same frequency and 

in phase with each other. 
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3.2 Spectroscopic Selection Rules 

The normal frequencies described in the preceding section 

are simple harmonic and therefore the harmonic selection 

rule (Av = ± 1) is applicable. However, the infrared and 

Raman spectra of non-linear polyatomics do not in general 

show 3N-6 fundamentals because the occurrence of ir 

absorption is governed by another set of rules known as the 

symmetry selection rules. 

The infrared selection rule can be expressed as "energy can 

only be absorbed or emitted if the change in vibrational 

state is accompanied by a change in the molecular dipole 

moment". 

Quantum mechanically it can be shown(3,4) that the 

intensity of a vibrational transition (in the infrared 

region of the spectrum) is dependent upon the transition 

moments 

= / ^v'^x *v'' 

= / *v'%y *v'' (25) 

*v'' d? 

where p is the magnitude of the molecular dipole moment in 

the X direction, ip is the vibrational eigenfunction and v' 

and V'' are the vibrational quantum numbers before and 

after the transition respectively. 

These three equations can be expressed as: 

2v'v'' = / 2 *v'' dT (26) 

where _y is the vector representing the cartesian molecular 

dipoles. 
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At first sight this appears to imply that only molecules 

with permanent dipoles will have ir active vibrational 

modes. If this was the case the usefulness of vibrational 

spectroscopy would be very limited, but it is well known 

that molecules that do not have permanent dipoles, eg, CO^, 

do have ir active fundamental frequencies. This can be 

explained if equation (26) is expanded in a Taylor 

series { ̂  thus 

fy'v'' = j ' dT + ; ty, Q% , 3%) (27) 

Because the wave functions are orthogonal, the first 

integral vanishes unless v' and v'' are the same. This 

however corresponds to no transition. Therefore the 

permanent molecular dipole moment, jĵ , has no influence on 

the intensity of the vibrational transitions. (It does 

however determine the intensity of bands in pure rotational 

spectra.) If the second term is expanded then it is found 

that it is only non-vanishing if the following criteria are 

met. 

(a) For all the modes except the the two states v' 

and v'' are identical and 

tin 
(b) For the k mode the vibrational quantum number must 

only change by unity, ie, Av = ± 1. 

It does not follow though that all such modes will in fact 

be active because the second term on the right hand side 
(3% ) 

also includes the _ > terms. Hence a transition will 
(*Qk)o 

only be ir active if (3% /3Q ) , (3% /3Q, ) or (3% /3Q, , 
X J ^ g y 0 ' Q 

are non zero. Therefore a transition between two 

vibrational levels is only ir active if there is a dipole 
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change involved in the vibration and if the vibrational 

quantum number does not change by more than one. 

It can be shown(^) that if v' = 0 , (ie the vibrational 

ground state) then the simple harmonic wave functions are 

totally symmetric. If v'' = 1 (the first vibrationally 

exited state) then the wave functions belong to the same 

symmetry species as the vibrational mode. For one of the 

integrals to be non zero, it must then be invariant to all 

symmetry operations of the molecular point group. For this 

to happen the product , must contain the totally 

symmetric species and this by consulting "direct product" 

tables implies that y and ip, must belong to the same 

irreducible representation. As n ,p and y transform as 
X y z 

translations in the directions x, y and z then for a 

vibration to be infrared active its symmetry species must 

be the same as one of the components of the electric moment 

of the molecule. 

Therefore from the above comments it can be seen that the 

number of ir active fundamentals in any given polyatomic 

molecule is intimately linked with the symmetry properties 

of that molecule and hence much valuable information can be 

gleaned by band counting. In order to determine how many 

of the 3N-6 normal vibrations will be ir active one needs 

to make use of Group theory. 

3.3 The Symmetry and Number of Normal Modes 

In this section the preceding ideas about normal vibrations 

will be used in order to fulfil the first stage in the 

characterisation of a species, ie. the determination of its 

shape by the use of group theory ('̂ , ̂ ) . 

If the molecular formula of the species is known then one 

has to choose chemically sensible models and determine the 

number of ir active modes for each model. These can then 

be compared with the observed spectra and from this it is 
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possible to choose one of the models as the probable 

shape. 

If the molecular formula is not known, then models for a 

variety of formulae have to be chosen and in a similar 

manner it is possible to end up with a probable shape. One 

has to exercise some caution however, because group theory 

only predicts whether fundamental frequencies are ir 

active, but does not give any indication of the relative 

intensities. In some cases a fundamental may be 

technically ir active but have a very low intensity so that 

it cannot be observed above the noise level. 

In order to illustrate the principles the YXY type 

molecule will be utilised as an example. This can be 

either bent or linear, the former having C^^oint group 

whilst the latter is If the group symmetry operations 

of each molecular point group are applied to a set of 3N 

atomic cartesian displacement vectors or a set of 3N-6 

internal co-ordinates and the appropriate equations 

(2,3,4,5) this then gives rise to what is termed an 

irreducible representation. 

This irreducible representation is determined by 

considering the effect on the cartesian displacement 

co-ordinates of each of the symmetry operations of the 

molecular point group in turn. As can be imagined there 

are a number of short cuts available because the effect on 

the cartesian displacement co-ordinates by each operation 

is similar in each point group. 

The most commonly used method, is to consider how many 

unshifted atoms there are after each of the symmetry 

operations has been carried out. To convert this into 

these values need to be multiplied by a "contribution to 

character per unshifted atom", and these are widely listed 

(eg ref 6). 
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In order to get the vibrational irreducible representation, 

one needs to subtract the rotational and 

translational irreducible representations (r , and ) 
rot trans 

from r 3N" The separation of stretching and deformation 

(both in plane and out of plane) modes is achieved by using 

the number of unshifted bonds, bends, etc. under each 

symmetry operation to give and ^ etc. 

If this is done for the two YXY cases then the following 

results. 

Y Y 

^2V 

X 

Y 

Dooh 

= 3Ai + Ag + 3Bi + ZBg 3N %g + Kg + 2%u + 

Trot = ^2 + + B, ^rot Hg 

ftrans = + B, 
n -f-

= y +11 
trans u 

'vib = + Bi r .. = y* + y* + n 
vxb ^u u 

ir active = 2A^ + ir active 

Tstr = Al + • = y + + y + 
str ^ u 

^bend ^bend - "u 

Therefore an ir spectrum of an YXY molecule containing 3 

bands could be assigned to a C„ structure whilst one 
2v 

containing only 2 bands could be assigned to a 

structure. This approach begins to breakdown when the bond 

angle approaches 180° as the symmetric stretch will only 
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have a low intensity. The use of isotopic data can make 

this assignment more rigorous especially if the 

substitution occurs at the Y atoms thus 

X 

X 

Y' 

C Y' 
s 

C 
GOV 

fvib = 3A' I'vib = 2^1 + El 

ir active = 3A' ir active 2A^ + 

Hence in a bent molecule one would expect to see 9 bands, 

(3 from each isotopomer), whereas in a linear molecule only 

seven are anticipated to be observed. 

A similar strategy can be used for other molecules where a 

variety of structures are possible 

eg XY, Cjy or 

XY4 Td °4h 

If one is considering the mode of co-ordination of a cation 

to an anion(7), eg M'^ReO", then by calculating the 

expected number of bands for mono bi (Cg ) or 

tridentate co-ordination of the cation and comparing 

these to the number of bands observed, a structure can be 

inferred. 

Therefore having decided upon a probable shape of the 

molecule by group theory and band counting a more 

quantitative approach such as normal co-ordinate analysis 
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can be employed. This can be used to calculate force 

fields which in turn can be used to generate intensity 

patterns and isotopic frequencies, which can then be 

compared with the observed spectrum. 

4. Wilson's GF Method 

In the calculation of and its components and 

r, , use was made of the Y-X bond distance and the Y-X-Y bend 

bond angle as generators. These are known as internal 

co-ordinates and their use in normal co-ordinate analysis 

gives a much clearer physical meaning to the force 

constants obtained. In addition they do not contain any 

rotational and translational components. 

As described previously the frequency of a normal vibration 

is determined by the kinetic and potential energies of the 

system. The kinetic energy is proportional to the masses 

of the atoms in the molecule and their geometrical 

arrangement. The potential energy however arises from the 

interaction between the individual atoms, and these 

interactions are usually described in terms of force 

constants. These force constants provide valuable data 

about the nature of interatomic forces and it is usually 

the practice to obtain values for them from the observed 

frequencies. Structural information can also be obtained, 

especially from isotopically substituted species and also 

by consideration of the relative intensities. 

For the bent XY^ molecule the following internal 

co-ordinates can be defined 



70 

and hence the displacement co-ordinates are defined as Ar 

Ar^ and Aa. Using these internal co-ordinates the 

potential energy can be written as 

2V = R F R (28 ) 

where R is of the form Ar 

Ar r 

Aa 

(29) 

R is the transpose of R, ie [Ar^, Ar^f Aa (30) 

and F is a matrix of force constants thus 

11 

• 2 1 

12 

22 

^1^13 

^2^23 

rif31 ^2^32 ^1^2^33 

1 1 

2 1 

3 1 

12 

22 

3 2 

1 3 

2 3 

3 3 J 

(31) 

where f ^ and f ̂  ̂  are the stretching force constants of the 

X-Y^ and X-Y^ bonds respectively, and f^ ̂  is the bending 

force constant of the Y^-X-Yg angle. The other symbols 

represent interaction force constants between the 

stretching and stretching, or between the stretching and 

bending vibrations. In order to make the dimensions of all 

the force constants the same (mdyn/A) f ̂  ̂  (or f^^) f 

(or fg^) and fgg need to be multiplied by r^, r^ and r^r^ 

respectively. 

The kinetic energy is not so easily expressed in terms of 

the same internal co-ordinates but Wilsonf^), has shown 

that it can be written as 
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- 1 . 
2T = R G R (32) 

where R is the derivative with respect to time of R and G~1 

is the reciprocal of the G matrix which will be defined 

later. 

If equations (28) and (32) are combined with Newton's 

equation in Lagranges' form (12) 

i3T 
+ 

8V 0 (33) 

dt ' 3 

then the following secular equation is obtained 

Fll - A Fiz - ^ 

F^i - (G-1)2I i 22 (G-l)22 A ... F - G ~ U = 0 

(34) 

If this is multiplied through by the determinant of G 

le Gil Gi2 ' 

^21 ^22 

3 1 

G (35) 

this then gives equation (34) as 
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It t2 

2t tl %G2tFt2-^ G F - E X 0 

(36) 

E is the identity matrix and X is related to the 

wavenumber, v, by the relation X = 4 t i^c^v^ and v = 

1302.83/A. The order of the equation is equal to the 

number of internal co-ordinates used. 

The F matrix is written by assuming a suitable set of force 

constants, it is however the G matrix that is more 

difficult to construct. If the G matrix elements are 

derived by the following method then by solving equation 

(36) the calculated vibrational frequencies are obtained. 

If the G matrix is defined as: 

B B (37) 

Where M~^ is the diagonal matrix whose components are 

the reciprocal masses of the ith atom. For a bent XY^ 

molecule 



jyi"! = 

y ^ 0 0 

0 0 

0 0 y ^ 
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(38) 

0 

The B matrix is defined as 

R = B X (39) 

where R and X are column matrices whose components are the 

internal and rectangular co-ordinates respectively, ie. it 

is the matrix that converts the rectangular displacement 

co-ordinates to internal displacement co-ordinates. Having 

achieved the matrix the individual elements of the G 

matrix are given by: 

G 
tt 

3N 
, = I 

i = 1 ^ti 
(40) 

The Use of Symmetry Properties to Reduce the 

Complexity of FG Analysis 

In the bent XY^ molecule the two X-Y bonds are equivalent 

and hence both the internal co-ordinates Ar^ and Ar^ will 

be equivalent. If a molecule possesses such symmetrically 

equivalent sets of internal co-ordinates it is possible to 

reduce the order of the F and G matrices and therefore the 

order of the secular equation by use of a co-ordinate 

transformation. 
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If the internal co-ordinate matrix, R is transformed by the 

transformation matrix U to the symmetry co-ordinate matrix 

S thus: 

UR 

Then: 
-1 

2T = R G~1 R = S U G~1 U"1 S 

S G~1 S 
— s — (42) 

where G"! = U"1 G~1 U"! 

and 2V = R F R = S U~1 F U~1 S 

= S F S 
— S — 

and F = F U"! 

(43) 

(44) 

If U is an orthogonal matrix then equations (42) and (44) 

can be expressed as 

U G U 

F = U F U 

(45) 

It can be shown that G F - E 
s s — 

G F - E X (2,4) and 

if a proper U matrix is~chosen from symmetry considerations 

then it is possible to "block out" or factor the original G 

and F matrices into smaller ones. In the case of the bent 

XYg molecule the secular equation can be factored into A ̂  

and components and the order of secular equations has 

been reduced from one of the three to one of two (A^) and 

one of one (B^). This therefore makes the solution much 

easier, because only a quadratic and linear expression need 

to be solved instead of a cubic equation. 
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The U matrix is constructed by use of the following 

equation for Ar^: 

S = N % Xi(K). K(Ar,) 
K ^ 

(46) 

Here K is a symmetry operation, and the summation is made 

over all the symmetry operations of the point group to 

which the molecule belongs. %^(K) is the character of the 

representation to which S belongs. Ar^ is known as a 

generator and is transformed by the symmetry operation K 

into K(Ar^) which is another co-ordinate of the same 

symmetrically equivalent set and N is a normalising 

factor. 

For the bent XY^ molecule in which Ar^ = Ar^ and by use of 

Ar^ as a generator the following is obtained; 

C2v E a xz a yz 

K(Ari) Ar^ Ar^ Ar ̂  Arg 

1 1 1 1 

1 -1 1 —1 

Thus S = N 2 x* (K) ' KfAr^) = 2N(Ari + Ar̂ ,) 

N 
2/2 

((2N)2 + (2N)2 = 1] 

S = — (Ar, + Ar?) 
/2 

and S B 
1 /2 

(Ar^ - Arg) 

the remaining symmetry co-ordinate = Aa 
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Gl(Ai) 1//2 0 ]//2 Ar^ 

G2(Ai) 
= 0 1 0 Aa (47) 

1//2 0 -1//2 Ar^ 

U R 

For an XY^ molecule where r^ = r^ = r^ the symmetry 

co-ordinates for the stretching modes are given by 

Si = 
/3 

/6 

(Ar^ + kr + Ar^) 

(2Ar 1 Arg - Arg) 

A 

lo = — (Ar, - Ar o ) 
/2 3 

In this case, and Sg are orthogonal and therefore 

represent a doubly degenerate mode. In a triply degenerate 

mode there will be three orthogonal symmetry co-ordinates. 

These symmetry co-ordinates are not only useful in blocking 

out the secular equation, they also give an indication of 

which atoms are moving relative to each other in any 

vibrational mode. In the bent XY„ case the A, stretching 

mode is represented by S = — (Ar, + Ar,), therefore both 
/2 

the bond lengths are increasing and decreasing phase 

whereas for Bĵ , S — (Ar 
/2 

Ar,) and this implies that 

one bond length is increasing whilst the other is 

decreasing. 
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6. The use of Isotopic Substitution in Normal 

Co-ordinate Analysis 

As indicated earlier the use of isotopic substitution can 

greatly help in the process of band counting to assign the 

observed number of fundamentals to give a probable 

molecular shape. In normal co-ordinate analysis isotopic 

data can be used more rigorously than in the group theory 

approach. However before proceeding any further the 

assumptions that lie behind its use need to be noted. 

These are that the molecular geometry and force field are 

not altered upon isotopic substitution. 

Because the frequency is proportional to / (^) it may be 

altered significantly upon substitution of m. The 

frequency shift is greatest for hydrogen-deuterium 

substitution and in the limiting case when only hydrogen 

atom motion is involved in a normal mode a shift of (1//2) 

is expected. The shift obviously gets smaller as the 

change in mass decreases but in matrix isolated ir spectra, 

bands that are 2cm~^ apart can be observed, so that it is 

usually possible to detect the splitting arising from the 

natural isotope distribution of chlorine in transition 

metal chlorides. 

There are two important rules that have been found to hold 

on isotopic substitution and these are known as the product 

rule and the sum rule respectively. 

6.1 The Product Rule 

If Xy ' • . A are the roots of the secular equation 

GF - EX = 0 

Then ^ 
n 

holds for a given molecule. 
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Since it is assumed that F' , (where the prime (') 

indicates the isotopically substituted molecule) 

^2 

where 

^2 

n 
G' 

A1 X« « • • X I z n 

. . A 
n 

= G (48) 

is the determinant of the G matrix. Using the 

relationship v = 1302.83/X the following relationship can 

be derived: 

Vl ^2 

n 

n 

(49) 

This relationship only holds exactly for harmonic 

frequencies but as the ratio of anharmonic frequencies is 

approximately that for harmonic frequencies it is a widely 

used equation. 

6.2 The Sum Rule 

The second important rule for frequencies of isotopically 

substituted species is known as the sum rule. The basis 

of this rule is the fact that the sum of the squares of 

the frequencies is a linear function of the reciprocal 

masses of the atoms. If therefore, several isotopic 

molecules can be found and geometrically superimposed with 

appropriate signs in such a way that the atoms vanish at 

all positions, the corresponding linear combination, (ie 

superposition,) of all the frequency sums should vanish. 

Thus if 

I 4 4%% % v2 
k (50) 
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there exist sum rules of the form 

a(HOD) + o(DOH) - a(HOH) - a(DOD) = 0 

or o(HOD) + o (DOH) = 2G(H0D) = ofHOH) + o(DOD) (51) 

for water. 

For more complex molecules the situation is not so simple 

and the reader is directed to the references in the 

bibliography (eg ref 4), 

7. Solution of the Secular Determinat 

The solution of FG - EA = 0 can be carried out in two 

ways. One is to use a computer program to calculate the G 

matrix elements from cartesian co-ordinates. The secular 

equation is then solved and the calculated vibrational 

frequencies compared with the observed ones. The force 

constant matrix F is then perturbed iteratively until good 

correspondance is achieved(®). The other method is to 

derive the G matrix elements from first principles and then 

to solve the secular equation on a microcomputer or a 

calculator. Paradoxically it has been found that the 

former is better for small molecules, eg up to whilst 

the latter is more satisfactory for larger molecules, eg 

X{YZ)^. This surprising result is due to the fact that as 

one increases the number of atoms in a molecule then the 

number of force constants that need to be defined using a 

general valence force field rises dramatically. 

eg XY^ 4 force constants 

X(YZ)g 32 force constants 

The number of independant force constants are 4 and 20 

respectively. (If some of the interaction force constants 

can be set to zero then a simple valence force field can be 

employed.) 
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In order to obtain a unique force field a very large number 

of frequencies is thus required and this can usually only 

be realised by the data from different isotopic species. 

At present the program SOTONVIBP(^^0) is not configured to 

incorporate isotopic data directly. 

With the "hand written" BASIC (or FORTRAN) programs, the 

programmer can choose to fix or vary parameters at will, 

and isotopic data can be incorporated at an early stage -

in some cases before the molecular geometry is 

established. 

For the solving of the highly complex XfYZ)^ problem in 

boric acid a program has been developed that calculates the 

determinant GF - EA directly for any given frequency. As 

the frequency is swept through, those values that give a 

determinant of zero are recorded as the roots for the 

parameters initially set (eg bond lengths and angles or 

values of force constants). The frequency can then be 

swept with new values until a satisfactory fit is obtained. 

The inclusion of the isotopic data is relatively easy and 

identifies the fit more rigorously. The flow diagram and 

listing for this are given in Appendix D. 

8. Intensities 

In order to discuss infrared intensities reference needs to 

be made to section 3.2 and equation 27 where it was noted 
d_M 

that the intensity was dependent on ) • Therefore the 

magnitude of the dipole changes needs to be established and 

this in turn requires a knowledge of vibrational 

amplitudes. The vibrational amptitudes are contained in 

the L matrix which Wilson('+) has defined as 

R = L Q (52) 



81 

ie Ri - 111 Ql + ll2 Qz + + lln On 

In a normal vibration the co-ordinate changes with 

frequency v and all the internal co-ordinates R^, ... 

R^change with the same frequency. The amplitude of 

oscillation for each internal co-ordinate is however 

different. The relative ratios of the amplitudes of the 

internal co-ordinates in a normal vibration associated with 

the normal co-ordinate are given by 

^In • ^2n" '•• :lin (^3) 

If these ratios of I's are written as a column matrix 1_ 
—N 

then the following relationship is satisfied: 

i £ in = is (54) 

Therefore once the G and F matrices have been arrived at 

the J. matrix can be calculated. If one uses an assembly 

by columns of the 1 elements obtained for each X then the 

following holds: 

G F L = L A (55) 

where L is the assembly of and is a diagonal matrix 

whose elements consist of the values of A. 

tin 
The true integrated absorption co-efficient A of the N 

normal vibration is given by (2,4) 

(56) 

where n is the number of molecules per c m c is the 

velocity of light, n and are the components of the 

dipole moment and 0 is the normal co-ordinate associated 

with the fundamental mode. 



82 

If the "bond dipole moment" approach is used, then it is 

assumed that the dipole is directed along the bond and 

hence so is the change in dipole, and that these bond 

dipoles are additive. Then by use of equation (48) 

9y I I 3m \ 1( d\i 

30 / , /3R. I j 9Q \ / J3R. iN n { 1; { n; '"T-'K x 
1 1 

(57) 

Thus equation (56) becomes 

Z j 9R, 3R. iN 
1 ^ / 0 

(58) 

niT 
V—If ) 2 (Su )2 (d\i I 2 . 

3c i \J i ) 0 ( ^ ' 0 ( ^ ! 0 

This equation thus shows that infrared intensities are 

dependent upon both and L matrix element values. 

The L matrix elements are calculated by the SOTONVIBP 

program and contained in the L matrix, which gives the 

change in internal co-ordinate (bond) during the vibration. 

In order to quantify the intensities a relative dipole 

value is assigned to each bond, this value is then combined 

with the relevant L_ matrix elements which enables the 
— 

components of the dipole change along the cartesian 

directions to be calculated(ll). 

The L values are obtained from the L matrix thus 
R ^ 

&R = 2. (60) 

and the L matrix is defined as the matrix that expresses 
— x 

the relative displacements of the atoms in terms of 
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rectangular co-ordinates (X) for a given normal co-ordinate 

(Q) thus 

X = Q (61) 

and the values are normally calculated from 

L = M~1 B G~1 L (62) 

As can be imagined the bond dipole model is very 

satisfactory if one is just dealing with stretching modes, 

if however bending modes are to be included then the 

results are not satisfactory as the dipole change is now no 

longer directed along the bonds. 

In equation (60) the L matrix was used to calculate the L_ 
—X —R 

matrix and it was noted that the L matrix expresses the 
— x 

relative displacements of the atoms. If each atom is 

assigned an effective charge and it is assumed that in any 

given vibration this effective charge moves with the atom, 

then the product of the charge and appropriate matrix 

elements can be used to obtain a measure of the dipole 

change during the vibration. If these products are summed 

they give a measure of the total dipole change which can be 

related to an intensity value. This approach is known as 

the "point charge model"(^ M -

For the band intensities calculated using SOTONVIBP the 

point charge model was used as this allows the inclusion of 

non-stretching modes. 

If the frequencies have been obtained using the G matrix 

elements calculated on a microcomputer then it is possible 

to generate the and matrices but in practice this is 

rarely done. Usually one makes use of isotope intensity 

rules thus: 
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If the integrated intensity of a fundamental infrared band 

is proportional to the expression(4). 

3y J ( 9p 

30k ) . (30% 
0 

\ (63? 

Then by using the internal symmetry co-ordinates, the 

intensities can be e x p r e s s e d ( 4 ) as 

k k'k'' 

F (65) 

and 

" / .X7 / . 3 8 7 ^ • 3S- ' ' ' k ' k 
k ^ k 

If the molecule under consideration has no dipole moment 

and/or its symmetry species of the vibrations over which 

the summation of the intensities is carried out are not the 

same as any rotation of the molecule which moves the 

permanent dipole moment, these expressions will give rise 

to simple relations between the isotopic molecules because 

the terms are the same for both species. It can also 

be seen that they can only be solved directly if there are 

two frequencies under consideration that have an intensity 

greater than zero. 

These considerations have been used for the intensities of 

the stretching modes of small molecules such as CsAsO^, 

NaPOg and KSbO^ on ^^0/ ^^0 s u b s t i t u t i o n ( ^ ^ and they 

have been used in the intensity calculations for boric 

acid. 
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9. Conclusions 

In this Chapter the theoretical background and the various 

procedures used for determing molecular shapes from 

symmetry principles and then confirming this assignment by 

use of Wilson's GF form of normal co-ordinate analysis have 

been described in some detail. It has also been seen that 

isotopic substitution is an extremely important factor in 

carrying out these assignments. 

Appendix B contains a worked example of the construction of 

F and G matrices for the bent XY„ molecule. 
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CHAPTER FOUR 

MATRIX ISOLATION AND MASS 

SPECTROMETRIC STUDIES OF A TERNARY 

SULPHIDE WHICH IS STABLE IN THE 

VAPOUR PHASE 
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1. Introduction 

The main thrust of this thesis is concerned with the 

identification and characterisation of vapour phase species 

that are postulated to be released during a severe reactor 

accident. This chapter however, deals with the 

identification of the first ternary metal sulphide to be 

stable in the vapour phase, and thus shows how the 

combination of mass spectrometry and matrix isolation can 

be used with great effect for any unknown high temperature 

system. 

The study of volatile sulphides is an area which is of 

great importance both fundamentally and also from an 

applied point of view. This is of particular relevance to 

fossil fuel electricity generating plants, where the 

corrosion of steels in sulphur rich combustion conditions 

and the release of sulphur oxides to the atmosphere is a 

cause for concern. 

Many metal sulphides can undergo vapour transport in the 

presence of species such as halogens(M or elemental 

s u l p h u r ( 2 ) . However most binary metal sulphides decompose 

on heating in vacuo. If the metal is in its maximum formal 

oxidation state then the observed vapour species are 

usually elemental sulphur (S^), the metal and the diatomic 

sulphide or its (small) oligomers(^). The recent 

synthesis('^ ) of sodium thioferrate (Na^FeS^) at 

approximately 700°C with discrete FeS^ units suggests that 

some thiometallates may have an appreciable thermal 

stability. 

The alkali metal oxyanions are well known stable vapour 

phase species and have been studied extensively (5-9) by 

Beattie and Ogden et al at Southampton over the last 

decade. Therefore vapour transport of the alkali metal 

salts of some thiometallates appeared a possibility as 
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there is no reported data on stable vapour phase ternary 

sulphides• 

In order that the central transition element is 

co-ordinatively saturated and will not form complexes (such 

as or M(0^ )r, ) with the matrix gases or impurities it 

needs to be in its highest formal oxidation state. The 

stability of the higher oxidation states of the transition 

elements generally increases from the 3d to the 4d to the 

5d species. If it is assumed that a minimum of four 

sulphur ligands are required to "coat" the central metal 

atom and that the thiometallate anion has a net overall 

charge of not greater than 2~, this then leads to and 

ReS^~ as the most likely candidates. 

Previous studies(^^^) on the vapour transport of compounds 

containing alkali metal cations indicated that the caesium 

salts would be the most volatile and also less susceptible 

to thermal decomposition. 

Data in the literature suggested that the alkali metal 

thioperrhenates were unstable(li). In contrast the alkali 

metal thiotungstates have been known for over a hundred 

y e a r s ( 1 2 ) . i t was therefore considered that the most 

likely ternary sulphide to be stable in the vapour would be 

CsgWS^. 

2. Experimental 

The Cs2WS^ was prepared by Willson and Jones (of this 

Department) using the following procedure, which is a 

modification of the method used by Gattow and Franke(13) 

(The Raman spectra were recorded by Dr T R Gilson). WO^ 

(5g 21.6 mmole) was added to aqueous ammonia (50 cm^ ca 25% 

w/w) and water (10 cm^). The suspension was stirred for 18 

hours and the residue removed by filtration. The solution 

was saturated with H^S until an orange solution was 

obtained (30-45 minutes) accompanied by the precipitation 
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of a variable quantity of a citron yellow solid. (This 

solid was removed by filtration and its Raman spectrum 

corresponded to that of (NH^) WO^S^))- An equal volume of 

ethanol was added to the filtrate to precipitate the 

(NH^jgWS^. This was removed by filtration, washed with 

ethanol, dried and dissolved in the minimum quantity of 

water. In order to precipitate the required CSgWS^ from 

this solution, concentrated aqueous CsCl was added. The 

yellow precipitate was filtered, washed with ethanol and 

dried in vacuo. In a few cases this yellow product was 

heated to 650-700°C in a stream of argon saturated with CS^ 

to remove any oxide contaminent. The resultant solid had a 

dark green coloration. When either of the samples were 

sublimed in vacuo they gave a golden yellow condensate with 

an identical Raman spectrum to that given in the literature 

for Cs2WS^(15,16), Silica apparatus was used for the 

sublimations. There was a small amount of very dark 

coloured residue left after the sublimation process. 

The isotopic labelling of CsgWS^ with ^ w a s carried out 

by heating CSgWS^ at 600°C with enriched elemental sulphur 

(90% in a sealed evacuated silica tube, having a 

cooler portion at 400°C. 

The vapour above CSgWS^ heated to 800-900°C was examined in 

this case by matrix isolation and quadrupole mass 

spectrometry. The mass spectrometry experiments were 

carried out at AEE Winfrith using a VG SXP600 instrument 

which has a higher mass range (0 to = 700) than that 

available in this laboratory. 

In the matrix experiments the sample was vaporised using 

the apparatus for induction heating shown in Figure 1(b) of 

Chapter 2, except that silica rather than alumina was used 

as the sample holder. In the mass spectrometric 

experiments the sample was vaporised from a 'conventional' 

silica sample holder, as in Figure 1(a) of Chapter 2. 
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Induction heating was chosen for the matrix ir work because 

of the observed problem of maintaining a constant flux from 

the resistively heated samples. 

3. Results and Discussion 

3.1 Mass Spectrometric Studies 

When the Cs2WS^ was heated in the silica holders degassing 

was observed (on the pressure gauges) at 300-400°C. This 

was accompanied by an increase in the intensity of the 

following ions; HgO*, H^S*, COg*, CSg*' ^2-6^ and Sg+. At 

680°C Cs"̂  was detected and by 850°C CSgWS^^ was the 

principal species observed above m/e = 350. A typical 

spectrum can be seen in Figure 1. The region between 570 

and 590 amu is shown under higher resolution in 

Figure 2(a). Figure 2(b) shows the theoretical spectra 

calculated for CSgWS^ from the known isotopic abundancies 

(133cs 100%, 180* 0.1%, 182* 26.3%, 183* 14.3%, 184^ 30.7%, 

186% 28.6%, 32s 95.0%, 33g 0.76% and 34s 4.22%). From 

these two spectra it can therefore be concluded that the 

cluster of peaks around 580 amu is indeed due to the 

CsgWS^* parent ion. Very low intensity peaks were 

occasionally observed that could be assigned to Cs ̂ WOS j"'" 

and CS2WO2S2* but were not reproducible. The maximum value 

of m/e available with this spectrometer is approximately 

700 amu and therefore the occurrence of polymers cannot be 

ruled out except that no fragments (such as CSgWSg^ etc) 

which could be directly attributed to polymers were 

observed. The energy of the ionising electrons was varied 

from lOeV to 30eV and this only affected the intensity of 

the parent ion. No accurate appearance potential data was 

obtained because it proved very difficult to obtain a 

steady flux even for a single scan let alone 20 

measurements for an ionisation efficiency curve. However 

it is possible to say that the appearance potential is less 

than 10 volts. 
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Having established that the vapour above heated CSgWS^ is 

predominantly CsgWS^ and probably monomeric (with some 

elemental sulphur), matrix isolation ir spectroscopy was 

then used to try to determine the structure. 

3.2 Matrix Isolation Infrared Studies 

The survey spectra of the vapour above Cs^WS^ heated to 

800-900°C isolated in nitrogen and argon matrices are shown 

in Figures 3(a) and 3(b) respectively. From these spectra 

it can be observed that the most intense bands are those in 

the region 500-400 cm"^. The other features at - 1000 and 

800 cm"! are of variable intensity as can be noted by 

comparision of Figures 3(a) and 3(b). These bands probably 

arise from traces of tungsten oxide impurity which have 

very intense absorptions in these spectral regions. 

In the solid, the two stretching frequencies (v^ and Vg) of 

the tetrahedral WS^2- ion are at 480 and 460 cm"^ 

r e s p e c t i v e l y . ( 1 5 , 1 6 ) Therefore it is possible to assign 

the features in the region 500-400 cm"^ as arising from 

tungsten - sulphur stretches. The isolated WS^2" ion is 

likely to have T, symmetry(l?) and r ^ = A , + T „ o f 
^ d ^ ^ w-s str 1 2 

which only the triply degenerate T^ mode will be ir active. 

(Although planar WS^ groups have been reported(^^), for 

instance in the (WgSg)^" ion it is unlikely that this 

geometry will be present in Cs 2WS). 

As the two caesium cations are brought close to the T^ ion, 

its symmetry will be lowered and hence the degenerate T^ 

mode will be split. The exact nature of this splitting 

depends on how the caesium atoms are co-ordinated to the 

central WS^2~ ion. 

Alkali metal salts of oxyanions frequently show bidentate 

interactions between the oxyanion and the alkali metal 

cation in MC10^(®) or MReO^(^) or between the oxyanion and 
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FIG.3 SURVEY MATRIX IR SPECTRA OF CsgWSz, 
(a) ISOLATED IN NITROGEN (b) ISOLATED IN ARGON 
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the pair of cations in M^X0^(5) (x = S, Cr, Mo, W). A 

tridentate interaction occurs only rarely, eg MCIO^C^). 

By analogy with KgWO^fS), and to minimise the Cs"*" Cs + 

repulsions in a bidentate co-ordination, the anticipated 

shape of the molecule would be as below: 

r for this is A,+B,+E of which B, and E are ir w-s str J- / 

active. Therefore 2 bands are expected in the W-S 

stretching region with an intensity ratio of 1:2 if the 

S-W-S bond angles are all tetrahedral. 

The high resolution spectra of the intense bands in the 

450 cm"! region in Figure 3 are shown in Figure 4(a) for a 

nitrogen matrix and Figure 4(b) for an argon matrix. From 

these spectra it can be observed that the pattern obtained 

from both argon and nitrogen matrix spectra is very similar 

but shifted by about 3.3 cm"^. The frequency positions are 

given in Table 1. It can also be seen that a three band 

pattern is observed rather than a two band pattern expected 

for the j structure. This then implies that either one 

of these bands is due to an impurity or that the symmetry 

is less than The impurity argument fails because this 

three band pattern has been observed consistently over a 

period of a year or so with many different samples. Also 

the pattern seems to remain constant even when the W-0 

bands are of variable intensity, thus ruling out the 

hypothesis that the absorptions in the 460 cm"^ region 
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FIG.4 HIGH RESOLUTION MATRIX IR SPECTRA OF CsgV/S;, 
(a) ISOLATED IN NITROGEN (b) ISOLATED IN ARGON 
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TABLE 1 

Principal ir Bands of CSgWS^ Observed in Nitrogen 
and Argon Matrices 

Matrix Gas Frequency (cm~l) 

Nitrogen 

Argon 

466.0 459.1 454.4 

469.2 462.4 457.9 
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could be due to, for example Cs^WOSg overlapping with 

CsgWS^ absorptions. 

Therefore in nitrogen and argon matrices it appears that 

the CSgWS^ must have low enough symmetry so that the triply 

degenerate mode is completely resolved. 

In the previous study(^) of the oxyanions MgCrO^, MgMoO^ 

and it was found that the E mode was split by a few 

wave numbers. Because the total separation between the 

three bands in Cs^WS^ is only 12 cm"^ it can be assumed 

that there are no terminal bound sulphur atoms by 

comparision with the CsReO^ casef?). In this molecule 

there is a bidentate interaction between the caesium and 

two of the oxygen atoms, whilst the other two oxygen atoms 

can be regarded as terminal and 

fRe-O str = ZAi+Bi+Bz 

ir active = SA^+B^+Bg 

The matrix ir spectrum revealed 3 intense bands and one 

weak band. The three intense bands were assigned as the 

resolved Tg mode and their total splitting was 60 cm"^ in 

argon whilst only 48 cm"^ in nitrogen. If the case for the 

hypothetical CsReS^ molecule is considered, then by using 

the crude formula below it should be able to estimate the 

splitting for bridging and terminal sulphur atoms:-

Alcaic CsReS = 

vCReS ]" x CsReO^ 

^ V CsReOi, 
m ^ 

v[ReS^]" is taken(ll) as 486 cm"^, v CsReO^ is the 

baricentre of the v. vibrations and Av , is the total 
^ obs 

observed splitting of the Vg mode. 



101 

For argon matrices this gives an estimated splitting for 

CsReS^ of 32.2 cm"!, whilst for nitrogen 25.3 cm"^. In the 

case of the observed separations between the highest 

and lowest components of the triplet is 11.3 cm"* for argon 

and 11.5 cm"! for nitrogen. Therefore it is unlikely that 

there are any terminal sulphur atoms in CSgWS^. This also 

implies that the sulphur atoms are all in similar, but not 

necessarily identical environments. 

The remaining probable shapes are either C or where 

the caesium is co-ordinated in a tridentate fashion. The 

Cgy case is shown below 

where the caesium is bound in both a monodentate and 

tridentate fashion, r ^ = 2A, + E and all three are 
w-s str 1 

ir active. Hence this structure appears to account for the 

observed three line pattern, but it must be remembered that 

one of the modes is derived from the ir-inactive A ̂  mode 

in T^ symmetry and will hence have very low intensity. In 

CsReO^ the residual A^ has an intensity of approximately an 

1/gth of that of the weakest component of the split T^ 

mode. Thus this geometry does not account for the observed 

spectra either. 

The final shape has the caesium cations in the faces of the 

three sulphurs and hence has at the most symmetry, 

ie: 
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thus both caesium atoms are bound in a tridentate manner. 

^w-s str this is 2A^ + , all of which will be 

ir active, although three ( + B^ + B^) will have a much 

greater intensity than one (A^). 

Therefore on band counting a structure that accounts for 

the observed spectrum of three intense bands seems to have 

been arrived at. 

Although the weak Â ^ component has been searched for in 

the range 500-400 cm"^ no significant feature was observed 

above the noise level under varying degrees of resolution. 

The V ̂  band in the solid has been found at 485 cm~^(^^, ̂  ̂ ) 

using Raman spectroscopy. 

However, the observed intensity pattern is not that for a 

species where the sulphur atoms are arranged 

tetrahedrally around the central tungsten atom and the 

caesium cations are exactly in the faces. If the bond 

angle between the a sulphur atoms is reduced to 100-105° 

and that for the g sulphur atoms increased to 115-120° then 

an approximate intensity pattern can be calculated. The 

intensity pattern could also be due to the cations lowering 

the symmetry below by not sitting exactly in the faces. 

The computer modelling of this is not straight forward, 

especially if the caesium cations do not sit exactly in the 

faces, and results in the problem of having many more force 

constants than frequencies. 
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The other possibility is where both the caesium atoms 

are co-ordinated in a bidentate fashion and the bond angles 

are distorted as above. It is felt however that the bond 

angle distortion is chemically more acceptable in the 

former rather than the latter case. 

It is therefore concluded that in argon and nitrogen 

matrices the caesium thiotungstate species adopts the 

unusual structure, where the caesiums are both 

tridentatly bound in the sulphur faces and that the bond 

angles are probably not tetrahedral. 

It is usually assumed in M^XY^ species that in order to 

reduce the interactions the cations need to be as 

far apart as possible, hence the bidentate structure. 

In order to compare this effect, the W-Cs non bonded 

distances in a variety of compounds need to be estimated. 

To do this the known, W-S(^^,20) or W-0(21) bond lengths of 

2.165A and 1.784A respectively and the ionic radii of 

S2-(1.84A ), 02-(1.32A ), Cs+(1.67A ) and K+(1.33A )(22) 

were used to determine the Ŷ "" - bond length and hence 

the non-bonded distance X-M. The bond angles were assumed 

to be tetrahedral. 

For CSgWS^ it was calculated that W - Cs = 4.28A 
and Cs - Cs = 8. 56A 

Dgj CsgWO;^ it was calculated that W - Cs = 3.64A 
Cs - Cs = 7.28A 

For Dp^ K5WO. it was calculated that W - K = 3.24A 
K - K = 6.48A 

For €2^ CSgWSj^ it was calculated that W - Cs = 3.61A 
(tridentate) Cs - Cs = 5.89A 

The analogous t u n g s t a t e ( 5 ) case was only studied under high 

resolution with potassium as the cation and in this case 

the cation - cation distance was 6.48A . For Cs^WS^ the 

Cs - Cs distance is now 8.56A . Because this is as far as 
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we are aware the first ternary sulphide to be studied in a 

matrix it is not clear whether it is safe to assume that 

the bonding will be the same, because the sulphur is both 

larger and "softer" than the oxygen in the oxyanion 

species. It is also feasible that the low lying vacant 3d 

orbitals may be involved in the bonding. It should be 

noted that the S - S distance with a W - S bond length of 

2.165A and a tetrahedral bond angle is 3.54A , whereas the 

sum of the ionic radii is 3.68A . 

The short Cs - Cs distance (5.87& ) in the case leading 

to higher Cs - Cs interaction may be offset by the change 

in the nature of the bonding in the ion. 

The ionic radii for Cs"*" (1.67A ), S^~ (1.84A ) and the 

atomic radius of the a r g o n ( 2 3 ) (1.875^. ) are all very 

similar. For a genuine comparison the van der Waals radii 

should be used, however these are not readily available 

except for the rare gases. Therefore it could be imagined 

that this unusual structure is due to the matrix forcing 

the guest CSgWS^ molecule to adopt a structure that is best 

accommodated within the crystal lattice. Although nitrogen 

is an oblate molecule (4.52 x 3.42A(24)) the electron cloud 

is nearly spherical and of a comparable size to that in 

argon. It can also be calculated that the approximate size 

of the CSgWS^ molecule is 10.23A x 7.08A x 7.08A 

whilst that for the C„ will be 7.54A x 7.08A x 7.08A 
2v 

which means that the C^ molecule is nearly spherical. 

It should be noted that because of the small shift between 

argon and nitrogen (3.3 cm"M the interaction between the 

matrix and the CsgWS^ is similar in both cases and hence 

the spectral patterns cannot arise from interaction of the 

CSgWS^ with the nitrogen matrix. 

In the majority of cases isotopic data can be used to 

confirm the spectral assignments and characterisation of 

the species of interest. In the present case there is no 
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central atom isotope data which could be used to estimate 

bond a n g l e s ( 5 ) because of the heavy central atom. In the 

oxyanion systems studied previously, oxygen-18 labelling 

was used extensively to confirm the mode of co-ordination 

because the isotopic splitting was greater than the 

separation of the bands in the initial spectrum. In the 

case of 3 4̂ 3 labelling, the estimated frequency shift is 

13-14 cm"!. Therefore the band separation and isotopic 

splitting is of the same order and will result in extensive 

overlap and obscuring of bands. 

In the hope that these problems could be mitigated by the 

use of slow careful deposition and extended averaging of 

the spectra, matrix ir spectra of isotopically enriched 

CSgWS^ were carried out. The calculated incorporation was 

50% and by observing the peak in the mass spectra the 

actual enrichment was estimated to be - 45%. The high 

resolution spectra of the vapour above this sample isolated 

in a nitrogen matrix is shown in Figure 5(b). Figure 5(a) 

is a spectrum of normal abundance Cs^WS^ recorded the 

following day for comparison. The band positions are 

tabulated in Table 2. 

The most striking feature of Figure 5(b) is the relative 

simplicity of the pattern. For example in K^WO^^) 9 

distinct bands were observed on isotopic labelling, whilst 

in the CsReO^ case a total of in excess of 20 bands were 

observed. Therefore as anticipated the isotopic labelling 

has not been able to either confirm or deny the band 

counting assignment from the normal CSgWS^ spectrum. 

4. Conclusions 

These studies have shown for the first time that a ternary 

sulphide is stable in the vapour phase. The mass 

spectrometric results indicate that it is probably in the 

form of monomeric CSgWS^. The matrix ir experiments result 

in a complex pattern that is not assignable using a 
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WAVENUMBER (cm 

FIG. 5 HIGH RESOLUTION NITROGEN MATRIX IR SPECTRA OF CsgV/S^ 
(a) NORMAL ISOTOPIC SAMPLE ( b ) - 4 5 % ^ ^ S ENRICHED SAMPLE 
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TABLE 2 

Ir Bands Observed for Normal and Enriched Cs2^S^^ 

Isolated in Nitrogen Matrices 

Normal isotopic abundance 

frequency/cm"1 

45% 3 4g enriched 

frequency/cm"^ 

470.4 (w) 

469.4 (w) 

466.0 465.9 (s) 

461.0 (vw) 

459.8 (m) 

459.1 

457.2 (w) 

454.4 454.5 (s) 

450.9 (w) 

448.5 (w) 

445.7 (s) 

443.8 (w) 
1 
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model and indicate that the highest possible symmetry 

CSgWS^ can have in argon or nitrogen matrices is with 

some angular distortions. 

In order to confirm these observations further work is 

needed. In the ir matrix experiments, different matrix 

gases need to be employed to see if the proposed structure 

is a result of lattice considerations. Matrix EXAFS(2 0, 

of both the Cs L(III) and W L(III) edges should be able 

to confirm the mode of cation co-ordination, both by 

determining the Cs - W non bonded distance and by observing 

whether the Cs is bonded to 2 or 3 sulphur atoms. 
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CHAPTER 5 

SOME ASPECTS OF TELLURIUM REACTOR CHEMISTRY 
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1. Introduction 

It is generally accepted that tellurium is an important 

fission product in severe reactor accidents because a 

substantial quantity of this radiobiologically hazardous 

element is present as a relatively volatile form in 

irradiated fuel. The precise chemical forms of tellurium 

evolved from an overheating core are not known with any 

degree of accuracy and are hence the subject of 

considerable debate. 

The predominant tellurium containing species in the uranium 

oxide fuel is predicted by Potter(l) from thermodynamic 

considerations to be caesium telluride (CSgTe). This 

however has never been substantiated experimentally apart 

from the observation(^) of CsTe^ in the mass spectrum of a 

heated simulant fission product urania mix. A review of 

out-of-pile s t u d i e s ! 3 ) suggests that tellurium can form 

mixed oxide phases such as barium-strontium and 

barium-caesium oxytellurides within the matrix of the fuel. 

The major species released from the fuel is believed(^) to 

be elemental tellurium (Te, Te^). Subsequent transport of 

the tellurium away from the fuel depends critically on the 

oxygen potential of the system. 

Under reducing steam conditions the major species are 

believed(l,3) to be HgTe, Te and Te^ whilst an increase in 

the oxygen potential (higher ratio) is likely to 

result in an increase in the concentrations of oxide and 

hydroxide species such as TeOH, Te(OH)^, TeO and TeO^. 

This complex situation is further aggravated by the 

interaction of any released elemental tellurium with 

structural materials. For example the reaction of 

tellurium vapour with Zircaloy, Inconel 600 and 304 

stainless steel was found to result in zirconium, nickel, 

chromium and iron tellurides(^). The Zircaloy cladding is 

particularly important in assessing the attenuation of any 
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tellurium release because of its close proximity to the 

fuel. 

It has been found(G) that this interaction is only 

effective if the cladding remains unoxidised and the 

tellurium can react with the metal components (98% Zr, 

1.6% Sn) to form zirconium or stannous telluride. The 

tellurium can then be re-released under steam-oxidising 

conditions due to the reaction of steam with the zirconium 

telluride. Recent experiments at AEE Winfrith(^) indicate 

that the tellurium can also be re-released as stannous 

telluride (SnTe) from zircaloy coupons reacted with 

tellurium. 

The aim of the work in this chapter was to react water 

vapour and/or steam with various metal tellurides (eg 

Cs^Te, ZrTe, SnTe, SrTe) in order to evaluate the extent of 

hydrogen telluride evolution. Hydrogen telluride has not 

previously been studied by matrix isolation ir spectroscopy 

and therefore this molecule had to be fingerprinted first. 

Also the two stretching modes have never been resolved in 

the gas phase and hence it and its deuterated analogues 

have been characterised. 

There is considerable interest in the vapour phase 

chemistry of caesium and tellurium in steam oxidising 

conditions. Many of the matrix ir spectra are very complex 

(8,9) and it was hoped to be able to assign some of the 

featuresunambigiously by studying the co-deposition of 

alkali metal atoms and tellurium dioxide. 

2. The Characterisation of Hydrogen Telluride 

2.1 Introduction 

Hydrogen telluride is a very unstable gaseous molecule at 

room temperatures and in the presence of moist air will 

decompose to give a tellurium mirror within minutes. It 
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can only be formed from the elements at high 

temperatures(^1) and the more usual synthetic routes are 

either the electrolysis of sulphuric acid with a tellurium 

cathode(14) or the hydrolysis of aluminium telluride( ̂ . 

Figure 1 gives the various reactions and properties of 

hydrogen telluride. 

Despite its instability, hydrogen telluride has been 

studied by a number of spectroscopic techniques and these 

include gas phase ir(15-25)^ n m r ( 2 6 ) , mass spectrometry 

(27^28)^ microwave(^9), uv-vis(30"33), PES(3^) and by 

Mossbauer spectroscopy in argon matrices(^5^35), Even 

though numerous reports have been devoted to the gas phase 

ir study of hydrogen telluride, the two stretching 

fundamentals (v^ and Vg) have never been resolved from each 

other satisfactorily to enable their assignment. 

The early infrared work using cooled cells identified 

the position of the bending mode near 869 cm"^ and 

the stretching fundamentals were believed to be overlapping 

in the 1800-2200 cm"l region. Rossmann subsequently 

carried out higher resolution (0.1 cm"^) studies and 

assigned the Vg bending mode of hydrogen telluride to be 

860.765 (+0.022) cm-l(17) 860.79 (+^.01) cm-l(19). The 

values for the assignments for the stretches at 2060(v^) 

and 2073 (vg) were not published except in his thesisfl?). 

Many of the subsequent papers use these values to calculate 

moments of inertia(2l,22) dissolution effects in various 

solvents(l8) or the calculation of force constants(^o), 

Note added in proof. A very recent r e p o r t ( ^ S ) claims that 

all the hydrogen chalcogenides are linear because the 

vibrational spectra show mutual exclusion of Raman and ir. 

This is probably due to the combined problems of the 

weakness of the Raman effect and the overlapping of the 

stretching modes, and therefore does not conflict with the 

earlier observations that all these molecules are severely 

bent. 
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Edwards and his group at Michigan have more recently 

studied the combination (23,2^) and overtone (24,25) bands 

of H^Te and HDTe. 

It was therefore hoped that with the characteristic narrow 

band widths, matrix isolation ir spectroscopy would allow 

the assignment of all the fundamentals of hydrogen 

telluride. 

2.2 Experimental 

From Figure 1 one can see that hydrogen telluride cannot be 

synthesised easily from the elements but is more 

conveniently generated either by electrolysis of a 

sulphuric acid solution with a tellurium cathode, or the 

action of water or mineral acids on metal tellurides, 

usually aluminium telluride. This latter approach was the 

one chosen because of the ease of deuteration. Water was 

added drop wise to powdered aluminium telluride (Ventron) 

under a nitrogen atmosphere. The resultant hydrogen 

telluride was carried out of the reaction vessel by a 

nitrogen flow through a trap maintained at -23°C to remove 

any residual water and was collected in a trap held at 

-196°C by liquid nitrogen. When the reaction had ceased 

the nitrogen flow was stopped and the hydrogen telluride 

pumped on at -196°C. It was then purified by vacuum 

distillation into the sample holder (see Figure 2) for the 

matrix ir studies. 

The sample holder was transferred to the matrix rig and the 

white hydrogen telluride solid was maintained at -196°C. 

During deposition the finger of the sample holder was 

immersed in a methyleyelohexane slush at -126°C. 

Deposition times were typically 30-60 minutes and the 'V' 

shaped window was used to monitor the deposition rate to 

avoid the build up of polymer bands. 
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Q) S13 BALL JOINT 

b) YOUNG'S TAP 

c) YOUNG'S NEEDLE WLVE 

d l 1mm CAPILLARY TUBING 

e) BIO CONE JOINT 

FIG. 2 SAMPLE PREPARATION AND \ A P O R I S A T I O N 
A P P A R A T U S FOR HYDROGEN TELLURIDE 
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IVhen the preparative apparatus and the sample holder were 

dismantled a tellurium mirror formed within minutes, thus 

indicating the instability of H^Te in the presence of 

moisture and oxygen. When a Nichrome furnace was wound 

round the apparatus and heated to 100-150°C during the 

deposition, a tellurium mirror was formed. If a "tesla" 

coil was discharged near the glass then a tellurium mirror 

was also formed. 

2.3 Results and Vibrational Assignments 

The matrix ir spectra of HgTe in nitrogen matrices gave 

sharp reproducible bands. However, the spectra from argon 

and krypton matrices gave non-reproducible and poorly 

defined bands. Therefore in this section the results from 

the nitrogen matrix spectra only will be considered. 

Hydrogen telluride is known from the previous ir studies to 

be a bent XY^ molecule with symmetry and with a bond 

angle very close to 90°. It was shown in Chapter 3 that a 

bent triatomic is expected to have 3 ir active vibrational 

fundamentals (2A^ + B^), and that the two stretches, A ̂  + 

will have almost the same intensity if the bond angle is 

90°. The monodeuterated species, HDTe, will have 

symmetry and will also have 3 ir active fundamentals. 

Therefore one anticipates observing 3 relatively intense 

bands for each of the species H^Te, HDTe and DgTe. 

In the case of the H^Te and D^Te point group) the two 

A^ representations correspond to totally symmetric 

vibrational modes, and these are one stretching (v^) and 

one bending (v^) mode. The B^ representation corresponds 

to the anti-symmetric stretching mode, (v^). 
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eg 

'T,ev jTe. -Te" 

Vl V, V3 

For the HDTe case (C^ point group) all the vibrational 

modes have the same representation (A'). As before the 

mode is the bending mode. In the case of and these 

may be taken to be, to a first approximation, the Te-D and 

Te-H stretches respectively, because tellurium is a heavy 

central atom. 

eg 

H D 

Vi v, V3 

X 
/Tes 

In both sets of diagrams the arrows indicating the 

displacement of the tellurium atom during the vibrations is 

very exaggerated. 

Figure 3 is a survey spectrum of hydrogen telluride 

isolated in a nitrogen matrix and several of the prominent 

bands can readily be assigned to matrix isolated CO^ and 

H^O as marked. The three remaining intense bands are 

therefore assigned to hydrogen telluride. Figure 4 is a 

higher resolution spectrum of the region 2100-2025 cm"^ and 

this reveals that the apparent doublet is in fact due to 

two sharp bands and one broad feature. Diffusion 

experiments (Figure 5 ) showed that the relative intensity 

of the two sharp bands remained constant during diffusion, 

but that the broader feature centred at 2065 cm"^ gained 

intensity relative to the doublet during matrix warm up. 
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Therefore the two sharp bands at 2091.7 and 2085.1 cm"^ are 

assigned to monomeric hydrogen telluride, and the broad 

feature to polymeric or aggregate species. Figure 6 is 

also a higher resolution spectrum but of the 870-860 cm"1 

area. From this it can be seen that there is only one 

sharp band in this spectral region. 

The assignment of the bending mode (v^) to the band at 

864.75 cm"! is straight forward. It is the assignment of 

the two stretching modes that is more problematical. In 

most bent triatomics it is possible to assign and 

from their relative intensities. Indeed in many cases one 

can estimate the bond angle (a) by use of the relative 

intensity of and v^ from the equation below 

VI + Px (1-cos a) 
tan2(a/2) (1) 

+ Wx (1+cos a) 

(a = full angle) 

assuming that the uncoupled oscillator approximation is 

valid and that the central atom, x, is "heavy" compared to 

the terminal atoms y. 

If, however, the bond angle is close to 90° this equation 

predicts that the intensities will be very similar and 

hence no assignment can be made using this method. 

Therefore the assignment must rely on comparison with the 

other hydrogen chalcogenides. 

Table 1 lists the observed frequencies of water, H^S and 

HgSe for gas phase and matrix isolated species. 

If the bond angle of H^Te ( 9 0 . 2 5 ° ) (24^ 25) j_g compared to 

that of the other hydrogen chalcogenides it can be seen 

that it is very similar to H^S and H^Se. In these two 

molecules is higher in frequency than v^ and the value 
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TABLE 1 

Comparison of Gas Phase and Matrix Frequency Data 
for the Hydrogen Chalcogenides 

^ 3 /cm ̂  

(a) gas p h a s e 

H O 
a = 1 0 4 . 5 2 3 ° 

3 7 5 5 
3 7 5 5 . 7 9 

3 6 5 0 ( 3 7 ) 
3 6 5 6 . 6 5 , ( 3 8 ) 

1 0 5 
9 9 . 1 4 

H , S ( 4 0 ) 
a = 9 2 . 0 7 ° 

2 6 2 8 . 4 4 0 2 6 1 4 . 4 0 9 ( 4 1 ) 1 4 . 0 3 1 

H Se 
a = 9 1 . 0 ° 

2 3 5 0 
2 3 5 7 . 6 6 

2 2 6 0 ( 4 4 ) 
2 3 4 4 . 3 6 2 ( 4 5 ) 

9 0 
1 3 . 3 0 2 

(b) matrix 

H O 
a = 1 0 4 . 5 2 3 ° 

3 7 2 5 . 7 3 6 3 2 . 5 ( 3 9 ) 9 3 . 2 

H S ( 4 0 ) 
a = 9 2 . 0 7 

2 6 3 2 . 6 
2 6 3 3 

2 6 1 9 . 5 ( 4 2 ) 
2 6 2 0 ( 4 3 ) 

1 3 . 1 
13 

H^Se no d a t a available 
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of Av changes by less than 1 cm"^ on going from H^S to 

HgSe. Therefore by analogy, in hydrogen telluride 

should be above by about 10 cm"!. The observed 

separation is 6.6 cm~^ and this indicates that is at 

2091.7 cm"l and ^ at 2085.1 cm~^. This assignment is in 

agreement with the overtone and combination studies of 

hydrogen telluride as given in Table 2 which also indicate 

that Vg is at a higher frequency than v^. 

Caution should be exercised however as Edwards et al(23^25) 

do not state how they arrived at their assignments and may 

have used the arguments outlined above. Table 3 contains 

the frequencies of the observed transitions and their 

assignments. 

2.4 Isotope Enrichment Studies 

On deuteration one anticipates observing new bands in the 

ir spectrum and the survey spectra in Figure 7 show the 

effect of increasing the extent of deuterium in the sample. 

Figure 7(a) is of a non-deuterated sample (Figure 3) and is 

included for purposes of comparison. Figure 7(b) is a 

spectrum of a sample containing ~ 3 0% D whilst Figure 7(c) 

has an deuterium enrichment level of approximately 75%. 

From these spectra it can be deduced that the Te-D 

stretching modes are located near 1500 cm"^ and that the 

new bending modes lie between 800 and 600 cm"l. The high 

resolution spectra of the Te-H and Te-D stretching modes 

and the bending modes are shown in Figures 8, 9 and 10 

respectively. The extent of deuteration has been estimated 

from the relative intensities of the stretching modes using 

the point charge model within SOTONVIBP. 

In Figure 8, four bands are observed in the Te-H stretching 

region. The two outer components are vg and of H^Te as 

observed in Figure 4 and therefore the two central 
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TABLE 2 

Overtone and Combination Bands observed for 
Hydrogen Telluride 

2\ , 1 4 0 6 2 . 8 8 9 0 c m - l ( 25) 

+ ^3 4 0 6 3 . 3774 cm-1 ( 25) 

+ 2 9 1 1 . 415 cm"! ( 23) 

^2 ^3 2 9 1 5 . 97 cm"^ ( 23) 



129 

TABLE 3 

Observed Frequencies and Assignments for H^Te isolated 
in a Hitrogen Matrix 

Frequency/cm 1 Assignment 

2085.1 v ̂  Te-H symmetric stretch A^ 

8 6 4 . 7 5 Vg H-Te-H bend A^ 

2 0 9 1 . 7 Vg Te-H asymmetric stretch B^ 
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components must arise from a deuterated molecule. A 

similar pattern is also observed in the Te-D stretching 

region, (Figure 9) and the outer components at 1501.6 and 

1496.lcm~^ are assigned to Vg and v^ respectively in 

monomeric D^Te. This assignment is based on their increase 

in intensity relative to the two central components on 

increasing deuteration. From these two sets of spectra it 

appears that the two central components in each of the 

patterns are due to partially deuterated species. 

The spectra in the bending region, (Figure 10) also show a 

four line pattern. The band at 864.75 cm" ̂  has previously 

been assigned to H^Te and if this is multiplied by(l//2) 

(assuming no tellurium atom motion) it gives an expected 

value of ~610 cm~^. Therefore the sharp band at 618.2 cm"^ 

is assigned to the D-Te-D bending mode in D^Te. The 

doublet at 753 cm"l must hence arise from a partially 

deuterated molecule. 

From these spectra it has been possible to assign the 

fundamental transitions of both H^Te and D^Te. However for 

the partially substituted species 6 bands have been 

observed whilst only 3 are expected for HDTe. 

The fact that the bands assigned to H^Te and D^Te are 

readily understood, and have the appropriate isotope 

shifts, implies that monomeric hydrogen telluride is being 

isolated in the matrix. Therefore it seems unlikely that 

the peculiar behaviour of the partially deuterated species 

can be explained in terms of dimer (or trimer) formation 

exclusively for the HDTe molecule. The behaviour has to be 

explained in terms of a phenomena that affects H^Te, D^Te 

and HDTe, but only becomes apparent in HDTe. Nitrogen 

matrices often lift the degeneracy of doubly and triply 

degenerate modes because of the presence of asymmetric 

sites. In the case of hydrogen telluride there is no 

degeneracy that could give rise to this splitting but it is 

possible that the HDTe molecule could be located in the 
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asymmetric sites in a number of different orientations with 

respect to the site axes. 

In HDTe the two stretching modes are well separated 

(~600 cm~M and it is usually assumed that one mode 

consists of almost 100% change in the TeH bond (vg) whilst 

the other mode is almost 100% change in the Te-D bond (v^). 

Therefore if the molecule can be accommodated in the site 

in more than one orientation and the potential surface of 

the site is asymmetric it can be imagined that each 

orientation will give rise to a slightly different 

frequency. This explanation also accounts for the fact 

that no splitting is observed in the H^Te and DgTe 

stretching frequencies, because both hydrogen and deuterium 

atoms will be moving in phase with each other and the 

asymmetric potential surface may result in a frequency 

shift but not a splitting. 

Splitting of the bending mode is also probably due to this, 

because the hydrogen and deuterium in HDTe will move to a 

different extent during the vibration, whereas in HgTe and 

D^Te both halves of the molecule are undergoing the same 

motion and in phase with each other. 

Therefore it can be concluded that the 6 observed lines for 

a partially deuterated species can be interpreted in terms 

of a matrix isolated HDTe molecule which is located in an 

asymmetric site. 

The frequencies and assignments for all three species are 

given in Table 4. 

2.5 Vibrational Analysis and the Calculation of 

Harmonic Frequencies 

In order to set up a force field, 4 force constants need to 

be defined, these are the two principal force constants f^ 

and f and the two interaction force constants f and f . a rr r a 
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TABLE 4 

Observed Spectral Features and Assignments 
for Deuterated Hydrogen Telluride Isolated 

in Nitrogen Matrices 

V ̂ /cm 1 V g / c m - l Vg/cm"1 

H^Te 2 0 8 5 . 1 8 6 4 . 7 5 2 0 9 1 . 7 

D^Te 1 4 9 6 . 1 6 1 8 . 2 1501.6 

1497.3 7 5 2 . 7 2 0 8 7 . 0 
HDTe 

1499.1 7 5 3 . 6 2 0 8 9 . 7 
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The molecular geometry is fairly well established from the 

ir rotation-vibration studies with r = 1.658A and 

a = 90.25°(24,25) and these values were used throughout in 

the SOTONVIBP program(46). 

When the frequencies for H^Te were used the following force 

constants were obtained.' 

rr 

ra 

2.568114 mdyne/A 

-0.007963 mdyne/A 

0.605265 mdyneA/rad^ 

0.010436 mdyne/rad 

if these were then used to calculate the frequencies for 

HDTe and D^Te the following resulted. 

v ̂ /cm"i Vg/cm ^ Vg/cm 1 

obs calc obs calc obs calc 

H^Te 

HDTe* 

DgTe 

2085.1 

1 4 9 8 . 2 

1 4 9 6 . 1 

2085.1 

1 4 8 3 . 0 

1 4 8 0 . 7 

8 6 4 . 7 5 

753.15 

6 1 8 . 2 

8 6 4 . 7 5 

750.0 

614.1 

2091.7 

2 0 8 8 . 3 5 

1501.6 

2 0 9 1 . 7 

2 0 8 8 . 4 

1 4 8 5 . 4 

*The observed values for HDTe have been taken as the 

.average of the two bands in each case. 

From these data it can be seen that the fit for the modes 

involving hydrogen motion is very good, but for the 

deuterium modes a poor fit is obtained. When the D^Te 

frequencies were used the reverse was observed. When the 

HDTe frequencies were used the program failed unless one 

specified a principal stretching force constant to the Te-H 

bond, fj-y/ and a different principal stretching force 

constant, f^^, to the Te-D bond. (It was also necessary to 

define and 
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The fact that if one uses hydrogen frequencies to predict 

deuterium frequencies and finds that they are too low, and 

that on using deuterium frequencies to calculate hydrogen 

frequencies that they are too high implies that the poor 

correlation between observed and calculated is due to 

anharmonicity. It was therefore decided to calculate the 

harmonic frequencies of hydrogen telluride and deuterium 

telluride in order to see whether a reasonable fit could 

then be obtained. 

The method chosen for the evaluation of the anharmonic 

correction terms and hence the harmonic frequencies was 

based on the work of Gamof^?) who compared the accuracy of 

various approaches using the available data for H^O, H^S 

and H^Se. He found that for water one needed to use an 

elaborate method as the amount of data would allow, whereas 

for heavier central atoms less sophisticated and more 

approximate methods gave reasonable solutions. Of the 

available methods, the one chosen, utilised the product 

rule and Dennison's rule(^8). 

The anharmonic corrections are defined as 

0) . = V . ( 1 + X . ) 
I X X 

where is the observed frequency of the ith mode. 

0)̂  is the harmonic frequency of the ith mode, 

and is the anharmonic correction for the ith mode. 

In Chapter 3 it was seen that the product rule could be 

expressed as 

^2 3̂ I — I 

X' X' X' 
1 2 3 
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The remaining equation that needs to be defined is the 

Dennison rule. 

"i Xi 

where the prime indicates the deuterated species. The 

Dennison rule is only strictly true for diatomics and 

becomes the Darling - Dennison approximation when applied 

to polyatoraics. 

The anharmonic corrections are then calculated thus: 

X . 
1 

^i 

w. 
1 

w, 

G . 
—1 ^i 

"i <1 + ='i' 

G = 

G . 
—X 

G . 
—i 

A 

^i 

^i ~ î*̂  

G 1 + x^G 

A 1 + X. 

G , G 
+ X. — = 1 + X. G 

A A 
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( G / A ) 

G (1 - 1/A) 

The only mode for which these calculations are valid 

without further approximations is the Vg, B^, asymmetric 

stretch, because in this case G = G. This arises out of 

the fact that it is the only mode having the representation 

B^. For the two modes, (v^ and ) the determinant, 

G , is expressed as a quadratic and hence the problem is 

not easily soluble. However, if the uncoupled oscillator 

approximation is invoked, the interaction force constant 

terms f^^ are set to zero. This is a valid approximation 

because the two modes are separated by ~1000 cm"^ and one 

expects little interaction. This however leaves the G 

matrix interaction terms in the equations. These are very 

small because they are proportional to the reduced mass of 

the central atom. This is no doubt why Gamo found that 

this approach was satisfactory for H^S and HgSe but not for 

H^O. The and frequencies can now be treated in 

exactly the same manner as the \)g frequency. 

The results of these calculations are given in Table 5. 

Whilst carrying out the anharmonic correction calculations 

the assignment of the stretching modes was varied, and it 

was found that reasonable values could only be obtained if 

Vg was greater than for both HgTe and DgTe or vice 

versa. This indicates that the ordering of and must 

be the same in both HgTe and D^Te but does not shed any 

more light on the actual ordering. 

Using this approach it is not possible to calculate exactly 

the harmonic frequencies for HDTe. One possible way of 

estimating them is to average the harmonic frequencies as 

Nibler and Pimentel(49) have done for H^S and H^Se. Thus 

the average of the anharmonic corrections for v ̂  and of 

H^Te gives a reasonable estimate of an anharmonic 

correction for the Te-H stretch in HDTe. This can also be 
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TABLE 5 

Harmonic Frequencies and Antiarmonic 
Corrections for H^Te and D^Te 

Observed 
Frequency 

Harmonic 
Frequency 

Anharmonic 
Correction 

V/cm"^ w/cmT1 X 

HgTe 
2 0 8 5 . 1 

8 6 4 . 7 5 
2 0 9 1 . 7 

2 1 6 1 . 9 
8 8 5 . 0 

2 1 7 2 . 4 

0 . 0 3 6 8 4 
0 . 0 2 3 3 9 
0 . 0 3 8 5 9 

D^Te 
1 4 9 6 . 1 

6 1 8 . 2 
1 5 0 1 . 6 

1 5 3 5 . 2 
6 2 8 . 5 

1 5 4 2 . 8 

0 . 0 2 6 1 6 
0 . 0 1 6 6 1 
0 . 0 2 7 4 1 
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carried out for and Vg of D^Te. In order to obtain a 

value of the anharmonic correction for the bending mode one 

needs to use: 

2 2 2 
w = ^ [w + w J 

HgTe DgTe 

The results of these calculations are given in Table 6, the 

observed frequency given, is the average of the two in 

Table 4. 

The harmonic frequencies for H^Te were used to generate the 

force field below:-

f = 2.7655 mdyne/A 

f^^ = -0.0133 mdyne/A 

f = 0.6339 mdyneA/rad^ 

f^ = 0.0092 mdyne/rad 

This was then used to calculate the harmonic frequencies 

for HDTe and D^Te and the agreement between observed and 

calculated was within 0.1 cm~^ for all the isotopomeric 

frequencies. In order to confirm the veracity of the 

harmonic frequencies the sum rule was used where 

O = 1 K 

and 2o(HTeD) = o(HTeH) + ofDTeD) 

The discrepancy for the harmonic frequencies was 

309.15 cm~2 which is equivalent to 0.002% compared to 

3146.5 cm"^for the observed frequencies which is equivalent 

to 0.021%. Therefore the harmonic frequencies are better 

by an order of magnitude. 
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TABLE 6 

Calculated Harmonic Frequencies and Anharmonic 
Corrections for HDTe 

v/cm ^ Oj/cm ^ X 

1 4 9 8 . 2 

753.15 

2 0 8 8 . 3 5 

1 5 3 9 . 0 

767. 5 

2167.1 

0 . 0 2 7 2 3 

0 . 0 1 9 9 1 

0 . 0 3 7 7 2 
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The previous literature values for the force constants were 

either estimated from first principles or by use of the 

limited gas phase data(20). G o r d y ( 5 0 ) in 1946 calculated 

the value of the bond stretching force constant to be 

2.68 mdyne/A with an anticipated frequency of 2300 cm"!. 

The more recent value of 2.54 mdyne/A obtained by Smithers 

and Krouse(20) appears to be based on "the two observed 

symmetric frequencies were 2047 cm~^ and 2133 cm"^ and the 

anti-symmetric frequency observed was 860.79 cm"^. 

Therefore this value and the other force constants they 

quote should probably be regarded with some scepticism. 

2.6 Conclusions 

This work has identified the two stretching modes in 

hydrogen telluride for the first time. The assignment of 

V3 to 2091.7 cm"l and v^ to 2085.1 cm"l is based on analogy 

with the other hydrogen chalcogenides. On deuteration 9 

new bands are observed and these are assigned to deuterium 

telluride and hydrogen deuterium telluride. The unexpected 

splitting of the HDTe frequencies is explained in terms of 

an asymmetrical site in the nitrogen matrix, in which the 

HDTe senses a different potential depending on its 

orientation within that site. 

In order to obtain a force field which could reproduce the 

observed isotopomeric frequencies, the harmonic frequencies 

were calculated and the resultant fit between harmonic and 

calculated frequencies was better than 0.1 cm"^ for all the 

isotopomers. 

3. The Interaction of Water Vapour with Metal 

Tellurides 

The interaction of steam with metal tellurides is 

believed(^) to be a potential source of hydrogen telluride 

in a severe reactor accident. Having finger printed HgTe, 
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a series of matrix isolation ir experiments was embarked 

upon to try to determine the extent of the reaction of 

water vapour with a range of metal tellurides. 

However, no bands that could be assigned to H^Te were 

observed for either SrTe or Cs^Te in a variety of 

experimental configurations. This is probably due to the 

problem of maximising the reaction cross section of the 

telluride with the water, whilst avoiding an excessive 

build up of ice on the cryogenically cooled deposition 

window. One possible alternative is to react the water 

vapour and metal telluride off the matrix rig and then 

spray the resultant volatile reaction products onto the 

window. This was not pursued because of the lack of time. 

4. The Interaction of Tellurium Dioxide with Alkali 

Metals 

4.1 Introduction 

Earlier work by Gomme and O g d e n ( 8 , 9 , 5 1 , 52^53) on the vapour 

phase chemistry of caesium and tellurium in oxidising 

conditions gave rise to very complex matrix ir spectra. In 

particular they studied CSgUO^/Te, Cs^COg/TeO^, CsOH/Te, 

CsOH/TeO^ and CsOH/TeOg mixtures, as well as a number of 

experiments involving potassium and rubidium salts. A 

number of the bands in the complex spectra were assigned to 

TeOg and its polymeric species by comparison with the 

previously published work (54^55), The remainder were left 

largely unassigned except for two bands at 749 and 737 cm"^ 

which were tentatively assigned to Cs^TeO^. More recent 

work by Brisdon, Gomme and O g d e n ( 5 6 ) on the analogous 

alkali metal selenites and selenates has identified M^SeO^ 

and M^SeOg as vapour phase species above the heated solids. 

In addition to these^ a new MSeO^ species was identified and 

its assignment confirmed using the co-deposition of alkali 

metal atoms with selenium dioxide in nitrogen matrices. 
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It was therefore decided to carry out similar experiments 

using potassium and tellurium dioxide to confirm whether 

any of the bands in Gomme's earlier studies could be 

assigned to MTeO^ species. 

4.2 Experimental 

For the supporting experiments of TeO^ in nitrogen 

matrices, the TeO^ (BDH) was heated in a platinum boat 

within a conventional induction furnace. For the 

co-deposition experiments the TeO^ was heated in a silica 

tube to = 650°C whilst the potassium (BDH) was heated in a 

pyrex tube to = 200°C. The apparatus is shown in Fig 11. 

The apparatus could not be entirely of silica because of 

the problems of reaction between silica and potassium. The 

matrix gas used was nitrogen and typical deposition times 

were 10-30 minutes. The studies of the vaporisation of the 

remaining systems were all carried out by Gomme 
( 9 , 5 1 , 5 2 , 5 3 ) . 

4.3 Results and Discussions 

The 1000-600 cm"^ survey spectrum of tellurium dioxide 

isolated in a nitrogen matrix is given in Fig 12(a). 

Higher resolution spectra were obtained but are not 

presented here as they add little to the already published 

data ( 5 2 , 5 4 , 5 5 ) . The band positions and assignments are 

given in Table 7. Fig 12(b) is a survey spectrum from the 

co-deposition of potassium and tellurium dioxide in a 

nitrogen matrix. From this spectrum it can be seen that 

there is a small amount of monomeric TeO^ at 849 cm"^ and 

some polymeric species at 619 cm"^. The most prominent 

features at 749.2 cm~^ and 740.4 cm"l are not observed in 

the TeOg spectrum and must therefore be due to a K/Te/O 

species. The position of these bands indicates that they 

are due to Te-0 bond stretching modes. The spectrum was 

scanned to lower frequency (200 cm"^) but there was no 
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N O T S H O W N . ) 
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c) FROM THE VAPORISATION OF POTASSIUM TELLURITE (KzTeOa) 

FIG.12 SURVEY NITROGEN MATRIX IR S P E C T R A OBSERVED FROM 
DIFFERENT TELLURIUM-OXYGEN SYSTEMS 



149 

TABLE 7 

O b s e r v e d F r e q u e n c i e s a n d 
I s o l a t e d TeC 

A s s i g n m e n t s 
2 a n d KTeOg 

f o r M a t r i x 

TeOg KTeOg 

o b s d 
freq/cm~ ̂  assignment^ 

obsd 
freq/cm ~ 1 assignment 

8 9 1 . 8 

8 8 2 . 1 ( T e O ) n 7 4 9 . 2 KTeOg 

8 5 6 . 9 ( T e O ) n 

8 4 8 . 6 v , T e O , 7 4 0 . 4 Vg KTeO^ 

8 3 3 . 9 v i TeOz 

6 5 5 . 0 

6 1 9 . 4 Te^O^ 
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evidence above the noise level for the position of a 

bending mode. 

When the matrix was warmed up slowly to enable diffusion to 

take place, the intensity of these bands rapidly 

decreased. 

In the analogous oxyselenium studies by B r i s d o n ( 5 6 ) et al, 

the selenate (Se0^2") and selenite (SeO^^") frequencies 

have been assigned unambiguously by use of the central atom 

isotope effect. In addition to these species, they also 

observed a pair of low intensity bands at 815 and 805 cm"^ 

which they assigned to M'^SeO^". This assignment was 

confirmed using alkali metal and selenium dioxide 

co-deposition experiments and they also observed that this 

pair of bands rapidly lost intensity on diffusion. 

Therefore the bands at 749.2 and 740.4 cm"^ are assigned as 

the and stretching modes of K^TeOg. The assignment 

of V t o 749.2 cm"l and to 740.4 cm" ̂  is based upon 

their relative intensities. By use of equation (1) the 

bond angle can be estimated to be - 117° compared with 115° 

for TeOgt^S). The fact that the bands lose intensity on 

matrix warm-up implies that the K+TeOg moeity is unstable 

and it is probably wise to consider that it is only formed 

when potassium atoms and tellurium dioxide molecules are 

close or adjacent to each other in the matrix. 

If these results are compared with those of Gomme, then it 

can be seen from Fig 12(c) that the most prominent bands in 

his spectrum of K^TeO^ (BDH) are the same as those observed 

for the potassium tellurium co-deposition experiments. The 

higher resolution spectra of K^TeO^ and K^TeO^ in the 

760-720 cm"l region are shown in Fig 13(a) and 13(b) 

respectively. He also reported (52,53)^ that the heating 

of KOH and Te and KOH and TeO^ mixtures gave rise to two 

bands at 750.5 and 741.3 cm"l and that when CsOH was used 

they shifted to 747.1 and 738.9 cm"^. The slight frequency 
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a) FROM THE CO-DEPOSITION OF TELLURIUM DIOXIDE AND POTASSIUM. 

b) FROM THE VAPORISATION OF POTASSIUM TELLURITE (KgTeOa) 

c) FROM THE VAPORISATION OF A MIXTURE OF CAESIUM HYDROXIDE 
AND TELLURIUM T R I O X I D E . 

F I G . 1 3 MEDIUM R E S O L U T I O N N I T R O G E N M A T R I X I R S P E C T R A 
O B S E R V E D F R O M T E L L U R I U M - O X Y G E N S Y S T E M S 
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shift is within experimental error as the KOH and tellurium 

spectra were recorded on different instruments to the K and 

TeOg co-deposition experiments. Fig 13(c) is a medium 

resolution spectrum obtained from a heated mixture of 

caesium hydroxide and tellurium trioxide, and from this one 

can see a small cation effect, which indicates that the 

trapped species contains at least one alkali metal. Gomme 

also observed that no bands in the Te-0 bridging region 

(650-600 cm"!) could be found that correlated with this 

pair even when they were very intense. He thus concluded 

that they must arise from a monomeric species. 

When Gomme studied the vaporisation of CSgTeOg he was 

hampered by problems of non-reproducibility of the complex 

spectra. This was probably due in part to the 

uncertainties in the chosen preparative method of heating 

Cs^COg and TeOg. However, he did find that by increasing 

the Cs Te ratio from 1 to 2 the spectrum was considerably 

simplified. In the latter case he only observed bands at 

747 and 739 cm~^, other than COu, and assigned tham to the 
I ^ 

A and E modes respectively of a pyramidal TeO^^- unit 

in caesium tellurite (Cs^TeO^). 

This assignment was made because of the simplification of a 

Cs:Te 2:1 ratio which he assumed implied that the 

vaporising species was Cs^TeO^. He was however, unable to 

determine the mode of co-ordination of the caesium cations 

within this model despite oxygen-18 studies. The work on 

the selenite species has shown that the SeO^^" unit has a 

distorted pyramidal shape and that the symmetry of the 

M^SeOg unit is . This implies that one cation is bound 

monodentatly whilst the other is bound in a bidentate 

fashion. In addition to the matrix ir studies, Gomme also 

carried out a number of mass spectrometric experiments on 

the vaporisation of KgTeOg and Rb^TeO^, Cs^TeOg was not 

studied because of the limited mass range (0-400 amu) of 

the instrument used. In both of these cases he saw 
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clusters of peaks which could be assigned to K^TeO^* and 

RbgTeOg*, thus implying that tellurite is stable in the 

vapour above heated tellurite. He also observed 

decomposition products such as Teg^ in the spectra. 

4.4 Conclusions 

From the comparison of Gomme's earlier work with the 

present study two main possibilities exist. 

(a) That the bands in the ir spectra from heated K^TeO^ 

belong to the same species formed on the co-deposition 

of potassium atoms and TeO^. This species may be 

either K^TeO^, KTeO^ or some other potassium 

oxytellurium compound. 

(b) That the bands at similar frequencies belong to 

different species, most likely K^TeO^ and KTeO^. As a 

result of a heavy central atom, it is expected that 

the modes of the M^TeO^ unit having symmetry 

involving the bidentate co-ordination would be very 

similar in frequency to those of the KTeO^ unit. In 

the selenium case the bands assigned to MSeOg were 

only several wavenumbers higher than the M^SeO^ 

absorptions. There is some evidence for this in 

Figs 13(b) and 13(c). Fig 13(b) is a medium 

resolution spectra obtained from K^TeO^, whilst 

Fig 13(c) is from a heated mixture of CsOH and TeO^. 

In this latter spectrum there appears to be four bands 

which could be due to two species or to site effects. 

It is not possible from these limited studies to say which 

of these two cases is the most probable. However the most 

likely co-deposition product is KTeOg and it may be that in 

Gomme's spectra this is present, but also that the 

vibrational modes of K^TeO^ and KTeO^ will have very 

similar frequencies. 
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Therefore from this w o r k it appears that some of Gomme's 

work needs to be repeated and perhaps revaluated to check 

the presence of more than one species; and that the 

co-deposition of caesium and tellurium dioxide should be 

studied in order to confirm or deny the presence of CsTeO^ 

in his spectra of CSgTeOg. The most convenient method for 

generating caesium atoms is to heat lithium metal with 

caesium chloride(^^). 
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CHAPTER SIX 

THE CHARACTERISATION OF MOLECULAR ORTHOBORIC ACID 



161 

1 . I n t r o d u c t i o n 

Light water reactors (eg PWR) contain significant 

quantities of boron in various forms to act as neutron 

absorbers or poisons. The primary coolant water contains 

between 50 and 1200 ppm of boron as boric acid, the precise 

level depending on the status of the reactor. Even higher 

quantities are available from the emergency core cooling 

systems (ECCS) and some reactors use boron carbide in 

control rods and borosilicate glass as burnable poisons. 

On average, approximately 700 kg of boric acid is present 

in the primary coolant (i), whilst almost 40 tonnes could 

enter the damaged core as part of the emergency core 

cooling systems. In a severe reactor accident it is 

postulated that the boric acid may be released as vapour or 

aerosol by the following mechanisms: 

i) flashing of the reactor coolant in the early stages of 

a reactor accident, with the formation of boric acid 

aerosols; 

ii) extensive overheating of the core causing evaporation 

of the primary system coolant, volatilisation of boric 

acid and crystallisation of boron oxide in the 

dried-out regions of the core; 

iii) injection of the borated emergency core cooling system 

onto the degrading core, resulting in flash boiling 

and the formation of boric acid aerosols; 

iv) vaporisation of boric acid by flashing of water when 

the core slumps into the lower plenum. 

v) reaction of steam with boron carbide control rods to 

generate boric acid ( ̂ ) . 
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B o r i c a c i d i n t h e p r i m a r y c o o l a n t i s a n i m p o r t a n t p o t e n t i a l 

s o u r c e o f a e r o s o l , a n d s i g n i f i c a n t d e p o s i t s o f b o r i c a c i d 

c r y s t a l s h a v e b e e n o b s e r v e d i n t h e d a m a g e d c o r e o f t h e 

r e a c t o r a t T h r e e M i l e I s l a n d 2 ( T M I - 2 ) ( 3 ) ^ n d i n t h e L O F T 

F P - 1 t e s t s ( 4 ) . F u r t h e r m o r e , a i r b o r n e b o r i c a c i d d e b r i s 

w o u l d p r o v i d e s u i t a b l e n u c l e a t i o n c e n t r e s f o r t h e 

c o n d e n s a t i o n o f v o l a t i l e f i s s i o n p r o d u c t s , w i t h t h e 

p o t e n t i a l f o r s o m e f o r m o f c h e m i c a l r e a c t i o n ( ® ) • 

Orthoboric acid, B(OH)g or H^BOg, has been known as a white 

crystalline solid for many years and numerous papers have 

been devoted to its structure, based on hydrogen-bonded 

planar B(OH)g units (^). When heated to above 100°C at 

atmospheric pressure, orthoboric acid is converted into 

metaboric acid, HBO^ (^°). The initial product has a flaky 

crystalline appearance (form III) when the conversion 

occurs below 130°C, which can then be converted to a 

coarser structure (form II) by heating to above 130°C. 

Additional changes in the crystalline structure occur above 

150°C (HBOg I form) with the loss of further water. The 

evolution of water continues at higher temperatures, but 

heating to 1000°C will not produce anhydrous boron oxide 

because the water vapour above HBO^/B^O^ is in equilibrium 

with the melt (^). 

Despite the fact that boric acid is often cited as a 

'classic' example of a molecule possessing symmetry, 

experimental evidence for its existence as a vapour phase 

species is remarkably sparse. The volatility of boric acid 

was first investigated (1%) by Tchjevski in 1884, who found 

that on evaporating a dilute solution to dryness, up to 75% 

of the boric acid was lost. 

The subsequent work appears to fall into three distinct 

sections. The first group of about a dozen papers (13-25), 

published between 1910 and 1937, were primarily concerned 

with whether boric acid vaporises from its solutions, or if 

the weight loss observed on distillation was attributable 
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to mechanical transfer. Although the debate gives the 

impression of being bitter and acrimonious, as evidenced by-

polemical articles (17,21) about the previous work (16,20)^ 

the consensus of opinion was that boric acid is volatile 

and "distils in the gas phase because of its vapour 

pressure and not because of the formation of a volatile 

hydride" (2%). In the presence of steam the rate of 

vaporisation was found to be greater. It should be noted 

that von Stackelberg (23,24) observed the sublimation of 

orthoboric acid in a steam atmosphere at 110°C to 180°C. 

None of these papers describe how they ascertained that the 

sublimate or distillate was indeed orthoboric acid and not 

one of many of its partially dehydrated relatives. 

The assumption that the boric acids are volatile has long 

been held by analytical chemists because of the problem of 

loss of boron on boiling of boron solutions (26) and also 

by geologists because of the deposits of H^BOg found around 

fumarates and hot springs (2?). 

It has been found more recently (28) that the loss of boric 

acid in acidic solutions (HNO^, H^SO^, HCIO^) is less than 

3% until 90-95% of the solution has evaporated. It has 

also been noted (2 9) that boric acid in sea water has a 

vapour pressure at ordinary sea temperatures, indeed it has 

even been suggested (̂  ̂ ) that the major source of boron in 

the atmosphere is as a result of boric acid evaporation 

from the sea. 

I n t e r e s t i n v a p o u r p h a s e b o r i c a c i d a n d o t h e r r e l a t e d 

b o r o n - o x y g e n - h y d r o g e n c o m p o u n d s w a s r e - a w a k e n e d i n t h e 

f i f t i e s a n d s i x t i e s w h e n t h e U S P e n t a g o n p r o p o s e d t h e u s e 

o f b o r a n e s a n d b o r o n e s t e r s a s j e t p r o p e l l a n t s ( 3 1 , 3 2 , 3 3 ) 

i n p l a c e o f t h e m o r e c o n v e n t i o n a l h y d r o c a r b o n s . T h e t h r u s t 

o f t h i s w o r k w a s t o c a l c u l a t e t h e r m o d y n a m i c p a r a m e t e r s s o 

t h a t b e t t e r c a l c u l a t i o n s o f t h e p r o c e s s e s o c c u r r i n g d u r i n g 

c o m b u s t i o n c o u l d b e m a d e . I t a p p e a r s t h a t t h e P e n t a g o n 
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were not aware that unlike hydrocarbon combustion, the 

products from borane combustion include BgO^, which is a 

hard glassy solid at room temperature. As a result, within 

a couple of years papers were appearing describing how to 

remove the boron oxide deposits from the turbines and other 

innards of the jet type engines using HF/BF^ mixtures(3 1) 

or high pressure super saturated steam (32,33). Because of 

the high combustion temperatures only a few experiments 

were carried out at lower (150-200°C) temperatures and as a 

result the data in the literature of this period on vapour 

phase boric acid are fairly limited. 

In 1956, Margrave presented a paper (3?) at a Geochemical 

Conference, reporting work on the B^Og/H^O system in the 

temperature range 280-900°C. He concluded from 

constructing weight loss of B^O^ versus partial pressure of 

water (P^ Q) plots, that the vaporising species was 

probably AsOg. Infrared and uv-vis spectroscopy was 

attempted using heated cells but no characteristic spectra 

were found. He also claimed that the work of 

von Stackelberg et al (24) indicates the existence of both 

vapour phase H^BOg and HBO^, and that at lower 

temperatures, HgBOg is the preferred form. 

In a subsequent r e p o r t ( 3 8 ) on the passage of a variety of 

gases (H^, and Ar) over B^Og Margrave reported that the 

vaporisation of was greatly enhanced by the addition 

of water to the flow gas. At high temperatures (~500°C) it 

was found that was formed, with the possibility of 

some HBOg, whilst at lower temperatures orthoboric acid 

solid, vaporised as orthoboric acid vapour. However, in a 

second p a p e r ( 3 9 ) , with the same title, he claimed that at 

500°C the reaction products were HgBOg and possibly HBO^ 

vapours. 

In a review article ('+°), on the characterisation of 

gaseous oxides and hydroxides, Margrave described the 
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problems of identification and characterisation of these 

systems, and suggested that spectroscopic methods should be 

applied to them. This of course included the boron oxides 

and acids. He however added the caveat: "The complete 

characterisation of such gaseous molecules, which exist 

only in high temperature systems, is a formidable task, 

even with all the modern tools of chemistry and physics" 

( 4 0 ) . 

Within several months spectroscopic evidence had been 

presented indicating the presence of HBO^ over B^Og at low 

water partial pressures. The first of these by White et al 

(^1) was an emission ir spectrum whilst the second was a 

mass spectrometric study (42). in this latter study the 

reaction of water vapour and B_0_ at - 1000°C was found to 
4" "f* 

result in mainly HBO^ with very small amounts of H^BOg and 

( H B O g ) ^ . 

In order to establish which boric acid was volatile at high 

water pressure. Margrave (^3) embarked upon a gas phase ir 

study of the BgOg/BfOHjg/HgO system in the temperature 

range 100-200°C and a transpiration study in the range 

700-1000°C. The transpiration experiments showed, by 

partial pressure measurements, that at temperatures around 

800°C, HgBOg is the predominant vapour phase product if the 

water vapour pressure is above several torr. If the 

temperature is increased to 1000°C and the water vapour 

pressure kept below 150 torr then HBO^ vapour becomes 

predominant over H^BOg. The problem with observing these 

systems using ir spectroscopy is the huge absorptions that 

one would expect from several hundred torr pressure of 

water vapour. In order to try and overcome this problem 

Margrave used much lower temperatures, 100-200°C, and 

obtained some spectral features from a closed heated cell 

system. These are given later in Table 1 with the more 
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recent gas phase studies of Gilson (^^). With hindsight, 

some of these bands were correctly assigned to boric acid 

but it is worth pointing out that although the 

transpiration studies were subsequently published in the 

open literature (^5), no trace of the ir work can be found 

in Chemical Abstracts. A similar situation exists 

regarding the only previous matrix isolation study of 

orthoboric acid by Mack and Wilmot (33) which was presented 

at a Rocket Propellant Conference but of which there is no 

trace in the open, available literature. 

During this time, Soviet scientists were also investigating 

the BgOg/HgO system (46-52)^ and found that in general the 

volatilisation of boron increased in the presence of water. 

In particular (5 1,52) they estimated that the vapour 

pressure of orthoboric acid in the range 383-415K is(^1)% 

l o g Py gQ = - ( 3 9 4 0 / T ) + 1 0 . 1 7 

in the range 415-488K is (52). 

l o g gQ = - ( 1 9 1 0 / T ) + 5 . 4 2 

and in the range 488-673K is (52); 

l o g BO3 = " ( 1 1 2 0 / T ) + 3 . 7 2 

The discontinuities are because of the presence of other 

substances in the vapour. 

During a single crystal X-ray study (53,54) Zachariasen 

noted that after a period of time the crystal had vaporised 

away. 

Therefore from this survey it appears that orthoboric acid 

is volatile, (one author (55) however states that gas 
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phase boric acid does not exist) but that hardly anything 

is known about it in the gas phase. 

The present renaissance of interest in boric acid is due to 

the concerns mentioned earlier about its extensive use in 

PWRs and the need to obtain accurate thermodynamic data for 

all chemical species that could conceivably be involved in 

a severe reactor accident. Unfortunately, the available 

thermodynamic data (56^57) for the molecular species, 

HgBOg, is still based on the vibrational data of the solid 

orthoboric acid assuming either free rotation of the 

hydrogen atoms (56) or a planar species (57). Therefore if 

there is any large discrepancy between the frequencies for 

the solid and gas phase molecules then the veracity of the 

thermodynamic calculations has to be questioned. 

As a result of the interest in the reactions between boric 

acid and alkali metal halides, bands had been observed in 

the spectra that indicated the presence of a boron 

containing species in the vapour. This study of the 

vaporisation of boric acid was therefore embarked upon in 

the hope that the volatile boron species would be 

identified and characterised and some relevant 

thermodynamic parameters determined. 

2 . E x p e r i m e n t a l 

Samples of boric acid with "normal" isotope composition 

(~ 80%llB, 2O%10B) were obtained from Aldrich (Gold Label > 

99% pure) and used without further purification. This 

material was used to prepare the ^ and enriched 

samples by dissolving the parent solid in isotopically 

labelled water ~ 70 atom % (Amersham) or D^O 

99.9 atom % (Aldrich Gold Label)) and allowing equilibration 

to take place over several days at room temperature in 

Pyrex ampoules sealed with Young's Taps, (see Fig 1). 
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At the end of this period, the solution was evaporated to 

dryness under vacuum at ambient temperatures. ^ Og enriched 

samples of boric acid were obtained by dissolving BgOg (90 

atom % lOs, kindly donated by AEE Winfrith) in either 

or DgO and similarly evaporating to dryness. 

The deuterium exchange is anticipated to be facile and it 

is reported that the exchange of heavy oxygen between 

water and boric acid is rapid at 100°C. 

The sealed ampoules were then mounted on either the mass 

spectrometer or matrix rig and pumped under high vacuum 

(10"6 torr) for 1-2 hours at room temperature in order to 

remove absorbed water. In the case of the matrix 

experiments the tap was shut whilst the cryostat cooled 

down in order to avoid solid subliming onto the window. 

The samples were heated externally by a n ichrome wire 

furnace and the temperatures were monitored by a chromel-

alumel thermocouple and digital thermometer. 

3 . M a s s S p e c t r o m e t r i c S t u d i e s 

During the course of the investigation into the caesium 

iodide-boric acid system (Chapter 7), it became apparent 

from the mass spectral studies that molecular orthoboric 

acid could be observed in the vapour when these mixtures 

were heated to 400-500°C. Therefore the first experiments 

performed were carried out in this temperature range; 

however, the matrix ir spectra were very badly affected by 

ice bands. To overcome these problems it was decided to 

follow the effect of heating boric acid by mass 

spectrometry, and once having found the appropriate 

conditions to study the vapour using matrix isolation ir 

spectroscopy. 

Fig 2(a) shows a typical spectrum obtained from "normal" 

boric acid heated to only 40-50°C. The prominent ions at 
4-

44/45 and 61/62 amu may readily be identified as E^OH)^ and 

B(OH)g respectively. 
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Pig 2(b) is a calculated spectrum using the natural isotope 

abundance of boron. The ionisation efficiency curves for 

these two ions are shown in Figs 3(a) and 3(b) and from 

these there is no indication of any unusual behaviour. The 
+ + 

appearance potentials for B(OH)g and BfOHjg have been 

calculated from these plots and found to be 10.8 ±0.5 

volts and 13.8 ± 0.5 volts respectively. These values are 

typical for a parent-daughter relationship and indicate 

that the BfOH)* ion is a fragment of the B(OH)g parent ion. 

The appearance potential for HBO^ has been estimated 

previously (42) to be 12.6 ± 0.2 volts. 

The only other boron containing species detected in these 
4-

studies was a very small amount of (HBOg)q, and this was 

only observed using the very sensitive departmental MS30 

mass spectrometer. 

Fig 2(c) shows the mass spectrum obtained under similar 

conditions from a sample of lOB/lBQ enriched boric acid. 

Initially mass spectrometry of these isotopically enriched 

species was used to confirm the presence of a B-O-H species 

in the vapour and identify that species as E^OH)^. 

Subsequently it was used to calculate the extent of ^ ®0 

(or ^D) enrichment in a sample. Therefore the spectrum in 

Fig 2(c) corresponds closely to an isotopically scrambled 

sample containing = 90% ^^B and = 60% 18o, and the 

calculated spectrum is shown in Fig 2(d). Similar studies 

were carried out on deuterated samples and these are shown 

in Figs 2(e) and 2(f) with a normal boron isotope 

distribution and 55% enrichment. 

These mass spectral studies have therefore shown that the 

vapour above boric acid heated to 40°C is composed 

primarily of molecular H^BOg. 
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4 . M a t r i x I s o l a t i o n S t u d i e s 

4.1 Preliminary Results 

Fig 4(a) shows a typical ir survey spectrum obtained after 

co-condensing "normal" boric acid vapour generated at 35°C 

with a large excess of nitrogen onto the cryogenically 

cooled caesium iodide window for 2-3 hours. Prominent 

peaks can be observed at 3726, 3668.5, 1597, 1478.0, 

1426.2, 1009.9, 675.0 and 513.8 cm"^ with weaker features 

at 3633, 1460, 1080, 700.9 and 448.9 cm"^. Three of these 

absorptions (marked *) may be identified as arising from 

matrix isolated monomeric water(59), but the remaining 

features have not previously been observed. The effect of 

exchanging the ^ for ^ i s shown in Fig 4(b). All the 

features present in Fig 4(a) can also be observed in this 

spectrum, but the relative intensities of certain pairs of 

bands have altered significantly. In particular the 

features at 1478.0 and 1426.2 cm"l have an approximate 

intensity ratio of 1:2 in Fig 4(a) whilst in Fig 4(b) this 

ratio has changed to 10:1. A similar effect can also be 

seen on the bands at 700.9 and 675.0 cm"l. These effects 

are a direct result of changing the ^Ob/^^B isotopic 

abundance and therefore indicates which modes involve 

significant boron atom motion. 

The effect of introducing ^ o r into the molecule can 

be seen in Figs 4(c) and 4(d). Whilst they show which 

modes involve oxygen or hydrogen motion, the spectra are 

not sufficiently well resolved to be able to make any 

general comments at this stage. The weak peaks at 1460 

and 1080 cm"^ remained broad under higher resolution and 

did not appear to correlate with any of the more intense 

features and hence remain unassigned. 

Several experiments were also carried out in argon matrices 

and a similar pattern of new bands was produced. These 

however were significantly broader than those observed in 
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nitrogen, and as a result of this the subsequent isotope 

enrichment experiments were all carried out using nitrogen 

matrices. 

On the basis of the mass spectrometric results these ir 

bands are provisionally assigned to molecular boric acid. 

4.2 Ir Spectral Assignments 

The assignments proposed for the various matrix frequencies 

listed in Table 1 are based on a group frequency approach, 

and at this level of description may be compared with 

previous data for crystalline boric acid (9). The 

structure of this material has been investigated by single 

crystal x-ray (53^54)^ neutron (60) and electron 

diffraction techniques and found to consist of discrete 

B(OH)g units linked together by hydrogen bonds to form 

infinite layers of nearly hexagonal symmetry. These layers 

are randomly displaced with respect to each other, 

indicating that only van der Waals forces bind the layers 

together. As a result, one might anticipate substantial 

differences in frequency and intensity between the isolated 

molecule and the solid as regards modes involving hydrogen 

atom motion, but might hope for a closer correspondence in 

the case of the central BO^ unit. 

Unfortunately, there is considerable variation in the 

literature concerning the vibrational frequencies and 

assignments for H^BOg in the solid and this is summarised 

in Table 2. Not included in this table are the data of Sen 

(7G) and Duval and Lecomte (7?) because they bear no 

resemblance to the other cited frequency values. It will 

be noticed that there is a general consensus about the 

frequencies of the in-plane (v and 6) modes but the 

assignment of the out of plane (y and x) modes is switched 

between the various reports. The values that have gained 

general acceptance (9,55) are those of Bethell and 
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TABLE 1 

IR Spectral Features Observed for Boric Acid 
in Different Phases 

Solid( 
(cm 

65 68 ) 
-1) 

Vapour( 
(cm~ 

4 3 44 ) 
1)' 

N Matrix 
(cm"1) 

Assignment 

3200 3150 3750(?) 3710 3668.5 O-H stretch 

1450 1428 1430 1425 1426.2 1 iR-G stretch 

1197 1183 1015(?) 1015 1009.9 H-0-1iB bend 

540 544 448.9 bend 

648 800 675.0 llBOg out of 
plane bend 

824 639 303 513.8 OBOH torsion 
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CCWARISON OF SOLID STATE IR DATA 

Assignment 
NbtossI & 

Bluschke 
f 2 ) 

Mi 1 le r & 

WIIktns 
( 6 ^ 

Mortimer 

( 6 ^ 

Bethel 1 & 
Sheppard 

( 6 ^ 

SIdorov & 

Sobo1ev 
( 6 ^ 

Hornig 

& P1 umb 
(67) 

Servoss 

& Clark 
(68) 

Goubeau 

& Hummel 
(69) 

Kr Ishnan 

(70 , 

Dur Ig 

a t al 
(71) 

V i z i 

( 7 2 , 

Broadhead 

& Newman 

Now-

d j a van 
(74 )* 

Janda & 

He l le r 
( 7 5 , 

HgBOg\ 
\) O 0 1 
^0-H 10 [ 
( s t r e t c h ) DgBOg j 

11 
B 

3060 3270 3194 3200 

2400 

3120 3150 

2380 

3251 3220 

2440 

3217 3210 

2400 

3160 

2390 

10 
B 

3150 

11 
B 

1470 1450 1457 1450 1448 1490 1428 1460 1460 1440 1455 1450 1440 1189 

% - 0 D BO ) 
( s t r e t c h ) 

1428 1420 1415 1425 1420 

"3BO3) 10 
B 

1464 1490 1470 

1450 

1200 

" ^ ^ 3 ) 11 
1203 1195 1188 1197 n 9 8 1183 1067 1195 1185 1195 1190 

'^B-O-H DqBOq) 
(bend) ^ 

B 
929 914 910 910 

"3B03I 

10 
B 

1199 1195 

*Measured a t -180°C. 
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COMPARISON OF SOLID STATE IR DATA 

Ass ignment 
MatossI & 
Bluschke 
^4) 

Ml I le r & 
W1 Ik lns 
(63) 

Mart Imer 

(6tt) 

Bethel I & 

Sheppard 
(6^ 

Sldorov & 

SoboIev 
(6^ 

Hornlg 

& Plumb 
(67) 

Servoss 

& Clark 
(6% 

Goubeau 

Hummel 
(69) 

Krishnan 

(70) 

Dur Ig 

a t al 
(71) 

VIz I 

(72) 

Broadhead 

Newman 
(73) 

Ncw-

djavan 
(74)* 

Janda & 

He 1ler 
(75) 

O-B-0 
(bend) 

11 

"3BO3 11̂  

D3M3) 

"3%)3) 10̂  

DgBoj 

532 540 

4&P* 

552 544 

522 

545 

547 547 538 

510 

546 542 

510 

555 

550 

549 

545 

"3^3\ 11 633 807 

Y, BO. 
(ou t of p I ane bend) 

824 

709 

637 

10 
I B 

DjBOg) 

621 

632 

666 

639 

654 

668 

647 

674 

798 625 

665 

810 635 

642 

640 

640 

675 

670 

650 

620 

O-B-O-H 
(tors Ion) D3BO3) 

769 (640) 799 
11 

648 

545** 

H3BO3) 10̂  

D3W3I 

800 

800 

715 647 808 

566 

639 720 

550 

590 

530 

*Measured a t -180°C. 

* *Der lved from product r u l e c a l c u l a t i o n s . 
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Sheppard (65) and Servoss and Clark (68) although Durig's 

(71) paper should not be overlooked. These values are 

included in Table 1 for the purposes of comparison. The 

case for the Raman data is equally confused and made worse 

by the possibility of erroneous assignment of arc lines to 

fundamentals in the early studies, which used a mercury 

lamp as the exciting source. 

Table 1 also includes values for the fundamentals of boric 

acid in the gas phase. The first column is that of 

Margrave's (^3) from 1959 whilst Gilson's (^4) values were 

obtained after the work described presently. The former 

values are presented without any spectra in the paper and 

were obtained in a heated cell at 100°C with silver 

chloride windows. There is therefore the distinct 

possibility that the values do not relate to vapour phase 

boric acid at all. 

Comparison of the matrix, gas phase and solid phase data 

supports the expectation that the frequencies assigned to 

B-0 motion show a reasonable correspondence whilst 

significant differences occur in modes involving hydrogen 

atom motion, notably the 0-H stretch, B-O-H bend and 0-H 

torsion. In attempting to understand the spectra of 

molecular boric acid, it was decided to base the analysis 

entirely on the matrix data and to rely on the isotope 

patterns generated by ^ and enrichment for both 

qualitative and quantitative support. Before discussing 

these results in detail however, it is helpful to consider 

the ir spectrum predicted for molecular E^OH)^. 

There are relatively few molecular species with X(YZ)g 

stoichiometry and the generally accepted shape for B(OH)g 

of C^^ point group is based entirely on the solid phase, as 

there is no vapour phase structural determination reported. 

Nevertheless this must also be considered the most likely 

vapour phase structure by comparison with BfOMe)^ which 
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from gas phase electron diffraction(78) has been shown to 

have a framework. Departures from the structure to 

Cg or lower point groups are conceivable by loss of overall 

planarity. A structure is also a possibility where 

either the B-O-H groups are linear or the protons could be 

symmetrically placed between the oxygen atoms. The various 

possible structures are shown in Fig 5. 

The approach chosen was to assign the boric acid spectra 

initially on the basis of symmetry and then to consider 

if any of the spectral features indicated a departure from 

this model. 

4.3 Vibrational Analysis - Results of Isotopic 

Substitution 

Despite the paucity of experimental data pertaining to the 

isolated molecule, the vibrational analysis of the 

X Cyz)^ framework has attracted considerable attention (55, 

7 9 - 8 2 ) 

The first study by Pistorius (55) used the G matrix 

elements as tabulated by Wilson and D e c i u s ( ^ 3, 8"+) to 

determine the force constants. His results were challenged 

by Cyvin et al ( 7 9-82 ) started from first principles 

and used complex notation to derive the G matrix elements. 

It is believed that Pistorius's error for the out of plane 

modes is due to a typographical error in equation (22) on 

page 61 in Ref 83(a) which has subsequently been corrected 

in Ref 83(b). In both of these cases the authors only 

dealt with the C^^cases and not the partially substituted 

Cg species, therefore the G matrix elements had to be 

derived in order to simulate the partially isotopically 

substituted (C ) species. 

The determination of the irreducible representation 

for the structure is not straightforward because of the 
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presence of complex numbers in the character table. The 

method employed was to determine for a structure 

and then by use of correlation tables (83) r for C__ can 
vxb 3h 

be obtained thus: 

r Do, = 2A' + A' + 2A" + 4E' + E" 
V l b 3 h 1 2 2 

r _ C,, = 3A' + 2A" + 4E' + E" 
vxb 3h 

By consultation with character tables (^ ̂) the ir active 

modes are 2A" + 4E'. The character tables also inform us 

that the A" representations are the out of plane modes 

whilst the E' representations are the in plane modes. The 

out of plane modes can be considered to be a BOg out of 

plane bend and an OH torsion. The in plane modes are made 

up of an 0-H stretch and a B-0 stretch, a B-O-H bend and an 

O-B-0 bend. These qualitative descriptions also serve as 

an indication of the likely effect of isotope substitution. 

Thus all modes nominally involving hydrogen atom motion 

should show a large frequency shift {- 30%) on deuteration. 

The partially substituted species should permit a 

distinction to be made between degenerate and 

non-degenerate modes because the patterns arising from 

non-degenerate modes are only dependent on the statistical 

distribution of the isotopes, whereas the degenerate modes 

are usually more complicated. 

The interpretation of the large number of spectra recorded 

is most conveniently discussed in the context of the five 

ir spectral regions associated with the various B(OH)g 

absorptions. 

4.4 Spectral Region 650-750 cm~^ 

The nitrogen matrix ir spectra of "normal" boric acid (20% 

lOB, 80% lis) in this region show sharp features at 700.9 
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and 675.0 cm"^ with an intensity ratio of = 1:4 and a 

typical spectrum is shown in Fig 5(a). An almost identical 

spectrum is obtained for all levels of deuterium enrichment 

and the frequencies are shifted by less than a wavenumber. 

This spectral region is too low for 0-H or B-0 stretching 

modes and absorptions here must either arise from torsion 

modes or more conventional bending modes. The boron 

isotope effect is quite large (25.9 cm"!) and because of 

the negligible deuteration effect this mode must correspond 

to either the in plane (E') or out of plane (A") bending 

mode of the BOg unit. 

Fig 6(b) shows a spectrum obtained from a sample of boric 

acid containing = 20% and = 45% l^O. Two quartets can 

be observed, one at around 697 cm"! and the other centred 

at 671 cm~l. If the boron isotopic composition is changed 

(Fig 6(d)) to 90% ^^B then only one prominent quartet is 

observed at 697 cm"^ thus indicating that the higher 

frequency pattern arises from ^"b whilst the lower 

frequency pattern arises from l^B. The quartets arise from 

the and components. The 

individual components of these quartets show an intensity 

variation which corresponds to the binomial distribution 

expected for three equivalent oxygen atoms participating in 

a non-degenerate vibration. These features must therefore 

be associated with the A" BO^ out of plane bending mode. 

Figs 6(c) and 6(e) show the results of spectral simulation 

in this region. Although a knowledge of the position of 

the other A" (torsion) mode in B(OH)g is necessary to 

calculate the isotope patterns exactly, it has been assumed 

that because there is little or no deuterium isotope effect 

on this mode there is no interaction between the two modes 

and that they are therefore effectively decoupled. The 

simulated spectra have as a result been calculated by 

considering the BOg unit in isolation. 
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TABLE 3 

Observed and Calculated Frequencies for the 
Out of Plane BO^ Bend 

Observed 
{cm"^) 

Calculated 
(cm"^) 

Assignment 

675.0 674.4 llB IGOg 

672.6 672.1 1iB 16o 1 8o 

670.2 669.7 llB 16o 180^ 

668.1 667.4 llB 180g 

700.9 701. 3 lOB IGOg 

698.6 699.0 10B 16o 1 Go 

696.4 696.8 10B 16o 180 

694.1 694.5 lOB IBOg 
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The relevant secular equation has been derived previously 

(85) and is given as (®^): 

X = K ^ 
9 1 1 1 

M B M O M 
1 Or M O, 

> = 
1 3 0 2 . 8 3 

where M_, M M, and M, 
B' "Oi' "0% "O3 

are the masses of the boron and 

oxygen atoms and K is a constant. Hence the frequencies of 

all the isotopic species can be predicted once K has been 

determined from one (correct) isotopic component. 

It was found that if the isotopic component used to 

generate K was the HgllROlGg band then the ^ p a t t e r n was 

predicted exactly but the ^ values were = 1 cm"^ out. 

Therefore it was decided to use an average value of K of 

those derived from the and components. 

This was 0.2565 mdyne/A and the observed and calculated 

frequencies are tabulated below, together with the 

assignments. 

The relative intensities of the various components were 

determined by the appropriate statistical weightings and it 

can be seen that there is very good correspondence between 

the observed and calculated spectra for both frequency 

position and intensity. 

4.5 Spectral Regions 3600-3700 cm~^ and 2650-2750 cm~^ 

These are the spectral regions associated with 0-H and 0-D 

stretching modes in non-hydrogen bonded systems. Fig 7(a) 

shows a typical nitrogen matrix ir spectrum obtained from 

normal BfOH)^. The bands at 3726 and 3633 cm"^ are due to 

matrix isolated water monomer (^ 9). The central feature at 
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3668.5 cm" 1 is assigned to B(OH)g and is shown under higher 

resolution in the inset Fig 7(b). This band proved to be 

insensitive to changes in the ^ ^ ratio. 

Enrichment with ^ h o w e v e r , (Fig 7(c)) produced two 

shoulders at 3671.8 and 3670.2 cm"^ on the high frequency 

side of the 3668.5 cm"l band and another relatively 

intense, asymmetric absorption at ~ 3658 cm"1. In contrast 

to the ^ i s o t o p e pattern for the A" BO^ mode this pattern 

is highly asymmetric and the relative intensities bear 

little or no resemblance to binomial statistics. 

Spectra of partially deuterated samples, (Fig 8), also 

revealed shoulders on the high frequency side of the 

initial band at 3668.5 cm"! and a new set of bands just 

above 2700 cm"l. These latter bands also display a similar 

pattern although there is some interference from matrix 

isolated HOD (at 2705.5 cm"^) but this is not a problem in 

the 0-H region as the HOD absorption is higher (at 3680.2 

cm"!). From the position of the new bands midway between 

the V^ and Vg absorptions of matrix isolated water and the 

very near coincidence with matrix isolated HOD it can 

immediately be stated that the boric acid must be isolated 

monomerically, (in HOD the two stretches are to a first 

approximation an O-H stretch and an O-D stretch) and is 

therefore not involved in either inter-or intra-molecular 

hydrogen bonding. 

These patterns are characteristic of partial isotope 

substitution in doubly degenerate modes involving three 

weakly coupled oscillators. They were first encountered in 

connection with the analysis of the terminal CO stretching 

modes in transition metal tricarbonyls(^^) and were 

observed experimentally shortly afterwards in Ozin's study 

of PdfNg)] (88). In these studies, the high frequency 

separation approximation was assumed and the only coupling 

between the CO or Ng groups was through off diagonal 
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F matrix terms. In B(OH)g an analogous situation arises 

regarding the OH stretching modes. 

Even though the symmetry here is , it turns out that the 

secular equations are identical to those derived for 

(89). This can be rationalised because if the 0-H units 

are taken in isolation then they can be imagined to have a 

"hidden" symmetry of 

Therefore it should be possible to simulate the observed 

isotope patterns using a simple two parameter force field, 

= F22 = F33 = F^ and a single interaction constant F^^ 

for all the off diagonal terms. The G-matrix elements 

are: 

Gil = "Hi + "O,' + "Os' °33 = + "o, 

These were then used to solve 

of Appendix D. 

FG-EA 0, by the method 

The results of these calculations are tabulated as CALC(A) 

in Tables 4(a) and 4(b). From these it can be seen that 

the agreement for the substituted species is quite 

satisfactory. This adds further credence to the presence 

of a three fold axis in 8(05)^ and the analysis predicts a 

value of 3672.6 cm~^ for the totally symmetric A' ^®0-H 

stretch. In symmetry this mode is inactive but if the 

boric acid has lower symmetry then it should be observable 

in the spectrum. 

It will be observed from this Table that the correlation 

between calculated and observed frequencies for the 

deuterated samples is good in the 0-H region but very poor 

in the 0-D region. This discrepancy could be due to a 

breakdown of the high frequency separation approximation 

but is more likely to be due to anharmonicity. Modes 
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TABLE 4a 

Observed and Calculated Frequencies (cm"!) 
for the In Plane O-H Stretch in Boric Acid 

Isotopically Labelled with Oxygen-18 

Observed 
(a) 

Calc A 
(b) 

Calc B Assignment 

- 3672.6 3672.6 A' Hg BlGOg 

3668.5 3668.5 3668.5 E' Hg BlGQg 

3668.5 3668.5 3668.5 
\ 

3658.2 3657.6 3658.1 1 A' Hg BlGQ^lBo 

3671.8 3671.5 3671.5 

3670.2 3670.2 3670.2 

3659.2 3658.9 3659.4 ( A' BlGolGo^ 

3657.6 3656.5 3657.1 

- 3660.6 3661.2 A' H3 Bl80g 

3657.6 3656.5 3657.1 E' Hg BlSOg 

Assuming harmonic motion with F^ 
F^^ = 0.0056 mdyne/A. 

Assuming 
F^^ = 0.0064 mdyne/A 

7.468 mdyne/A and 

90 cm"1, with F^ = 8.219 mydne/A and 
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TABLE 4b 

Observed and Calculated Frequencies (cm~^) for the 
In Plane O-H Stretch in Boric Acid Isotopically 

labelled with Deuterium 

Observed 
(a) 

Calc A 
(b) 

Calc B Assignment 

— 3672.6 3672.6 A' H,BO, 

3668.5 3668.5 3668.5 E' HgBO, 

3668.5 3668.5 3668.5 

3671.1 3671.2 3671.2 ( A' H DBO 
2 3 

2705.8 2670.2 2705.9 ' 

3669.7 3669.9 3669.9 

2707.7 2671.2 2706.9 j A' HD^BOg 

2704.6 2669.2 2704.9 

- 2672.4 2707.7 A' D,BO, 

2704.6 2669.2 2704.9 E' D, BO, 

Assuming harmonic motion with F^ 
F^^ = 0.0056 mdyne/A. 

b Assuming UgXg 

F^^ = 0.0064 mdyne/A. 

7.468 mdyne/A and 

90 cm" ̂, with F̂ ^ = 8.219 mydne/A and 



193 

involving light atoms such as hydrogen are known to be very 

anharmonic. Therefore several calculations were carried 

out in order to estimate the harmonic frequencies to see if 

a better correlation between observed and calculated 

frequencies could be achieved. 

The 0) and w x value for the l^O-H diatomic molecule are e e e 
given(90) as 3735.2 and 82.81 cm"l respectively. (w^ = 2 

0) X + V , ) . Therefore if this value of w x is used for e e obs e e 

can be estimated to be 3834.1 cm" ̂. If this 

value is then used in the calculations a set of harmonic 

frequencies will be generated. In order to retrieve the 

transition frequencies from the calculated harmonic 

frequencies the Darling-Dennison Relationship is required. 

*e *e' 
This states that for a diatomic — = (where the prime 

w w ' 
e e 

indicates the isotopically substituted species). The 

assumption is then made (Darling-Dennison approximation) 

that this also holds for polyatomics. Having used this 

method it was found that the correspondence between 

observed and calculated frequencies was good (within 1.5 

cm"!) over the range 3 700-2700 cm" ̂. 

If a value of w x = 9 0 cm"^ is adopted then the fit is 
e e 

within 0.5 cm"l over the entire range. It should be noted 

that V ̂  of gas phase(^M H^O is 3656.7 cm"^ and w = 

87.8 cm"l thus indicating the efficacy of this approach. 

The results of these calculations are given as CALC(B) in 

Tables 4(a) and 4(b). The spectral simulation of this data 

is shown in Figure 7(e) and Figure 8. In the 0-H region a 

bandwidth of 1.1 cm"l was used whilst 0.6 cm"^ was used for 

the 0-D region. This variation in bandwidth reflects the 

change in resolving power of the spectrometer over these 

two regions. 
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The simulation for the oxygen spectra is very good whilst 

that for the deuterated spectra in the 0-H region is 

equally good but the correspondence is slightly lower in 

the 0-D region. This is largely because the separation 

between the bands is larger in the 0-D region and is 

probably indicative of a slight breakdown in the high 

frequency oscillator approximation. 

The other problem is the presence of the 0-D stretching 

mode(v^) of matrix isolated HOD at 2705.5 cm" ̂  overlapping 

with other bands in the spectrum. Figure 8(e) shows a 

spectrum of matrix isolated HOD and the position of with 

respect to the other bands. If it is assumed that the 

relative intensity of the „ and ^ bands in HOD is 
u—H 0-D 

always constant then it is possible to calculate the 

proportion of the central band's intensity derived from 

of HOD. Fortunately the (0-H) of HOD (at 3680.2 cm"!) 

is sufficiently far away from the other bands to allow its 

integrated intensity to be measured. As a result of these 

calculations it can be assumed that approximately 15% of 

the 2705.8 cm"! band intensity in the 40% deuterated sample 

is due to HOD whilst approximately 27% is due to HOD in the 

55% and 70% deuterated samples. It can then be imagined 

that the intensity fit is much better. 

Therefore from these two spectral regions it can be 

inferred that in monomeric B(OH)g the three 0-H units are 

co-planar and have a three fold rotation axis. 

4.6 Spectral Region 800-1200 cm~^ 

The survey spectra (Fig 4) reveal that there are two bands 

in this region arising from "normal" boric acid. One of 

these (1009.9 cm"^) is reasonably sharp whilst the other at 

~ 1080 cm"^ is broad and ill-defined. When boric acid 

is used it can be seen that there is negligible effect on 

either of these bands, whilst the use of oxygen-18 enriched 
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samples results in some structure being observed on the 

1009.9 cm"! band. The largest isotopic effect is observed 

when the sample is deuterated. In this case a large new 

band at = 830 cm~^ and two small bands at 887.5 cm"^ and 

894.5 cm~l are found to be due to the isotopic enrichment. 

In this region of the spectrum one might expect to see the 

frequencies arising from the B-0 stretch or the B-O-H bend. 

The band at 1009.9 cm~^ can be assigned to the B-1^0-H,E' 

bending mode, because both the boron and oxygen isotope 

effects are small, whilst the hydrogen isotope effect is 

relatively large. 

The effect of deuteration will be considered first and in 

Fig 9 the effect of increasing the extent of deuteration in 

the sample can be seen. At first sight it appears that 

there is the necessary 6 line pattern for a degenerate E' 

mode. However, under higher resolution (Fig 10) it is 

observed that the apparent doublet at ~ 1012 cm"^ is in 

fact probably a closely spaced triplet. Higher resolution 

studies of the doublet at 832 cm"^ were not able to 

positively identify this as a triplet. This then puts us 

into a quandary over the assignment. However, in the 

previous section the symmetric A' 0-H stretch was very 

close to the E' 0-H stretch with the result that the 

isotope patterns were very complicated, but interpretable. 

If it is imagined that the A' symmetric B-O-H bend is very 

close and higher in frequency than the E' bend, this will 

then result in patterns very similar to those for the 

analogous stretching modes. It will be noticed that the 

intensity patterns are not the same, but the fact that 

there are three closely spaced bands is a good indication 

that this is indeed the case. Preliminary calculations 

using SOTONVIBP indicated that the frequencies can be 

modelled if the A' value was set to ~ 1016 cm"^. Further 

calculations were not carried out however, because the 
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B-O-H bond angle is not known to any accuracy for the gas 

phase or matrix isolated species. (In principle it should 

be able to determine this angle by microwave spectroscopy 

of HgDBOg, if this could be separated from the other 

isotopomers). In addition there is the problem of 

anharmonicity. It is not possible to determine its extent 

because the vibrational modes will also be interacting with 

other modes and this may result in an increase or decrease 

of the observed frequency. Accurate frequencies 

(+ 0.7 cm"!) and tentative assignments are given in 

Table 5. 

From the above arguments the triplet centred at 1013 cm"^ 

can be assigned to the hydrogen components of the B-O-H 

bend. The doublet at 828 cm"! is obviously the deuterium 

components of this mode because of the almost complete 

disappearance of the bands at 887.5 and 894.5 cm"^ on 80% 

deuteration. The fact that only two bands in the B-O-D 

bending region are observed is slightly worrying but can be 

explained by comparison with the 0-D stretches. In this 

case the weakest component was the centre band of the 

triplet. The individual modes will also be subject to a 

different amount of interaction to those in the B-O-H 

region and this may result in two of the components being 

pushed together under one band envelope. It is possible 

however say that the A' B-O-D bend will be 5-15 cm"^ above 

the E' mode and is hence in the range 830-840 cm"^. 

Having assigned the principal features in this spectral 

region to the B-O-H bending modes, the source of the two 

bands at 894.5 and 887.5 cm"l needs to be considered. They 

appear from Fig 9 to be at their most intense when the 

deuteration level is about 50%. The band at 887.5 cm" ̂  

seems to correlate with lower deuteration levels whilst 

that at 894.5 cm"l with higher deuteration levels. It 

should be noted that the symmetric A' B-O stretch in both 

the solid and gas phase spectra (Tables 1 and 2) is in this 
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TABLE 5 

Observed and Estimated Frequencies (cm~l) from 
Boric Acid in the Range 1200-800 cm"! 

Observed Frequency Assignment 

1009.9 E ' B-O-H bend H,BO, 

1011.4 A' B—0—H bend H^DBOg 

1014.9 A' B-O-H bend HD^BO, 

831. 5 A' B-O-H bend HgDBOg/HD^BOg 

825.5 E ' B-O-H bend D3BO3 

1009.9 E ' B-O-H bend H,B0, 

1007.6 \ 

1002.3 > A ' B-O-H bend HglGBO^l Bo/HgBlGQlSo^ 

999.6 / 

997.5 E ' B-O-H bend H3BI8O3 

894.5 A' B-O stretch HD^BOg 

887.5 A' B-0 stretch H^DBO, 

Estimated Frequency 

~ 1016 E ' B-O-H bend H3BO3 

~ 1003 A' B-O-H bend H3BI8O3 

830-840 A' B-O-H bend D,B0, 

880.5 A' B-0 stretch H,B0, 

901. 5 A' B-0 stretch D,BO, 
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region. The fact that only two bands are observed is 

indicative of an ir inactive non-degenerate mode becoming 

active on lowering of symmetry + C^) as a result of 

isotopic substitution. Therefore the band at 887.5 cm"^ is 

assigned to the H^DBO^ component of the A' B-0 symmetric 

stretch and the band at 894.5 cm~^ is assigned to the 

HD^BOg component of the A' H^BOg B-0 symmetric stretch. If 

one assumes that the isotopic splitting between these two 

is the same as that between all the components of this 

mode, this predicts the H3BO3 A' frequency to be 880.5 cm"^ 

and the D^BOg A' frequency to be 901.5 cm" 1. 

The fact that the all deuterated frequency is 21 cm"^ above 

the all hydrogen frequency is most unusual and can only 

really be understood if this mode interacts very strongly 

with the other modes in this region. Cyvin (82) noted that 

the interaction between the two in plane bends was the most 

important one. Gilson (^4) has also observed the 

deuterated component to be 21 cm"l above the hydrogen 

component for this mode in Raman vapour phase studies (887 

and 866 cm"l respectively). 

For H3BO3 the A' bend is estimated to be at 1016 cm"^ and 

the A' stretch at 880 cm"^ whilst on complete deuteration 

the A' bend is thought to be at 835 cm"l. In general one 

would expect the A' stretch in D^BOg to be at a lower 

frequency, however this will interact strongly with the A' 

bend at ~ 835 cm"^ and the net result is that both will be 

pushed apart so that the A' stretch for DgBOg is now higher 

than it is for H^BOg, The interaction between the two A' 

modes in HgBOg will be less, because they are further 

apart, but will have the effect of pushing the A' stretch 

to a lower frequency. 

The effect of varying the extent of oxygen-18 in the sample 

is shown in Fig 11. The top spectrum is of "normal" boric 

acid whilst those below it are enriched with ~45% ^ a n d 
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~60% respectively. One would expect to observe 6 bands 

from the degenerate bending mode, however as has been seen 

previously the A' mode is very close, (= 6 cm"^) and 

therefore it might be anticipated that the spectra will be 

very complex. Prom the spectra in Fig 11(b) and Fig 11(c) 

it can be seen that a five line pattern is observed but 

that all the structure is on the low frequency side of the 

1009.9 cm"!. This is because the other E' mode (H^B^^Og) 

is sufficiently close so that 

the isotope patterns will be derived from this and not the 

A' modes. 

If it is assumed that the A'-E' separation is the same for 

the all oxygen-16 and all oxygen-18 species and that the 

lowest frequency component observed (997.5 cm"!) is the all 

oxygen-18 E' mode, then the HgBQlGg A' mode is predicted to 

be at = 1003.4 cm~^. This value is where the gap in the 

pattern is observed. The presence of this A' mode in the 

midst of the bands makes the analysis and assignments very 

complicated. The frequency positions and tentative 

assignments are given in Table 5. 

A normal co-ordinate analysis of these oxygen-18 patterns 

using the methods of the previous section was attempted by 

assuming that this was a non-interacting mode as in the 

case of the 0-H stretches. This was unsuccessful because 

it was not possible to select a bond angle that allowed the 

following equation to be satisfied. (The prime indicates 

the isotopic species). 

FG 

FG ' 

A 

X 

(The relevant G, matrix elements for the species are 

listed in Ref 80). 
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This gives further confirmation that this mode is in fact 

interacting with the other modes. 

No bands were observed in the region 910-870 cm~l that 

could be assigned to the B-0 symmetric stretch, although 

two bands should be active as in the deuterated case. This 

non-observance is because the symmetry selection rules only 

predict the number of ir active modes and not their 

relative intensities. Hence in the deuterated case there 

is a sufficient change in the dipole moment for the 

vibrational modes of the partially substituted species to 

be observed, whilst oxygen-18 incorporation does not result 

in a significant enough dipole change to result in the 

observation above the noise level. Therefore the oxygen-18 

gives rise to a small perturbation whilst deuteration leads 

to a much greater perturbation. 

The observed shift (184.4 cm"*) on deuteration of the B-O-H 

bend E' mode is considerably less than that expected 

(295.8 cm~M by use of the conventional relationship. This 

discrepancy is unlikely to be due to anharmonicity because 

in the case of the hydrogen telluride the error in applying 

(^H'^/2) get was only 7 cm" ̂. Therefore the discrepancy 

is probably due to the large amount of interaction between 

the three in plane modes between 1500 and 400 cm"^ or that 

there is substantial oxygen motion involved. The frequency 

shift on 1incorporation (12.4 cm"^) is also lower than 

that expected (57.8 cm"l). Therefore it appears that the 

E' mode involves considerable hydrogen motion and some 

oxygen motion but that it is also severely affected by the 

interaction with the B-0 stretch and especially O-B-0 bend. 

This interaction is highly complex because of the large 

shift in the E' bending frequency on deuteration and the 

much more modest isotope shifts for the other modes. 
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4.7 Spectral Region 1350-1500 cm"^ 

From the survey spectra (Fig 4) it can be seen that on 

either deuteration or oxygen-18 exchange this region 

becomes very complex. Fig 12(a) shows a typical nitrogen 

matrix spectrum obtained from a sample of "normal" boric 

acid. From this two sharp bands can be observed at 1478.0 

and 1426.2 cm"^ with an intensity ratio of 1:4. The 

assignment of these to the and ^ components of the E' 

B-0 stretch is confirmed in Fig 12(b) which is a spectrum 

with a 1Og . llg ratio of approximately 1:1. From this 

spectrum one can also see that the absorption at 

1478.0 cm"! is considerably broader than that at 

1426.2 cm~l. The cause of this is not immediately apparent 

and does not appear to be due to inverse water bands. The 

effect however is to broaden all the resonances of the ^ ̂ B 

components (see for eg. Fig 12(d)) which results in the 

spectra being less well resolved. 

The effect of incorporating ^ i n t o the molecule is shown 

in Fig 12(c) and Fig 12(d). Fig 12(c) has a normal boron 

isotope distribution whereas Fig 12(d) has 90% From 

these it can be seen that a doublet of sextets is observed, 

one for ^ ̂ B and one for l^B. The ^ ̂ B components are much 

sharper than those of the ^^B isotopic species. A similar 

effect is also observed if the sample is enriched with 

deuterium (Fig 12(d) and Fig 12(f)). The assignments in 

Table 6 are based on the change in relative intensity of 

the bands on different enrichments. 

For a non-interacting, stretching'e^ mode the isotope 

splitting should be(92) for example: 

for 50% enrichment 
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TABLE 6 
Observed Frequencies (cm"^) for the Asymmetric 

B-0 Stretch in Isotopically Labelled Boric Acid 

Observed frequency 

10B llR 
Assignment 

1478.0 1426.2 

1475.7 

1469.0 

1 4 6 8 . 3 

1 4 5 5 . 6 

1452.7 

1424.5 

1417.5 

1471.0 1419.0( 

1463.0 1411,9, 

1 4 6 1 . 2 1 4 0 9 . 7 

1478.0 1426.2 

1 4 7 6 . 8 1 4 2 1 . 6 , 

1457.5 1410.7 

1 4 1 7 . 7 ] 

1403.2 

E' B-0 stretch. H^BO^ 

A' B-O stretch H^BlGOglBo 

A' B-0 stretch HgBlGolSo^ 

E' B-0 stretch Ĥ BlBOg 

E' B-0 stretch Ĥ BÔ  

A' B-O stretch H^DBO^ 

A' B-O stretch HD^BO^ 

E' B-O stretch D^BOg 
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16 18_ 
H3B 0-, Og 

18 
H3B O3 

because one form of the doubly degenerate stretches is the 

same for and if the ^ i s at position 

a. And similarly for the and cases. 

This is shown schematically below. 

The presence of six bands in the enriched samples is 

thus indicative of an interacting degenerate mode, and no 

deuterium isotope effect is allowed unless interaction 

force constants such as f or f 
ra r j 

problem. 

are introduced into the 
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In the oxygen-18 case all the components can be resolved 

easily on the 1 c o m p o n e n t but due to the problem of the 

broadness of the bands these are not so well resolved, 

but all of them can be identified. From Fig 12(d) it can 

also be seen that the intensity ratios of the various 

components are different for the two boron isotopic 

components. At first sight this appears to be due to the 

broadness of the bands around 1470 cm"^, indicative of too 

fast a spraying on, but the bands around 1415 cm"^ from the 

species are resolved back to the baseline. This 

intensity discrepancy is still not really understood but is 

probably due to the same phenomenon as the general 

broadening of the bands. This does not appear to be due to 

another mode interacting differentially because the O-H 

stretches are over 2000 cm"^ higher and will therefore have 

the same negligible effect on both the ^ a n d ^ ̂ B 

components. Indeed the high frequency oscillator 

approximation has been used in a preceding section to 

factor off the O-H stretches and this was found to simulate 

the observed spectra very satisfactorily. The lower 

frequency modes of the B-O-H bends, the O-B-0 bend and the 

symmetric B-0 stretch are probably also too far away to 

have this substantial differential effect. 

The case for the deuterium enriched samples is anticipated 

to be more complex because this is not a small perturbation 

and the isotope splitting patterns are a result of the 

interaction of the B-0 stretch and one or more of the other 

modes. At first sight it appears that there is a sextet on 

both the 1Og and ^^B components. This however is not that 

straightforward because of the problem of the mode of 

matrix isolated HOD at 1405.2 cm"l interfering with the six 

line pattern observed for the ^^B species. The six 

components of the ^ ̂ B̂ species have been assigned by their 

change in relative intensity at different levels of 

enrichment but it is only feasible to assign unambiguously 

four of the bands in the ^^B pattern. It has not been 
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possible,despite very slow depositions and high resolution 
studies (0.2-0.3 cm~M to identify whether the two 

remaining bands both lie under the peak centred at 

1403.2 cm"! or whether one of them lies under the of HOD 

at 1405.2 cm"^. 

Detailed calculations have been attempted using SOTONVIBP, 

but were largely unsuccessful because the program is not 

configured to calculate force constants from two or more 

isotopomers. Cyvin's (80) G matrix elements for the 
— Jh 

species could have been used but some of the interaction 

G matrix elements contain complex variables and the 

determination of the solution thus becomes harder. Indeed 

Pistorius (55) has set these interaction G matrix elements 

to zero, but Cyvin (80) claims that this is wrong and the 

error is a result of not using the complex character table 

properly. 

This problem could be overcome by deriving the F and G 

matrix elements for the C species but because of the 

problem of interaction, all the in plane modes would have 

to be considered simultaneously. Whilst the F and G 

matrices have been constructed it was not thought 

worthwhile to proceed because the B-O-H bond angle is not 

known with any accuracy. In addition there is the problem 

of anharmonicity which arises because all the atoms 

involved are light atoms. For example the w x for the B-0 

diatomic (90) is 12 cm"^. In order to define all the 

interactions of the in plane modes, 25 force constants are 

required (8%), 11 of these can be excluded if the high 
factor 

frequency oscillator approximation is employed to-off the 

0-H stretches. This then leaves 14 force constants. (The 

number of independent force constants in each case is, 16, 

5 and 9 respectively)• 
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Therefore if a fit could be generated, there is no 

guarantee that it is meaningful or genuine because of the 

large number of unknown variables in the analysis. 

- 1 4.8 Spectral Region 300-600 cm 

The survey spectra of this region of B(OH)g show a strong 
band at 513.8 cm"! and a (very) weak feature at 448.9 cm"^. 

Higher resolution studies on these bands showed that 

whereas I60/I8Q and H/D isotope shifts could all 

be resolved for the 448.9 cm"! band from suitably enriched 

samples, only deuterium enrichment produced a significant 

and thus observable frequency shift for the 513.8 cm-1 

feature. As a result of these isotopic shifts the 

513.8 cm"! band is assigned to the A' HOBO torsion whilst 

the 448.9 cm"^ absorption is assigned to the E' in plane 

BO2 bend. This latter mode will be dealt with first. 

4.8.1 E' In Plane BO^ Bend 

Fig 13(a) is a spectrum under high resolution of the 

448.9 cm"l band in a sample of "normal" boric acid. The 

shoulder on the high frequency side at 450.5 cm"^ is 

assigned to the ^ Og component. Fig 13(b) shows a spectrum 

of a sample containing = 90% ^^B and this confirms the 

assignment. 

On 45% oxygen-18 enrichment of a ^ ̂ B sample the spectrum in 

Fig 13(c) is observed whilst 50% enrichment of a ^^B sample 

results in the spectrum in Fig 13(d). In each case a six 

line pattern is observed and these bands are therefore 

assigned to the O-B-0 bending E' mode. From the change in 

relative intensity it can be seen that in this case the 

mixed isotope species H^B^^O^^^O and H^B^^O^^O^ are 

adjacent to each other rather than overlapping as in the 

B-0 stretching case. 
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TABLE 7 

Spectral Features Arising from the In Plane BÔ  Bend In 
Isotopically Labelled Boric Acid 

Observed Frequency 
(cm"^) Assignment 

lOg 1 1B 

450.5 448.9 E' BO^ bend H3BO, 

445.8 
442.9 

444.5 ) 
441.2 ( 

A' BO 2 bend HgBOlGOglBQ 

440.0 
436.4 

438.6 ) 
434.8 j 

A' BÔ  bend HgBlGQlBo^ 

431.9 430. 7 E' BO, bend H3BI8O3 

450.5 448.9 E' BOg bend H3BO3 

449.2 
436.9 
432.6 
420. 7 

447.8 1 
436.6 ( 
431.0 ( 
419.3 1 

A' BO, bend HgDBOg/HDgBOg 

405.2 404.7 E ' BO, bend D3BO3 
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Ifhen the sample is deuterated the spectrum in the region 

3 50 to 575 cm"l becomes very complex. In Fig 14 there 

appears to be six prominent bands and a number of weaker 

features. These weaker features are shown under higher 

resolution and amplification in Fig 15. 

Fig 15 indicates that six bands are also observed in this 

region on deuterium enrichment. In this case however the 

pattern is dominated by a relatively intense feature at 

408.4 cm"^, this however has been shown not to belong to 

the BO2 bending modes, but to the torsion mode. The band 

at 405 cm"! does belong to the BO^ bending modes and is 

assigned to the D^BOg species. From these spectra, it is 

not possible to assign each band to a particular species 

but the band positions are given in Table 7. 

Having assigned all the in plane modes it is now possible 

to confirm this assignment using the Teller Redlich 

product rule (83). Indeed if it is assumed that all the 

frequencies are harmonic then it is possible to check that 

the isotope shift for the E' B-O-H bending mode is 

negligible. This has been done and the calculated shift is 

0.3 cm"l, which is not observable on our instruments. 

Therefore the assignment of the in plane modes seems very 

satisfactory. 

4.8.2 The A" Torsion Mode 

The more intense bands in this region show a large 

deuterium isotope effect. On ^^B and l^O enrichment the 

band at 513.8 cm"! was merely broadened or displaced by 

less than a wavenumber. If the Teller Redlich product rule 

(83) is used for the two A" modes, ie the BOg out of plane 

bend (w^) and the 0-H torsion (w^) and it is assumed that 

these frequencies are harmonic, it is then found that 
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u) I U) 2 

w 2 w 2 
1.04032 

on going from ^ to Because these frequencies are 

well separated and resolved they can be used to get an 

indication of the boron isotope shift on the torsion mode, 

ie 

1.04032 x 675.0 x 513.8 
0)2 = = 514.76 

700.9 

This therefore implies that there should be a splitting of 

approximately 1 cm~^ which is right at the limit of the 

resolving power of our instrument. This mode was also 

found to be fairly broad (~ 1.5 fwhm) and so this will also 

add to its non-observance. 

The effect of full ^ e n r i c h m e n t using the values for ^^B 

is to generate a shift of 1.2 cm"^ to 512.6 cm"^. This 

will never be detected because the enrichment of ^ w a t e r 

used was 70% and this would result in 3 (or 4) bands within 

a wavenumber. The limitations of assuming the frequencies 

are harmonic is illustrated when the product rule is used 

to calculate the deuterium isotope shift on the A" BOg 

bend. This gives a calculated value of 667.8 cm"1 compared 

to the non-observance of any effect. This however does not 

invalidate the arguments about the ^ "̂B and ^ effect on 

the torsional mode because the BO^ out of plane bend will 

be less susceptible to anharmonicity than the torsion mode 

which involves extensive hydrogen atom motion. 

Fig 14(a) through Fig 14(d) are spectra with an increasing 

deuterium content. From these, the lowest frequency 

component at 376.0 cm"l is assigned as the A" mode in 

BfOD)^. The surprising feature of these spectra is the 

occurrence of two absorptions at higher frequency than the 
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B(OH)g parent band and its fully deuterated analogue. 

Their origin is not immediately obvious because the 

representation of the ir active torsion mode is A" and is 

non-degenerate. The resultant isotope pattern on 

deuteration should contain at most four components (H^, 

HgD, HDg and Dg). However, if one refers back to the 

it can be seen that this is 3A' + 2A" + 4E' + E" and that 

from the character tables the E" mode is an out of plane 

mode and Raman active. When the symmetry falls to C 

during partial substitution, becomes llA' + 4A" and 

therefore all the out of plane modes can mix and interact 

with each other. One would then expect three bands for 

each of the partially deuterated species leading to an 

eight line pattern in total, this however is not observed. 

The reason for this discrepancy can be seen from the 

diagram below which contains the two descriptions for the 

normal vibrations of the E" (9,55) mode. 

This mode is ir active if the molecular symmetry is C but 

it can be seen that if the unique proton or deuteron in 

HDgBOg and DH^BO^ is at position a then it is not involved 

in the vibration and that the vibration is the same as in 

the parent species. This is inactive and therefore in 
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C symmetry, although it is ir active, it has zero 

intensity. If the two modes that have intensity can be 

calculated then the position of the band with zero 

intensity will also be calculated and hence give an 

indication of the frequency position of the E" mode in the 

species. 

Although two analyses of the torsional mode have been 

carried out (55^ 79-82 ) for symmetry there is no 

literature analysis of the torsional modes. The 

SOTONVIBP program was used but it was found impossible to 

define the torsion mode satisfactorily and yet calculations 

carried out on HgOg gave satisfactory results. It is hence 

assumed that the problem is due to the two ends of the 

torsion mode being different in boric acid. Therefore the 

G matrix and F matrix elements were derived from first 

principles and used in a BBC Basic program to generate the 

frequencies and intensities. This derivation is given in 

Appendix C and the G matrix elements for the species are 

given below. 

Gil - + Ug C + 

G22 - + WOgB + UgC + 

G33 - WH3A + + Wg C + 

^12 - ^21 - Wg C + 

Gl3 - G31 - Ug C + E 
6 

^23 - G32 - C + 
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p is the reciprocal mass of the appropriate atom, as 

defined in Fig 5a. 

r 
A = — cosec^g 

d 

r I l ) d ( 1 ^ ^ 
B = — cosec^g - 2cosecg<cotg + — > + — <cotg + — 

d ( /3) r ( /3 

d 
C = — jcotg + /3 

4 d 

3 r 

2 / 1 1 j Id 
E = — I sGOtg + — > X < — ̂  - cosecj 

/3 \f /3\ f r 

^11 ^22 F33 F? 

F12 = F2I = F23 = F32 = Fl3 = F3I = FtT 

The G matrix elements for the C_, species are; 
— Jh 

y r̂ d 2d 
G, I = + j — + — + — sing j /3 cos g + singi 

2 2 \ d r r dsin 8 sin g \ 

3pgd 

2|cosg + /3sing| j + j/3 + cot 
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^ ( d r 
G„„ = Gg g = + p ; — + — - 2COSj 

d sin% ° / r d 

GlZ = Ggi = Gi3 = G31 = G23 = G32 = 0 

Fll = F? + 

F22 = F33 = F? - F?? 

F12 = F2I = Fl3 = F31 = F23 = F32 = 0 

From the derived G matrix elements it can be seen that 

there are three variables for which values are required 

before the calculations can proceed. These are the B-0 and 

0-H bond lengths and the B-O-H bond angle. The bond 

lengths were chosen to be 1.362 A and 0.95 A by comparison 

with the orthoboric acid crystal structure( ) for the 

former and water for the latter. The crystal structure 

value of the bond angle is 114°, if this value is used in a 

product rule type calculation for H^BO^ and DgBOg then the 

fit between observed and calculated values for the v^„0-H 

torsion in D^BOg was found to be very unsatisfactory. In 

principle this could give an indication of the harmonic 

frequencies but they will not be reliable because the B-O-H 

bond angle in the solid and in molecular boric acid is 

likely to be different. The approach used was to estimate 

the B-O-H angle by using the product rule in conjunction 

with the assumptions that the observed transition 

frequencies were harmonic and that the BO^ and 0-H out of 

plane modes were uncoupled. 

and FGo_Q = 
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G 
0-H 

0-D 

0-H 
for the "right" value of 

v 
0-D 

G_ and G are the symmetrised, , G matrix elements 
U—n U—U jn 

derived earlier and if this calculation is done then the 

values of g for which the above holds are 130.9° and 

153.4°. The fact that there are two solutions is a trifle 

puzzling but by determining the relative motions of the 

hydrogen, boron and oxygen atoms it was found that for the 

130.9° case it is H down, O up and B up whilst for the 

153.4° case it is H down, O up and B down, ie 

for 130.9' for 153.4° 

It was decided to use a bond angle of 131° as this seems 

chemically more appropriate. No particular significance 

should be attached to this value because the B-O-H bond 

angle has essentially been used as a "sink" for any 

anharmonicity and also for any errors introduced by the use 
of the uncoupled oscillator approximation. 

It is instructive however to compare this value of H-O-B 

angle of ~ 130° with the predictions of ab initio 

calculations on H^BOg and with experimentally determined 

angles in related molecules. In particular, Gundersen has 

carried out a series of calculations on and 

related hydroxy boron species (9^). These calculations 

indicate that the HOB angles are expected to be in the 
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range 110-115°, and for some of these species there is 

supporting experimental evidence (95) (eg HB(0H)2 and 

H^BOH). In electron diffraction experiments on BfOMe)^ 

(78) and other methoxy boranes (96) the corresponding COB 

angles were found to be significantly wider and lay in the 

range 120-125°. ^Electron diffraction experiments in 

collaboration with Dr D A Rice at Reading University have 

been attempted, but these were unfruitful because of the 

twin problems of getting enough boric acid in the vapour in 

the vicinity of the electron beam whilst keeping the water 

concentration low enough to permit the detection of only 

boric acid.j 

Having achieved a value for the B-O-H angle it was then 

possible to use this to calculate a set of frequencies and 

force constants. The methodology and flow diagram for the 

program used is presented in Appendix D. An internal check 

is whether the C , G matrix elements calculate the same 
s — 

frequency as the , G matrix elements for H^BOg and 

DgBOg. It was found that they did and therefore the C^, F 

and G matrices had been derived correctly. The result of 

these calculations is in Table 8. From this it can be seen 

that there is a good correlation between observed and 

calculated frequencies and as anticipated earlier one of 

the components of HgDBOg has the same frequency as that 

calculated for the E" mode of HUBO-. A similar case is 
j j 

also present for HDgBOg and D^BOg. Therefore it is 

possible to estimate the E" value for H^BOg as 577 cm"^. 

In order to confirm that this assignment is correct, the 

relative intensities of the bands is required. To do this 

the following equations (83) need to be evaluated. 

Z i . = z 
3jj 

-k ' G 
k k'k" 33%' 3S%" k k 



223 

TABLE 8 

Spectral Features Arising from the Torsion Mode 
in Deuterated Boric Acid 

(a) 
Observed 
(cm"^) 

Calculated 
(cm"1) 

Assignment 

5 1 3 . 8 

4 0 8 . 4 
5 4 1 . 8 

5 6 1 . 2 
3 9 0 . 5 

3 7 6 . 0 

5 7 7 . 7 

5 1 3 . 8 

4 0 8 . 3 ) 
5 4 1 . 7 ) 
5 7 7 . 7 ) 

5 6 1 . 4 ) 
3 9 0 . 3 ) 
4 3 4 . 3 ) 

4 3 4 . 3 

3 7 5 . 7 

E" 0-H torsion H3BO3 

A" 0-H torsion Ĥ BÔ  

A" 0-H torsion H^DBO^ 

A" 0-H torsion HDgBOg 

E" D3BO3 

A" DgBOg 

(a) Assuming = 0.0644 mdyne/A 

F = - 0.003 5 mdyne/A and B-O-H bond angle of 
1 3 1 ° . 
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3 U 8 y 
F , „ 

k k'k" 38%; k k 

The 8y/9S terms are the same for all isotopic species 

because H^BOg has no permanent dipole moment(83). 

If it is assumed that the A" mode in H^BOg has an intensity 

of 3, ie 

I M = 3 

H3BO3 

then it can be shown by using the second equation that 

3X „ 
DqBO, 

I „ = — 

^ D3B03 * " 
H3B03 

For the partially substituted species (HgDBOg and HD^BO^), 

each of these will produce three roots X with 

intensity I^, I^ and Ig. 

It would therefore appear that the intensity problem is 

insoluble because there are three roots but only two 

equations. It will be remembered however that one of these 

roots has zero intensity and therefore the intensities of 

the remaining two bands can be defined thus: 

II I2 _ 3 

A 2 A 2 ^ 11 

^ H3BO3 
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^11 ^22 ^33 ^ ^ 1 2 

II + I2 = 
G „ 

H3BO3 

The last equation only holds if 

3G . = + G 2 2 + G 3 3 + 2 ( G i 2 + G i 3 + G g g ) 
A 

and this has been shown to be true. 

G.. are the C matrix elements and for 1] s 

HgDBOg ^ G22 * G33 and 

HD2BO2 G^^ * G22 G33 

all the cross terms G . ( w h e r e i z i) are identical. Once 
1 j 

these intrinsic intensities had been calculated they were 

multiplied by the relevant statistical weighting. 

The results of these spectral simulations are shown in 

Fig 15 and it can be seen from these that the correlation 

is very good and therefore confirm that these bands are 

indeed due to the torsional mode in H^BOg. 

The sum rule can also be used to confirm these assignments 

and the error is 0.13%. 

5. Further Isotopic Studies 

In the preceding sections extensive use was made of singly 

and doubly labelled isotopic species to characterise boric 

acid. In this section the effect of triply labelling, (ie 

lOB/llB, I6Q/I80 and H/D) boric acid will be considered. 

Although these spectra shed no further light on the 

characterisation they can be used to confirm the 
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assignments made and also to make the study complete. As 

above the various spectroscopic regions in turn will be 

considered. 

5.1 2000-4000 cm"l: 0-H and 0-D Stretches 

The high resolution spectra of the 0-H and 0-D stretches 

are shown in Fig 16. Fig 16(a) are those observed for the 

triply labelled species. Fig 16(b) is that observed for 

= 60% 1^0 enrichment whilst Fig 16(c) is that of ~ 55% ^D 

enrichment. As anticipated the patterns are very similar 

although the changes in relative intensity of the bands 

from the 1^0/^®0 and H/D spectra should be noted. This 

change comes about because the band envelopes are made up 

of contributions from l^OH, l^OD, ^®0H and ^^OD species and 

hence the intensity of the "mixed" species is greater in 

these spectra than in the corresponding doubly labelled 

spectra. The new feature centred at 2688 cm"^ is obviously 

due to D SlGo species, although the intense feature could 

be due to matrix isolated H^^OD. Table 9 gives t h e 

observed frequencies of these bands. 

5.2 1300-1500 cm"l: Asymmetric B-O Stretching Region 

For the triply labelled species a total of 56 bands is 

expected in this region. Some of these transitions may 

have the same energy whilst one can also assume a high 

degree of accidental overlap, due to the finite 

(~ 0.5-1.0 cm"!) resolution of the instrument. Therefore 

one anticipates observing less than 56 bands, but that the 

spectrum will be very complex. This is confirmed in 

Fig 17(a). Fig 17(b) is that from a deuterated sample, 

whilst Fig 17(c) is of a lOs/lGo enriched sample. By 

comparison with these latter two spectra it can be seen 

that several of the bands in Fig 17(a) are due to 

H D Bl^O- species (marked x) whilst others are from 
x 3-x 3 ^ 

HgBlGo IGg species (marked ) . The observed 
^ y j - y 
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a ) OBSERVED SPECTRUM FROM A TRIPLY LABELLED S A M P L E . 
(lOg/llg 16Q/18Q iH/ 2 0). 
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R E G I O N S 

OF 
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TABLE 9 

Observed Frequencies and Partial Assignment for the O-H 
and O-D Stretches in Triply Labelled Boric Acid 

Frequency/cm 1 Assignment 

3 6 7 1 . 2 

3 6 7 0 . 2 

3 6 6 8 . 5 

3 6 5 8 . 5 

3 6 5 7 . 8 

2707.9 

2 7 0 6 . 2 

2 7 0 4 . 6 

2 6 9 1 . 2 

2 6 8 9 . 6 

2 6 8 8 . 5 
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X FEATURES DUE TO DEUTERATED SPECIES 
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vir 

( a ) SPECTRUM OBSERVED FROM A TRIPLY LABELLED SAMPLE 
(b ) SPECTRUM OBSERVED FROM A DEUTERATED ( - 5 5 % ) SAMPLE 
( c | SPECTRUM OBSERVED FROM A 1 ^ 8 ( 9 0 % ) A N D ^ 0 ( : ^ 6 5 % ) SAMPLE 

FIG. 17 HIGH R E S O L U T I O N NITROGEN MATRIX I R S P E C T R A O F BORIC 
ACID IN T H E B - 0 A S Y M M E T R I C S T R E T C H I N G R E G I O N 
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TABLE 10 

Features Observed in the 1̂ B-O Asymmetric Stretching 
Region of Triply Labelled Boric Acid 

Frequency/ 
cm"! 

Assignment 

1426.2 H3BI6O3 

1424.5 HgBlGOglGo 

1421.3 

1419.0 HgBlGolBQ^ 

1417.7 HD̂ BlGOg 

1417.5 HgBlGolBo^ 

1411.9 H g B l G o l G Q 

1410.7 HgDBlGolBOg 

1409.7 H,Bl80, 

1408.2 

1405.0 ) 
1403.1 1 

HlGQD, HD Bl6o , D BlGQ 
2 3 3 3 

1401.1 
1398.4 
1398.0 
1398.6 
1396.1 
1395.2 
1393.1 
1390.6 
1386.9 
1385.5 
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TABLE 11 

Features Observed in the ^°B-0 Asymmetric 
Stretching Region of Triply Labellec Boric 

Acid 

Frequency/ 
(cm"^) 

Assignment 

1478.0 

1476.8 
1474.6 
1472.4 

1469.0 

1468.3 

1466.8 
1464.0 

1463.0 

1462.7 
1460.4 

1457.5 

1455.6 

1452.7 

1451.9 
1449.4 
1448.2 
1447.5 
1446.5 
1444.7 
1444.4 
1443.7 
1442.5 
1441.5 
1438.8 
1436.8 
1435.7 
1431.3 

H Bl6o 
3 3 

H DBlGo 
2 3 

H BlGo 18o 
3 2 

HD RlGQ 
2 3 

H BlGQlBo 
3 2 

H DBlGo 
2 3 

HD BlGQ 
2 3 

D SlGO 
3 3 
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frequencies and partial assignments are given i n Tables 10 

and 11. Further assignments cannot really be made without 

detailed calculations being carried out. As mentioned 

earlier this is not feasible because of the various 

parameters whose values are not known with any degree of 

accuracy, and also because of the limited use that 

SOTONVIBP can put isotopic data to. 

5.3 800-1100 cm~^: B-O-H Bending and B-0 Symmetric 

Stretching Regions 

The spectra in this region for the deuterium and oxygen-18 

enriched samples were very complex and not completely 

assignable. In the case of the triply labelled species, 

large band overlaps were found with the result that broad 

features were observed. The sharper features on these 

envelopes are listed in Table 12 with possible 

assignments. 

The significant feature is that in the 900-850 cm"^ region 

only two bands were observed and in the same place as for 

the H/D species. The relative intensities were also in the 

same relationship. 

5.4 650-750 cm~^: BOg Out of Plane Bending Region 

This spectral region in a preceding section showed only 

boron and oxygen isotope effects. Therefore for the triply 

labelled species a very similar isotope pattern is expected 

to that observed previously. Indeed, it should be possible 

to estimate both the '̂̂ B and ^ enrichment from these 

spectra. The observed spectra as shown in Fig 18(a), 

Fig 18(b) and Fig 18(c) are from 45%, ^ e n r i c h e d and 60%, 

1®0/90%, 10b enriched samples respectively and are included 

for comparison. Fig 18(a) is as anticipated, and consists 
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TABLE 12 

Spectral Fetaures Observed in the 1100-500 cm~̂  
Region for Triply Labelled Species 

Frequency/ 
cm-1 

Assignment 

1015.8 

1009.9 
1002.2 

B-0 -H bend H BO 
3 3 

8 9 4 . 4 B-0 stretch HD BO 
2 3 

8 8 7 . 6 H DBO 
2 3 

831.0 
8 2 5 . 5 

B-0--H bend D BO 
3 3 

7 8 1 . 9 
7 7 3 . 9 

( 7 6 8 . 4 ? ) 
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a) SPECTRUM OBSERVED FWIM T W F I Y L A B E L L E D S P E C K S . 
b) SPECTRUM OBSERVED FROM SAMPLE 
c) SPECTRUM OBSERVED F R O M i 8 0 ( z ^ 6 0 % ) . % ( 9 0 % ) SAMPLE. 

F I G . 1 8 HIGH R E S O L U T I O N N I T R O G E N M A T R I X I R S P E C T R A O F 
B O R I C A C I D IN T H E B O 3 O U T P L A N E B E N D R E G I O N 
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TABLE 13 

Spectral Features and Assignments for the BO, 
Out of Plane Bend in Triply Labelled Boric Acid 

Frequency/ Assignment 
cm" ̂  

700.7 H3BI6O3 

698. 4 698. 4 

696.2 

694.2 H3BI8O3 

674. 7 H3BI6O3 

672.3 llB 

669.9 H 669.9 
3 2 
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of a doublet of quartets, it should be noted that each 

quartet is displaced very slightly (0.2-0.3 cm"1) as a 

result of deuteration. The band centres for these 

absorptions are given in Table 13 together with their 

assignments. 

5.5 300-600 cm~^; BO^ Bend and 0-H Torsion Regions 

For the O-B-0 bending mode in the triply labelled species 

56 bands are anticipated as in the B-0 stretching case. 

However because of the inherent weakness of these bands the 

effect will be to smear out the intensity throughout the 

400-450 cm"! range between these 56 bands. Fig 19(a) is a 

spectrum observed from the triply labelled system whereas 

Fig 19(b) is that of a 40% deuterium enriched sample. 

These two spectra indicate that the above postulate is 

probably true. Under higher resolution conditions several 

bands could be identified and these are given in Table 14. 

The remaining features in this spectral region can be 

assigned to the 0-H torsion mode by comparison with the 40% 

deuterated sample spectra in Fig 19(b). As observed 

previously there is very little boron or oxygen isotope 

effect on these bands and this is confirmed in Fig 19(a), 

where the band positions for the triply labelled spectrum 

have the same almost energy as those of the deuterated 

species. 

From these two spectra it can also be concluded that the 

extent of deuterium enrichment is 35-40%. Table 15 lists 

the observed frequencies and their assignments for the 

torsional mode. 
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( a ) OBSERVED SPECTRUM 
FROM A TRIPLY LABELLED 
SAMPLE 

OBSERVED SPECTRUM 
FROM A DEUTERATED 
SAMPLE ( 2 ! 4 0 % ) 

WAVENUMBER cm 

If 

FIG. 1 9 MEDIUM R E S O L U T I O N NITROGEN MATRIX 
T H E 0 - H T O R S I O N REGION 

R S P E C T R A IN 
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TABLE 14 

Spectral Features Observed in the BO^ Bending 
Region for Triply Labelled Boric Acid 

Frequency/ 
cm" ̂  

Assignment 

450.8 HglOglGOg 

449.1 HgllBlGOg 

447.6 

436.5 

420.6 

419.0 

405.9 
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TABLE 15 

Spectral Features Observed in the Torsion Region for 
Triply Labelled Boric Acid 

Frequency/ 
cm" 1 

Assignment 

513.4 H3BO3 

408.2 HgDBOg 

541.4 H^DBO, 

560.8 HDgBOg 

390.0 HD^BO, 

375.9 D3BO3 
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5.6 Summary 

Although the spectra presented in this last section have 

not been used extensively to characterise boric acid, they 

have however shown that the assignments made in the 

preceding sections are also valid for triply labelled 

samples. 

6. Alternative Structures for H^BOg 

The matrix ir spectra for monomeric B(OH)g have been 

satisfactorily assigned on the assumption of symmetry. 

However as was suggested earlier it is worth considering 

whether any alternative shapes will also account for the 

observed spectra. The evidence for the presence of a C^ 

axis is compelling not only because of the IGg/lSQ patterns 

of the out of plane BOg mode but also because of the clear 

demonstration of degenerate modes. The co-planarity of the 

OH groups is indicated by the observation of only one OH 

stretch and the presence of a axis relating the three 

O-H groups is implied by the patterns derived from both 

16q/18o and H/D isotope substitution. The central BO^ unit 

similarly appears to be planar because of a lack of 

evidence for the symmetric B-0 stretch in the parent H^BO^ 

molecule. The results thus provide no reason to suspect a 

symmetry lower than The only higher symmetry allowed 

is where the O-H groups could either be linear or the 

protons could be symmetrically placed between the oxygen 

atoms. The latter can be ruled out because of the 

frequency value of the O-H stretches indicating that they 

are not forming hydrogen bonds. 

The observed spectra may in principle be assigned by 

assuming 

geometry; 

assuming a model with linear B-O-H groups. For this 
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r ^ = 2A^ + Ag + 2A2 + 4E + E 

I I I 

with the ir active modes being + 4E , and as for 

six ir bands are expected. For five of these (A^" + 4E') 

it turns out that the qualitative descriptions of the 

various modes (eg E' B-0 stretch) are the same for both 

point groups. The only difference lies in the description 

of the ir active out of plane hydrogen atom motion. In 

this can be regarded as a B-O-H bend (A^") whilst in it 

is the A" torsion. Both of these types of vibration would 

be expected to occur at low frequency and have large 

deuterium isotope effects. However, although the basic 

spectrum of could be assigned qualitatively assuming 

either symmetry, the magnitude of the deuterium isotope 

effect on this low frequency out of plane mode can be used 

to distinguish between the two structures. 

As demonstrated previously the observed frequency shift 

from 513.8 cm~^ (H^BOg) to 376.0 cm"^ (DgBOg) can be 

reproduced exactly by choosing fairly reasonable values of 

the geometrical parameters and by making use of the 

"decoupled oscillator" approximation. This frequency shift 

is independent of force constant. The vibrational analysis 

for X(YZ)g, was carried out by Cyvin et al (89) as a 

prelude to their analysis of the case, when they could 

find no appropriate example. If a similar decoupling is 

assumed, the isotope shift from H^BOg to D^BOg for the A^" 

HOB bend will also be independant of force constant. The 

corresponding G matrix terms still include the B-0 and 0-H 

bond lengths, but as might be anticipated there is now no 

flexibility of the choice of the HOB bond angle. If the 

same bond lengths (r„ ^ = 1.362 A and d^ = 0.95 A) are used 
B-O O—H 

in the appropriate expressions then the predicted shift on 

going from H^BOg to D^BOg is 513.8 -> = 406 cm" ̂. This is 

significantly less than the observed shift (513.8 to 

376.0 cm"l), and would require an appreciable anharmonic 
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correction in order to fit the experimental data. In view 

of thiS/the model should be regarded as less realistic, 

even on purely spectroscopic grounds. 

7. Conclusions 

The work in this chapter has shown conclusively that at the 

temperatures employed (25-50°C) boric acid is volatile, and 

vaporises as monomeric H^BOg units. The matrix ir 

experiments in conjunction with isotopic substitution and 

normal co-ordinate analysis indicate that the structure is 

almost certainly and this confirms what has always 

been assumed. 

The infrared frequencies of the matrix isolated species 

have been found to be very similar to those of the solid 

for the modes of the central BOg unit, whereas there is a 

large discrepancy for those modes that involve substantial 

hydrogen atom motion. The existing gas phase data for 

those modes that have been identified is reasonable except 

for the value of the torsion mode reported by Margrave 

et al (43). They give a value of 303 cm~^ whereas the work 

described in this thesis assigns the band at 513.8 cm"^ to 

the torsion mode by a partial normal co-ordinate analysis, 

indeed this analysis predicts the ir inactive torsion mode 

to be 577.7 cm"^. Cyvin quotes a personal 

communication from Randall describing a gas phase ir study 

which appears to give the same values as ref 43 and he 

states that "... one should await a final assignment of 

gas-phase frequencies from the significant work of Margrave 

and Randall...'. This was not forthcoming and therefore it 

appears that the work described in this chapter gives for 

the first time the ir frequencies for molecular orthoboric 

acid with any degree of certainty. The identification and 

assignment of the low frequency modes (both ir active and 

inactive) also allows much more accurate thermodynamic 

calculations to be carried out. 
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The planarity of the molecule can be assumed to be due to 

some II character in the B-0 bond. Molecular orbital 

calculations have shown (9?) that the LUMO in HgBO^ is the 

boron Ipti non-bonding (or weakly anti-bonding) orbital. 

One could therefore anticipate some donation of electron 

density from the oxygen lone pairs into this unoccupied 

orbital. Ab initio calculations ( ̂  ®) on H^BOH reveal a it 

bonding interaction between the boron and oxygen which 

results in a barrier to internal rotation of 

16.4 kcal/mol. 

The fact that there is a barrier to internal rotation casts 

doubt on the accuracy of the janaf(5 6) thermodynamic data 

which are based on the assumption of free rotation of the 

0-H groups which Margrave argued in favour of in his gas 

phase ir paper (^3). The other thermodynamic tabulation 

(57) employs solid state data. Work is currently under way 

(99) to derive new thermodynamic parameters for molecular 

boric acid using the vibrational data in this chapter, and 

it has been found that the differences become significant 

above 500K, especially in respect of entropy. 

One might anticipate that a (large) planar molecule such as 

boric acid would orientate itself in the matrix as has been 

found for €0(003)2 in epr studies (100). This however is 

not the case because frequencies have been observed that 

have the dipole moment change in all three cartesian 

directions. 

One surprising feature not observed was the splitting of 

any of the degenerate modes by the nitrogen matrix. In a 

recent study by Ogden and Brisdon (^^l) of the SeO^ monomer 

(Dg^) trapped in nitrogen it was found that the selenium 

isotope pattern could only be interpreted in terms of 

either two sites, or one low symmetry site. If the latter 

is true then one could make the tentative conclusion that 

the site symmetry of nitrogen is or higher. If the 
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former is the case l̂ ien dm matrix isolated boric acid, ir 

spectroscopy cannot differentiate between the two sites. 
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CHAPTER SEVEN 

THE INTERACTION OF CAESIUM IODIDE AND BORON OXYGEN 

COMPOUNDS 
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1. Introduction 

In a previous chapter some of the fission product chemistry 

of tellurium was considered. In this Chapter some aspects 

of the chemistry of the remaining two fission products that 

are thought to be of most importance in severe accident 

scenarios - namely caesium and iodine, will be considered. 

The concern over iodine is because of its high volatility 

and radiobiological impact - eg the accumulation of I3 1i in 

the thyroid. The core inventory of iodine has been 

calculated (under conditions of zero cooling time and 40 

GWd tonne"! burnup) to be 25.6 kg of which I3lj would 

constitute 0.67 kg (1). Caesium is a less specific but 

equally hazardous fission product. It should be noted that 

even a year after the Chernobyl accident (Soviet Union -

April 1986) the levels of in sheep in N. Wales, and 

Cumbria were sufficiently above normal to prevent them 

being slaughtered for human consumption. The early reactor 

safety assessments were made using the assumption that the 

iodine release into the primary circuit would be in the 

form of elemental iodine (^). However, more recent 

experimental and thermodynamic data suggest that iodine 

will be predominantly released into the primary circuit as 

caesium iodide. Cubicciotti and Sanecki(3) have identified 

caesium iodide crystals on the Zircaloy cladding of 

irradiated fuel rods. The observed deposition behaviour 

(^) of caesium and iodine along a thermal gradient during 

fission product release experiments at Oak Ridge National 

Laboratory was found to be consistent with the release of 

caesium iodide. 

As a result of the caesium inventory in high burn up fuel 

being approximately twelve times that of the iodine it has 

usually been assumed that the iodine would form caesium 

iodide and the excess caesium (if not combined with other 

fission products in the form of Cs^UO^, Cs^Te, or Cs 
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would form caesium hydroxide in the reducing steam 

conditions. The formation of these species has been 

strongly supported by a number of calculations based on the 

thermodynamic data of the major radionuclides assumed to be 

released under degraded core conditions ( ̂ , '7). 

Caesium iodide is soluble in water and is considerably less 

volatile than elemental iodine. Therefore significant 

attenuation of iodine within both the primary circuit and 

the containment building would be predicted under some 

accident conditions if the major form of released fission 

product iodine is caesium iodide rather than elemental 

iodine. Indeed it has been claimed(8,9) that the lower 

than anticipated release of iodine to the environment 

during the accident at Three Mile Island 2 (Pennsylvania, 

USA) was because of these considerations. These 

attentuation effects are based on the assumption that the 

caesium iodide does not react with any other species within 

the degrading core or with structural and containment 

materials to release more volatile iodine species. 

One possible reaction is with the boric acid in the primary 

coolant and emergency core cooling systems (ECCS) of a PWR. 

The boron-10 in the boric acid has a high neutron 

absorption coefficient (759 barns)* and is therefore used 

as the control mechanism in the primary coolant and as a 

means of stopping the nuclear chain reaction if the ECCS is 

used. Some reactor systems also use boron carbide control 

rods and borosilicate glass as a burnable poison. The 

boric acid inventory is usually about 0.7 tonne in the 

primary coolant circuit and up to 39 tonnes is potentially 

available for delivery to the core via the ECCS as 

emergency cooling (̂  . Elrick and Sallach ( ̂  ̂ ) have found 

that when caesium iodide reacts with boron carbide in the 

*(1 barn = 10"̂ '+ cm^) 
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presence of steam at 1000°C there is a probable reaction 

between the caesium iodide and the resultant boron oxide. 

No iodine was found in the boron oxide, but in parts of the 

apparatus the iodine concentration was found to be ten 

times that of the caesium, indicating iodine transport by 

something other than caesium iodide. They therefore 

concluded that a reaction had occurred, which had produced 

a stable caesium-boron compound and released iodine, 

probably as hydrogen iodide. Several studies have been 

carried out on the reaction between alkali metal chlorides 

and boric acid (12-18) and one on sodium iodide and boric 

acid(19). The majority of these were concerned with how 

the solubility of the halide was affected by the boric 

acid. Two of the studies (12,13) report that hydrogen 

chloride is given off from the mixture of the chloride and 

boric acid at 100-200"C and that a pentaborate is formed. 

If the reaction is carried out in a stream of steam then 

the reaction is accelerated. 

Preliminary investigations by Ogden and Gomme (20) have 

shown by using matrix isolation infrared spectroscopy that 

heated mixtures of caesium iodide and boron oxide yield 

vapour phase caesium metaborate (CsBO^) at 900°C, although 

the fate of the iodine was not established. 

I t w a s a t t h i s s t a g e t h a t t h e w o r k o n t h e c o m p l e x s y s t e m 

d e s c r i b e d i n t h i s c h a p t e r w a s s t a r t e d . P a r a l l e l a n d 

s u b s e q u e n t t r a n s p i r a t i o n s t u d i e s b y c o l l e a g u e s a t 

S o u t h a m p t o n ( 2 1 ) a n d A E E W i n f r i t h ( 2 2 ) w e r e a l s o u n d e r t a k e n , 

a n d w h e r e p e r t i n e n t t h e s e r e s u l t s w i l l b e d i s c u s s e d . 

2. Identification of Reaction Products 

Iodine can either be evolved as molecular iodine, or as 

hydrogen iodide. The former cannot be detected by ir, but 

can be studied mass spectrometrically. Hydrogen iodide 

however can be detected both by ir and mass spectrometry. 
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Therefore it was planned to determine the fate of the 

iodine using the powerful combination of mass spectrometry 

and matrix isolation infrared spectroscopy. 

The majority of the components in this system are (now) 

fairly well characterised by ir and mass spectrometry. 

Boron oxide (B^Og) has been studied by ir spectroscopy in 

the condensed phase(23,24)^ in the gas phase as an ir 

emission s p e c t r u m ( 2 5 , 2 6 ) ^ in matrices by ir (27,28) and 

R a m a n ( 2 9 ) . It has also been studied mass spectro-

metrically(30,3l) and by electron diffraction(^^. 

Orthoboric acid (B(OH)g) has been studied extensively by 

ir in the condensed p h a s e ( 2 3 , 2 4 ^ 3 3 ) , Previous to the work 

described in this thesis there was no mass spectrometric 

data in the literature, other than the interaction of water 

and BgOg (̂  ̂ ) at high temperatures (1100°C) where the main 

product was HBOg with only very small quantities of H3BO3 

and (HBOg)3• 

The only reference to a matrix study was very obscure and 

unobtainable( 3 ) , prior to the work in the previous 

chapter(35). The other reportedly volatile boric acid, 

namely metaboric acid, has been studied by ir in the 

condensed p h a s e ( 2 3 ^ ^ in the gas phase by ir emission(3 5) 

and by matrix isolation i r . ( 3 ^ , 3 7). The ir spectroscopic 

studies of the condensed phases of the other solid phase 

boric acids are too numerous to cite and one should see Ref 

38 for a pertinent review. The alkali metal metaborates 

have been extensively studied by ir in the gas p h a s e ( 3 9), 

in argon m a t r i c e s ( 4 0 ) and in the condensed phase(4l). They 

have also been studied by mass s p e c t r o m e t r y ( ' + 2 ) . 

Although molecular caesium iodide is ir active the 

stretching fundamental is at too low a frequency (109.3 

cm"l)(43) to be detected by the instruments available and 

far infrared techniques are required. It has however been 

studied mass s p e c t r o m e t r i c a l l y ( 4 4 ) . The literature on gas 
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phase ir studies of HI gas is extensive and here is not the 

place to cite them. It is also a molecule of interest to 

the matrix isolationist and this is reflected in the large 

number of reports in the literature dealing with isolated 

hydrogen i o d i d e ( 4 5 - 6 2 ) . As a result of the comments in 

these papers about the difficulty of isolating hydrogen 

iodide in argon or other noble gases, nitrogen was used 

almost extensively. 

The work in this chapter falls into four sections. The 

first deals with a number of preliminary, background and 

supporting experiments on the individual components and 

anticipated reaction products of the B^O^/CsI mixture. The 

second section is concerned with experiments in which the 

Csl/B^Og mixtures were heated to temperatures greater than 

600°C. The majority of the work carried out is described 

in the third and fourth sections. In the former the 

samples are heated to temperatures of less than 600°C 

whilst in the final section the same conditions were used 

in a semi-quantitative manner in order to estimate the 

extent of release of the volatile iodine component. 

3. Preliminary Experiments 

3.1 Iodine 

The purpose of this experiment was to determine the optimum 

instrument settings for the mass spectrometric detection of 

molecular iodine. Iodine flakes (BDH) were degassed at 

-196°C and then sublimed into the spectrometer chamber 

through a needle valve. Pig 1 shows how the peak intensity 

is dependant on the ion energy and that the optimum value 

is 5V. Once this had been set, the electron energy was 

varied and the resultant ionisation efficiency curves are 

shown in Fig 2. The presence of peaks at 254 amu and 127 
-j-

amu can be understood in terms of a parent I^ ion and a 
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daughter ion. The origin of the peak at 128 amu, 

assigned to the HI"*" ion, is less clear but is thought to 

arise from ion-molecule or ion-ion reactions between the 

iodine and the many protic sources (water, hydrocarbon 

greases etc) in the chamber, rather than as a genuine 

component of vaporising molecular iodine. 

The ionisation efficiency curves (Fig 2) indicate that the + 

behaviour of is unusual in that the intensity reaches a 

threshold and then decays away compared to the more normal 

behaviour of the I"̂  and HI"̂  ion intensities which tend 

towards an asymptotic limit. This behaviour can be 

understood to arise from the fact that as the electron 

energy is increased then both the number of molecules 

ionised and the number of molecules/ions fragmented 

increases. This is more likely for iodine than hydrogen 

iodide because of the relatively low bond energy of 152.5 

kJ/mol(63) for iodine compared to 298.7 k J / m o l ( G 3 ) for 

hydrogen iodide. 

The fact that there is substantial decomposition of the 

molecular iodine means that there will be considerable 

quantities of iodine atoms or ions to pick up any protons 

and hence give rise to the peak at 128 amu. From Fig 2 it 

can be seen that the optimum value of the electron energy 

to maximise the intensity of the 12 peak at 254 amu is 32 

eV. This value was used throughout unless stated to the 

contrary. 

3.2 Caesium Iodide 

Supporting experiments were carried out in the mass 

spectrometer to determine whether molecular iodine is 

produced on heating caesium iodide. Emons et al(44) have 

reported the presence of vapour phase iodine above heated 

sodium iodide but not above caesium iodide. 
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Caesium iodide (Aldrich) was vaporised by conventional 

induction heating and the spectra are shown in Figs 3 and 

4. Fig 3 shows the effect of increasing sample temperature 

upon the spectrum. At first sight it appears that both 
-J-

Csl at 260 amu and at 254 amu are genuine peaks, but as 

the temperature is increased the 254 amu peak reamins 

constant whilst the 260 amu peak increases rapidly, thus 
indicating that the Csl* is arising from the heated sample 

"4" 
whereas the is from the background. 

Figs 4(a) and 4(b) show the full spectrum from 2 amu to 270 

amu. Fig 4(a) is the background spectrum in the 

spectrometer showing the extensive hydrocarbon patterns 

which although they appear to clutter up the low mass end 

can prove useful calibrants. Fig 4(b) is the spectrum 

observed when the shutter between sample and spectrometer 

is open and reveals that in addition to the peak at 260 amu 

(Csl*) other peaks due to Cs"*" (133), I"*" (127) and (128) 

are also observed. The Cs"̂  and are daughters from the 

Csl* and the HI* is again probably due to collisions or 

reactions in the chamber. 

Therefore the vapour above heated caesium does contain 

caesium iodide, but not molecular iodine and the reaction 

2CsI ^ 2Cs + 

does not occur to any detectable extent under the 

conditions studied. The actual vapour composition above 

heated Csl in these experiments with respect to the number 

of polymers of Csl has not been determined because the mass 

range is limited to 400 amu. 

In order to confirm that the hydrogen iodide detected was 

not a product of the reaction between caesium iodide and 

water thus: 

Csl + HgO + CsOH + HI 
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a series of matrix ir experiments were carried out in which 

water vapour was passed over heated Csl. The spectra 

observed, revealed no bands due to either HI(4 5-62) qj-

CsOH(64) and therefore one can conclude that the hydrogen 

iodide is not a product of the Csl and H^O reaction. 

3.3 Heavy Water 

It is important to know the source of any hydrogen or 

deuterium observed in the mass spectra of the Csl/B_0_ 
4-

system. Therefore to investigate whether H2 is a daughter 

of HgO, heavy water (DgO) was studied because of the 

extensive proton containing background spectrum. 

The deuterated water (Aldrich Gold label) was leaked into 

the spectrometer through a needle valve up to a maximum 

pressure of 7.6 x 10"^ torr. The observed spectra are 

shown in Pig 5 and from these it can be seen that in the 

region 16 to 21 amu there are peaks at 20 (D„0 ), 19(HOD ) + + + 

18,(DO or HgO ) and 17 (OH ) amu, whilst in the region 1 

to 5 amu there are peaks at 4(D2*), 3 (HD+), 2 (D"*" or Hg*) 

and 1 (H*) amu. The peaks due to normal water are always 

present but due to the presence of peaks at 4 and 3 amu it 

is possible to conclude that water does give rise to H 

and H"̂  in the mass spectrometer. 

3.4 Hydrogen Iodide 

These experiments were used in order to confirm that 

hydrogen iodide could be detected in our experimental set 

up and that its fundamental frequency was at that stated in 

the literature. 
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Anhydrous hydrogen iodide was prepared using Hoffman's 

method(G5) rather than the more conventional use of water, 

iodine and red phosphorus(^^). In Hoffman's method 1,2,3,4 

tetrahydronapthalene (tetralin) is dehydrogenated to 

napthalene by iodine. The resultant iodine species is 

anhydrous hydrogen iodide. 

le 

Iodine dissolved in tetralin was added to refluxing 

tetralin under a nitrogen atmosphere. The anhydrous 

hydrogen iodide was then carried out of the reaction flask 

by a nitrogen flow through a series of traps. In the first 

trap held at -23°C (by a carbon tetrachloride slush bath) 

the nitrogen/hydrogen iodide gas mixture was passed over 

silica gel in order to remove any residual water present. 

(It is reported(G7) that silica gel and HI do not react). 

The HI was then condensed from the gas mixture into the 

second trap held at -196°C and the nitrogen passed through 

a mercury bubbler into a fume hood. Once the reaction had 

finished the nitrogen flow was stopped and the white solid 

HI was pumped on under vacuum at -196°C. 

In order to investigate the effect of changing the 

concentration of HI in the matrix, various gas mixtures 

with HIzNg ratios in the range 1:50 to 1:500 were made up 

using standard manometric procedures. Darkened apparatus 

was used to try to limit the extent of decomposition. 

These gas mixtures were pulsed(®®) onto the central Csl 

window via a Teflon tap, in small amounts in order to 

encourage monomeric isolation. The ir spectra in the 

region 2300-2000 cm~^ of these mixtures are shown in Fig 6. 

From these spectra the sharp band at 2237 cm"! can be 
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assigned to monomeric matrix isolated hydrogen iodide 

because its intensity relative to the other bands increases 

with dilution. This value compares well with that of 

Barnes et al(55) (2237 cm" M and Schriver et al(GO) 

(2237.lcm~^). It should be noted that this value is higher 

than the gas phase value (2230.1 cm"M and hence hydrogen 

iodide is one of the few molecules that has a stretching 

mode with a blue matrix shift. The remaining bands are due 

to hydrogen iodide polymers in various conformations. The 

spectra in Fig 6 are not of high enough resolution to 

enable the bands to be assigned with any accuracy. 

However, recent work by Schriver et al(60) on the polymers 

of hydrogen iodide in nitrogen matrices can be used to 

assign the bands. The frequencies and assignments are 

given in Table 1. Barnes et al(55) not carry out any 

detailed investigation of the polymers in nitrogen, but did 

so in argon matrices and these are also listed in Table 1 

for comparison. A more recent study by Engdahl and 

N e l a n d e r ( G l ) who have observed both the RQ and P ̂  rotation 

vibration bands is also given. 

The labels (a) and (0) for the dimer and trimer in nitrogen 

matrices refer to two distinct forms of each. The trimer 

form (a) is found from isotopic substitution and a force 

constant analysis to be symmetric whereas the (g) form is 

found to be asymmetric. The (a) form is the more stable at 

low temperature (9-lOK). The two forms of the dimer (a) 

and (g) are also temperature dependent. At low temperature 

(9-lOK) the (a) form (2224.7 and 2182.8 cm"^) predominates 

whilst at temperatures above 14K the (g) form (2231.9 and 

2176.1 cm"l) is the major dimeric species. The band at 

2229.7 cm"l is thought to arise from a slight modification 

of the (g) form. 

From these considerations and the data in Table 1 the 

assignments in Table 2 can be arrived at. 
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TABLE 1 

Vibrational Frequencies and Assignments of hydrogen iodide and 
its polymers isolated in and Ar matrices 

NgfGO) Ar(55) Ar(61) 

Freq./cm 1 Assg. 

2237.1 monomer 

Freq./cm 1 Assg. 

2231.9 (g) 
2229.7 
2224.7 (a) 

2186.0 

2182.8 (a) 
2176.1 (g) 

dimer 

trimer 

dimer 

2255 
2246 

2178 
2166 

monomer 

dimer 

2155 cyclic trimer 

2168.6 (a) 
2166.0 (a)symmetrical 
2164.0 (a) trimer 

2157.0 (3)asymmetrica 
2150.4 (3) trimer 

2157 
2151 
2141 

2144 

open chain 
trimer 

cyclic 
tetramer 

Freq. / cm' 

2253.4 
2244.7 

2237.1 
2226.4 

2186.8 
2204.1 
2232.9 

2154.7 

- 1 Assg. 

2151 open chain 
2141 tetramer 
2135 

2146.3 tetramer 
2164.5 
2232.9 

RQ monomer 

P ̂  monomer 

dimer 

trimer 

2156.6 HI-H^O adduct 

2157.7 (HI) - H O 
2144.1 adduct 

HI-I^ adduct 



2 7 2 

TABLE 2 

O b s e r v e d F r e q u e n c i e s a n d A s s i g n m e n t s o f h y d r o g e n 
i o d i d e i s o l a t e d i n n i t r o g e n m a t r i c e s i n t h i s w o r k 

Frequency/ Assignment 
cm" ̂  

2 2 3 7 * monomer 

2 1 8 2 dimer (a) 
2 1 7 6 dimer (g) 
2 1 6 6 trimer (a) 
2 1 5 2 trimer (g) 
2 1 4 8 tetramer 

* The o t h e r dimer components at 2225-2232 cm"^ are 
apparent in the spectra but n o t w e l l enough resolved for 
a frequency value to be given. 
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3.5 Ortho and Metaboric Acid 

The vibrational frequencies of the naturally abundant 

orthoboric acid were obtained in the previous chapter and 

are listed below in Table 3 with their assignments without 

further comment. 

Although metaboric acid (HBO2) i n nitrogen matrices has not 

yet been studied in detail, L i n e v s k y ( 3 7 ) has carried out a 

matrix study in argon. Some of his frequencies should be 

used with care, especially the 0-H stretching modes(^°). 

His frequencies and assignments are also given in Table 3. 

4 . C a e s i u m I o d i d e / B o r o n O x i d e M i x t u r e s H e a t e d t o 

T e m p e r a t u r e s G r e a t e r t h a n 6 0 0 * C 

4.1 Introduction 

In the earlier work by Gommef^O) et al, the samples of 

Csl/BgOg were heated inductively to approximately 900°C. 

The matrix ir spectra revealed that CsBOg was a volatile 

product of the reaction between caesium iodide and boron 

oxide, no iodine species however were detected. These 

experiments were repeated at lower temperatures (600-700°C) 

using both matrix ir and mass spectrometry to determine the 

fate of the iodine. 

4.2 Experimental 

Caesium iodide (Aldrich) and (BDH) were mixed in 

approximately equimolar proportions. These were then 

loaded into a platinum boat and vaporised using the 

conventional apparatus for inductive heating. (See Fig 

9(a)). No special measures were taken to dry the BgOg 

extensively prior to use. 
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TABLE 3 

F r e q u e n c i e s o b s e r v e d f o r b o r i c a c i d i s o l a t e d i n N, 
m a t r i c e s a n d f o r HBO^ i n A r m a t r i c e s 

B t O H i g / N g f S S ) HBO g / A r ( 3 7 ) 

Freq. / cm" 1 Assignment Freq. / cm Assignment 

3 6 6 8 . 5 E' 0-H stretch 3191 A ' 1 Ob 0-H str 
3 1 8 5 A ' 11b 0-H str 

1478. 0 E' lOB-0 stretch 
1426. 2 E' 1Ir-Q stretch 2 1 0 6 A' IOQ str 

2 0 3 3 A' 1IQ str 

1 0 0 9 . 9 E' B-O-H bend 
1471 A' 1Ob=o str 

7 0 1 . 0 A" lOsOg out of plane 1 4 5 4 A' 1 1b=0 str 
674. 0 A" 1iBOg bend 

9 2 8 A" lOs-O-H bend 
5 1 3 . 8 A" 0-H out of plane 9 2 7 A' 1 Ib-O-H bend 

torsion 

531 A" 1 ̂ b ) out of 
? plane 

4 8 0 . 5 E' lOB BO b e n d 5 1 2 A" 1 Ir ) bend 
4 4 8 . 9 E' 11b B0„ bend 

4 7 5 A' 0- 1 Ob=o bend 
4 6 4 A ' 0-11b=0 bend| 
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4. 3 Matrix IR Studies 

In the nitrogen matrix ir spectra no features assignable to 

CsBOg were observed, this however is expected as it is not 

volatile at the temperatures used. Two new bands in the 

region 2300-2000 cm"! were observed and these are shown in 

Fig 7. The sharp band at 2237 cm"^ is assigned to matrix 

isolated hydrogen iodide by comparison with the pure HI 

spectra. The weaker band at 2283cm"" ̂  remains unassigned 

but is believed to be a contaminant because of its variable 

intensity and observation in a number of different 

systems• 

In addition to these two bands a number of others were 

observed, the majority of which could be assigned to boric 

acid by reference to the preceeding chapter. Indeed when 

deuteration was attempted the distinctive torsion mode 

pattern between 600 and 300 cm"^ was observed. 

Unfortunately the band assigned to HI was not observed in 

every experiment and as a result the remaining bands were 

not studied extensively. 

A listing of the frequencies is not given because of the 

problem of non-reproducibility, in as much that the boric 

acid bands were not always observed in the same spectra as 

the HI bands. 

4.4 Mass Spectrometric Studies 

The mass spectra of the inductively heated samples of 

caesium iodide and boron oxide were observed to have peaks 

at 127, 128, 133, 254 and 260 amu, in addition to those 

arising from the background. These can be assigned to 1+, 

HI"*", Cs*, Ig and Csl* respectively. Fig 8 shows the effect 

of increasing temperature in the region 250 to 264 amu. 
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Prom t h i s one can see t h a t the production of i s only 

observed once the vaporisation of Csl has become 

significant. This then leads to the conclusion that the 

reaction to produce only occurs once Csl is in the 

vapour phase. (Later it will be shown that the iodine is 

not itself a genuine reaction product, but a result of the 

thermal decomposition of hydrogen iodide) . 

The peaks due to Cs"*" and I"*" at 133 and 127 amu are the 

daughter ion peaks of C s l * at 260 amu, whilst the peak at 

128 amu assigned to HI*, may either be a parent ion or the 

result of an ion molecule collision. 

4.5 Summary 

The lack of hydrogen iodide in Gomme's(^ ̂ ) spectra and the 

non-reproducibility of it in these experiments was a cause 

for some concern. It is thought that this was due t o the 

combined problems of degassing of the sample and the sample 

being in a high vacuum environment for a considerable time 

prior to heating. Degassing is usually considered to be a 

necessary part of the experimental procedure of matrix 

isolation ir in order to avoid the build up of water and/or 

carbon dioxide in the matrix. The sample is therefore 

heated to the temperature at which it just sublimes before 

the cryostat is turned on. In a multi-component system, 

judging this temperature is difficult and one usually heats 

the sample to several hundred degrees centigrade to drive 

off any water. If a reaction occurs during this procedure 

and if the products are volatile they will be pumped away 

and not detected. A similar situation also occurs when the 

sample is exposed to high vacuum if the reaction proceeds 

at room temperature. 

As a result of these considerations it was decided to use a 

sample vaporisation method that enabled the vacuum chamber 
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to be pumped out, but which also maintained the integrity 

of the sample. This was done by heating the sample in a 

silica ampoule sealed off from the vacuum by a Young's Tap. 

The heating was achieved using an external nichrome wire 

resistive furnace (see Fig 9(b). For some of the later 

experiments a trap was inserted and this is shown in Fig 

9 ( c ) . 

5 . C a e s i u m I o d i d e / B o r o n O x i d e o r B o r i c A c i d M i x t u r e s 

H e a t e d t o T e m p e r a t u r e s L e s s T h a n 6 0 0 ° C 

5.1 Introduction 

From t h e higher temperature studies it has been seen that 

volatile iodine products are indeed released upon h e a t i n g 

mixtures of caesium iodide and boron oxide. However it has 

not been possible to say with any great certainty whether 

this volatile iodine is in the form of molecular iodine or 

hydrogen iodide. These studies using a different form of 

apparatus were therefore carried out in order to try and 

resolve this uncertainty. 

5.2 Experimental 

Freshly prepared equimolar samples of caesium iodide 

(Aldrich) and either boric acid (Aldrich Gold Label) or 

boron oxide (BDH) were heated resistively in silica or 

pyrex holders (see Fig 9(b)). In order to obtain 

reproducible spectra, the samples were only degassed for a 

short time until the air was removed, and then kept either 

at -196°C or isolated from the system until the vacuum was 

good enough to allow the experiments to continue. As a 

result of this procedure the infrared specta showed very 

prominent broad bands due to ice at 1700 - 1500 cm"^ and 

900-700 cm"l, thus possibly obscuring features due to 

reaction products. The effect on the mass spectra was to 

reduce the sensitivity but not too drastically. 
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To try to overcome these problems a trap was inserted 

between the sample and spectrometer (see Fig 9(c)) in the 

hope that by judicious use of solvent slush baths the 

temperature could be controlled so that the vapour pressure 

of water was reduced, whilst that of hydrogen iodide 

remained high. The trap was also used in the infra red 

studies to try to pulse the products onto the window(^®). 

Neither of these approaches were successful because 

hydrogen iodide and water form a constant boiling point 

mixture (126°C at RTF)(69) and will therefore condense and 

vaporise together. The pulsing experiments suffered from 

the well reported(55) difficulty of isolating hydrogen 

iodide monomerically. The use of the trap did however 

yield some very pertinent results in the mass spectrometric 

studies. 

Deuteration experiments were only carried out in the case 

of the mass spectrometry studies because in the infrared 

the problems of ice and deuterated ice are intolerable. 

The deuterated ice band obscures the hydrogen iodide peak 

at 2237 cm"l whilst the normal ice band obscures the 

deuterium iodide peak at 1604 cm"1(60). 

5.3 Matrix Isolation Infrared Spectroscopic Studies 

The spectra obtained from the resistively heated samples 

were much more reproducible than those using induction 

heating in as much that hydrogen iodide was observed in 

every experiment. 

In the region 2300-2000 cm"^ bands from monomeric, and 

polymeric hydrogen iodide were observed from heated 

mixtures of caesium iodide and boron oxide in nitrogen and 

argon matrices and caesium iodide and boric acid in 

nitrogen matrices. In all of these cases a very small 

broad band centred at approximately 2200 cm"" ̂  was observed 
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at 100° to 150°C, this then did not grow any further. 

Monomeric hydrogen iodide was not detected until a white 

sublimate was observed just downstream from the furnace at 

temperatures of 450 - 500°C. An increase in the 

temperature caused a cessation of hydrogen iodide 

production because the components had separated and further 

reaction could therefore not take place. This sublimate is 

probably caesium iodide as Emons et al(44) report that 

caesium iodide vaporised at temperatures as low as 400°C in 

their mass spectrometric experiments. Analytical tests 

were attempted for iodide but were inconclusive due to the 

problem of separating the sublimate from the other 

components. The remainder of the sample had formed a 

glassy off-white/brown coloured solid indicating that the 

B-O-H compounds had melted during the experiments. 

The spectra of the volatile products from a heated CsI-BgO^ 

mixture isolated in a nitrogen matrix are shown in Figs 10 

and 11. The low resolution spectrum in Figure 10(a) has 

prominent features due to CO^ at 2348 cm"^ and hydrogen 

iodide. Figure 10(b) shows a high resolution spectrum of 

the region 2300-2000 cm~^ where the hydrogen iodide 

absorptions are shown more clearly. 

The absorptions at 2236.6, 2176.5 and 2166.5 cm"^ 

correspond closely to those observed earlier for pure HI 

and those in the literature for monomeric, dimeric and 

trimeric hydrogen iodide isolated in nitrogen matrices. 

The other two bands at 2122 and 2097 cm"^ were not observed 

in the pure HI spectrum. As a result of the thermal 

decomposition and drying of the boron oxide there will be a 

large amount of water in the matrix and it is therefore 

believed that these bands are due to HI-H^O adducts. A 

subsequent study by Schriver et al(^^) on hydrogen bonded 

HI complexes reports the vibrational frequencies of the 

HI-H^O adducts at 2122 and 2096 cm"^ thus confirming this 

assignment. 
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The spectral region from 1500 to 400 cm~^ is shown in 

Figure 11(a), the most prominent feature is the broad ice 

band from 900 to 400 cm"! which may obscure some features. 

Figure 11(b) is a higher resolution spectrum of the 1490 to 

1380 cm"! region. With the exception of the 1405.6 cm"^ 

band the remaining sharp bands at 1477.8, 1425.7, 1009, 

701, 575 and 514 cm~^ can all be assigned to matrix 

isolated monomeric boric a c i d ( 3 5 ) . Table 4 contains the 

observed frequencies and assignments. 

In the subsequent experiments the apparatus with the trap 

between sample and spectrometer was used, and even when the 

trap was at room temperature there was no detectable signs 

of boric acid in the spectra, because it had condensed out 

on the cold glass surfaces. (In the previous chapter, 

spectra of boric acid recorded at room temperature are 

reported, but only after 4-5 hrs deposition time, the 

typical spray on time in these experiments was 30 

minutes.) 

When argon was used as the matrix gas then the spectra, 

(Figure 12) in the region 2300-2000 cm"^ were very similar 

to those for nitrogen except that the hydrogen iodide was 

not as well isolated. The two bands at 2156 and 2144 cm"^ 

can be assigned to hydrogen iodide-water adducts by 

comparison with the work of N e l a n d e r ( 6 l ) or cyclic trimer 

and tetramer respectively by reference to B a r n e s ( 5 5 ) . 

The effect of using orthoboric acid (H^BOg) instead of 

boron oxide is seen in Figure 13. The spectra indicate 

that the vapour contains a significant quantity of water 

due to the thermal dehydration of the boric acid because 

ice bands obscured the spectra from 1000 to 450 cm"" ̂ . The 

only feature other than ice, observed below 2000 cm"^ was a 

very small sharp band at 1426 cm"^. 
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TABLE 4 

F r e q u e n c i e s O b s e r v e d i n t h e C S I / B ^ O , 
o r HgBOg h e a t e d t o 5 0 0 ® C 

Observed 
Frequency/ Assignment 

2 3 4 8 V3 C O , 

2 2 3 6 . 6 monomeric HI 
2 1 7 6 . 5 dimeric HI 
2 1 6 6 . 5 timeric HI 
2 1 2 2 HI - H O adduct 
2 0 9 7 H I - HGO adduct 

1 4 7 7 . 8 E ' L O B - 0 str. boric acid 
1 4 2 5 . 7 E ' L L B - O str. boric acid 
1 4 0 5 . 6 ? 
1 0 0 9 E ' B-O-H bend boric acid 

7 0 1 A' 10b BO2 bend boric acid 
6 7 5 A' 1iB BO2 bend boric acid 
5 1 4 A ' ' 0-H torsion boric acid 
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Figure 13(a), is a low resolution spectrum of the region 

2600 to 2000 cm"!, which shows features due to carbon 

dioxide at 2348 cm and hydrogen iodide. The high 

resolution spectrum (Figure 13(b)) shows the characteristic 

set of bands due to monoraeric and polymeric hydrogen iodide 

and hydrogen iodide water adducts. If one compares this 

spectrum with that obtained from heating Csl and B^Og, then 

the most obvious difference is the increase in the relative 

intensities of the bands at 2122 and 2096 cm" ̂  with respect 

to the other bands. This thus indicates that these bands 

are probably due to hydrogen iodide-water adducts as their 

intensity increases with the amount of water in the matrix. 

It can also be seen that the prominent polymer species is 

now the dimer compared to the trimer in Figure 10(b). 

5.4 Mass Spectrometric Studies 

The mass spectra were obtained in a similar manner to that 

outlined above for the ir experiments. Figure 14 shows the 

change in intensity of the 254 amu (l«), 128 amu (HI*) and j ^ 
127 amu (I ) peaks with temperature. Although it appears 

-j-

that HI and I^ are detected at 100°C these peaks may be 

due to background peaks. However by 190°C it is obvious 

that the intensity of these peaks is increasing with 

temperature. 

The signal to noise ratio of the peaks at 450°C and 530°C 

is very much better than at the lower temperatures, this 

was also accompanied by a rise in pressure in the mass 

spectrometer. In the mass spectra between 250 and 265 amu 

there is a small feature that could possibly be attributed 

to Csl*, but the non-observance of this ion is due to the 

length of the glass tube between the heated sample and the 

spectrometer chamber on which the Csl could condense. 
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These observations support the results of the ir studies in 

as much that significant quantities of HI were not observed 

until approximately 450-500°C, and also the observation in 

the higher temperature mass spectrometric experiments that 

molecular iodine was only detected when Csl was subliming. 

In the above spectra the electron energy was set at 20eV 

compared to that of 32eV used previously. The effect of 

changing this is shown in Figure 15 where it can be 

concluded that the Hi"*" peak at 128 amu is the parent ion 

and the l"*" ion the daughter. If both were the result of 

fragmentation of molecular iodine (1%) then they should 

grow at approximately the same rate when the electron 

energy is increased. Whereas if the HI is a parent ion 

then as the electron energy is reduced, so will 

fragmentation which will result in the lowering of 
+ + 

intensity of the I daughter ion and therefore the HI ion 

becomes the predominant species. 

+ 

From these considerations one can conclude that the HI is 

indeed a parent ion and must either be a reaction product 

of the heated CsI/B^O^ or due to a reaction of iodine with 

a protic source. 

+ + 

Neither or CsBO^ at 70 amu and 176 amu respectively 

were detected at these relatively low temperatures, but a 

series of peaks in the region 40 to 65 amu were detected 

(Figure 16) and these are assigned to orthoboric acid, 

BlOH)^, at 61 and 62 amu and its dehydroxylated daughter 

ion, BfOH)*, at 44 and 45 amu. The calculated spectra for 

normal abundance boron (lOfi 20%, 1^B 80%) are shown below 

the experimental ones and it is clear that there is a very 
4- + 

satisfactory fit for BtOH)^. That for bCOH)^ i s less good, 
due mainly to background CO^ at 44 amu. This supports the 
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observation from the ir data that orthoboric acid is 

present in the vapour above the Csl/B^O^ mixture at = 

500°C. It should be noted that no peaks assignable to 

HBOg* at 43 and 44 amu could be detected. 

The moistening of the samples produced a yellow coloration 

in the mixture and when this was pumped on by vacuum the 

yellow colour was replaced by a pale pink colour. The 

yellow colour is probably due to caesium polyiodides whilst 

the pink coloration is most likely to be due to small 

traces of iodine. The mass spectrum of this moistened 

sample did not differ significantly from those described 

earlier except that the sensitivity was lower due to the 

large vapour pressure of water present. (If these 

moistened samples were left for a period of a couple of 

years then dark coloured crystals were observed amongst the 

yellow solid. This is probably due to molecular iodine). 

A series of deuteration studies were undertaken to verify 

the observations and interpretations above. The 

deuteration of the sample was carried out by two different 

methods. 

i) Addition of deuterated water to the already mixed 

Csl/BgOg mixture. 

or ii) Addition of deuterated water to the boron oxide, 

followed by careful drying (to avoid the 

formation of a glass) and then mixing with the 

caesium iodide. 

The first method was used to identify the ions produced, 

whereas the second was used to determine whether any 

hydrogen or deuterium was generated on heating the 

mixture. 
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Part of the mass spectrum of the vapour above the mixture 

produced by the first method is shown in Figure 17. From 

Fig 17(a) it can be seen that the ions detected in the 

regions 120-130 amu and 250-260 amu were (254 amu), HI+ 

(128 amu), DI^ (129 amu) and (127 amu). 

Figure 17(b) shows the region of the mass spectrum 

concerned with boric acid. From these spectra and the 

calculated spectra for 70% enrichment it is confirmed 
+ + 

that these peaks are indeed due to H^BOg and H2BO2 and the 

related isotopomers. The fit for the former is as 

previously, better than that for the latter because of the 
interference of Cot at 44 amu. Again there was no evidence + 

for HBOg at 43 to 45 amu. There is also a very good 

correlation between these spectra and those observed in the 

previous chapter for pure orthoboric acid. 

The second method of deuteration was used to test whether 

any hydrogen was produced in the reaction between caesium 
+ 4-

iodide and boron oxide. Both H and had been observed 

in many of the previous spectra but the origin of these 

ions was considered to be either water or hydrocarbons such 

as the pump oil or vacuum grease. Indeed the 

supporting experiments had shown that D^O gives rise to 

The vaporisation apparatus fitted with the trap held at 

-196°C was used in order to isolate all the reaction 

products and volatile components of the heated mixture 

except those that still had a significant vapour pressure 

at -196°C. Table 5 gives the variation of vapour pressure 

with temperature for the gaseous components of the system. 

From this it can be seen that at—196°C the only species 

that have an appreciable vapour pressure are hydrogen and 

deuterium. 
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TABLE 5 

Vapour Pressure Data for the Various Volatile 
Components in the Csl/B^O^ System(®^) 

Compound 

1mm Hg 10mm 

Temp 

40mm 

(°C) 
100mm 400mm 760mm 

H, -263.3 -261. 3 -259.6 -257.9 -254.5 -252.5 

HD -259. 8 -258.2 -256.6 -253.0 -251.0 
HI -123.3 -102. 3 —85. 6 -72. 1 -48.3 -35.1 

H,0 -17.3 11. 3 34.1 51.6 83.0 100.0 

I2 38.7 73. 2 97.5 116. 5 159.8 183.0 
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On heating the sample there was a negligible rise in 

pressure in the spectrometer chamber, thus indicating that 

all the volatile species produced (if any) were being 

trapped. This was also confirmed by the fact that there 

was no discernable change in the intensity of the HI"*" peak 

at 128 amu when the sample was isolated (by a tap) from the 

spectrometer chamber. 

After prolonged heating (- 20 mins) at approximately 

450-500°C, the pressure increased from 7.6 x 10"? to 4.5 x 

10"6 torr indicating that a species had penetrated beyond 

the trap. A mass spectrum revealed that it was a mixture 

of Hg, HD"'" and D*. 

Figure 18(a) confirms that the D„ originates in the sample 
+ 

holder because the peak at 4 amu from is increasing at a 

greater rate than the peak at 2 amu. Figure 18(b) also 

confirms this because the ratio of H«0*:D?0* is greater 
+ 4-

than 200:1 whereas the H^:D^ ratio is approximately 1:2. 

Figure 18(c) shows the HgiDg ratio after a further 10 

minutes and this indicates that there is a hydrogen 

background but that the deuterium is a genuine reaction 

product and its production had either ceased, or at least 

slowed down, probably due to the separtion of the B^Og/CsI 

components. 

When the liquid nitrogen was removed from the trap a yellow 

solid was observed, which then formed a yellow solution on 

warming to room temperature. This was then evaporated into 

the chamber but spectra were not recorded because of the 

high pressure in the system. The yellow solid/solution was 

probably a constant boiling mixture of water and hydrogen 

iodide(G9). 

From these mass spectrometric experiments it can be 

concluded that hydrogen iodide is a product of the 
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interaction of caesium iodide and boron oxide and that this 

process also liberates hydrogen. The source of the 

hydrogen is probably the thermal decomposition of hydrogen 

iodide, this explanation also accounts for the detection of 

molecular iodine. 

6. Quantitative Studies 

6.1 Introduction 

In the above sections the emphasis had been placed on the 

determination of the fate of iodine in the reaction of 

caesium iodide and boron oxide or boric acid. This has 

been shown to be hydrogen iodide, which in turn liberates 

molecular iodine. It is also important however to try to 

quantify the amount of HI that could be produced in order 

to provide more information for the evaluation of severe 

reactor accident source terms. 

The method chosen was based on the assumption that the 

absorbance of the infrared active mode of matrix isolated 

molecular hydrogen iodide at 2235.6 cm"^ was proportional 

to the amount (of hydrogen iodide) deposited on the central 

window. This assumption then allows the use of the Beer 

Lambert law (log(I^/l) = eel) to estimate the amount of 

hydrogen iodide deposited on the window if the absorption 

coefficient (e) and the path length {a) are known. The 

absorption coefficient for hydrogen iodide is quoted as 

0.033 by Bartholome(71) in 1933 and as 0.37 cm^ atm~^ by 

Ameer and B e n e s c h f ? ^ ) in 1962. There is obviously some 

uncertainty in its value and, given that the experiments in 

this work were carried out at = 12K (where one only expects 

to see the v = 0 + l transistion) it was decided to measure 

the absorption coefficient for this apparatus. The use of 

any published values would also have introduced an 

unacceptable level of error because of the difficulty of 

establishing the path length. 
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This series of experiments was divided into two sections. 

The first was to obtain a plot of absorption versus mole of 

HI deposited, using a gas mixture prepared in the same 

manner as those in the supporting experiment section. The 

second part was to heat known amounts of caesium iodide and 

boric acid (or boron oxide) and by use of the plot obtained 

above calculate the amount of HI released from the sample 

mixtures. 

6.2 Preparation of Pure Hydrogen Iodide/Nitrogen Gas 

Mixtures and Estimation of the Absorption 

Coefficient 

In order to estimate the absorption coefficient the 

hydrogen iodide/nitrogen gas mixture was deposited on the 

window in small pulses. After each pulse the absorbance of 

the monoraeric hydrogen iodide band was measured, as was the 

remaining pressure in the gas bulb. If the concentration 

of the gas mixture is known then the amount of HI deposited 

in each pulse is easily calculated. A graph of absorbance 

versus mole of HI deposited is then plotted and this has a 

gradient of el. 

The main problem is that not all of the hydrogen iodide 

will be deposited on the central window. It is however 

reasonable to assume that the same proportion will "stick" 

both in the pure Hl/N^ mix and in the heated Csl/B(OH)^ 

sample. The other major problem is that hydrogen iodide is 

not easily isolated and therefore one needs the same ratio 

of monomer:polymer in these experiments as in the heated 

sample experiments. By comparison of Figures 6, 10 and 13 

it can be seen that the best correlation in monomer:polymer 

ratios is for a mix in the range 1:150 to 1:265. However 

if these spectra, (Figuree ) are compared to those obtained 

for use in the quantitative analysis (Figures 20 and 21) it 

can then be seen that a gas mixture of approximately 1:400 

is the best. 



3 0 1 

Figure 19 shows the plot of the entire deposition of the 

1:397, HIiNg sample mixture. (A similar plot was also 

obtained from the 1:291 mixture). 

The assumption that the Beer Lambert law is valid holds for 

the first part of the plot, but at higher quantities of HI 

it fails. This behaviour is typical in matrix experiments 

and is largely due to the build-up of the matrix where the 

earlier parts of the deposition are better isolated than 

the latter ones because the heat released on condensation 

is not carried away sufficiently quickly and the layer 

becomes too thick to condense any more onto it. The 

gradient of the linear part of the graph is 5.3 x 10 3 

and it is this value that is used to determine the 

extent of HI production. Although it is feasible to try 

and calculate the absorption coefficient, e, from these 

curves there are so many approximations and assumptions to 

be made regarding path length, extent of sample deposited 

on the window etc that the answer would not be meaningful. 

6.3 Quantitative Studies with Caesium Iodide and Boric 

Acid/or Boron Oxide Mixtures 

Weighed equimolar mixtures of caesium iodide and boric acid 

(dried at 95°C) were heated in the same manner as already 

described. The appearance of a small broad band at low 

(100°C) temperatures and the characteristic bands observed 

at 450-500°C are all in good agreement with the previous 

experiments. The fact that the boric acid was dried at 

95"C reduced the intensities of the ice peaks, but probably 

meant that it was in the form of ortho rhombic metaboric 

acid(23,24) in the solid mixture. 

The absorbance of the monomer peak of 22 36.6 cm" ̂  was 

measured at the end of each experiment and by using the 

graph in Figure 19 the amount of HI in the matrix was 

determined. A typical spectrum from these experiments is 
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shown in Figure 20. When boron oxide was used instead of 

boric acid, similar results were obtained and the spectrum 

is shown in Figure 21. The data for these experiments is 

presented in Table 6. 

From this data one can see that at least 0.5% of the 

available iodine is transported as HI into the matrix. 

This value is to be regarded as the absolute lower limit 

for the following reasons. 

i) Not all the HI released from the heated mixtures 

will co-condense with the on the cold 

deposition window. An optimistic value is 

probably 50%. The geometry for sample collection 

was less favourable in the heated mixture case 

than in the pure Hl/N^ experiments. 

ii) The hydrogen iodide decomposes to an appreciable 

extent (22%) at 450-550°C and therefore nearly a 

quarter of the released iodine will be in the form 

of molecular iodine in the matrix and will hence 

not be detected by ir spectroscopy. 

iii) The evolution of hydrogen iodide ceased when the 

components were separated by the sublimation of 

caesium iodide as evidenced by a two fold 

variation in percentage iodine transport. If the 

temperature can be maintained so that the caesium 

iodide is just vaporising then the yield of 

hydrogen iodide could probably be made to be 

nearly quantitative. 

Therefore as a result of these considerations it is more 

realistic to assume, for the purposes of severe accident 

evaluations, that the proportion of hydrogen iodide release 

will be of the order of 10% and that the reaction may go to 

completion under certain conditions. In addition to the 
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TABLE 6 

Summary of Results of Quantitative Experiments 

system log ( L O / L ) mole HI 
% I 

transfer 

1. 
1. 

71 mmol BfOH). 
71 mmol Csl 

0. 0 4 6 7 . 2 pmol 0 . 4 2 

1. 
2. 

99 mmol 
2 mmol Csl 

0. 0 8 5 1 3 . 4 ymol 0 . 6 

1. 
1. 

25 mmol BfOH)^ 
22 mmol Csl 

0. 0 4 1 6 . 5 jimol 0 . 5 3 

1. 
1. 

3 mmol B(0H)2 
22 mmol Csl 

0. 021 3 . 3 ymol 0 . 2 7 

2. 
2. 

17 mmol B2O3 
41 mmol Csl 

0. 0 9 8 15. 6 pmol 0 . 6 5 
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HI, there will also be a quantity of molecular iodine and 

hydrogen due to thermal decomposition. 

7. Discussion 

It can be concluded from the above data that when caesium 

iodide reacts with boric acid, the iodine is released as 

hydrogen iodide under the experimental conditions in these 

studies. Molecular iodine and hydrogen are also detected 

as a result of the thermal decomposition of the hydrogen 

iodide. The hydrogen iodide/hydrogen/iodine system was one 

of the first gas phase systems to be investigated and 

B o d e n s t e i n ( ^ 3 - 7 6 ) concluded that the reaction between 

hydrogen and iodine was bimolecular, 

^2 
2HI H„ + I„ 

^ Z Z 

^1 

with the equilibrium constant K, (k^/kg) expressed as 

log^gK = a + b log^g T - (c/T) 

where a = -2.45, b = 0.45, c = 508.3, and T in °K 

At 450°C this gives a value of K = 0.013. The 

decomposition increases with temperature and Vogel von 

Falckenstein(77) has reported that at 1022°C hydrogen 

iodide is 32.9% dissociated whilst at 1217°C it is 37.55% 

dissociated. 

More recent studies by Taylor and Crist(^®) have calculated 

the equilibrium constant (K) and the rate constants k ̂  and 

k^ t o be as shown in Table 7 below. 

The equilibrium constants were measured by the change in 

concentration of the appropriate gases either for 
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TABLE 7 

Equilibrium and Rate Constant Data 
for the System 

T°C ^synth ^dec Kav ^2 kl x% 

490.0 0.02192 0.02172 0.02182 22.81 
457. 0 0.02018 0.02007 0.02013 22.10 

425.0 0.01812 0.01811 0.01815 1.242 67.0 21.21 

393.0 0.01639 0.01645 0.01642 0.259 15.59 20.40 
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combination or decomposition of HI. The rate constants 

were calculated using the equilibrium constants achieved 

above. The value in the last column, x% is the percentage 

decomposition of the hydrogen iodide calculated using the 

following equation. 

x% = ^100 

2/K av 

+ 1 

Zeise(79) claims that the rate constants may be too high 

and the work of Craven(GO) indicates that the value of 
is slightly higher in the presence of hydrogen. Several 

workers(8 1,82) claim that at higher temperatures a radical 

or uniraolecular pathway is significant. 

Therefore at the temperatures employed (400-500°C) in these 

studies about 20-23% of the hydrogen iodide will be 

dissociated from the above considerations. The actual 

extent of decomposition will be less than this because the 

hydrogen iodide will be rapidly cryopumped away from the 

hot reaction zone although there is obviously some 

decomposition because of the detection of molecular 

hydrogen and iodine ions in the mass spectrometric 

experiments. 

The reaction products of the interaction of caesium iodide 

and boron oxide or boric acid have been identified as 

CsBOg and HI. However the reactive B-O-H species has as 

yet not been identified although boric acid has been 

detected in both ir and mass spectrometric experiments. 

White et al(36) have found that the vapour above heated 

boron oxide in the presence of water is a complex system. 

Evans et a l ( 8 3 ) have shown by thermodynamic arguments that 

orthoboric acid is not important in the boron oxide/water 

systems at high temperatures and low water vapour 

pressures. Chupka and Berkowitz(^^) have passed water over 
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heated (HOOK) and found from mass spectrometric 

experiments that the vapour in addition to water consists 

of almost entirely metaboric acid (HBOg) and small amounts 

of its trimer and orthoboric acid (H^BOg). Linevskyf^?) 

has carried out similar matrix ir experiments and has 

assigned his spectrum to HBOg. It has recently been 

s h o w n ( 3 5 ) that at room temperature, orthoboric acid has a 

finite vapour pressure and at about 50°C is the predominant 

gas phase boron containing species above heated boric 

acid. 

The decomposition and dehydration of orthoboric acid has 

been studied using ir sepctroscopy by Broadhead and 

Newman(23,24), They found that it dehydrates at about 

175°C into metaboric acid (HBO^) which then dehydrates 

further, so that by about 440°C boron oxide is the 

predominant form. (They also report that pure orthoboric 

acid can be prepared by sublimation at 180°C). The 

decomposition can be detected at 85°C and metaboric acid 

is formed by 110°C. From x-ray powder pattern data they 

suggest that by 120°C the material is in the form of 

orthorhombic metaboric acid, (B^O^fOH)^), which has the 

same empirical formula as the trimer of metaboric acid 

(5302)3, that even at 100 °C the metaboric acid phase is 

dominant. The phase diagram for the B^O^iH^O system is 

shown in Figure 22 (84), and from this and the above 

arguments it can be seen that the only viable species above 

400°C is BgOg. 

However this cannot be the whole picture because orthoboric 

acid B(0H)2 has been detected both in the matrix ir and 

mass spectrometric experiments. It is known that to dry 

BgOg completely is a very laborious task(85) and arguably 

impossible, because of the equilibrium between the water 

vapour and the melt(3 8), and once dry it is very 

hygroscopic. Therefore, in general there will be OH or H^0 

units within the internal structure. A structural 
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a n a l y s i s o f molten boron oxide using an x-ray radial 

distribution method (Fig 23) reveals that there is probably 

room for OH and 0 groups to be accommodated within the 

structure. These groups will not be lost on heating until 

the boron oxide becomes molten, and thus it can be 

concluded that this is probably the source of the boric 

acid. 

From these arguments it would appear that the B-O-H 

reactive species has to be in the gas phase (and is 

probably boric acid) as no HI is detected until Csl begins 

to sublime, and therefore the reaction is a gas phase 

reaction. Alternatively the presence of the caesium 

iodide sublimate, boric acid in the vapour and the 

production of hydrogen iodide could all be coincidental. 

Transpiration experiments conducted at AEE Winfrith by 

Bowsher and D i c k i n s o n ( 2 2 , 8 7 ^ 9 0 ) and by Beattie et al(2l) at 

Southampton indicate that substantial decomposition of 

caesium iodide occurs in the range 6 0 0 - 1 0 0 0 ° C with the 

formation of caesium metaborate and a volatile iodine 

species, which reacted with stainless steel foil. This 

implied the formation of hydrogen iodide, whose 

dissociation into molecular iodine was enhanced 

significantly in more oxidising c o n d i t i o n s ( ^ 1 , 8 8 ) _ The 

decomposition of the caesium iodide and the boric acid was 

found to be greater than 70% when both were in the vapour 

p h a s e ( 8 7 ) . Hydrogen iodide was evolved when both boric 

acid vapour reacted with condensed caesium iodide and when 

caesium iodide reacted with a boric acid coated 

surface(8?). 

DTA and TGA studies(9°) indicated that in the solid phase 

the reaction is diffusion controlled. By using isothermal 

TGA experiments Bowsher et al(90) were able to show that 

the reaction obeyed the Arrhenius equation with an 

activation energy of 190 ± 30 kJ/mole. 
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A revaluation of the thermodynamic parameters for the 

caesium iodide boric acid reaction is currently 

u n d e r w a y ( 8 9 ) using the matrix boric acid vibrational 

frequencies. This indicates that the equilibrium constant 

may be as much as an order of magnitude higher than 

originally thought for the vapour phase reaction. 

8. Conclusions 

The reaction of caesium iodide with boric acid or boron 

oxide has been studied by matrix isolation infrared 

spectrometry and mass spectrometry over the range 

100-600°C. This work has shown conclusively that the 

volatile iodine product from this reaction is hydrogen 

iodide thus: 

Csl + H3BO3 + HI + CsBO^ + H^O. 

Molecular iodine and hydrogen are also observed and these 

arise from the partial decomposition of hydrogen iodide, 

but the presence of iodine will also be favoured by the 

presence of adventitious oxygen(®^). 

The reaction occurs at temperatures as low as 100°C but not 

to such an extent as it is controlled by solid state 

diffusion kinetics(87,90). At higher temperatures (= 

450-500°C) the reaction is significant, and this is 

probably because the reaction is now a vapour phase 

reaction between the caesium iodide and boric acid. This 

conclusion is confirmed by recent thermodynamic 

c a l c u l a t i o n s ( ® 9 ) indicating that the equilibrium constant 

may be an order of magnitude higher than that previously 

thought using the recently acquired boric acid vibrational 

data. 

A semi-quantitative study has shown that at least 1% of 

the iodine in caesium iodide/boric acid mixtures is 
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transported as hydrogen iodide to the cryogenically cooled 

window. In practice the value should probably be 

considered to be at least 10% and under certain conditions '' 

may be quantitative. 

Therefore it can be concluded that it is incorrect to 

assume that fission product iodine will be transported 

wholly as caesium iodide under the conditions of a severe 

reactor accident. 
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The work described in this thesis has shown the general 

applicability of matrix isolation infrared spectroscopy and 

mass spectrometry to the study of high temperature and 

unstable vapours. It has also shown that it is capable of 

providing direct experimental evidence to compare with the 

predictions of computer models. 

Specifically the identification and partial character-

isation of Cs^WSj^ as the first ternary sulphide stable in 

the vapour has shown the utility of this approach to 

determining the vapour compositon above heated solids. The 

ir study of hydrogen telluride shows how the sharp 

absorption bands characteristic of matrix isolated species 

can be used to assign bands that are too close to each 

other to be resolved in the gas phase. The identification 

of K'^TeO~2 indicates how matrix isolation can be used to 

synthesise and stabilise highly unstable species. 

The confirmation that orthoboric acid is volatile and that 

the molecular species have symmetry reveals the 

potential of the combined techniques of mass spectrometry 

and matrix isolation infrared spectroscopy. In particular 

it reveals that although no direct structural information 

is available, the molecular shape and often even the 

geometry can be inferred by the use of isotopic enrichment 

and vibrational analysis. 

The study of the caesium iodide boric acid system has shown 

that the volatile form of iodine produced is hydrogen 

iodide. This indicates that provided the individual 

components of a system are characterised then complex 

systems can be studied using this method. 

Therefore mass spectrometry and matrix isolation infrared 

spectroscopy are very valuable tools in the study of severe 

reactor accidents and often it is one of the only ways to 

study the chemistry. It should be noted however that the 

conditions of the experiment are radically different to 
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those during a severe accident, especially with respect to 

pressure. For example^ the experiments are usually carried 

out under high vacuum conditions (10~^ torr) whereas during 

a severe accident the pressure will be above atmospheric 

and contain large quantities of steam and hydrogen. 

Currently, the experiments described in this thesis are 

carried out in conjunction with small scale simulant tests 

where the conditions are closer to those during a severe 

accident. These problems can also be partially overcome by 

using high pressure experiments, and a development rig is 

under construction at Southampton in order to mimic the 

accident conditions more exactly using matrix isolation and 

mass spectrometry. The more pernicious problems are as a 

result of the presence of up to thirty elements distributed 

amongst a hundred compounds making identification and 

characterisation awkward and the high neutron, beta and 

gamma flux within the core which may result in some very 

unexpected and novel chemistry, but about which little is 

presently understood. 
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A P P E N D I X A 

T H E C H A R A C T E R I S A T I O N O F H I G H T E M P E R A T U R E , U N S T A B L E A N D 

R E A C T I V E V A P O U R P H A S E S P E C I E S 
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In this Appendix we shall deal in some detail with the 

various means of characterising vapour phase species. The 

term "vapour" is used to describe the vapours above solids 

or liquids, whilst the term "gas" implies that the compound 

is only found as a vapour at the conditions of interest. 

The term "high temperature" has been used extensively, but 

the same considerations apply to unstable species and often 

reactive ones. 

The difficulties of characterising high temperature vapours 

can be separated into three areas; 

(i) their production, 

(ii) their detection, 

(iii) the interpretation of the resultant spectra (if 

any) . 

The production and containment of reactive high temperature 

vapours in closed cell systems can severely limit the 

choice of materials that can be used for container and 

windows. These problems can be partially overcome by the 

use of molecular beams where only the furnace/cell have to 

withstand the elevated temperatures. The price one has to 

pay for this is reduced sample concentrations which may 

lead to detection problems. The spectroscopic detection of 

high temperature vapours is, on the whole not too difficult 

provided the above problems have been overcome and that the 

appropriate spectroscopically transparent "windows" are 

used. It is usually the interpretation of any observed 

spectra that can present the most difficulties. This, 

paradoxically is due to the over-abundance of information 

that is contained in the spectra. This over-abundance is 

due to the molecule not being in its molecular ground state 

because of the temperature required to vaporise it. This 

population of excited levels then leads to the possibility 
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of a multiplicity of transitions being observed. Studies 

at lower resolution usually result in broad, ill defined 

features that yield little information. 

The traditional non-spectroscopic methods for probing high 

temperature systems are by transpiration (1,2] and 

molecular effusion (Knudsen( ̂  ^ , L a n g m u i r ( 4 , 5 ) or 

torsion(^)). These can be used to determine the vapour 

pressures and thermodynamic properties of the vapour under 

study. Alternatively the vapour can be condensed onto a 

suitable substrate and analysed by conventional methods or 

by techniques such as scanning electron microscopy and 

energy dispersive analysis of x-rays. (SEM/EDAX). In order 

to maximise the information obtained and its reliability, 

one really needs to know the chemical composition of the 

vapour under study. Vapour pressure measurements can 

usually infer how many species are present and the probable 

stoichiometry of a reaction(®). The analytical methods 

yield the elemental composition but rarely any data on the 

molecular formulae. 

The most widely used technique for the interrogation of 

high temperature vapours and gases is mass spectrometry(?). 

The sample is vaporised by a variety of means, then ionised 

and the mass/charge ratios for the various ions produced 

are determined by either a magnetic field, the time of 

flight of the ions, or their oscillations in a quadrupolar 

field. Therefore mass spectrometry yields information 

about the molecular weight and hence molecular formula of 

the vapour(s) under study. It is often used in conjunction 

with the effusion and transpiration experiments to 

calculate the thermodynamic parameters but it is unable to 

give much structural information. 

In the solid state the definitive methods for structural 

determination use single crystal diffraction. However in 
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the gas phase this is not appropriate and one has to use 

other methods. 

The diffraction technique available is that of electron 

diffraction This can give details of both bonded 

and non bonded inter-atomic distances and hence bond 

angles. The technique records, by means of photographic 

plates, the scattering of a beam of electrons that is 

incident upon a molecular beam of the vapour under study. 

The resultant concentric rings are then analysed with a 

densitometer, and fourier transformed to yield a radial 

distribution function. These patterns are compared with 

the calculated patterns of a number of model compound 

structures and the model with the best fit -the observed is 

assumed to be the structure of the vapour under study. 

The main objection to the results of electron difraction 

(ED) is that at the temperatures required (up to 2000K) to 

get 0.1 to 1 torr of the sample into the electron beam 

there is a possibility that excited vibrational and 

rotational energy levels will be appreciably populated. 

This therefore results in the inter-nuclear distances being 

averaged over all the vibrations of the molecule. The 

result of this is that linear molecules usually appear 

bent(ll) and planar molecules pyramidal(^^). 

Even if the system has been examined mass spectrometrically 

and the vapour characterised, this does not necessarily 

imply that the same species are present with the same 

concentrations in the ED experiment. This discrepancy is 

due to the different vapour pressures of samples required 

in each experiment, (for mass spectrometry ~ 10"^ torr and 

ED ~1 torr). Recent examples of this are where the matrix 

ir data for CrClgf^^) and VCl^f^^) indicate that these 

molecules are both linear whilst electron d i f f r a c t i o n ( l 5 ) 

data indicates that they are severely bent with bond angles 

of ~ 110°. The discrepancy is assumed to be that in 
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addition to MCI 2 there is also MCI^ and/or MCI^ in the 

vapour that can be identified and separated by ir but not 

by electron diffraction. 

To try to surmount these problems people have used high 

pressure mass spectrometry (10, ̂  ̂ ) qj- pressure electron 

diffraction(G). However, until the mass spectrometric and 

electron diffraction measurements are carried out on the 

sample with identical conditions this problem will be not 

completely overcome. The actual interpretation of the raw 

data can also pose problems(^^^^. 

In order to determine whether a molecule has a permanent 

dipole, electric deflection(l9) measurements on molecular 

beams can be used, one however has to be wary of 

vibrationally induced dipoles(2 0). The method is 

essentially that of mass spectometry except that a 

quadrupole electric lens is inserted between the sample and 

ionisation chamber of the mass spectrometer. If a molecule 

has a permanent dipole moment then when the lens is acting 

the ion intensity will be less because the beam has been 

deflected. 

Having ascertained that a molecule possesses a permanent 

dipole it may then be possible to carry out microwave 

spectroscopy (21,23). This will give data on moments of 

inertia and hence bond lengths and angles as well as the 

magnitude of the dipole moment. The sensitivity is however 

inversely proportional to temperature and the problems of 

interpreting spectra of anything except diatomics at high 

temperature is a formidable, and usually impossible task. 

Raman rotational spectroscopy (̂ '̂ ) can be used if the 

molecule possesses no dipole, but suffers even further from 

detection problems because of the inherent lack of 

sensitivity of the Raman effect. 
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The use of photoelectron spectroscopy (pes)(25-29) ig & 

relatively recent addition to the armoury of the high 

temperature spectroscopist. Its main advantage is that it 

provides electronic and bonding information expressed in 

molecular orbital terms. In the experiments a 

monochromatic beam of electromagnetic radiation (uv for ups 

and x-rays for xps) is allowed to interact with the 

molecular beam of the sample under study. If the energy of 

the incident light is greater than one or more of the 

ionisation potentials of the target vapour, then 

photoelectrons are ejected. The kinetic energies of these 

electrons are determined and these give the ionisation 

energies of the sample. The observed values are then 

compared to those calculated for model compounds, and when 

the best fit is arrived at, it is assumed that the sample 

and model compound are one and the same. 

The sensitivity of the above techniques are sufficiently 

high to allow the study of the sample in a molecular beam. 

However, because of the inherent insensitivity of the 

vibrational (ir and especially Raman) techniques one needs 

to use other approaches if they are to be applied to high 

temperature vapour phase species. 

Closed cells are usually used because they allow one to get 

a high enough vapour pressure of the sample into the 

spectrometer beam so that a sufficiently good signal to 

noise ratio can be achieved. It is also possible to study 

the effects of pressure and temperature on the spectra 

using such closed cells. However, the closed cells are the 

main source of problems in as much that the cell container 

must be unreactive towards the vapour under study and also 

withstand the elevated temperatures required. These 

problems are aggravated when one considers the window 

materials, and in addition to being unreactive must also be 

transparent to either the infrared or visible radiation 

used. 
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This problem is more acute in ir than in Raman gas phase 

studies (30,31) where glass or silica can be used both as 

cell and window because both the exiting and scattered 

light can be in the visible region. In either case the 

sensitivity at high temperatures is limited by the problem 

of emission from the hot cells. 

The use of coherent Raman techniques such as coherent anti 

Stokes Raman spectroscopy ( C A R S ) ( 3 2 ) ig especially useful 

for gases at high temperatures because it can discriminate 

the coherent sample signal from the background radiation. 

It is arguably the case that the most difficult and awkward 

part of high temperature gas phase spectroscopy (eg 

microwave, ir, Raman etc) is not the actual recording and 

storage of the data but the interpretation of it. This is 

because at the elevated temperatures there will be 

appreciable population of energy levels other than those of 

the ground state. Therefore the spectrum will consist of 

many more transitions than just the fundamentals because of 

hot bands, overtones and combination bands etc. 

To try to overcome this problem of an over-abundance of 

data, gas phase molecules have been "cooled" so that only 

the ground state, or a very few energy levels are 

populated. There are two main ways of doing this, namely 

supersonic expansion of molecular beams or matrix 

isolation. 

In a supersonic expanded molecular beam the sample is 

seeded in an excess of helium or argon, and then expanded 

through a small nozzle into a high vacuum. After further 

treatment (such as skimming and collimating) the beam is 

investigated, usually by laser induced fluorescence 

( l i f ) ( 3 3 ) . The molecules in the supersonic beam have 

rotational temperatures of about lOK and vibrational 
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temperatures of approximately lOOK. Therefore if the 

molecule fluoresces, the spectrum will contain information 

about the electronic, vibrational and rotational states. 

The advantage this has over matrix isolation is that the 

molecules are "free" and therefore not constrained by the 

rigid matrix which will perturb the energy levels and may 

distort the geometry. However, matrix isolation is a much 

easier experiment to perform, both experimentally and 

financially. 

Matrix isolation lowers the complexity of the spectra for 

two main reasons. Firstly it keeps the molecules from 

rotating, so no rotational transitions are observed. 

Secondly, because the sample is maintained at cryogenic 

(lOK) temperatures the molecule will almost certainly be in 

its ground state. The maintenance of the sample at these 

temperatures in a rigid matrix also enables one to study 

species that would normally only have a transient 

existence. 

Matrix isolation is essentially about keeping the moeities 

of interest sufficiently far apart so that they can be 

regarded as being free and not in the condensed phase. 

This can be partially achieved in solution, but in addition 

to the interaction with the solvent, the solute molecules 

are free to move and react, even at very high dilutions. If 

the solution is frozen, then this movement is severely 

restricted and one has species that could be considered to 

be matrix isolated. Indeed this was how the first matrix 

experiments were carried out by Lewis in 1941(3"+) who used 

rigid glassy media to study the phosphorescence of aromatic 

molecules. Many experiments, (especially esr and epr) 

still use this method but they are not usually considered 

to be matrix experiments by today's criteria. 

Porter(35) and Pimentel(3G) suggested independently in 1954 

that the rare gases at cryogenic temperatures could be used 



3 3 4 

to study reactive, unstable radicals in the form of matrix 

isolated species. 

It has recently been reported (3?) that Pimentel and 

Whittle first conceived of the idea of matrix isolation one 

lunchtime in 1951 whilst eating sandwiches in Pimentel's 

office. This suggestion was vigorously pursued by Pimentel 

and his g r o u p ( 3 8 ) who introduced chemically inert matrices 

to the world for the ir study of reactive species. 

The application of matrix isolation to high temperature 

systems was suggested by Pimentel{3 9) and pioneered by 

Linevsky(40) in his work on lithium fluoride vaporised at 

900°C and trapped in nitrogen and noble gas matrices. 

As a result of its advantages over other methods, matrix 

isolation techniques have become common place and almost a 

routine spectroscopic tool and therefore reviewed 

extensively ( " + 1 ^ , ^3), This popularity is evident by the 

bulk of literature reports (3326 papers up to 1985) in a 

recent r e v i e w ( . 

The most widely used spectroscopic technique to 

characterise matrix isolated species is infra red (ir ) 

vibrational spectroscopy.(^5) This is employed in this 

work and has been considered in detail in Chapter 2. 

However we will consider briefly the results obtainable. 

Because the rotational features in the spectrum have been 

removed, no moment of inertia data is directly available. 

The other side of the coin is that the transitions are 

sharp (~ Icm"! fwhm) and therefore isotopic data can be 

resolved and used to generate a force field which in turn 

can lead to structural information. 

Raman vibrational spectroscopy ('+̂ ) allows one to measure 

the Raman active fundamentals. This may confirm whether 

the molecule has an inversion centre and is especially 
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valuable when only limited isotope data (eg fluorine 

compounds) is available from the corresponding matrix ir 

experiments. Raman matrix experiments are generally harder 

to carry out than their ir counter parts because of the 

inherent weakness of the Raman effect and the problem of 

scattering by the matrices. The resolution is usually 

lower because larger slit widths are required due to the 

weakness of the signal. The introduction of tunable lasers 

and fibre optics will ease these problems, but matrix Raman 

will probably never be as routine as matrix ir. A further 

point to note is that the concentration of the species of 

interest in the matrix is conventionally an order of 

magnitude higher in the Raman experiments than the ir, so 

confusion may arise over the assignment of monomeric and 

polymeric features between the two experiments. 

Uv-Vis spectroscopy^) can be used to identify the 

electronic transitions in the isolated species, but because 

of the broadness of the bands it is not a very good way of 

characterising unknown species. This can be surmounted 

by more accurate M0-calculations(47). However, when the 

experiments are carried out in conjunction with mass 

spectrometry and matrix ir(^7) the features can be assigned 

and the vibrational progressions may give an indication of 

the value of the symmetric stretching fundamentals. 

The use of magnetic circular dichroism ( M C D ) ( 4 9 ) and 

magnetic linear dichroism ( M L D ) ( 5 0 ) can ease the problems 

of broad featureless absorption bands. In MCD one records 

the difference in absorbance of light circularly polarised 

in the left and right directions in the presence of a 

magnetic field, whereas with I'dLD it is light polarised 

parallel and perpendicularly that is resolved. Therefore 

it is much easier to detect the presence of overlapping 

bands and their centres. 
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Matrix photoacoustic(5l) spectroscopy can be used to 

interrogate the non-radiative release of electronic 

exitation energy and this is particularly advantageous for 

the study of non-luminescent polyaromatics. 

Electron spin or electron paramagnetic resonance (esr or 

epr) is a very sensitive technique for detecting low 

concentrations of species containing unpaired electrons. 

These species can range from organic radicals to 

paramagnetic metal complexes. Although the technique is 

limited by its very nature, it has proved very useful in 

characterising high temperature s p e c i e s ( 5 2 ) . The 

interaction of the unpaired electron with the nuclear spin 

of an atom with which it is associated leads to the 

hyperfine coupling(A). From this it is possible to 

identify which atoms the unpaired electron is associated 

with, and hence gives an indication of the atoms in the 

species of interest. The value of A can also give 

information about spin densities and thus bonding 

properties. The principal information from esr/epr 

experiments is the value of the g tensor. Because this is 

orientation dependent and the trapped species cannot 

rotate, information about the orientation of the species in 

the matrix can thus be obtained. If the molecules are 

randomly orientated then there will be no change in the 

relative intensities of g^, g or g^ on rotating the 

sapphire or copper cold support. However if they are 

orientated then the relative intensities will vary. 

The magnetic resonance technique used most widely in the 

liquid and solid state, namely nuclear magnetic resonance 

(nmr) has much less applicability to matrix isolated 

species. Indeed there are only two published reports of 

work involving matrix nmr, one using natural abundance 

1 n m r of matrix isolated ethylene(53) and the other a 

proton nmr spectrum of HCl monomers and dimers(54). 



3 3 7 

Mossbauer spectroscopy(^^) of matrix isolated species can 

yield information on their oxidation state, co-ordination 

number and the symmetry of the environment of the Mossbauer 

active nuclei. This information is available from the 

isomer shift, the electric quadrupole interactions and 

magnetic interactions. 

Whenever one carries out matrix isolation experiments, the 

dichotomy of having enough sample to detect above the 

background yet it being sufficiently well isolated has to 

be faced. Under "normal" laboratory conditions this 

precludes the use of some methods, however with the advent 

of synchrotron storage rings several, including UVPES and 

EXAFS have become possible. 

The u v p e s ( 5 6 ) experiments allow one to probe the bonding 

and electronic parameters in the species of interest in 

molecular orbital terms in a similar manner to gas phase 

PES. 

Extended x-ray absorption fine structure (EXAFS) 

spectroscopy is a powerful way of investigating the local 

environment of a particular atom by studying either its K 

or L absorption edges. Thus in matrix isolation work this 

should allow the determination of bond lengths and angles 

directly, rather than via calculations and assumptions. 

Presently, it is used predominantly to study small metal 

clusters(57) and rare g a s e s ( 5 8 ) although it is proposed to 

use it for the characterisation of high temperature 

inorganic species and in particular to try and resolve the 

problems over whether dihalides and dioxides are linear or 

bent.(59) 

Although the rare gases themselves have been studied by 

x-ray diffraction at low temperatures it is only a recent 

suggestion(59) to study matrix isolated species by x-ray 

and neutron diffraction. 
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Knozinger et al (GO) also suggest that inelastic neutron 

scattering could be used to gain valuable information on 

the low frequency vibrational modes that are either beyond 

the range of ir and Raman instruments, or, more importantly 

are non-active. 

Another recent development is the use of spatially resolved 

matrix isolation (̂  ̂ ) which utilises a photodiode array as 

a detector. Therefore it is possible to observe the 

effects of photolysis by only irradiating a small part of 

the matrix. At present it is limited to visible 

spectroscopy but one anticipates its rapid expansion into 

other spectral regions. 

The identity of the trapped species usually has to be 

inferred from the spectroscopic data achieved by the above 

techniques. If however the species in the matrix can be 

characterised mass spectrometrically, then the spectral 

intepretation will be more accurate. There are essentially 

two ways of carrying this out: 

a) the species can be sampled prior to or during 

deposition or boil off, 

b) they can be sampled directly from the matrix 

environment. 

We presently use a variation of the first method, where the 

sampling is carried out on two different instruments but 

there is a minimum of contamination. It is planned(^2) in 

the near future to construct a combined matrix ir, mass 

spectrometry system to sample the molecular beam by both 

techniques simultaneously. 

The second method makes use of secondary ion mass 

spectrometry (SIMS). A beam of energetic primary ions 

strikes the matrix and sputters and ionises the solid 
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particles off the surface. It can also be used for depth 

profiling of the matrix. The only apparent report of 

this(G3) is a SIMS study of a propane:argon 1:150 matrix at 

lOK. 
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APPENDIX B 

EXAMPLE CONSTRUCTION OF G MATRIX AND F MATRIX 
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In Chapter 3 it was shown how F and G matrices are used in 

the analysis of data from vibrational spectroscopy. In 

this Appendix the "mechanics" of their derivation will be 

outlined in order to illuminate the principles in Chapter 

3. The example, as previously will be the bent XY^ 

molecule as defined in Figure 1. Recalling equations 37 

and 39 in Chapter 3 we can see that 

G = B M~1 B 

and R = BX 

Therefore in order to calculate B we need to know how the 

cartesian displacement co-ordinates (Figure 1(b)) are 

transformed into internal co-ordinate displacements (Figure 

1(a)). That is we need to express Ar^, Ar^ and Aa in terms 

of Ax^, AXg, Az^ etc. In this example we do not need to 

consider Ay^ as any displacement in this direction is 

perpendicular to the internal co-ordinates, and will hence 

not result in any change of them. 

The method employed in this thesis is illustrated in Fig 

1(b) where the effect of Ax ̂  is shown upon Ar^. In this 

case Ar^ = - Ax^ sin (a/g)- If this procedure is applied 

to all the internal co-ordinates then the following 

result. 

Ar̂  = - Ax̂  sina/g - Aẑ  cosa/g + AXg sina/g + Aẑ  cosa/g 

Ar̂  = - A X g sina/g + A z ^ cosa/g + A x ^ s i n a / ^ - A z g cosa/g 

AXj^ cosa/g + AZj^ sina/g + A x ^ cosa/g + A z g s i n a / g 
Act = -

ri ^2 ^2 
Ax„ cosa/„ + Ax„ cosa/„ - Az „ sina/, - Az, sina/. 

^2 ?! ^2 

H a v i n g c a l c u l a t e d t h e e l e m e n t s o f t h e B m a t r i x w e a r e n o w 

i n a p o s i t i o n t o c a l c u l a t e t h e G m a t r i x u s i n g 
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(XI 

l a ) INTERNAL CO-ORDINATES 

(b l CARTESIAN DISPLACEMENT CO-ORDINATES 

F I G . 1 DEFINITIONS O F C O - O R D I N A T E S U S E D IN T H E F G A N A L Y S I S 
OF X Y z M O L E C U L E S 
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G = B M~1 B 

this however is more conveniently done by constructing 

column matrices and using equation 40 

3N 
Gtt' = ( /n.) Bti 

1=1 1 

This can be done for both the C case (Y^ ^ Y^) and the Cg 

case (Y, Y,). In the former case the column matrices are 

made up of the cartesian displacements of Ar^, Ar^ and Aa, 

whereas in the latter the column matrices are comprised of 

the cartesian displacements for the symmetry co-ordinates. 

We shall consider the case for the C fY^ - X - Yg, molecule 

first and then use the symmetry co-ordinates available to 

simplify the calculations. The G matrix elements for C 

can obviously be used for the Cg^species but not vice 

versa. 

Ad 

AX 

A Z 

A X , 

A Z , 

A X . 

A Z 

- sina/g 

- cosa/g 

sina/g 

cosa/. 

-sina/, 

cos a/g 

sina/2 

-cos a/, 

(cosa/gj/r 1 

(sina/g)/^^ 

cos a/2 + cos a/ 

sina/2 " sina/2 

1 ^ 2 

(cosa/gi/rg 

(sina/2)r"2 
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The individual G matrix elements are then defined as: 

^ (sin^a/g + cos^a/g) + (sin^a/g + cosZa/g) 

Ggg = (sin^a/g + cos^a/^) + (sin^a/^ + cos^a/g) 

"Yi "y2 
Gg g = (cos^a/2 + sin^a/g) + (cos^a/^ + sin^a/g) 

/ 2 / \ 2 
/ l-cosa/2 cosa/g) l-sina/g sina/g 

+ I j + 1 + j 
\( fi rz ) ( ^2 

^ ( 1 1 2cosa + + p < + — 
y 2. -p ^ ^ / y* 2 y 2. T T 
^1 ^2 1^1 ^2 ^1^2 

^12 " ^21 = W (cos2a/2 - sinZa/g) 

M COS a 
X 

% S i n a 

Gi3 = G31 = 

s i n a 
^23 = G32 = 

2̂ 
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G = 

"x + "Y, 

W cosa 

•y s i na 
X 

W cosa 

"x + V-

W Sina 

W s i n a 

W s i n a 

1 + 1 - 2cosa 

f l ^2' 

"y. "Ya + + 

r, r 1-̂  2 

if r^ = T^ then the G matrix is given by; 

G = W cosa 

S i n a 

W cosa 

- n s i n a 

s i n a 

y sinot 
X 

* ^y2 
( 1 - c o s a ) + 

If the molecule possess symmetry then r^ = r^ and 

y^ = y^ and we can make use of the symmetry co-ordinates 

to simplify the problem. The symmetrised F and G matrices 

are denoted as F and G —s —s 

/2 
(Ar^ + Arg) 

8% = Aa 

/2 
(Ar^ - Arg) 
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Si S2 S3 

Ax^ -sina/g ( - c o s a / 2 ) / r - s i n a / 2 

Az ^ -cosa/g (sina/2 - c o s a/2 

AX^ 0 0 2 s i n a / 2 

AZg 2 c o s a / 2 ( - 2 s i n a / 2 ) / r 0 

AX3 s i n a / 2 (cosa/g)/? - s i n a / 2 

AZ3 - c o s a / g (sina/gi/r c o s a / 2 

The individual G_ matrix elements are constructed as before 

to give: 

^ ̂  = — [M (sin^a/^ + GOS^a/^) + w 4003^0/2 
2 

+ (i (sin^a/ + cos^a/ )j 

w + M^(l + cos a) 

'22 

2w + 2% 
— [1 - cos a) 

' 3 3 ]i + n (1 - cosa) 
Y ^ 

1 ( 2y 

12 
/2 ( r 

4w_ 

^ (sina/, cosa/g - sina/? cosa/?) 

cosa/, sina/. 

- / 2 W sina = G 21 
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G^3 = — [Wy (sin^a/g + cosZa/g) -My (sin^a/^ + cos^a/^)] 

= 0 = G 
3 1 

Ggg = — [y (sina/g cosa/g - sina/g cosa/g) 
2 

+ (-cosa/g sina/g + sina/g cosa/g)] 

= 0 
' 3 2 

G z 
—s 

Wy+W^ (l+cosa) — ^ 

/2 
H sina + (I-Gosa) 

0 

p +p ( 1 - c o s a ) 
y X 

In this format we can see how the original 3 x 3 G matrix 

in C symmetry has been reduced to a 2 x 2 and a 1 x 1 

matrix for symmetry. 

In order to carry out a Wilson FG analysis we need to 

define the F matrices for each case. For the C examples 

this is relatively straight forward and they are given 

below as quoted in Chapter 3. 

(for r2 * T^) 
'^1^2 

r fr a 
1 1 

(for r^ = r^) 
rr 

rf 
rot 

r f a 

r fr 
2 2 

rr 

rf ra 

2 ^2 

r r f 
1 2 

rfro 

a 

rf r a 

f a 
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for the C case we need to use the same U matrix that 
Z V — 

gives G = U G U and F = U F U 

F = UFU 
s 

U = 

1//2 

1//2 

1//2 

0 

-1//, 

u 

F — 
s 

fr + frr r/2f 
ra 

r/2f 
ra 

0 

.2f 

0 

0 

f - f 
r rr 
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APPENDIX C 

DERIVATION OF THE F AND G MATRICES FOR THE TORSIONAL MODES 

IN BORIC ACID 
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In Chapter 6 use was made of F and G matrices to confirm 

the torsional frequency assignments in boric acid. The 

derivation of these is presented in this Appendix. 

If we define the general case as illustrated in Figure 1 

then the torsional angle t = ij)̂  + (p̂  

and AT = A<j)̂  + ACJ)̂  

Therefore we need to determine the effect on x of the 

displacements in the x and z directions of the atoms A, B, 

C and D. The displacements in the y direction do not need 

to be considered because they are perpendicular to the 

torsion angles and will thus not result in any change in 

this internal co-ordinate. 

For the case of the terminal atoms A and D determining the 

effect of the cartesian displacements on A(j)ĵ  and A (fig is 

relatively simple and by using the methods outlined in the 

previous appendix we can arrive at 

z sin*T X cos 
A*^ = - {— + — -

asin 8 asin B 

and A(p2 
Zg sin*2 Xg cos (p̂  

csina csxn a 

The case for the central atoms B and C is more complicated 

but by careful application of the procedures outlined one 

can arrive at 

z sin*, (b - acosg) + x cos(j), (b - acos g) 
A<(,̂  = —2 £ 

absing 

Zg sin*^ + x^ cos$^ 

btanB 
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Z , Y 

FIG.1 DEFINITION OF CO-ORDINATES USED IN THE ANALYSIS OF 
TORSION MODES 



3 5 9 

,b - ccosa) (z sin<j)„ - x cosw^ 

csina 

Zg sin*2 ~ Xg cos$2 + 

b tana 

Therefore the total A^'s are given by. 

(z^ sin(j)̂  + X cos*^) b - acosB 
A(j), = - + (z„sin4),+ Xq cos$^ 

asing absing ^ ^ 

sin^^ + x^ cos4) 

b tang 

Zg sin*2 - cos^2 b - ccosa 
A4>2 = - ( } + fz^sin^g- cos4,2) 

csina bcsina ' 

Zg sin*2 - Xg cos*2 

btana 

Therefore Ax is expressed as 

A ̂  ̂  + A (J) 2 

X cos4),-z sin(j)̂  b-acosg 
= - + [z sin*, + X cos*.] 

asing absing 

ẑ sin(j)̂ +x̂ cos(j)̂  XQCOS*2 " z^^in^g + + 

btang csina 

z„sin<j)„-x cos(j)„ b-ccosa 
, jzD ^ , / • \ 
+ + (ZgSin*2 ~ x^^os^g) 

btana bcsina 

This then is the general equation for expressing Ax in 

terms of the displacements of the atoms. For boric acid 

however it can be simplified because both <j)̂  and are 
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90° as a result of the molecule being planar. Hence all 

the COS*! and cos^g terms are zero and Ax now becomes, 

- z 
AT = 

A 

a s m 
+ z 

B) 

b-acosI 

a b s i n g 
+ 

D 

b t a n I c s x n a 

!

b - C G O s a , 

Jz^ 
b c s i n a 1 

'B 

This is now the general expression for a torsion mode in a 

planar molecule. It will be noticed that all the x 

displacement components have been removed and this is 

because these can now be regarded as perpendicular to At. 

If we define boric acid as in Figure 2, we can see that 

there are in fact three torsion modes Ax^, Ax^ and Ax ̂  and 

by comparison with the definitions given earlier one can 

see that 

A B C D a b a b c 

Ax^ 1 4 7 6 a g d r r 

Lx 2 2 5 7 4 a g d r r 

AXG 3 6 7 5 a g d r r 

and 

Ax. 
- z • b-acos I 

+ z . 
asing btana 

b-ccosa 
+ z. 

bcsina c s x n a 

absing } btanj 



w 

FIG.2 DEFINITION OF BORIC ACID USED IN THE FG ANALYSIS OF THE TORSION MODE 
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Ax^ = + 
asing btana 

+ z, 
b-acos 

absin i btang 

+ z. 
b-ccosa 

bcsina csina 

Ax, 
- z, + z. 

asing btana 

,b-acos 
+ z, 

'/5| 

absini btanf 

+ z. 
b-ccosai - z. 

b.csina; csina 

If the molecule possesses syraetry, eg H3BO3, then 

symmetry co-ordinates can be used, but if the point group 

is C , eg H^DBO^ then these cannot be employed and the Ax's 

have to be used. The symmetry co-ordinates can be derived 

in the usual way and are of the form. 

/rd 

/3 
(Ax^ + Ax 2 + Axg) A" 

S, = 

/ rd 

/2 

/ rd 

/ 5 

(Ax^ - AXg) 

(2Ax Ax Ax?) 

E" 

Although the purpose of calculating the Ax's for boric 

acid was to carry out calculations for isotopically 

enriched molecules, the G matrix elements were calculated 

for the species so that they could be compared with 

Cyvin's(l), and hence provide a check on our calculations. 
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In tabular form the symmetry co-ordinates are: 

/rdS. 
/•yfs 

/r^S 3/^6 

•1/asing -1/asing l/asinB 

-l/asing l/asinj 1/asinI 

-l/asing -2/asin g 

f b-acosg ] 
absing btana 

-l/csina 

rb-acosg\I 1 
"absing ^ btana 
+l/csina 

(l/csina)- ( b-acosgj 1 1 
absing btana 

+l/btan. 
absxn 
l/csina 

b-acosgI 1 
• absing btar 

- 2 _/b-acos 
csina ^absing btana 1 

b-acos I 
• + : 

absing btana 
-1/csing 

-l/csina rb-acos 
) ^absing btana 

+ l/csina 

3 fb-ccosg 1 
'-bcsina btang 

G12 = Si X 8% etc 

'11 

3 p 
H 

a^sin^I 
+ 3 p 

b-acos I 

0 
absing btana csina 

b-ccosa 
+ I 4" 

bcsina btang 

This can be simplified because a = O-B-0 = 120° and a = d 

and b = c = r 
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d^sin^B i dsing 

dsin^ 0 r dsxn 

+ — ]i [/3 + cotgj 

p Pq 11 2cos3 1 
. . G,, = rd I + < — - + — 

d^ sin^g sin^g ^ d^ rd 

r Wo (r d) 
->• G22 - — + <— - 2cosg + —> 

d sin^e sin^g (d r) 

G33 ^22 

G.. = 0 where i+j 
1 3 

the fact that G^g = G^^ and G^^ = 0 implies that we have 

carried out the calculations correctly but the further 

check is by comparison with those of Cyvin(l) et al. 

The corresponding G matrix element to our G ̂  ̂  in Cyvin's 

paper is G^^ and this is expressed as: 

3D 2 RW 
G55 = — (/3 + cotB] pg + 

R D sin^B 

w ( R D 2D 
+ — + — sinB (/3 cosB + sinB ) 

sin^B / D R R 

- 2 [cosB + /3sinBj 

where D = d, R = r and B = 
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from inspection of the and terms it is clear that the 

two are identical, it therefore only remains to check the 

Uq term. 

=11 = + T'ha + F "o [§ sine - - /3}' 

d / r^ 2rcos3 Irjs 
= — 5 — - - + COtZg 

r ( d^ sin^g dsin^g dsing 

+ 2/Scot3 + 3I 

(r dcos^g 
<— - 2cos6 - 2/3sinB + 

sin^g(d 

2d 3d 1 
+ — /3 cosg sing + — sin^ 

r r 

Pg ( r 2d/3 
— - 2(cosg + /3 sing) + cosg sini 

sin^g ( d 

d 

+ — (cosZg + 3sin2gj 
r 

Pq ^ r 2d/3 

sin^g ( d 

d 2d 
+ — + — sin2 

r r 

Pq ( r d 2d 

- 2(cosg + /3sing) + cosg sini 

— + — + — sing(/3cosg + sin g) 
sin^g ( d r r 

- 2 (cosg + /3 sing)| 

and the Pq terms are now also shown to be equivalent. 
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By a similar approach it has been shown that our is 

equivalent to Cyvins G ̂  g , ^ . 

Having confirmed that the G matrix elements were the 

same as those derived by Cyvin, those for the C species 

were then calculated using 

3N 
Gtt' = % . 

1=1 

and are given as 

^Hj ( r-dcos g ^ ^ 
y 1 I + y. 11 ' Mn \ ( ' Pn 

d^sin^g 4 / rdsing r/3) 6 3r^ 

+ (/3 + cotgj 
r^ 

°22 = + Wo + "0 — ^ 
d^sin^B 5 (rdsinB r/3; *+ 3r^ 

[/3 + cotgjZ 
r2 

4 
G33 = T^-- + ^0 + Wo + 

d^sin^S 6 f rdsing r/3 ) 5 3r^ 

(/3 + cotg]2 
j-2 

fr-dcosg 1 W - 2 ) u 2 
^19 ~ Vn I ~ I 1 [ — (/3 + cotgl = G,, 

^ ( rdsing r/3 ; (r/3) r^ 

( r-dcos g 1 \ I -2 \ \i 2 
G. g = Mp) } - [ I [ + [/3 + cotg) = Go, 

°6 rdsing r/3) r/3) r2 
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/ r-dcos g 1 W -2 i y 2 
^23 = I : I — I + "7 + cote] = G32 

5 ( rdsing r/3; ( r/3 2 

where p is the reciprocal mass and the labels are as in 

Figure 2. 

In order that the force constants for both the C a n d C 
jh s 

species are in the same units, these 2 matrix elements need 

to be multiplied by rd. These are shown below. 

1 - Ayjj + Bpq + Cpg + DPQ 
1 4 6 

G22 - + Cwg + Dwg^ 

G33 - + CWg + D^o 

^ 1 2 ^ 2 1 ^^0^ 

G^3 Cpg + Euq 
6 

^23 "̂ 32 
5 

where A = (—) cosec^i 
d 

B = (—) cosec^g - 2cosecg (cotg + ) + 
d /3 

— (cotg + l//3)2 
r 

C = (—) [/3 + cotgjZ 
r 

D = i d 
3 r 

E = -— [(cotg + I//3) (—] - cosecg] 
/3 r 
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The F matrix for the species is given by Cyvin(l) as 

F +2F 
T TT 

F - F 
T TT 

0 

0 

F - F 
T TT 

whilst that for the species is simply 

TT TT 

F = 
T T T T 

T T TT 
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APPENDIX D 

METHOD OF SOLVING CUBIC SECULAR DETERMINANTS 
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1. INTRODUCTION 

From the previous appendix we can see that the secular 

determinant for the ir active torsion mode is a one line 

equation for the species whereas it is cubic for the 

isotopically enriched C species. Therefore from the H^BOg 

and DgBOg frequencies a value of + 2F ) can be 

obtained but information as to the magnitude of F or F 
T TT 

can only be obtained by solving the cubic determinant of 

the isotopically mixed species. 

Although it is possible to solve cubic equations 

analytically a different approach was adopted in the study 

of the vibrational modes of boric acid. This was 

principally because of the problem of defining the torsion 

mode and the isotopic data satisfactorily in the SOTONVIBP 

program. The method used swept through the frequency range 

desired and located the roots of the cubic determinant for 

inputted values of the force constants, bond lengths, 

angles, masses etc. 

The program 'TORSION' works by first calculating 

(F + 2F 1 for the C,, A" mode. If we use the assumption 
^ T TT 3h 

that this is uncoupled from the other A" mode (BOg out of 

plane bend) then this calculation is expressed as a one 

line equation thus: 

G.u (F + ) = X X = (v/l302.83)2 
A ^ T TT^ 

In order to get the values of F and F from the 
TT T 

isotopically mixed species the value of F was varied in a 
TT 

loop. Within this loop the masses of the isotopomers were 

read in and the G matrix values calculated. In order to 

obtain the roots of |FG-EX the value of X was varied in a 

loop and its value recorded when the determinant equalled 

zero. Having found all the roots for a particular 

isotopomer their intensities were calculated as described 

in Chapter 6 and the set of masses for the next isotopomer 
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were then read in and the sequence repeated. Once all the 

isotopomers had been considered the value of F was 
T T 

incremented and the process repeated. 

Although this can be a lengthy procedure it does enable one 

to see where the solution lies if it is not exact. 

This procedure was also used for the 0-H stretches in boric 

acid using for the E' 0-H stretch in the 

case. The calculated frequencies were identical to those 

produced by SOTONVIBP using the same force constants. 

The remainder of this appendix consists of a flow diagram 

for the program 'TORSION', together with its listing in BBC 

BASIC and a representative section of the output in the 

region of the solution. 
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DIMENSION ARRAYS & SET FORMAT TO 2 DECIMAL PLACES 

READ IN STRUCTURAL PARAMETERS 

CALCULATE G MATRIX ELEMENTS FOR Cgh SPECIES 

CALCULATE ZF-q; FOR CghCASE 

OUTPUT F AND Q MATRIX VALUES 

FOR Fir FROM X TO Y 

CALCULATE F i FROM ( F i + 2Fn:) NEXTFu 

FOR N FROM I TO M 

READ IN SET N OF MASSES 
NEXTN 

CALCULATE G MATRIX ELEMENTS FOR Cs SPECIES 

FOR X FROM A TO B WITH INCREMENT C 

CALCULATE FG - EX 
NEXTX 

CALCULATE DETERMINANT OF I F G - E X I 

YES 

STORE VALUE OFX AS ROOT OF IFG - E X I 

= B NO 
— 

YES 

, 
A 

n 

CALCULATE INTENSITIES OF STORED ROOTS 

OUTPUT VALUE OF ROOTS AND THEIR INTENSITIES 

FIG.1 FLOW CHART FOR PROGRAM 'TORSION' 
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10 REM Program to Calculate Frequencies and Intensities of the Torsion Mode of 
20 REM Boric Acid Using Wilson's FG Analysis. 
30 REM Written by NA Young. January 1987 
40 REM 
50 REM Setting up Monitor Colour, No of Decimal Places , Enabling Printer 
60 REM 
70 VDU 19,0,4,0,0,0 
80 VDU 19,1,6,0,0,0 
90 CLS 

100 @%=&20510 
110 VDU2 
120 VDU15 
130 REM 
140 REM Dimensioning Arrays and Inputting Structural Data etc. 
150 REM 
160 PRINT" " 
170 DIM G(3,3I,F(3,3I,FG(3,3I,FFG(3,3),NU(4,3),LA(4,3),I(4,3) 
180 BETA=RAD(131.0):ALPHA=RADI120.I:A=0.95:8=1.362:C=I.362 
190 MU0=1/15.99491:MUB=1/1I.00931:MUH=l/1.007825:MUD=l/2.01410 
200 REM 
210 REM Defining the C3h G matrix elements 
220 REM 
230 AB=(B-(A*COS(BETA)))/(A*B*SIN(BETA)) 
240 BC=1/(B*TAN(ALPHA)) 
250 CD=-1/(C*SIN(ALPHA)) 
260 DE=(B-(C»COS(fiLPHA)))/(B*C*SIN(ALPHA)) 
270 EF=I/IB*TANIBETA)) 
280 GH=((1/A*2I-(2*([0S(BETA)l/(A*B))+(l/B*2l)*(!/((SIN(BETA))*2)I 
290 HI=1/(A''2*(SIN(BETAI''2)I 
300 G5YM=(((AB+B[+CD)"2I*MU0)+I(IDE+EF)*2)*3*MUB) 
310 GSYMD=(GSYM+(MUD*HI))*(A*BI 
320 GSYM=(GSYM+(MUH*HI)I*(A*BI 
330 REM 
340 REM Calculating and Displaying Ft+2Ftt, G matrix elements for C3h species 
350 REM 
360 LA=(513.8/1302.831*2 
370 F=(LA/6SYM) 
380 PRINT" PROGRAM TO CALCULATE ROOTS OF CUBIC FG EQUATIONS BY VARYING THE " 
390 PRINT" TORSIONAL FORCE CONSTANTS FT and FTT " 
400 PRINT" WRITTEN by N.A. Young Jan 87" 
410 PRINT 
420 PRINT 
430 PRINT" 0-H BOND LENGTH B-0 BOND LENGTH B-Q-H ANGLE 0-8-0 ANGLE" 
440 PRINT" ";A;" ";B;" ';BETA*180/PI;" ';ALPHA*180/PI 
450 PRINT 
460 PRINT" ";"G(A 'I H3B03 G(A'') D3B03 G I E " ) H3B03"; " G(E ') D3B03";" FT+2FTT" 
470 PRINT " ";GSYM;" ";GSYMD;" ';<MUH*HII+(MUO(GH);" ';(MUD*HII+(MUO*GHI;' ';F 
480 DT=0 
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490 REM 
500 REM Interaction Force Constant Ftt Increment Loop 
510 REM 
520 PRINT" " 
530 FOR FTT=-0.005 TO -0.004 STEP 0.0001 
540 DT=1 
550 REM 
560 REM Calculating values for Ft and Ftt 
570 REM 
580 FT=F-(2*FTT) 
590 PRINT 
600 PRINT 
610 PRINT" FT";" FTT 
620 PRINT" ";FT;" ";FTT 
630 REM 
640 REM Read in sets of masses 
650 REM 
660 FOR N=l TO 4 
670 DT=1 
680 M=1 
690 READ N,H1,H2,H3 
700 MUH1=I/H1:MUH2=I/H2:MUH3=1/H3 
710 REM 
720 REM Calculate 6 and F matrix values for the Cs species 
730 REM 
740 G(1,II=((IAB+BC)"2)*MU0)+(ICD"2I*MU0)+(((DE+EF)"2I*MUB) 
750 G(2,2)=G(1,1):G(3,3I=G(1,1) 
760 G(1,1I=(G(1,1)+(MUHI/(A"2*(SIN(BETAI"2)III*(A*B) 
770 G(2,2) = (G(2,2I + (MUH2/(A"2*(SINIBETA)''2)II)*(A*BI 
780 G(3,3I=(G(3,3)+IMUH3/(A*2*(SIN(8ETA)"2)I))*IA*B) 
790 G(1,2)=(I((AB+BC)*CD)«MU0I + I((DE+EFI''2I*MUBI)*(AIB) 
800 G(1,3I=G(1,2):G(2,3)=G(1,3I 
810 G(2,1)=G(1,2):G(3,2I=G(2,3):G(3,1)=G(1,3I 
820 F(1,1I=FT:F(2,2I=F(1,1):F(3,3I=F(1,1I 
830 F(1,2)=FTT:F(1,3)=FTT:FI2,1I=FTT:F(2,3I=FTT:F(3,1I=FTT:F(3,2I=FTT 
840 REM 
850 REM Set Matrix FG equal to zero 
860 REM 
870 FOR P=1 TO 3 
880 FOR Q=1 TO 3 
890 FG(P,Q)=0 
900 NEXT Q 
910 NEXT P 
920 REM 
930 REM Calculate FxG 
940 REM 
950 REM MATRIX MULT 
960 FOR P=1 TO 3 
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970 FOR 0=1 TO 3 
980 FOR R=1 TO 3 
990 FG(P,Q)=FG(P,Q)+F(P,R)t5(R,Q) 

1000 NEXT R 
1010 NEXT Q 
1020 NEXT P 
1030 REM 
1040 REM Calculate FG-E.laabda 
1050 REM 
1060 FOR NU=320 TO 600 STEP 0.1 
1070 LAMBDA=INU/1302.831*2 
1080 FFGI1,I)=FG(],1)-LAMBDA 
1090 FFGI2,2)=FG(2,2I-LAMBDA 
1100 FFG(3,3)=FGI3,3I-LAMBDA 
1110 REM 
1120 REM Calculate Determinant of (FG-El) 
1130 REM 
1140 DET=IFFG(1,1)*FFG(2,2)*FFG(3,3))-(FFG(1,1I*FG(3,2I*FG(2,3)) 

+(FG(2,1)*FG(3,2I*FG(1,3I)-(FG(2,1)*FG(1,2I*FFG(3,3I) 
+(FG(3,1I*FG(1,2)IFG(2,3I)-(FG(3,1I*FFG(2,2)*FG(1,3)) 

1150 DET=DET*5E6 
1160 REM 
1170 REM If Determinant equals zero then store root else next lambda 
1180 REM 
1190 IF DT#DET (0.0 THEN 1200 ELSE 1220 
1200 NUIN,M)=NU:LA(N,MI=(NUIN,MI/I302.83I"2 
1210 M=M+1 
1220 DT=DET 
1230 REM 
1240 REM Next frequency value 
1250 REM 
1260 NEXT NU 
1270 M=1 
1280 REM 
1290 REM Calculate the Intensities for the stored roots 
1300 REM 
1310 IF N=1 THEN 1320 ELSE 1330 
1320 IIN,1I=3:G0T0 1420 
1330 IF N=4 THEN 1340 ELSE 1350 
1340 I(N,1)=(3IGSYMD/6SYM): GOTO 1420 
1350 ABC=3/LA 
1360 BCD=IG(1,1I+G(2,2I+G(3,3)+(6*G(1,2I)I/GSYM 
1370 I(N,N)=LA(N,NI*((ABC;LA(N,1)I-BCD)/ILA(N,1)-LA(N,N)) 
1380 I(N,1I=BCD-I(N,NI 

1390 REM 
1400 REM Next set of masses 
1410 REM 
1420 NEXT N 
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1430 RESTORE 
1440 REM 
1450 REM Output Roots and Calculated Intensities for various isotopic enrichements 
1460 REM 
1470 PRINT 
1480 PRINT" ROOTS FOR FT =";FT;" AND FTT= ";FTT;" ARE" 
1490 FOR Y=1 TO 4 
1500 FOR Z=1 TO 3 
1510 IF NUIY,Z)=0.0 THEN PRINT' 
1520 PRINT " ";NU(Y,Z); 
1530 NEXT Z 
1540 IF y=l THEN 1580 ELSE 1550 
1550 IF Y=2 THEN 1590 ELSE 1560 
1560 IF Y=3 THEN 1600 ELSE 1570 
1570 IF Y=4 THEN 1610 ELSE 1620 
1580 PRINT" H3B03":G0T0 1630 
1590 PRINT" H2DB03':G0T0 1630 
1600 PRINT" HD2B03":G0T0 1630 
1610 PRINT" D3B03":G0T0 1630 
1620 PRINT" SOMETHING IS WRONG HERE !!!!":GOTO END 
1630 NEXT Y 
1640 PRINT 
1650 PRINT" INTENSITIES OF THESE ROOTS " 
1660 FOR PGR = 0.0 TO 1.05 STEP 0.1 
1670 PRINT" AT DEUTERIUM ENRICHMENT OF ";PQR*100;"%" 
1680 PRINT 
1690 FOR Y=1 TO 4 
1700 FOR Z=1 TO 3 
1710 IF Y=1 THEN 1750 
1720 IF Y=2 THEN 1760 
1730 IF Y=3 THEN 1770 
1740 IF Y=4 THEN 1780 
1750 PRINT " ";I(Y,ZI*I(1-PQR)"3I;:G0T0 1790 
1760 PRINT " ";[(Y,Z)(3*(I1-PQR)*2)*PQR;:G0T0 1790 
1770 PRINT " ';I(Y,ZI*3*(1-PQR)*IPQR"2);:G0T0 1790 
1780 PRINT " ";I(Y,ZI*(PQR"3I;:G0T0 1790 
1790 NEXT Z 
1800 IF Y=1 THEN 1840 ELSE 1810 
1810 IF Y=2 THEN 1850 ELSE 1820 
1820 IF Y=3 THEN 1860 ELSE 1830 
1830 IF Y=4 THEN 1870 ELSE 1880 
1840 PRINT" H3B03":G0T0 1890 
1850 PRINT" H2DBD3":G0T0 1890 
1860 PRINT" HD2B03':G0T0 1890 
1870 PRINT" D3B03":G0T0 1890 
1880 PRINT" SOMETHING IS WRONG HERE !!!!":GOTO END 
1890 GOTO 1900 
1900 NEXT Y 
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1910 NEXT FOR 
1920 PRINT 
1930 PRINT" THE VALUES OF (FT-FTT)JG(£") FOR " 
1940 PRINT' H3B03 and D3B03 ARE ' 
1950 PRINT" ";SQR((FT-FTT)t{((«UH»HI)+(NU0l6H))l(AIB)))»I302 .a3;"cia-l";" 

';SQR((FT-FTT)*(((MUD*HI)+(MUOIGH)l*(A*B)11*1302.83;"cm-l"; 
1960 PRINT 
1970 PRINT" " 
1980 REM 
1990 REM Next value of Ftt 
2000 REM 
2010 NEXT FTT 
2020 PRINT 
2030 REM 
2040 REM Masses Data Sets 
2050 REM 
2060 DATA 1,1.007825,1.007825,1.007825 
2070 DATA 2,1.007825,1.007825,2.01410 
2080 DATA 3,1.007825,2.01410,2.01410 
2090 DATA 4,2.01410,2.01410,2.01410 
2100 VDU3 
2110 REM 

2120 REM Disable Printer 
2130 REM 
2140 V0U14 
2150 END 
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PROGRAM TO CALCULATE ROOTS OF CUBIC FG EQUATIONS BY VARYING 
TORSIONAL FORCE CONSTANTS FT and FTT 

WRITTEN by N.A. Youna Jan 87 

IMC 

0-H BOND LENGTH 

0.95000 
9-0 BOND LENGTH 

1.36200 
B-O-H ANGLE 

131.00000 
O-B-0 ANGLE 

120.00000 

G ( A ' I H3B03 

2.68588 
G I A ' I D3B03 

1.43808 
GIE''I H3B03 

2.22233 

GIE'-) D3B03 
1.25796 

FT+2FTT 

0.05791 

FT 
0.06491 

FTT 

-0.00350 

ROOTS FOR FT =0.06491 AND FTT= -0.00350 ARE 

513.80004 
408.70002 
390.60002 
376.00001 

0.00000 

541.70002 
434.80003 

0 . 0 0 0 0 0 

0.00000 
577.89998 
561.50000 

0.00000 

H3B03 
H2DB03 
HD2B03 
03B03 

INTENSITIES OF THESE ROOTS 

AT DEUTERIUM ENRICHMENT OF 0.00000% 

3.00000 
0 .00000 

0.00000 
0.00000 

AT DEUTERIUM ENRICHHENl 

0 . 0 0 0 0 0 
0.00000 

0 . 0 0 0 0 0 
0.00000 
OF 10.00000% 

0.00000 

0.00000 
0.00000 

0.00000 

H3B03 
H2DB03 
HD2B03 
D3B03 

2.18700 
0.25664 
0.03828 
0.00161 

0.00000 

0.35946 
0.00000 

0.00000 
AT DEUTERIUM ENRICHMENT OF 20.00000% 

1.53600 
0.40556 
0.13610 
0.01285 

0.00000 
0.56804 
0 .00000 

0 .00000 

AT DEUTERIUM ENRICHMENT OF 30.00000% 

1.02900 
0.46576 
0.26796 
0.04337 

0 .00000 

0.65236 
0 .00000 

0.00000 
AT DEUTERIUM ENRICHMENT OF 40.00000% 

0.64800 
0.45625 
0.40831 
0.10280 

0 .00000 

0.63905 
0.00000 

0 .00000 

0 .00000 

0 .00000 

0.01763 
0.00000 

0 .00000 

0.00000 
0.06270 
0.00000 

0 .00000 
0 .00000 

0.12343 
0 .00000 

0.00000 
0.00000 
0.18809 
0 . 0 0 0 0 0 

H3803 
H2DB03 
HD2B03 
D3B03 

H3803 
H2DB03 
HD2B03 
D3B03 

H3B03 
H2DB03 
HD2B03 
D3B03 

h3B03 
H20B03 
HD2B03 
03803 

AT DEUTERIUM ENRICHMENT OF 50.00000% 

0.37500 
0.39605 

0 .00000 

0.55473 
0.00000 
0 .00000 

H3B03 
H2DB03 



3 8 0 

0.53166 
0.20078 

0.00000 
0.00000 

AT DEUTERIUM ENRICHMENT OF 60.00000% 

0.19200 
0.30417 
0.61247 
0.34695 

0.00000 
0.42603 
0.00000 
0.00000 

AT DEUTERIUM ENRICHMENT OF 70.00000% 

0.08100 
0.19961 
0.62523 
0.55095 

0.00000 
0.27958 
0.00000 

0.00000 
AT DEUTERIUM ENRICHMENT OF 80.00000% 

0.02400 
0.10139 
0.54442 
0.82241 

0 .00000 

0.14201 
0.00000 

0.00000 
AT DEUTERIUM ENRICHMENT OF 90.00000% 

0.00300 
0.02852 
0.34452 
1.17097 

0.00000 
0.03994 
0.00000 
0 . 0 0 0 0 0 

0.24491 
0.00000 

0.00000 
0.00000 

0.28213 
0.00000 

0 .00000 

0 .00000 

0.28801 
0.00000 

0 . 0 0 0 0 0 
0.00000 
0.25079 
0 . 0 0 0 0 0 

0 . 0 0 0 0 0 
0.00000 

0.15670 
0 . 0 0 0 0 0 

AT DEUTERIUM ENRICHMENT OF 100.00000% 

HD2B03 
D3B03 

H3B03 
H2DB03 
HD2B03 
D3B03 

H3B03 
H2DB03 
HD2B03 
D3B03 

H3B03 
H2DB03 
HD2B03 
D3B03 

H3B03 
h2DB03 
H02803 
D3503 

-0.00000 0.00000 V.00000 H38Q3 
0.00000 0.00000 C.00000 H20B03 
-0.00000 0.00000 -0.00000 MD2S03 
1.60627 0.00000 0.00000 D3E03 

THE VALUES OF IFT-F 
H3B03 and 

577.81670cm-l 

)*G(E''I FOR 

D35u3 ARE 
434.72938ca-l 


