THE DEVELOPMENT OF A PROGRAMMABLE WAVE GENERATOR

FOR THE SIMULATION OF SEA STATE

C. D. CHRISTIAN SEPTEMBER 1973



ABSTRACT

FACULTY OF ENGINEERING AND APPLIED SCIENCE
CIVIL ENGINEERING

Doctor of Philosophy

THE DEVELOPMENT OF A PROGRAMMABLE WAVE GENERATOR FOR THE
SIMULATION OF SEA STATE

by Colin Douglas Christian

A programmable wave generator suitable for the modelling of a
variety of sea states was developed and used to simulate prototype

and theoretical wave spectra.

Prototype wave records from different locations were analysed in
order to determine the spectral form for typical coastal conditions.
Different methods were used in certain cases to show how the spectral

shape varied with changes in the computation process.

The wave generator, which was developed, consisted of a piston type
paddle suspended from a carriage running on linear bearings.
Motivation was provided by a double-acting hydraulic ram. A closed
loop control circuit was employed to control the motion of the pa ddle.
A purpose-built punched tape interface, incorporating sequencing logic
and digital-to-analogue conversion, provided the command signal for

the programmed waves.

The command tapes were generated on a digital computer by filtering
random numbers using a fast Fourier transform method. The filter
shape was determined by considering the desired spectral shape and
the paddle amplitude to wave amplitude relationship predicted by

small amplitude theory.

The overall performance of the system was assessed by simulating
the spectra derived from the prototype records and the Moskowitz

spectrum,.
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1. TINTRODUCTION

1.1 The Problem

Increasing activity in the construction of offshore structures
has highlighted the need for a better understanding of sea waves
and their interaction with the structures and enviromment. The use
of analytical methods in determining the response of even simple
structures to periodic waves is not exact. Numerical methods have,
in a number of cases, proved useful, but rarely account for the
non-linear effects so often encountered with the problem. As a
result, the physical model is still a viable design tool to solve
such problems as wave overtopping, breakwater stability and
structural efficiency.

This thesis is concerned with the development of suitable
equipment to provide an economical method of producing a vealistic
model of sea waves. For a number of years, model tests have been
conducted in regular waves produced by the simple harmonic motion
of a wave generator, the height and period of the waves being scaled
values of significant wave height and period. Even to the casual
observer of a stormy sea the lack of uniformity will be evident,
although in some cases (swell, for example), the approximation
may be quite good. Thus, in order to achieve more realistic models,
attention has been focussed upon the use of irregular waves for model
testing. The difference of experimental results conducted in

regular and irregular waves has been demonstrated, amongst others,

by Kraai (1969).



The civil engineer is concerned with coastal waves which may
be loosely defined as waves with periods between thirty seconds and
two seconds occurring in water depths of less than 200 m.

At this stage, it is useful to introduce the concept of a sea

state as a description of wave conditions at a given time and place
and to make use of the power spectral density function or spectrum
as a means of describing the sea state. A coastal sea state may
contain a variety of wave lengths, from shallow water to deep water
waves. This complicates the modelling process and raises
theoretical questions which will be dealt with later.

The problem, then, is to provide a programmable one-dimensional
wave generator capable of producing a realistic sea state model of

coastal waves.

1.2 Description of a '""Sea State"

Before modelling any phenomena it is necessary to assign values
to certain parameters in order to assess the degree of success of
the simulation. In the case of sea waves, these parameters may be,
say, wave height and spectral width. The choice of parameters may
be critical, and in order to achieve a better understanding of
prototype conditions, wave record analysis was studied in detail.

A sea state is characterised by four main physical quantities -
a measure of height, length, direction and time. It is not yet
feasible to resolve wave properties in terms of direction om a routine

basis, and consequently, this thesis assumes that the waves are

uni-directional.



The earliest method of analysing waves consisted of estimating
by eye the wave heights, and timing the passing cresté as a measure
of period. The direction was given approximately (e.g. North-West)
and the length was sometimes estimated, otherwise the period was
taken as a measure of length. With the introduction of wave
recording instruments (such as the Wave Staff) it was possible to
produce a chart record of the waves at a single point. Thus, the
wave heights could be measured directly from the record. However,
this posed problems in interpreting exactly what was meant by
wave height. For example, should the wave height be defined as
the difference in level of a crest and preceding trough, or should
an approach based on zero upcrossings be used? When the wave
heights had been measured, should they be averaged and if so,
should the average be the root mean square value or the average
height of the highest third waves?

The introduction of sophisticated wave recorders and subsequent
use of computer-orientated recording techniques has resulted in the
treatment of the time history of the water surface elevation as a
stochastic process. From this, the concept of describing a sea
state by its power spectral density function developed. The
relationship between the spectral density and wave heights (see
Section 2) is important when relating tests in regular waves and those

in programmed waves.



1.3 The Hardware for Wave Models

Conventionally, there are two approaches to creating a laboratory
sea state which is hydraulically similar to a prototype condition.
The actual mechanism of wave generation may be modelled by the use
of a fan placed above the flume in such a manner as to create an
artificial wind over the water surface. The wave conditions are
thus limited by the fetch length and, since prototype fetches for
fully arisen seas may be of the order of two hundred mautical miles,
any reasonably scaled model will require a very long channel.
Consequently, it is customary to use a mechanical disturbance to
produce a regular wave and use the wind to provide an irregular
motion.

Alternatively, the irregular profile may be produced
entirely by the motion of a mechanical wave generator. The three
basic types of mechanical wave generator in common use are:-

(i) piston or flap
(ii) pneumatic

(iii) plunger.

The principle of operation of these generators is different, but
they all produce waves as a result of a physical disturbance to the
water. Because of its simplicity and common usage, only the first
type will be considered in detail. The velocities induced in the
water as a result of the generating motion haw a theoretical bearing
on the question of similitude.

For the model to accurately predict the performance of the

prototype, the two systems must be hydraulically similar. This implies



(i) geometric similarity, (ii) kinematic similarity and (iii) dynamic
similarity.

Geometric similarity implies that any corresponding physical
dimensions of model and prototype are in a constant ratio.

Streamline patterns and velocity directions should be the same for
kinematic similarity. The third criterion is usually the prime
consideration. Dynamic similarity results if the force

polygons at corresponding points in model and prototype are

similar and in the same ratio. The criterion for dynamic similarity
depends upon the type of forces which exert influence on the system.
It is well known that certain dimensionless numbers must be equal

in model and prototype for dynamic similarity, and that when
attempting to model two or more predominant forces inconsistent
scale factors are obtained from each number. The motion of water
waves are generally assumed to be dominated by gravitational forces
and the Froude Law is the scaling criterion. 1In extreme cases,
other forces may be equally dominant, although in general, the
results of model tests indicated that the choice of the Froude
number is justified. Thus, if the model is to be hydraulically
similar to the prototype, the water surface elevation and velocity
distributions must be consistent with Froude Law scaling.

This requirement has an important bearing on the type of wave generator
used.

From the Airy theory of wave motion, the velocity distributions
vary with wave length and hence, frequency. For waves in deep water
(with respect to length) the motion may be approximated by
circular orbits decreasing in radius rapidly with depth. The motion

~ 5 -



in shallow waters is similar with the orbits being ellipses and
decreasing in magnitude exponentially with depth. In this case,
there is appreciable motion at the bed. It is, therefore, natural
to design a wave generator which imparts this motion to the water
particles, but despite many ingenious attempts, this does not seem
feasible. The nearest approximation to this motion is achieved
by the rigid flap hinged at the bed for long waves, and the piston
type for shallow water waves. A double-acting paddle which may
be capable of both rotational and translationsl motion would
appear to be the best solution to the problem. However, from
Biesel (1951) it may be argued that at a distance of several wave
lengths from the wave generator, the waves lose any abnormal
properties inherited from the generation processes.

Early experiments in the mechanical generation of
water waves made use almost exclusively of simple harmonic wave forms
generated by means of a connecting rod between the paddle and an
eccentric fly wheel on an electric motor.

With the introduction of oil hydraulic control systems, several
wave generators were built to provide irregular waves. The
National Physical Laboratory (see Ewing (1962)) constructed a
harmonic signal generator, which combined 16 sine waves of fixed
frequencies with adjustable amplitude and phase, to control a plunger-
type wave generator. Berg and Traetteberg (1969) describe a piston-
type generator which is controlled by a signal from a magnetic tape
recording. The signal being prepared by electronically filtering

white noise to produce the desired spectrum. A double-acting flap



is described by D'Angremond and van Oorschot (1969), the rotational
and translational motions being controlled by separate
servocontrol mechanisms. The control signal was produced
either by filtering white noise or from actual wave records by
means of punch tape. A fan was also provided to generate wind waves
simultaneously with the irregular waves. The Hydraulics Research
Station, Wallingford, (see Annual Report 1971) have been using a
plane~-faced wedge which slides up and down a slope. A special digital
synthesiser has been built to produce an irregular wave train and
is described by Thompson and Shuttler (1972). Several similar systems
have been developed in the United States, notably at the
Massachusetts Institute of Technology (see Ippen and Eagleson 1964)
although the trend there is to use large flumes with wind-generated
waves.

All the methods mentioned have advantages and disadvantages,
but all have been shown to produce realistic waves in the laboratory.
The wave generator described in this thesis is an attempt to provide
a simple, low-cost method of modelling sea state and to provide a

versatile research tool.



2. ANALYSIS OF WAVE RECORDS

2.1 1Introduction

Before building models or performing any design calculations
it is necessary to be able to quantify the particular phenomena.
During the 19th Century, the analysis of waves in a fluid such as
water was primarily concerned with obtaining analytic solutions in
classical hydrodynamic terms. It was thought that the randomness of
the real sea state was beyond analytical description so that average
values were assigned to wave heights, wave lengths, etc. and the
classical laws applied to these. It is interesting to note that
the theory of Fourieranalysis existed but recording instruments were
not sophisticated enough to make this a useful approach.

The interest in the statistical breakdown of waves was
accelerated during the Second World War. Sverdrup and Monk (1947)
introduced another average, the average of the third highest waves
which was known as the significant wave height, and is still the
most common method of describing a sea state. Rice (1944) in a
series of papers on the analysis of random noise in communications
developed a stochastic model of a time series with which he investigated
the relation between power spectral density and the statistics of
the noise.

Longuet-Higgins (1952) and Cartwright (1958) extended the work
of Rice and presented it in terms of a wave record, enabling the
averaged quantities of wave height to be related to the spectrum.

Meanwhile, Deacon (1949), Klebba (1946), Birkhoff and Kotik (1952)



and Pierson and Marks (1952) had been measuring power spectra
for various wave records. Following the realisation that the sea
state could be described by the power spectral density function,
attempts were made to determine a theoretical form for this.
Before considering the spectral and statistical analysis
of it, it is pertinent to examine the average wave heights and
periods mentioned so far. 1If the section of record shown in Fig. 2.1
is taken as an example, the definition of a wave may be approached
from either the crest-to-trough method or the zero upcross method.
The former was used for visual observation and a wave is
defined as the time history between two successive maxima. Associated
with this is the apparent period :% and a wave height which is
defined as either the average of the difference in elevation

*
of the trough and the two maxima H  or as the difference in

elevation between the trough and the preceding crest Q depending
on the reference consulted. This method is illustrated in Fig. 2.1
showing six crest-to-trough waves. The zero upcross method defines
a wave as the time history between two successive zero upcrossings,
associated with this is the zero crossing period ~Yz and a wave
height which is the difference in elevation between the maximum and
minimum of that wave. Fig. 2.1 shows examples of zero upcross waves,
noting that in this case there are only four waves. The zero
crossing approach to defining waves has many advantages over the
crest~to-trough method especially when used with modern wave

recorders., Since significant wave heights may be measured using

both methods, care should be taken to avoid ambiguity, especially



when dealing with old records or papers. A further parameter
which is often used is the significant wave period, this being
defined as the wave period associated with the significant wave
height. However, this parameter should be treated cautiously since

it is not statistically well-founded.

2.2 Theory of Spectral Analysis

The essence of the spectral analysis of sea waves is to treat
the time history of the water surface elevation as asimple time series
making only basic assumptions about its nature in order to analyse it.
However, it is necessary to consider the general classification
of any time series or stochastic process before treating specific
wave records.

Time series in general may be subdivided into deterministic
or random data. Deterministic data is that which has a specific
value at a given time, the value being determined from a
mathematical relationship. Deterministic data may be subdivided into
periodic and non-periodic. Periodic data may be represented, for
example, by finite Fourier expressions. Non-periodic data comprises
such classes as almost-periodic and trandent data.

Random data may also be subdivided, and the subdivision into
which specific time histories fall determines to a large extent
the ease with which they may be analysed. The two important
properties wutilised in this classification are stationarity and
ergodicity. Stationarity implies that the time series possess

properties which are invariant with respect to time. Ergodicity
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implies stationarity together with properties which are

independent of which sample is selected for amnalysis. This fact
that the time history of the water surface elevation is assumed to
be an ergodic stochastic process is important since it implies that
the time averaged properties of the process are equal to the corres-
ponding ensemble averages, and it is for this reason that the
properties of stationary random processes may be measured properly
from a single time history observed at a single point.

To illustrate this, consider a large number of time histories of
water surface elevation taken at single points., If the fh
time history is denoted by ?Kﬁ) then the collection Qﬁ@, ?Jf} ....... ?“d}
is known as the 'ensemble' of time histories of the water surface
elevation. At a fixed time b= t , then the wvalues Q%(t)
have the probability distribution & E?{h3 . If the time axis may
be shifted without the probability distribution changing from
then the process is said to be stationary since the property is
independent of . Ideally, an infinite number of infinitely long
records should be considered in the ensemble. The process is said
to be 'ergodic' if for each record the probability distribution is
equal to F{de} . This statement implies the equivalence of time
averages and ensemble averages.

In practice, in order that the water surface elevation may be
regarded as ergodic, it is necessary to restrict the ensemble to a local
area (a sheltered inlet will not be in the same ensemble as the open
sea) and to relatively short time histories since obviously the sea

state changes from day to day. 1In fact, both these restrictions



are viable since it is only necessary to make wave records of
15 - 20 minutes duration.

Much of the spectral analysis approach to the description of
time histories is based upon the Fourier transform Fé{‘} of a
time function ](f\k) . When dealing with these transforms
caution is needed because there may be discrepancies between
various texts over factors of 27 and the sign of the exponential.

The form of Fourier transform used in this case is:

f s o
FG} =j 1) eacp-32ms ) df (2.1)
(W ; /o (RN 1 )
f6) - | Fll)em o (32w it) db (2.2)
j—«w

Much useful information may be gained by considering the complex

expansions of the above equations.

7 / . T 3(‘/ Ay [E T
F= B3 RE o= 1w~ 34
" .
/0y /1 / \
Y'{ij' j b(ﬁbc(»glﬂ“g% + %éﬁ}s}r\l’ﬁ”gl dt
e oo (2.3)

(
o r . .}l
“H B‘(%}szw%t—%g <03{Zﬂ'2§fj dt

— 00
{ 1 r P ; 0]
iyé:%;; = %%‘ g;; i}agﬁlﬁg‘;”“‘ ‘;\'é‘%\:éif‘:\ﬁ%_gj Cé‘%
fal - (2.4)
. 4 . j {
*zj EFQ}S'H\Q?@%+ b, casl’ﬁ‘%j d3
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Of particular interest is the case of the real time function,

from 2.4 it is obvious that for §J}}::o
(,DO

Lfﬂ@} sin l’ﬁct * Fq_@[kos Zﬁ}r@ :,(é, must be zero and since sine ?Jv%f

is an odd function and cos 2&?%% an even function, then Fié):?é:%}
?g%}z - zéﬁ%é . So for a real function Ff:%E“ ﬁﬁé}
where gﬁéi is the complex conjugate of Fi%?.
This result is very important in both analysis and synthesis of
wave records.
F(}} can also be expressed as %(£32}¢6}where Rié)
is the Fourier spectrum of }%; and ¢f§} its phase angle.
Now the energy spectrum of é&} is Qmiéé. This last fact is

a consequence of Parseval's theorum.
! s ! ! : 2 3 OHIN
el at- RO A (2.5)

The left-hand of the above equation is proportional to the

total energy in the process. Also of significance is the result of the

convolution theorum.

f Belt-2d7 = F(). 20
%:‘z __{{;j\w . .
If EL}-§V) the convolution theorum may be written as
507 v (7 \ %
HDAE - dT«— F(E) (2.6)
J

Equations 2.5 and 2.6 prompt the introduction of the Power
Spectral Density Function (PSD function) and a discussion of its

physical meaning and mathematical derivation. The PSD function,
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otherwise known as the "spectrum", "power spectrum" or "energy
spectrum", is defined as the amount of statistical variance per
increment of frequency. Thus, the area under the power spectral
density function is proportional to the total energy of the
phenomena.

Now consider the energy in a wave as defined by Airy theory

2

as being equal to/ﬂa}fizé for unit width of crest per wave, Thus,
for unit surface area this is/ﬂf§g?8 or f”ﬂﬁx for the assumed

Z.
sine wave component. Now O 1is the time averaged mean square of

L
the zero mean process 3&3}
2

Lo
ot - i ’?j 20 At (2.7)
.‘!}!Z

Now if we define a PSD ék%} such that

o = jﬂC§§)A

=)

(2.8)

[ e

7y
ifééis a two-sided power spectral density function and as such has

finite values for negative frequency. This is useful when deriving

theoretical relationships but it poses problems when trying to

interpret such spectra in a physically meaningful way. 1In presenting

{
wave spectra a one-sided PSD g&ﬂ will be defined such that

o - gg>§§ (2.9)
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A rigourous mathematical definition of the power spectral density

function is:

!:E'

. . (. " |
Sd): &{,;30 Q;@ogrrj; oc(hé}&{}d? (2.10)

[+

/7 7 %
where &:;% é Ay) is the portion of 9@%& in the frequency range
J ’ q y ¥

to é’+ &5-.

Equations 2.5 and 2.6 are the key to the estimation of power
spectra since " is simply the time average of the left-hand side
of Equation 2.5. Thus the PSD may be computed as a time average of
the square of the Fourier spectrum. An alternative method is shown
by Equation 2.6 since the left-hand side, if taken as a time average,
is the auto-correlation function. Thus, another method of computing
the PSD is to Fourier transform the autocorrelation function. The
autocorrelation function is difficult to interpret physically but can
provide useful information about the nature of the phenomena.

The implementation of the above equations will be treated later.
Having determined the power spectral density function it is possible
to compute two important properties. Firstly, the spectral width

defined by Longuet-Higgins (1958) as:

§ = T (2.11)
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Secondly, the peakedness of the spectrum CQ? is

@9 = P % (2.12)

This is similar to that described by Goda (1970) but not the same as

that used by Tucker (1963).
The computation of the power spectral density function is

discussed in detail in Appendix 2.

2.3 Statistical Analysis of Wave Records

In addition to the spectral decomposition of a wave train it
is also of importance to be able to determine statistical properties
of the water surface, wave heights etc. Wave heights and periods are
the most important features of a sea state to a practicing engineer
faced with a design problem since much of the present design
approaches are based upon significant wave heights and periods,

The random nature of ocean waves are usually examined by assuming
that the time series given by the surface elevation at a given point
in space may be represented by a stationary Gaussian process. The

surface elevation is, over a long period of time, assumed to follow

the distribution:
| ~n*
PO &*F L%&] (2.13)

where O is the variance of ?{t) and the mean value of ?<£> (the

still water level) is taken as zero.
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The moments of any probability distribution are a fundamental
. . . th P
property of that distribution. The n = moment about the origin is

defined as:

(2.14)

th A , . . .
The zero ~ moment by definition is unity and the first moment is the

mean. The central moments are defined:

/Uu =Jf PQQB{.Q«/M}“OMZ (2.15)

th . .
The zero central moment is unity, the second moment is the variance.
Two useful ratios of these moments are the skewness and kurtosis. The
skewness of a probability distribution is defined as:
- Ma
o= /25
and the kurtosis as:
i
B. = /o5
The kurtosis is a measure of the clipping of a signal and the skewness
describes the deviation of a probability distribution away from the

Gaussian.

For a Gaussian process the following values are characteristic:

/A4 = 1 /ﬁ{ = mean value
i 2
Y= © /3, = 0.0
3.0

o™
n
I
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And for a sinewave of amplitude a
/&,= 1 /U‘= 0.0
/44' =< B = 0.0
€E= 1.5

The Gaussian distribution of surface elevation is an
approximation and Kinsman (1964) has reported a skewness of
between 0.045 and 0.168, and the Chi-square test also fails to
support the fitness of the Gaussian assumption.

The deviation from the Guassian is, however, not great and
histograms of sampled surface elevations are close to that described
by Equation 2.13.

In considering the spectral analysis of the record no form
of equation was assumed for the surface elevation. However, in order
to examine the statistical properties it is necessary to write ?ﬁ?
explicitly. 1If the Gaussian distribution is assumed then the waves
can be thought of as a sum of an infinite number of wavelets with

infinitesimal amplitudes and random phases. Thus,

X y (
- A
,ZQ&} = Z(gncos@ﬂ-;ﬁl + &) (2.16)
DER]
. . th
where 4, is the amplitude of the n  wave, 5; the frequency,
and ¢, the phase. The amplitude qQ, is related to the one-sided
power spectral deunsity by
{154
]
ag (2.17)
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Hence, the surface elevation may be represented by a pseudo integral.

o~
PR

;{} /«\}E\/Bf‘\/}é"? COSQ“‘;'Q %— + Q/ﬂ) (2.18)

The variance can then be obtained as:

(2.19)

w«""‘” i
=0
/wm
S
o
[ o8
L
oy

MY

Using this type of simulation for the surface elevation the
statistics have been examined by several authors, notably
Longuet~Higgins (1952) and Cartwright and Longuet-Higgins (1959)

and Putz (1953). Whilst others, such as Pierson (1955), Goda (1970)
and Wiegel (1965) have summarised these results and extended their
interpretation,

Longuet-Higgins (1952) firstly, by considering a wave composed
of two sine waves with almost identical frequencies super-imposed
on each other, and then by use of a narrow band spectrum, examined
the statistical distribution of the heights of sea waves. He showed
that for this case the distribution of wave peaks ?m”: was a

Rayleigh distribution,

M

P() A= & g {“ 5’“;:} do (2.20)

The mean value of g?mm: is obtained from the above

3’
i

Do f?m P(?M,c)vt o ,f- o (2.21)
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In this case of a narrow band spectrum the wave height is twice the
maximum surface elevation H=22mx. A distribution of wave heights

may be defined thus:

S e'x?[*si} dH (2.22)

e
=
R
O
=

i
-

Al = T (H) T Ed(E)
pldi = 3 (5) exp[5 ()¢ R 2.23)

Longuet~Higgins calculated the mean value a’ of those a's

that are greater than © by:

=4

* 2, f -r;/
a f~ IR 5 dor
2 Laexplm) e T
a a . (2.24)
_.(:}’ %
where © is defined by Preyde = gfé
The results of this give My, = 5.09
3 1
Hy = 4.004 Hy = 1.415 R, .

The expected value of the maximum wave height in a sample of N waves

also results from this analysis and is given by

me - \f’l 'n N -+ 5/ g -+ [Q;\ ?\E\
o yARSY (2.25)
X = 0.5772

Goda (1970) uses expression 2.24 to obtain a few more interesting

relationships.

- 20 -



The mode or most frequent value is given by }%m¢@ =20
The root mean square wave height is given by §m3 = 2,828 «

The standard deviation of the wave height from the mean wave height

is:
= L3099 o (2.26)

Thus, by use of these expressions it is possible to work in wave
height or amplitude and relate the two for anarrow spectrum,

Wave periods were assumed by Bretschneider (1959) to follow a
Rayleigh distribution, or rather the square of the wave period did.

3

fT) dy =1 7—i~ exp |- Q{;?S&rﬁ dt
o = 2.7 =% exp | ) ] (2.27)

s CFL | (2.28)

S
P
el
N el
t

The distribution of ;%MC for waves with a broad frequency spectrum
has been investigated by Cartwright and Longuet-Higgins (1956).
An expression for the statistical distribution of ;&ax was derived

as:

% --j—- {:‘25:“3 + /1 - Ez I {M]
Pf\ix): rwz [2 e:?c? izg} xXe o D 7 (2.29)
" /i€ .
[ r 5.1"
x J ef)gpﬁ "'Z'J O{.tJ
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The so-called spectral width parameter & varies between

0 and 1, For the limiting cases:

(a) ¢ —> O An infinitely narrow spectrum results

~ R
pld= ¢ 2P {- %5 ] , X zo
e Lo

_— I
- et 3

This is the Rayleigh distribution,

which is recognisable as a Gaussian or Normal distribution,
In the latter case maxima occur above and below the mean with

equal frequency., The intermediate values of £ lead to probabilities

as shown in Fig. 3.2, The mean and standard deviation of the

variable x  were calculated as functions of £

[ s
) (2.30)

> = /5 (1~
Yo A
T 7D
o, =/1-(z-L0E- &) (2.31)

These, together with the third moment are shown in Fig. 2.3.

The cumulative probability ﬁﬁx, of 2 exceeding a given value

is given by:

ﬂm
; ¢
g@{}a 5 ‘p@(> Asc (2.32)
~ J""{
and this is found to be (substituting from 2.29)
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These results lead to the examination of the highest 1/n~ waves.
. th )
The highest 1/n~ maxima correspond to those values of X greater

i
than 2¢ say, where:

res !

96> =] P do =% (2.34)
n
Hence, X the average value of X for these maxima:

(2,35)

Common values of n have been used in plotting this function in

Fig. 2.4.
The parameter £ which governs the distribution of maxima of

the surface elevation may be calculated from the spectral moments

or it may be estimated from the numbers of maxima and zero upcrossings.
According to Rice (1944) the number of maxima N. and that of

zZero upcrossings fﬁ: in the record with a duration of T; are given

by: | T
y N, = /m /m. T, N, = [my/m, T,

Hence,

(2.36)




The proportion of negative maxima ™ 1is given by:
! {1 /2>V?
_— - -~z
o= [‘ - g (2.37)

2 may also be obtained from the statistical moments (defined

by Equations 2.14 and 2.15) and is given by:

A

"rml;ﬁ

where , :}1
i

L
/,/) = /v‘i’/&;’
The above analysis and results refer to wave amplitude and
not to crest~to-trough wave height which is more readily understood
by the practicing engineer, The distribution of crest-to~trough

height is not readily obtained, but for small values of €

the Rayleigh distribution is a good approximation,

2,4 Presentation of Wave Data

Many of these statistical parameters are considered to be
theoretically redundant if the power spectral density function has
been calculated. For example, theoretical values of zero crossing
period and peak distribution may be derived from a knowledge of the
spectral width, 1In addition, if the spectral width is zero then
the theoretical relationships between Hy H; gﬂxg

b H 3 sde
etc, and the variance become valid, thus eliminating much time-
consuming computation. However, the above relationships are based

upon a normal distribution for the surface elevation which may
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not always be the case, but it turns out that in practice, the
relationships are good approximations, even in the case of the wave
height averages for spectra with £ greater than zero,

From the results obtained previously it appears that by
calculating the power spectral density function, many of the
required statistical properties may be gleaned from it. Draper
(1966 and 1963) and Tucker (1963) make use of the theoretical
work of Longuet-Higgins and others to estimate the statistical
characteristics of a wave record from a few simple measurements.
Although this method was designed primarily with chart records in
mind, it is also a useful method for presenting wave data from
other sources,

The theoretical basis is largely that developed by Tucker (1963),
Previous methods have used crest~-to-trough wave heights of
individual waves, apparent period of highest waves, or some other
average period of an arbitrary groupof waves when describing a
wave system., Difficulties arise in these methods because of the
necessity to decide upon which short period waves to ignore,
Differences in wave recorders accentuate these difficulties because
of the various degrees at wave attenuation.

The National Institute of Oceanography has approached the
wave height definition problem by taking the height of the largest
wave as being the sum of the highest crest (A) and the lowest trough
(C) from the mean. Goda (1970) defines his individual waves by the
zero up-cross method which is consistent with this approach.

This maximum wave height is denoted by H‘ and it 1s assumed that



the record has been corrected for recorder errors. The zero crossing
period T, is then determined as follows. For a given length of
record the zero up and down crossings are counted and this figure

is halved to give the number of zero upcrossings Nz . The zero
crossing period is then given by the record length divided by

The mean crest period ?}, is then calculated in a similar

manner and from Equation 2.36 the spectral width ¢ may be obtained.
’L .
S (2.38)

28 in terms of N, and

Tucker (1963) derived an expression for

Elms the root mean square of the surface elevation as:

. %, - Y
o= D208 (1 +0250-02470 ) (2.39)

fwms

where 9= la N,
Thus, by observing the maximum wave height and the number of zero
crossings, the variance and, hence g%o; gyg etc. may be
estimated, All that is missing, in fact, is a knowledge of the
frequency components present in the wave record. A cross-check
may be performed since a similar analysis had been made for the
second highest wave and E%z,

The data produced by analysing many records in the above manner
may be presented conveniently in the manner used by the National

Institute of Oceanography, which is briefly as follows.
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Wave height is presented as a percentage excedance per unit
wave height interval. This usually shows the significant wave
height and the most probable value of the highest wave in a
specific interval of time.

The zero crossing period and spectral width parameter are
conventionally plotted as histograms. Significant wave
height is related to zero crossing period by means of a scatter
diagram. Lines of constant steepness are included on these
to indicate the severity of the conditions. The cumulative persistence
diagram is useful when planning projects and gives the
duration of a particular significant wave height. Thus, the
wave climate of an area derived from a large number of records may
be presented by five diagrams, in a manner readily understood by
the practising engineer. However, the error in these diagrams depends
upon the range of frequencies in the spectrum. Very little
information can be obtained from < and T;} about the spectrum
without actually calculating it. However, it is very much easier
to assimilate mentally half-a-dozen diagrams than a large number
of power spectral densl ty plots. For specific investigation, by
means of model studies for example, the spectral representation may
reveal vital information concerning the response of a structure
to frequencies which would be overlooked by merely considering

the aforementioned diagrams.
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3. THE SPECTRAL ANALYSIS OF SOME TYPICAI WAVE RECORDS

3.1 Records Available

The following records were available:-

(i) Chart records from an OSPOS pressure recorder off
the coast of Malta in 1967, made available by
George Wimpey & Co. Ltd.

(ii) Chart recordings of waves off Eastbourne Pier from
both a pressure recorder and a surface recorder from
the National Institute of Oceanography. Recordings
made 19.1.55.

(iii) Magnetic tape records of waves at Les Minquiers,
Jersey, (see Fig. 3.1) taken by a Wave Rider Buoy in
conjunction with Hovercraft trials. These were made
available by the National Physical Laboratory, Hythe
(Hovercraft Division) dated January 1971.

(iv) Punched tape records from a Wave Rider Buoy sited
off the NAB tower - October/November 1970 (see

Fig. 3.2), made available by Interservices Hovercraft

Unit, Lee-on-Solent.

All the records were analysed, except those from Malta.
These were in the form of chart records, a typical trace being shown
in Fig. 3.3, but the amplitude is so small that digitization using
the process outlined later for dealing with the Eastbourne records

would not yield sufficiently accurate results for spectral analysis.
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3.2 Chart Records from Eastbourne Pier

The operation of the surface recorder is described by Draper
(1957). The chart records used were, in fact, photocopies of the
originals, the originals having been produced by a photographic
process resulting in the paper on one side of the water surface
being black (exposed) and the other side white (unexposed). A
typical trace of the water surface elevation is shown in Fig. 3.4.

In order to analyse these records, they had to be digitized

before being fed into the University Computer. Several methods were

examined, including optical and manual curve followers, both of which

proved impractical.

Eventually, a manual curve follower/data logger, known as

OSCAR, was located in the University. One record was digitized using

this instrument, but the process was very tedious and involved moving

the paper and re~-setting axes each time a new length of record was to

be dealt with. The datum position of the axes was found to 'drift'
by up to 5 per cent during the digitization.

The digital record obtained was used to explore some basic
properties of spectral andysis. A simple program was written in
Fortran and implemented using the University’'s 1907 computer. The
program involved statistical routines to find variance and wave

heights etc. The results of this part of the analysis were as

follows:~
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Record No.

Water Depth

Wind

Interval of Digitization
Variance

Mean

Skewness

Kurtosis

Significant Wave Height
RMS Wave Height

Hy.

Zero Crossing Period

Number of Waves

E6.3

6 metres

South West (fresh)
0.206 seconds

300.91 cm.

Zero

0.148

2.883

62.1 cm. (/o = 3.09)
43.7 cm.@im,/g -2.52)
75.2 cm.(H%o/b =4“34>
3. 408 =

64

The spectral analysis was simply an implementation of

Equations 2,38 and 2.39.

Initially, no special lag window was used

and 40 and 80 lags were used. The power spectra and auto-correlation

functions for these two cases are shown in Fig. 3.7 and 3.8.

Fig. 3.7 shows the auto~correlation function for 40 lag

intervals. The most striking feature is that it does not tend to
zero as rapidly as expected. The power spectrum for this case

shows a marked peak at approximately 0.2 Hz and a negative region
above 0.4 Hz.. The peak is clearly the frequency of the predominant
waves and since it is so clearly defined the wave trace should have
an important sine wave component. This is also borne out by the
reluctance of the auto-correlation function to tend rapidly to zero,

For M = 80 the perodic component is clearly still visible and
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on the corresponding power spectrum has a better resolution (because
of choosing a greater number of lags) and the negative excursion is
smaller in magnitude.

This negative power in the spectrum may, at first sight, seem
to lead to doubt in the use of this analysis, but it has a plausible
explanation. The digital computation process does introduce errors
simply as a result of rounding etc. These, however, are very small.
The real answer lies in the fact that the auto-correlation function
does not effectively become zero during the lag time considered.
As a result, the negative side-lobes on the spectral window involved
play a significant part in the computation. The almost periodic
nature of the negative part of the spectrum confirms this. This is
an example of the spectral window 'colouring' the spectrum, the effect
being much pronounced because of the distinct peak in the spectrum.

Two special lag windows, Triangular and Tukey, were used to produce
the spectra shown in Fig. 3.9, again using 80 lag intervals. The
results are very similar, only marginal differences being noticeable,
the negative portion from the Triangular lag window computation
being reduced in magnitude more than in the other.

The above computations with m = 80 yield spectra with
27 degrees of freedom, i.e. the bounds of the 80 per cent confidence
band are within +38 per cent and -35 per cent of the estimated
spectral density.

A furthber computer program was written to calculate the spectrum

via the fast Fourier transform. The result of this is shown in Fig.3.10.



The most striking feature is the lack of negative values which is
an important advantage of this method. Spectra using no data
window and the cosine taper discussed in Appendix 2. were calculated,
the result of the latter producing a smoother shape,

Another computer program calculated the properties of the
spectrum giving a spectral width of 0.705 and a peakedness of 3.254.
The values quoted earlier for ﬂiﬂf etc., show a reasonable

correlation with the theoretical values considering the high

value of spectral width and relatively short record length,

3.3 Magnetic Tape Recordings from Jersey

The magnetic tape recordings were far easier to handle in
that most of them could be fed directly into the computer as an
analogue signal. However, there were some problems with interference
and unlocking of the signal. 1In this case, the record was digitised

and the interference removed before being analysed.

The computer used was that at the Data Analysis Centre of the
Institute of Sound and Vibration Research, University of Southampton,
Analogue signals were fed into an analogue~to-digital converter and
put on to a disc file ready for any computation to be performed
digitally.

It was desirable to have as many degrees of freedom as reasonably
possible. The length of record was such that 70 degrees of freedom
were feasible. This required 18.6 minutes of real time record and
care was needed to select a length of recording free from spurious
signals. This was equivalent to approximately two thousand values
sampled at two samples per second real time.
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If the required number of samples could not be obtained free
from interference, the disc file was punched on to paper tape and
the spurious values removed before analysing the file.

With 70 degrees of freedom the 80 per cent confidence limits
are at 0.77a and 1.23a, where a is the computed value.

Programs from the Data Analysis Centre's suite of programs were
used to analyse the data, giving a statistical breakdown and power
spectral density. The statistical moments (variance, skewness and
kurtosis) together with the maximum and minimum values encountered
were output to the teletype. The power spectral density was output
via a graph plotter and the co-ordinates of the graph onto punch tape.
From the punch tape, the spectral moments were obtained using the
main computer, hence the spectral width and peakedness were
calculated.

Originally, the recordings had been made on a Sangamo lé4~track
tape recorder, then re-recorded onto a THERMIONIC FM tape recorder
and being speeded up by a factor of 16. This greatly decreased data
acquisition times of the computer but necessitated some compensation
to be made in the computation process.

The statistical moments were output in volts and had to be
scaled to produce wave heights etec. in metres. The power spectral
density was in normalised form (i.e. the area under the curve is
unity). However, the frequency axis has toc be divided by 16 to
compensate for the speeding up during re-recording. This, in turn
meant that the power spectral density values had to be multiplied by

16 since the area under the curve must remain constant.



The full details of the analysis are as follows:-

Sampling Rate 2 samples/sec.
Nos. of Samples 2334

Degrees of Freedom 70

Resolution 0.03 Hz

The method of presentation suggested by Draper (1966) and
outlined in Section 2. was not used. This was because only a
limited number of records were available and the Draper approach
is more suitable for obtaining an overall impression of the wave
climate, whilst the spectral approach used here indicates the
conditions at a particular time.

The power spectra have been plotted in non-normalised form
using real values (i.e. metres, not volts). As a result, the area
under the curve is equal to the variance ( o" ). These
values were checked by numerical integration and the difference
between this and the value obtained by the statistical moments
program is less than 10 per cent in most cases (see Table 3.1).

The spectral width varies between 0.56 and 0.86 whilst the
peakedness between 0.86 and 1.7. A scatter diagram of these is
shown in Fig. 3.11.

The power spectral density plots show two important
characteristics of the sea conditions. There are characteristically
two frequencies at which the spectral energy may be concentrated.
These are a "swell' entering the area with a frequency of 0.08 Hz
and locally generated waves with a predominant frequency of between

0.2 and 0.3 Hz. The spectra are shown in Fig. 3.12 - 3.26. It is
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very noticeable that waves genercted locally are much smaller than
the "gwell’ which was generated outside the area and this is to be
expected since the wings causing these conditions have a veloeity
of 18 knots (typically) and flow over a fetch of about 20 miles.
Another interesting [leature of the spectral approach to wave analysis
is shown by the results from Sorties 2b. and 11. The variances
' L " 2 ; 2 .
are very similar, 1640 cm. and 1680 cm. respectively.
However, the shape of the spectra are not the same, the maximum

; . , 2 Y s .
vaiue for 2b. being 14,520 cm. sec. whilst that for 17 is

- 2 Wl l -,

Lits b=3 .. . oA . ita

25,600 cit. sec The values of H™ from the chart records are 1.0%m
and 3.2m. rvespectively. Furthermore, the spectral widths are 0.64
and 0.81 vespectively, The explanation of this is that the sea
conditicuns in Sortie 11 are characterised by a narrow single peaked
spectrum representing high energy low frequency swell waves,
Physically, this would mean a smooth sea with very long waves.
Sortie 2b., consists of a two-peaked spectrum indicating the
presence of a "swell" and locally generated waves. Physically,
there would be a very confused sea state, perhaps with some waves

feathering with smaller wave height than the previous condition

and the swell much less discernible.

3.4 Comparison with Theoretical Spectra

Since the wave rvecords analyscd are all taken from the same
coastal region it was thought that the most suitable spectra for

comparison was that of Darbyshire (1961) for coastal conditions.

- 38 -



Upon examining the field spectra, it became evident that most
of the records consisted entirely of swell, or partly of swell
and locally generated waves.

Consideration was given to comparing only the spectral peak
due to the locally generated waves, but since the wind speed was
usually only 10 knots and with a fetch of about twenty miles, only
an approximate correlation was expected. Indeed, in some cases, a
peak correspondingto locally generated waves was missing entirely.

The Darbyshire Spectra for Sorties 2a., 2b., 3b., and 15 were
calculated. The results are not well related. The theoretical
spectra only correspond to the high frequency peak of course, but
the position of this is only approximated and the actual values
too are rather approximate. This is really to be expected since
only the local wind speed was recorded for the time of the trial
and the overall weather situation was not considered and perhaps
a better way would be to relate the spectrum to a wave height -
Hogben (1969).

Comparison of the theoretical spectra with the two sets of
data was not made since wind speeds for the area of recordings

were not readily available.

3.5 Punched Tape Records from the NAB Tower

Three punched tapes of storm waves off the NAB Tower in the
Solent were available for analysis. However, the tape coding was
not compatible with the University tape reader format. The tapes

consisted of 3 digit integer numbers separated by a new line
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character, but the parity was odd, whereas the IS08 code used by

the University computer required even parity. The problem was
solved by using a machine built by the Psychology Department for
converting odd parity to even parity tape. Each line of tape was
read and converted into two lines of even parity. Thefour least
significant characters of each line of input tape being punched

onto the least significant characters of the new tape and an
identifying character in bit seven, the correct parity being
established by character eight. The remaining four bits of a second
line with identification given by a character in bit six, with parity
being corrected as before. The net result is that each line of odd
parity tape is converted into two lines of even parity tape,the
characters of which are either the first nine letters of the
alphabet or punctuation marks in IS08 code. A special program

was written in ALGOL, making use of the character reading facility,
to read the tape into the computer. Each character was read in turn
and stored as its internal machine code representation, e.g. A was
read in as 3873. Knowing the machine code it was a simple job to
convert each eight line set into an integer number and a new line
character. The resulting set of numbers was then stored on magnetic
tape.

The spectral and statistical analyses were the same as those
used on the Eastbourme records, the results of which are shown in
Table 3.2, together with details of the records. 80 lag intervals
were used to calculate the auto-correlation function, thus giving

45 degrees of freedom for records N1 and N2 but 30 for N3)since only
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1200 samples had been taken. The sampling interval had already been
set when producing the punched tape at 0.5 secs., so limiting the
maximum frequency to theoretically 1.0 Hz, but in practice, it is
often desirable to have a greater margin where spectral analysis

is concerned. This illustrates one of the major disadvantages of
punched tape records., The auto~correlation function was smoothed

by using Bartlet lag window before being cosine transformed into
power spectrum. The three resulting spectra are shown in Figs. 3.27
- 3.29., These spectra show very similar trends considering that they
were recorded at times differing by at least two weeks. The shapes
are very similar, all consisting of a single peak, the predominant
part of which is between 0.1 and 0.15 Hz. The magnitude of the peaks
are also very similar. Spectra such as this would suggest a fully
arisen sea state for the area consisting of relatively local waves,
generated perhaps in the English Channel.

Also of interest in this case is the relationship between the
statistically derived parameters and those obtained from the spectrum.
For record N3 the zero crossing frequency fz is 0.155 Hz whilst the
peak frequency é, is 0.11 Hz. The former is, of course, affected
by the relative amount of energy contained in each frequency band
and so it would be reasonable to expect some correlation between
the discrepancy between §p and }; and the spectral width and
peakedness. For example, a spectrum with low spectral width would
have better agreement between fp and §Z . However, no such
correlation was obvious from these spectra. It is interesting to

note that the values of spectral width and peakedness lie in a
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different range than those for the Jersey records.

3.6 Relationship between the Spectrum and Averaged Properties

of Wave Records

The recent trend towards the use of random sea states in model
testing has brought an interesting problem concerning the validity
of previous tests conducted with regular waves, having a wave height
equal to the significant wave height and a period equal to the zero
crossing period. The significant wave height, if taken as four times
the square root of the zero-th spectral moment (variance) is
generally a good approximation to the actual value for spectral
widths less than about 0.8. Since it is usual to calculate wave
length from the zero crossing period when wave steepness %4ﬁ is
used as a parameter in regular wave testing (e.g. overtopping of
breakwaters) great caution must be exercised when relating these
results to a random sea state, as will be obvious from the following
discussion.

Ignoring the fundamental differences in effect of a random
sea state and a regular wave action, since this is difficult, if
not impossible, to express quantitatively, but has been shown to
exist by Kraai (1969) for example, the zero crossing period is
obtainable from the spectral moments using a relationship derived

from Rice (1944):-

(3.1)



In relating this to the wave spectrum it is convenient to
define a zero crossing frequency jg which is the inverse of the
zero crossing period. For a spectrum with a low spectral width and
consequently a well-pronounced peak, the zero crossing frequency
should cdncide with the frequency of maximum energy. This is to be
expected since the wave train in this case is almost a sinusoid.
For spectra having double peaks, the zero crossing frequency
often lies in the trough between the two peaks. This produces
problems when attempting to relate model tests in regular waves
to real sea state conditions. If, for example, the zero crossing
frequency is used as the frequency of the regular waves, for the
narrow spectrum described previously this would be acceptable, but
for the double peak spectrum the model tests would be using waves
of a frequency which has negligible energy in the actual spectrum,
It has been suggested that the use of one or two modal frequencies
will overcome this. However, this also provides some problems when
dealing with almost flat spectra where the modal frequency is not
clearly discernible.

A further alternative is to plot the cumulative spectrum

£

" 7Y Lot

e Vo

g@‘; F)ag (3.2)
&

The significant frequency j; (say) is then defined as the
frequency corresponding to the frequency at 70 per cent (say) of
the total energy. However, serious problems arise when relating

this to regular waves and justifying the choice of 50, 60, 70 or
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any other percentage of total energy as the significant frequency.

3.7 The Effect of Noise on the Properties of the Spectrum

Almost all computed spectra contain noise either as a
result of unavoidable electronic processes or from digital
computation. This noise usually becomes evident as a residual
energy at the higher frequencies in the spectra. Occasionally spectra
also contain appreciable energy at zero frequency. This is often
due to a very low frequency D.C, drift in the mean signal or
(particularly with telemetered information) an offset signal due
to unlocking. The use of band pass filters can remove this noise
when it is outside the frequencies of interest. However, some
noise is always likely to be present in the spectrum.

The computation of zero crossing period, spectral width and
wave heights from the spectrum are affected by this noise since
they are functions of the spectral moments. The zero~th spectral
moment is altered least and the highest moments most as one would
expect.

A suggested method of approaching this problem is to plot
cumulative spectra. The high frequency noise is then removed by
ignoring any energy above, say 95 per cent of the total, then
computing the spectral moments in the usual way. This is useful
because it also avoids the 'noise' produced at high frequencies
by the intrinsic errors in the computation. The results from a
test of the Fourier transform highlights this effect. A sine wave
was input to the program and the spectra consisted of a single peak
and white noise with a magnitude of the order of 0.5 per cent of the
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main peak. However, the spectral width was computed as 0.538

whereas the same calculation using a 95 per cent cumulative cut-off

produced a spectral width of 0.065. This method was used in the

analyses described in the previous section. However, it can be

argued that since the noise may be said to be 'white noise', then

a constant energy should be subtracted from the spectrum at all

frequencies (see Fig. 3.31). Whichever method is adopted it is likely

to produce a more realistic measure of the true spectral properties.
Noise arising from computation as a result of, for example,

side lobes on spectral w.ndows, is unavoidable in any realistic

analysis and is usually regarded as constant.

3.8 Summary

It has been shown that a power spectral density function can
yield all the common parameters found in regular or simple
statistical analysis of wave records to a fixed accuracy. However,
the use of these parameters such as significant wave height and zero
crosgsing period can be misleading when comparing regular and random
waves, the parameter approach being simpler as many sea states can
be presented at once using two or three parameters for each. The
spectral representation gives much more information but requires a
separate plot of the spectrum for each case.

Spectral results using different computation methods can differ
and whilst a uniform method would be preferable, it is not essential
and in some cases impossible.

The most important requirement for spectral analysis is that
the conventions used and the computational method (such as spectral

window) are clearly defined.
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RECORD NO.

N1 N2 N3
Date 10-09-70 16-11-70 03-11-70
6" (em™) 6842 7274 8596
(. ~0.023 ~1.317 ~2.487
(. 2.783 11.511 18.187
N 309.9 308.3 324.7
B, cm 225.5 221.1 234.7
Hi @ md 364.7 421.4 481.4
1, e 6.0 6.42 6.45
= 0.549 0.583 0.543
Re 2.266 1.741 2.008
J&(\H:{) 0.125 0.125 0.11
qGE 0.166 0.155 0.155

TABLE 3.2

Statistics of NAB Tower Records
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4. DESIGN AND CONSTRUCTION OF THE WAVE GENERATOR

4,1 Reproduction of 'sea state' in the Laboratory

The object of the sea state simulation is to be able to model
a given spectrum of coastal waves. The spectrum is chosen as the
modelling criterion since it may be postulated that only the
spectral properties are unique to one sea state. For a given
spectrum the statistical properties may be unique, whereas the
converse is certainly not true.

The restriction to coastal waves is merely due to the fact that
the civil engineer is usually concerned with inshore waters (the
notable exception being North Sea 0il rigs). Coastal waves are
generally thought of as being those which have a length less than twice
the depth. However, the spectra of coastal waves certainly contain
deep water waves due to the action of local winds, although their
energy compared with the predominant waves in the train may be
almost negligible.

This question of the classification of waves to be modelled is
an important point for consideration with respect to the type of
wavemaker to be used. Common types of wave maker are the piston
type, hinged flap, plunger and pneumatic. The piston and hinged
flap are the simplest to deal with, the former being suited to
production of relatively short waves and the latter for relatively
long waves. This arises theoretically from a study of the particle

motions of these two extremes of wave length - the shorter the wave

- 78 -



the greater is the attenuation of particle motion with depth. The
interest in irregular waves has lead to the need to model both

types of wave in the same channel. To meet this requirement a
double acting wave generator has been developed, but not reported on
extensively, by Delft Hydraulics Laboratory. It consists of a
hinged paddle, the hinge of which is on runners. Thus the paddle
may act as a piston or hinged paddle, or any mixed condition
in~-between. In effect, it may be theoretically possible to produce
the wave maker motion to suit the exact wave condition that is
desired.

An alternative method has been developed by the Hydraulics
Research Station, Wallingford, which consists of a wedge sliding
along an inclined plane. 1In this method the depth of forced particle
motions is proportional to amplitude. A third novel method reported
by Goda and Kikuya (1964) consists of a piston wave generator acting
from beneath the channel. TIdeally, waves reflected from a structure
under test pass over the wave generator and are absorbed by a wave
beach. However, a proportion of the wave will be reflected by the
sudden change of cross section. If designed to minimise this reflection,
the method may prove to be a very desirable approach for short channels
as it would avoid secondary reflection from a conventional paddle.

A piston type paddle was chosen for this investigation,
because of the need to model predominantly coastal waves and the
inherent simplicity of the system. Having decided upon the type of
paddle to be used, it remains to select motivation. For irregular

waves, oil hydraulics are the obvious choice, the only real
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alternatives being an electrical servo~system or perhaps a

linear motor. The oil hydraulics has advantages of fast response and
ease of control, whilst little is known about linear motors. Further,
the use of oil hydraulics to drive a wave maker is not new, and, in
fact, they are becoming the most common method of motivation.

Before designing the electro~hydraulic servo-mechanism, it is
necessary to set the design criteria of velocity and force to be
provided by the mechanism. The velocity and force depend upon
the wave to be produced., For sine waves, the velocity is simply
the first derivative of the motion and the force required may be
estimated from the equations provided by Biesel (1951). It was
desired to produce a range of frequencies between 0.2Hz and 3.0Hz
and an amplitude of, say, from zero to 15 cm. The worst conditions
were envisaged as being for maximum water depth (35 cm.) for the
estimation of force, since the effective paddle area is larger, and
for minimum water depth (say 12 cm.) for the velocity consideration,
since a lowering of water depth requires a greater stroke to provide
the same wave height at a given frequency. An estimate of the
worst conditions likely indicates that a maximum velocity of the
order of 30 cm./sec. and forces of less than 450 N may be expected
for the regular waves. Provision must be made for the production
of irregular waves and to this end, the only real method of
estimating the design criteria is by a computer simulation of the
typical spectra to be produced and determine the worst conditions
of velocity and load produced by the combination of various wave

components. Gilbert et Al (1970) provides design curves for
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irregular wave generators based on a simulation of the

Moskowitz type of spectrum. However, this document was not

available at the time of design. As a result, a conservative estimate
of the final design criteria of velocity (45 cm./sec. maximum force

of 450 N and stroke of 45 cm.) was made.

4,2 Design of the Electro-Hydraulic Servovalve System

The design of the paddle actuating the system was conducted in

three stages:

1, Select power supply, servovalve and actuator in order to
ensure capability of performing required load dynamics.

2. Select control system and feedback to ensure best possible
servo performance in respect of accuracy and response.

3. Check should be made on stability in respect of system

gain and cross-over frequency.

4.3 Selection of Servovalve, Actuator and Power Supply

The characteristics required in the final paddle motion were
that of moderate response and low loads. This favoured an actuator
of small annular area - the actual size being determined by
availability of a suitable device, rather than a mathematical
derivation. It is usual to select the supply pressure such that
it is 1.5 times the load pressure required at maximum load, since
this results in a maximum power transmission to the piston. However,

with the loads involved in this préblem and the area of the

actuator, this resulted in a very low supply pressure.
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A high supply pressure is desirable from the point of view

of achieving a high power output from a lower flow rate, resulting
in a smaller power supply and shorter lines, valves and oil
supply. 1In addition faster response is more readily available
with a high pressure system. A compromise solution was arrived

at (again partly governed by commercial availability) with a power
unit capable of producing a pressure of 2000 psi (13.79 N/mmz)

and a flow of 1 gpm ( 4.546 lpm). The supply to be used in
operation would be 1000 - 1500 psi (6.89 - 10.34 N/mm2 ). The
fluid used is Tellus 23,

Whereas all measurements in this thesis were taken in metric
units, it was more convenient to specify the hydraulic requirements
in imperial units, since these were used by the manufacturers. In
all cases, the metric equivalents are given.

The hydraulic power supply consists of an electric 3-phase
motor connected to a fixed displacement oil pump. The pump is
immersed in its own oil supply to provide quiet running. A
relief valve controls the supply pressure which can be monitored
on a pressure gauge. A ten-micron filter is incorporated in the
supply line to protect the servovalve, The return line vents
directly into the sump, although there is provision for this to be
water-cooled. The whole unit was placed outside the laboratory to
reduce the noise level and the 3-phase motor is controlled remotely
at the wave generator, A system diagram is shown in Fig. 4.1 and

a photograph in Plate 4.1,
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4.4 The Actuator and Servovalve

The actuator was to be of the balanced, double~ended variety.
This meant that a central piston had an equal area on both sides
and that the rod passed through both ends of the cylinder. As a
result, the control circuitry would be simplified by having equal
responses in either direction.

A major problem was that of the length of actuator rod
required. This, coupled with the fact that a small annular area
meant that an 'off-the-shelf’ {item was not suitable, since small
area actuators had rods which were too small in diameter to be free
from deformation due to buckling and bending. Conversely, actuators
with adequate rod diameter had too large an area which would require
too large a flow rate for reasonably efficient operation.
Consequently, Hydromuscle Ltd. were commissioned to produce a
special actuator with a ‘suitable rod diameter and annular area.

The rod diameter was 0.875 in. (1.91 cm.) and the cylinder
diameter 1 in., resulting in an annular area of 0.184 in.

(1.19 cm.z). The effective length was 18 in. (45.7 cm.).

The specification of the actuator is sich that a servovalve
delivering 1 gpm (4.54 lpm) at 1000 psi (6.89N/mm2 ) would be
adequate for the required response. A Moog servovalve, type 76,
was selected to comply with this requirement.

The Moog 76 - 100 is a two~-stage electro-hydraulic servovalve
incorporating a polarised electrical torque motor operating a flapper

pilot stage. The motor armature is supported by a flexure tube

- 83 -



member which also acts as a seal between the electro-magnetic and
hydraulic portions of the valve. The flapper of the first stage is
rigidly attached to the armature and passes through the flexure

member (see Fig. 4.2). Pressure from two nozzles is controlled

by the flapper by varying the orifices between the nozzle tip and
flapper. The pressure thus controlled is fed to the ends of the

second stage spool. A conventional four land spool valve forms the
second stage giving an output flow which, at a fixed valve pressure
drop, is proportional to spool displacement from the null position.

A feedback spring is attached to the flapper and engages the centre
slot in the spool. The operation of the valve is briefly as

follows. An input current in the coils of the motor induces a magnetic
field in the armature and deflects the armature and flapper, the
assembly pivoting about the flexure tube. This increases the size of
one nozzle orifice and decreases the other, thus causing a differential
pressure on the spool. The resulting spool displacement causes a torque
in the feedback wire which opposes the original input signal.

Spool movement ceases when feedback wire torque equals the input

signal torque. The natural frequency of the valve is 140 Hz

and has a damping ratio of 0.9. Load flow-pressure characteristics

are essentially parabolic, and the flow gain is essentially linear

from : 5 per cent to t 80 per cent of rated current. In the region of
I 5 per cent rated current from null the flow gain may vary from

50 to 200 per cent of the nominal gain (Fig. 4.2), depending on the

tolerances of the particular valve,
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4.5 Control System Design

Before considering the detailed design of the control system
for the actuator and valve concerned, it is worth discussing the
fundamentals of feedback control systems. Essentially, a feedback
system is characterised by a system in which the output from a
dynamic unit has an effect upon the input quantity, as opposed to
an open~loop system, where no such effect is observed., A typical
example of an open-loop system is a d.c. shunt motor where a given
voltage produces a given motor speed. The command signal in this

case is the desired motor speed which is processed by a reference

selector (potentiometer) before this reference input is applied to the

dynamic unit (armature) to produce the desired output (speed).
Conventionally block diagrams are used to represent control systems
and the system described above is illustrated in Fig. 4.3(a).

A closed-loop control system on the other hand employs a
feedback device, in which the output is represented by a mechanical
or electrical quantity. This is compared with the reference input
as shown in Fig. 4.3(b). Thus, the comparison between output and
reference results in an actuating signal which is the difference in
these quantities and acts in a manner to maintain the output at the
desired value. The advantage in using a closed~loop system is that

output quantity may be controlled via the feedback in a manner more

the

precise than an open-loop system and, if the system is well designed,

almost independently of the load dynamics.
The mathematical analysis of control systems is complicated,

involving the dynamics of all the control elements and formulation
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of the differential equiations applying to the system. However, a
simplified approach provides a useful guide to the system performance.
Fig. 4.3(c) shows a block diagram of a control system. The control
ratio is defined as the ratio of the controlled variable C to the
reference input R. These quantities, together with the transfer
function for the dynamic elements are expressed in terms of the
Laplace transform variable 's'. The actuating signal E(s) is

equal to the reference input R(s) minus the feedback signal

B(s). G(s) and H(s) are the transfer functions of the forward

and feedback elements respectively. The system may be described

by the equations:
Cey= Gy B
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The denominator of this equation is the characteristic equation

|+ §;Q§§§Qﬁ=§>and determines the stability and response of the
closed-loop system. The open~loop transfer function is defined as
the ratio of feedback to actuating signal E%gsé/gﬁﬁand the forward
transfer function as £%3%/EG§. The simplest case is that of unity
feedback where %g@==1.

The forward transfer function may be made up of simple dynamic

elements or complex systems with several internal feedback loops. A

generalised expression for the open-loop transfer function is
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where &; U, are the constants and %; is the overall gain of

G@v. The system type is designated by the order of the exponent
n of & , for example, when n=o¢ the system is designated a Type O
system. The various types of system exhibit particular properties:

Type O -~ A constant actuating signal results in a constant

value for the controlled variable.
Type 1 -~ A constant actuating signal results in & constant
rate of change of the controlled variable.

etc.

The control system for the wave generator was designed to be
as simple as possible bearing in mind the required accuracy and
frequency response. A system with unity positional feedback was
envisaged. The feedback element used was a linear displacement
transducer which produced a voltage proportional to position.
Manufactured by Sangamo Controls, the transducer was a linear
variable differential transducer (LVDT) with a built-in oscillator
and detector, and requires only a DC voltage for operation. The
output depends upon the load impedance and is linear to an accuracy
of 1 per cent. The transducer in effect acts as a reference for the
position of the paddle since, by applying a particular voltage to the
control system, the paddle will tend to move to the point corresponding

to the given voltage. The electronic control element is provided by
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means of a Moog servo-controller. Essentially, this consists of
two operational amplifiers and a power supply. The first amplifier
acts as a comparator between the command signal and the feedback
signal, and the second amplifier provides voltage to current
conversion to drive the Moog valve via two power transistors.
Overall gain may be varied over a 100:1 range. The current output
to the valve is proportional to the error signal and, since the
load flow of oil is directly proportional to the current, the
volume of o0il flowing to the actuator is essentially proportional
to the error signal. Having selected the components of the control
system it remains to check the stability of the system. This
involves the explicit description of the components parts and a
formulation of the forward transfer functions of the valve actuator
combination and the feedback and control circuits. The dynamics
of the valve actuator combination is very complicated and a
detailed analysis is given by Merrit (1967).

The system block diagram is shown in Fig. 4.1, but it should be
noted that this is a simplified version. A complete analysis of the

system must take into account:

1. The dynamics of the electronic control system.
2. Servovalve dynamics.
3. Piston and load dynamics, leakage and compressibility effects.

Each of these has its own open-loop gain function characterised
by a gain factor, natural frequency and damping ratio. By neglecting
lesser effects a simpler expression may be derived which eases

component selection. In fact, the lowest natural frequency of the
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system controls the stability. This is, in practice, found to be
that of the valve-piston-load combination. Thus, a forward transfer

function may be derived which should be valid in most cases, and has

the form:

77 K\
{ = (4. 4)
i\j<f$> 1g* {"}

s
. 43R,

where the hydraulic natural frequency (0, = Y
By

o _ Ko BM, B[NV
and the damping rato d, = —— /2t + ¢ A
§ F*?J Wi é‘z‘p ﬁ% ?%f

1
where 5;2— total flow pressure coefficient including leakage,

E% - viscous damping coefficient of piston and load,

Vé - total volume of flow lines and piston,

Be - bulk modulus of fluid, K - open-loop gain constant,
iqp - annular area of piston, Fh - mass of piston and load.

The free < in the denominator of the above equation indicates
integration and that the system is of Type 1. Hence, the positional
error will be zero. D'Azzo and Houpis (1966) describe in detail
the accuracy and stability of such systems by a variety of methods.
Since the parameters of the system may be varied, the Bode diagram was
chosen as the most convenient method of stability analysis for this
system, By formally substituting y< for S in Equation 4.4, the
diagram shown in Fig. 4.4 may be obtained. From this, it is possible
to establish various stability criteria.

1. The gain for ¢o=¢o, must be less than unity which leads to the
criteria éé <L'2léh

2
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2, The crossover frequency is the maximum frequency where closed-

loop control is available, Above this frequency the loop

gain is less than unity.
3. Since the crossover frequency is approximately equal to IS

and since the slope of the curve is - 1, K is limited to

being somewhat less than &2y

By substituting numeric values into the expression for the
natural frequency, an estimate of 20 %EZ. was made for this parameter,
Although not in the range of operation it was rather low and might
limit the gain excessively. The overall gain for the system could be
varied over a range 1.42 to 142 sec._l. From criteria 2 and 3 above,
the maximum usable gain was of the order of 100 sec.-l. From the
open-loop gain constant an estimate of the velocity lag may be made,
For example, if the gain is 50 sec.—l the error will be 0.6 cm. at a
velocity of 30 cm./sec. Naturally, the open-loop gain affects the
frequency response functions of the overall system. For ease of
operation it is desirable to have a flat frequency response in the
range of operation., However, since in all systems there is energy
dissipation and there are energy storage elements, this is seldom
achieved without compensating elements. The gain required is thus the
maximum available consistent with stability. Bearing in mind that the
parameters evaluated above were approximations, it was decided to
construct the system as designed and evaluate the performance before
considering further modifications to improve this. 1In practice, the
system performed satisfactorily and only slight improvements were

envisaged,



4,6 Construction and Evaluation

The actuator valve and feedback transducer were mounted on top
of the channel on a piece of aluminium 0,25 in., (0.635 cm.) thick with
drip trays for the expected seal leakage, as shown in Plate 4.2,

The actuator was connected to the paddle via a spherical bearing,

a similar arrangement being used for the transducer which was

mounted independently above the actuator. A mounting block was provided
for the valve remote from the actuator, The hydraulic power pack was
located outside the laboratory and 0.25 in. (0.635 cm.) armoured hose
used to supply oil to the valve,

Commissioning consisted of firstly flushing the system using
a flushing plate in place of the valve in order to remove foreign
bodies, without any risk of damaging the fine clearances in the valve,
The flushing plate was then replaced by the valve and this was
operated by a 1.5 volt battery to provide full port opening whilst the
actuator was bled to free trapped air. Finally, the control system
was connected to the valve and operated on a low gain.

Performance evaluation was considered in three stages: sinusoidal
response, step response and impulse response. Sinusoidal response was
investigated using a sine wave generator, frequencies of 0.1 to 3 HZ~
were considered using a system gain varying between 14 and 60 sec. .
For a gain of 20 sec.-l the motion of the paddle was smooth to the eye
over a frequency range of 0.3 to 3?%1, Below this a slight judder was
noticeable near the end of the stroke after changing direction. The
effect was more noticeable in one direction and increased with

decreasing stroke., A trace from the feedback transducer was produced
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on the UV recorder and Fourier analysed for a variety of conditions.
A selection of these traces are shown in Fig. 4.5, The judder
effect is shown clearly, the magnitude being of the order of 1% per
cent, with a frequency of approximately 10 HZ.. This effect should
not be given too much importance since from the traces it may be
seen that it is very small, The traces were digitized so that the

Nyquist frequency was of the order of 10 times the fundamental

frequency. This was done by hand, since the length of record required

must be one cycle. Computation of the Fourier series components (in
terms of amplitude and phase) was performed on the Civil Engineering
Department's Wang computer. The higher harmonics were calculated as
a percentage of the fundamental and Table 4,1 gives the proportion of
2nd and 3rd harmonic, the remainder being negligible. In all cases,
2nd and 3rd harmonics are less than 2 per cent and 3.2 per cent
respectively., The accuracy of the signal generator being 2 per cent
in this respect. The traces also show up a slight flattening at
extreme ends of the movement, this being due to the valve changing
direction. The response curve of the valve gives some insight

into the judder and flattening effects., At valve openings
corresponding to less than 5 per cent of rated flow, the gain is
non-linear and may lie in the range 50 - 200 per cent of the rated
gain. Thus, at or near the null position control will be very
imprecise, i.e. the valve may effectively change from shut to
slightly open suddenly, so that for low velocities and low valve
openings, the valve may open and close alternately, thus producing

a juddering motion. An approximate calculation showed that for the
flows required (for the velocity) where judder was encountered,
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the flow through the valve was in the non~linear region, In
effect, there is a region of null valve opening for a finite error
signal. The valve is also shown in the step response study to be
unsymmetrical in response, hence the judder being more noticeable
in one direction, The frequency at which the judder occurs in the
simple system used is determined by the higher frequency response
specified, For example, by using a piston of twice the annular
area reduces the frequency at which judder is noticeable; but
also reduces the maximum velocities at useful frequencies. There
are two common methods for improving the low frequency response,
whilst minimising high frequency velocity reduction, Dither may
be applied to the valve so that it oscillates about the null
condition or a bleed orifice may be connected across the chambers
of the piston effectively increasing the leakage. Dither was applied
to the second stage amplifier of the control system at a frequency
of 400 Mz with an amplitude of zero to 20 volts, peak to peak.
This reduced the judder sothat it was undetectable, However, the
step response investigation showed that the primary effect of the
dither was to reduce the system gain. Since the judder was so
small and was not present in the frequencies that were envisaged
as being useful, it was decided not to include the dither as a
permanent feature,

The step response investigation provided information on the
effect of gain and dither upon the speed and accuracy of the system
response, The step function was provided by the punched tape

interface unit and hence, the paddle motion is a function of the



dynamics of this system. Therefore, the step and impulse responses

will be considered later for the complete system.

4,7 The Generation of Command Signal for the Wave Generator

The method of providing a signal for the wave generator
are numerous and several were considered before the existing system
was conceived., The most elementary perhaps, is to use an
analogue white noise generator and a set of filters to produce
the desired output, The output from the white noise generator consists
of a mixture of all frequencies. 1In practice, the bandwidth is
limited, because a constant spectral density over all frequencies
would lead to an infinite variance., Thus, the principal characteris-
tics of white noise are a constant spectral width and predetermined
variance, The filters used may be either single filters
corresponding to the desired spectral shape, or a series of
filters, each controlling a predetermined bandwidth arranged
either in cascade or parallel., There are many disadvantages to
this system. The frequency of conventional white noise generators
does not usually extend down as far as that required and even if
this condition is met, the output suffers from drift and variability.

The synthesis of a suitable single filter to give the
required spectrum is difficult and a different filter must be
designed for changing spectra. The set of filters is more feasible
and has been used quite effectively by Sellars and Loukakis (1966),
who used an analogue computer to set up a filter system to produce

a Moskowitz spectrum, the real difficulty with these methods being
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the construction of filters with a very high cut-off rate,
Considerable time, however, was devoted to a feasibility study of
constructing a single filter to produce a Moskowitz spectrum,
Since this spectrum is available as an analytical expression, the
only variable being wind speed, it was postulated that a single filter
shape would suffice. However, efforts to produce a realisable
form for this filter were fruitless.

With the inherent difficulties involved with the analogue
methods of wave synthesis, a digital approach was investigated,
Since a medium sized digital computer was available at the
University, it was decided to make use of this to generate the command
signal for the wave generator, This method has proved convenient,
since not only must the desired wave spectrum be provided, but account
must be taken of the response of the generator to a command signal
and the transfer function between wave motion and paddle motion,
both of which may change with system gain and water depth, for example.
An analogue signal generator or a dedicated digital system
might require hardware alteration to account for these changes,
whilst simply changing parameters in a computer program would suffice,
Furthermore, a change of desired spectrum may be similarly accommo-
dated, The generadon of a suitable digital time series representing
a command signal for the wave generator is discussed in the next
section, The next problem was to provide an interface between
computer and wave generator, Ideally, the command signal would be
provided 'on-line'., However, it was obviously out of the question

to use the University computer in this way, but it would be by no



means impossible to use one of the new programmable desk top mini
computers for this, since the program turns out to be relatively
simple,

The most convenient method of recording a large quantity of
data from a computer at relatively high speed ig either by means of
digital magnetic tape or punched paper tape. Punched paper tape was
chosen in this case because of the relative cheapness of the hardware
required to handle it. Before considering the construction of the
punched tape interface in detail, it is of interest to discuss the
general design philosophy.

Since the wave generator operates on an analogue principle,
the primary job of the interface is to provide digital-to~analogue
conversion., Digital data produced from a computer is in a binary
code., The binary system of representing data consists of a code
of zeros and ones (usually). Each piece of binary information is
called a 'bit', thus four bits may be used to represent 24 different
characters, There are several different binary codes, the most
common ones being straight binary and binary coded decimal. These
are illustrated in Table 4.2 together with decimal equivalents,
Decimal numbers may be represented by straight binary code by simply
adding bits to the left (carrying) as the count proceeds., Thus, an
n bit binary number may lie in the decimal range zero to 2",
Binary coded decimal is also worthy of further explanation. In this
case, each decimal decade is represented by 4 bits of straight
binary code representing 8-4~2~1 respectively. The range of this
code is expanded by adding further 4-~bit decades. Now digital-to-

analogue conversion from one of these binary codes may be achieved
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by using an operational amplifier in summing mode, each bit of
binary information being applied to an input resistor, Suitable
weighting of these resistors produces an output proportiomal to the
binary number. Modern electronics achieves this by means of a
monolithic digital-to-analogue converter, with high accuracy and
high speed being achieved by integrated circuit techniques, These
units commonly accept either binary coded decimal (BCD) or straight
binary, typical resolution being either 8-10- or 12 bits, with
common maximum output of 10 volts. The stmight binary code has a
greater resolution than those using BCD for the same number of bits,
e.g. 12 bits straight binary represents zero to 4096, whilst 12 bit
BCD, zero to 1000. Typical settling times vary between 300 nsec
and ZOfmu, so updating rates of 3 x lO6 and 5 x lO4 times per
second are possible, The use of one of these modules simplifies
the design a great deal and, in fact, means that the accuracy and
updating rate effectively depends on the remainder of the system.
Punched paper tape readers merely provide an electronic output
corresponding to the binary coded word on the paper tape, i.e. an
output of 'l' corresponding to a hole, a zero to no hole. The
sensing head of most modern tape readers consists of an optical
system, a photo-detector sensing the presence of a hole in the tape.
The tape is moved across the head by a toothed wheel which engages
the sprocket holes on the tape, This wheel is driven either by a
synchronous motor or a stepping motor, The synchronous motor drives
the tape at a constant speed, electronic separation of the tape

information being derived from a sprocket hole signal. The stepping
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motor is used for accurate tape speed and the tape momentarily
stops on a single line of tape, The latter method was used for
this application., Tape speeds of between zero and 1000 lines per
second are realiseable, a typical low-~cost reader being capable of
100 lines per second.

The two most important parameters governing the system are
that of updating rate and resolution. WNaturally, it is desirable
to have maximum values for both of these in order to be able to
produce a smooth analogue signal., These parameters are predominantly
dependent upon tape reader speed, digital-to-analogue converter
resolution and paper tape format., The tape code used is IS08 and
the format depends to a certain extent on the programming language
used,

IS08 is an 8-track code employing seven data bits and one
parity bit. Of the data bits, three are used for zone identification
(0 - 7) and four for numeric identification (0 - 15), Table 4.3
illustrates the use of the two groups of bits. A punch is taken to
represent a binary 1 and no punch a binary 0., Thus, the four
numeric bits representing the numbers zero to 9 are in binary coded
decimal (BCD) code, which simplifies the logic design of the
interface,

It is required that the tape contains as little redundant
information as possible, Three basic forms are available for
transferring integer numbers to paper tape, Each digit or space
may be produced individually from the machine code representation
using the ALGOL 'write ch' routine, but this method must be treated
as a last resort, since it involves considerable computer time.
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The ALGOL 'print' routine produces one leading and two trailing
spaces accompanying each number and the Fortran 'I' format produces
the number and three spaces. The alternative to the la tter two is
to produce the whole string of numbers as one Fortran record, thus
eliminating all extra spaces except at the ends of the record. A
further restriction is imposed on the system by the maximum length
of tape which may be handled conveniently which, in practice, is
100,000 characters being equivalent to a reel 10 ins. in diameter.
The final design parameters were a result of a compromise
between various factors, Hardware choice was between a 2 or
3 digit BCD digital-to-analogue converter and a 1u0 or 300 maximum
character per second tape reader, resolution being governed by the
converter and speed by the tape reader, whilst the length of tape
is a function of both. Table 4.4 shows the results of various com-
binations of both, based on a tape format having two spaces between
each number, Obviously, the faster reader speed is not feasible
because of the large quantities of tape required. It was finally
decided to use a tape speed of 100 ch/sec, with the 2-digit
converter, the 1 per cent accuracy being compatible with paddle
accuracy for a 10 cm stroke, which was thought to be a realistic
maximum for most applications. Positional error on full stroke
would be 4.5 mm., which was unlikely to be used. Ideally, a 2%
digit converter (or 8-bit binary) would give a 1 mm. error over the

maximum stroke,



Finally, the digital-to-analogue converter was so

inexpensive that 1f the 2-digit model proved inadequate, a

change

could be made to the more accurate modelat a later date.

4,8 Circuit Construction

Having selected the tape reader and digital-to-analogue

converter, it was necessary to design additional circuitry to

provide the following functions:

1. Operation of tape reader at a predetermined rate.

2. Storage of information read by the tape reader.

3. Sequencing of tape reader, storage register, and up-dating

of digital~to-analogue converter.

4, Smoothing and scaling of analogue signal.

These operations were performed by digital and analogue

circuits, built on a module basis making use of plug-in circuit cards

and dual-in~line packaging of the integrated circuits. The circuit

cards slide into a card frame and are connected to the inter-module

wiring
method
easing
series
by 3.5

speeds

by edge connectors. Dual-in-line sockets provide a convenient
of installing the integrated circuits without soldering, thus
maintenance, The digital logic circuits are SN 7400, TTL

and require a 5 v, power supply. Logical 'l' is represented
v, Y9 ana logical '0' by 0 v, p 1.2 v. Typical gating

are 18 asec, for a 2 input NAND gate and power dissipation

for the same device is 10 mw, The analogue operational amplifiers

+
are general purpose 741 c. versions utilising a -~ 12 v. power supply.
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The punched paper tape reader is a Computer Terminals OR 10
unit. The tape information is detected by an optical tape reader
head. A light source is shone through the holes in the tape. The
presence of a hole is detected by photo-transistors to which the
light is directed by fibre optics to ensure high signal/noise
output and eliminate cross-channel pick-up. The photo-transistor
operates a transistor switch which in turn is connected to an
output buffer in the form of an SN 7475 shift register in which the
clock pulse is maintained high to allow the output to change in
sympathy with the photo-transistor stage. Data from the buffer is
in the form of 8-bit bytes and a sprocket signal for sequencing
purposes. The stepping motor of the tape reader has four segments
which must be energised in the correct sequence to ensure rotary
motion, This is achieved by means of a printed circuit card
supplied with the tape reader, and responds to a pulse from the
clock circuit,

The characteristics of the motor are such that one pulse
advances the tape by one line. The pulse generator which operates
at 100 pulses per second originally consisted of two SN 74121
monostable vibrators arranged to be self-triggering. This system,
however, proved to be subject to drift of up to 10 per cent due to
the variation in supply voltage. A Rastra XR-220 monolithic timing
generator replaced this and is accurate to 1.5 per cent. A NAND
gate controls the re-triggering of the timing circuit, allowing
the ON/OFF switch to determine whether the pulses generated comnsist

of either a continuous pulse train or single pulse. The sequence
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is initiated by the single shot switch.

The 8-bit data from the tape reader is fed to a storage shift
register which contains two 8-bit words. This shift register
consistes of four SN 74175's, integrated circuits 3, 4, 7, 8 on
circuit card B. Outputs from these two words, which contain two
consecutive lines on the paper tape are fed to 8-input NAND gates
(SN 7430) to decode the IS08 characters representing £, S, F. The
four most significant bits from each word are also fed to an 8-input
NAND gate to detect the presence of a two digit number being present in
the storage register. The £, S, and F characters are used in the
control logic and will be discussed later. The least significant
bits of each word contained in registers A and B (see Fig. 4.6)
are connected to the output register, the four bits in register A
consist of the most significant digit of the number (i.e. 'tens')
and the B register the least ('units'). As previously stated,

1808 code is such that the least significant bits are in binary

coded decimal (BCD) which is accepted by the digital-to-analogue
conversion module so no inter-code conversion is requied. When

the output from IC 5 on board B (B/5) goes low, (detecting X )
indicating that a two-digit number is present in the storage register,
a clock pulse (CKO) is generated by the control logic and applied to
the output register. The output register consists of two SN 74194
4-bit registers, the outputs of which are connected directly to the
inputs of the digital-to-analogue converter, thus the pulse CKO

updates the converter with the BCD coded information contained in the
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storage vegister. This, then, is the basic data flow through the
unit, and it should be noted that a space or null character is needed
between each two digits if erroneous outputs are not to result.
The logic circuits could easily be altered to avoid this should
updating speed of 50 times per second be required. The remaining
logic circuits control the sequencing of the shift registers and
mean value of the output. Plate 4.3 shows the main storage
circuits. Several control functions are provided by the control
circuits in addition to the output register clock pulse CKO. The
other outputs are the mean value control (MVAL) and output register
clear (CLO). The mean value control is necessary for the following
reasons. It is convenient if the wave paddle is kept in a central
position during the time that no signal is being received from the
tape reader. However, the converter output is unipolar so that
an input of '50' is applied to the converter as soon as the power
is turned on. The '10' and *40' outputs from the shift register
are interrupted before they reach the DAC and are fed to a sequence
of gates forming a pair of OR gates. The other input to the OR gates
is MVAL, this being 'l' when a preset of '50' is required. MVAL
and CKO are set to 'l' and '0' respectively, upon switching on the
mains power supply. The operation of the control circuits from
this stage depend upon the mode of operation selection.

In the LOOP mode, the first number on the tape inhibits CKO and
MVAL and loads the output register. Thus, a continuous tape loop may

be used in this mode to generate a periodic motion or a short length
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of tape to produce a solitary wave or step function, In the

TRIGger mode a herald symbol £S is required at the head of the tape
before any numeric information is transferred to the output register.
This is necessary to prevent the accidental loading of an unsuitable
tape or running a program tape in reverse. A £{f is required at the
end of the tape to restore MVAL to 'l' and CKO to '0'. The choice
of mode is set by the TRIG-LOOP switch (see Plate 4.4 for assembled
Wave Generator Control Unit and Tape Reader). A flow chart for the
operation of the logic unit is shown in Fig. 4.7 and a system block
diagram in Fig. 4.8,

The analogue portion of the circuit consisted of two 741C
operational amplifiers. The first converts the unipolar output from
the DAC into a zero mean signal and inverts the signal. The second
amplifier forms a filter with a -3 dB frequency of around 20 Hz
and a cut-off rate of 6 dB per octave. Both of these operations may
be performed with a single device, but since the filter operation
must be performed with the amplifier in inverting mode, and since it
was desired to utilise a positive signal to provide positive paddle
motion, two inverting amplifiers were used. Three ranges of scale
were also provided to suit the paddle motion to be used. Two of these
provide full scale movement of 10 cm. and 15 em., whilst the third

can be pre-set by a potentiometer to any desired value.

4.9 The Performance of the Punched-Tape Interface Unit

The first stage in ascertaining the performance of this part of

the system was to consider the voltage levels produced by the DAC in
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response to a particular number on punched tape. This was achieved
by setting the mode selector to 'LOOP' and punching a single number
on a length of blank tape, the output being monitored by a digital
volt meter., The most significant decade (i.e. tens) was treated
separately from the least and the results show that the linearity is
excellent and within that quoted by the manufacturers of I % LSB

(0.5 per cent FSD). A similar test was performed on the output from
the analogue filter section in order to set the 'zero' paddle position
output to earth potential (within r 5 mv.) and to check the amplifier
linearity. Again, this proved to be within the tolerances set by

the DAC module.

The timing and sequencing of the unit was then checked. The
clock pulse generator was adjusted to the correct frequency by
observing the timing pulses on an oscilloscope which had a built-in
oscillator which was accurate to 1% per cent. Following this, punched
tapes were made up consisting of 'ramps', i.e. number sequences, such
as 10, 20, 30, 40 etc. and the resulting wave form observed on the
oscilloscope. A trace of the ramp inputs to one decade is shown in
Fig. 4.14, the results being quite satisfactory. The output register
clock pulse was observed simultaneously with the main clock pulse,
and timing was as predicted during the logic design.

Whilst considering the response to a ramp input, it is of interest
to note that the reconstitution of a wave form using a digital-to-
analogue converter intrinsically introduces distortion. The reason

for this is shown in Fig. 4.9. The wave form which it is desired to
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produce is sampled at equally spaced intervals and these values used
to drive the digital-to-analogue conversion. The unfiltered output
is a step function, a line through the mean values of which lags the
original wave form by half the sampling rate. The output of this
signal when filtered is also shown and it is evident that not only

is there a phase shift but also some harmonic distortion. The amount
of distortion depends upon the synthesis rate. By selecting a
suitable up-dating rate, the harmonic content of the wave form

generated may be reduced to an acceptable level.

4,10 Appraisal of the Complete System

The investigation of system step and impulse response as
mentioned previously was performed by utilising the punched tape
reader input, a step being produced by punching 70 on tape (corresponding
step is from the mean value of 50 to 70) and an impulse approximated
by punching 70 space space 50. The length of the impulse is thus
0.04 seconds. The response of the paddle motion to these inputs is
a function of the complete system since the filter in the interface
unit output stage will have a finite rise time. Fig. 4.10 shows
the positive and negative step responses for a step of 3 cm. and a
variety of gain positions, together with the output register clock
pulse (positive edge triggering). Original traces were obtained on
the UV recorder with a fast paper speed.

For high gains of the order of 60 sec._l, the system was unstable,

any error signal causing oscillation of 10Hz with an amplitude of
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3 mm. Decreasing the gain brought stability and a decreasing settling
time. For gains of 14 or less, the response was slow and large
errors in position of the order of 8 per cent were evident. It is
also noticeable that there is some difference (5 per cent approx.)
in effective gain in either direction, this being more noticeable

in the settling characteristics of the curve than the rising portion
and consequently tending to support the null flow non~linearity
hypothesis. The impulse response curves are shown in Fig. 4.11 and
exhibit similar characteristics to the step response. Fig. 4.12
shows the effect of various amounts of dither, the effect of
increasing the peak-to-peak voltage being to decrease the effective
gain.

Finally, the frequency response of the system was obtained at
varying gains and is shown in Fig. 4.13. During this investigation,
it was discovered that the output from the feedback transducer
contained noise. The signal level was typically of the order
of T 1 volt maximum with noise consisting of 1.6 RHz ripple, with
magnitude of 0.08 v, peak-to-peak. A simple filter was constructed
with a -3 dB cut-off point of 500 Hz , reducing the noise level to
0.002 volts, peak-to-peak. The frequency response was obtained by
producing punched tape loops consisting of the ordinates of a sine
wave at the appropriate frequency. From the paddle motion observed,
the magnitude and phase of the frequency response was calculated. The
motion was also assessed quantitatively in respect of smoothness of
action. At gains near the limiting value the motion tended to be

jerky, whilst for low gains, the amplitude response was too low,
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although the motion was very smooth.

Finally, a compromise setting for the gain of approximately
30 sec. -1 was used which resulted in positional accuracy of
approximately 1 per cent, whilst maintaining a smooth motion and
adequate frequency response. In terms of step response, this gain
setting produced a single overshoot.

To summarise, the complete system provides a means of producing
the motion of the wave-maker as specified by numbers punched on paper
tape, with frequency response and accuracy which was considered
adequate for the production of programmed waves. Should system
requirements demand a better specification, the simple system used
provides a basis for achieving this with the minimum of reconstruction.
The most desirable modifications which come to mind are:

1. Provision of 3-digit BCD digital~to-analogue converter to

provide greater positional resolution.

2. Use of 300 ch./sec. tape reader to produce improved wave form
definition.

3. Provision of compensating servo-control circuitry to improve
stability.

However, the first two may provide electronic accuracy in

excess of the servo-system characteristics.

- 108 -



Percentage of Fundamental
Frequency 7
% 2nd Harmonic 3rd Harmonic
0.5 0.1 1.4
0.4 1.0 1.4
0.3 0.3 1.8
0.6 0.4 1.4
0.8 0.5 1.2
0.9 1.7 3.2
1.1 1.8 2.6
1.5 1.1 2.9
TABLE 4.1 Harmonic Content of Paddle Motion
Decimal | BCD Binary

0 ! 0000 0000 0000 0000

12 0001 0010 0000 1100

25 0010 1101 0001 1001

50 1001 0000 0011 0010

75 0111 o101 0100 1101

87 1000 0111 0101 o011l

99 1001 1001 0110 0011

TABLE 4.2 Binary Codes
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TABLE 4.3
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G 60600000
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3 4
Zone Bits Numeric Bits
ZONE 3, No. 8 (Represents decimal 8) 0 1 1 1 0 0
ZONE &4, No. 6 (Represents F) 1 0 0 0 1 1
ZONE 2, No. 4 (Represents £) 0 1 0 0 1 0
o . Zone Numeric
PUNCH TAPE REPRESENTATION ,WC:::::jWﬁ
> e
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OO oo |F

Punch Tape Representation of Characters
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Propert Tape Reader 3 Digit BCD 2 Digit BCD
P Y Speed Converter Converter
100 ch./s. 0.1% 1.0%
Resolution
300 ch./s. 0.1% 1.0%
100 ch./s. 20 25
Up-Dating Rate
300 ch./s. 60 75
Number of Characters 100 ch./s. 60,000 60,000
for 10 min. Record 300 ch./s. 180,000 180,000

Tape Reader Speed and Resolution

TABLE 4.4
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FIG. 4.3
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5. SYNTHESIS OF COMMAND TAPES

5.1 Digital Synthesis of Time Series

The purpose of this section is to describe the process by
which the command tapes are produced. The command tape is such that
the waves produced will have the required spectral density function.
Two methods are commonly in use for the digital simulation of sea
waves, firstly, by superposition of sine waves and secondly, by the
digital filtering of random numbers. The superposition method
represents the water surface elevation ?Q4} as:

N

k):Za“ms@vgnEw%) Re o.M (5.1)

n= i

o

(i

where (. 1is the amplitude of the ﬂé\ component and ¢4, the phase.

The amplitude is given by:

A, = /Z%?Z;

i
To avoid the repetition of the time series with period ’§, it is

usual to set Zigﬂ in a random manner and to assign random values to

the phase ﬁi . The main objection to using this method is that if

a spectral analysis is performed on the resulting time series the
spectrum tends to become a series of Dirac delta functions at intervals
corresponding to the component frequencies if the spectral resolution
is fine enough. For larger spectral resolution the impression is

one of a continuous spectrum. However, Goda (1970) has used this
method with 50 components to investigate the statistical properties

of wave records with success, so that there would be little objection
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to the modelling of waves in the laboratory by this method, since
it is felt that non-linear transformation of energy would more than
compensate for the theoretical lack of wave energy at frequencies
other than those of the component waves.

The alternative method, digital filtering, is perhaps an
aesthetically more acceptable method since it does not recognise
the existence of discrete frequency components. Since the real sea
state which it is hoped to model consists of a continuous distribution
of energy, it is reasonable to expect that this approach may yield
a more realistic model. It is usual to filter a sequence of random
numbers, generated such that they possess a normal probability
distribution and that the magnitude may be predicted.

The filter used may be considered as a constant parameter
linear system, the relationship between the input and output of such

a system is considered in the next section.

5.2 Characteristics of Constant Parameter Linear Systems

The synthesis of any time series (digitally or analogically)
may be considered as the output of a system. To simplify the
analysis of such systems, they are usually assumed to be 'constant
parameter linear systems'. The system is said to be linear if its
response characteristics are homogeneous and additive. This means
that the output produced by a constant times the input is equal to
the constant times the output produced by the input alone
(homogeneous) and that an output to a sum of a number of inputs is

equal to the sum of the outputs produced by the inputs acting alone.
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3 LN
If the input is mi?}and the output ‘§§) then a system is said to be

linear if:

{REN i H
CLEX,QC> + G\} 3{:2‘@/;—«-—&; q‘<%!{:§}+ %1§hj> (5.2)

The constant parameter system implies that the characteristics of
the system do not change with time.
An important property of a physical passic system is that of

casuality - if the input is zero for €'<%; then the output is also
zero during the same interval. The dynamic characteristics of a
constant parameter linear system may be realised as a weighting function

hi? which is the response of the system to a unit impulse 2;&}
applied at a time T pefore. It is very useful because the output

for any input is given by the convolution integral:

]

. e g
MO «{r-2)d= (5.3)

The lower limit of integration being zero and not ee
since that for a physically realisable system it is necessary that
the system responds only past inputs. Hence, Equation 2. is valid
because any input may be resolved into a continuum of unit impulses.

The Fourier transform of yﬁz}is known as the frequency response

4

jgiven by:

7

function g{g
“5{\1 {3{/\* P 3
M) :l} %’\&})@'J‘CPi“‘é?«T?&}}d? (5.4)

Ve
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The frequency response function is a special case of the transfer

£ "
function which is the Laplace transform of hﬁﬁj:

h) escp(=pD) d T (5.5)

where gﬁ'&+i$
For physically realisable and stable systems, the frequency response
function may replace the transfer function with no loss of useful
information. Taking Fourier transform of both sides of
Equation 5.3 and noting that Xxﬁ)and y Jgare the Fourier transforms

of %(t)and j(ﬁ} respectively, then:

>(£} = }ﬁﬁé X%é} (5.6)

The frequency response function may be expressed in terms of a

H ;7
system gain factor %%gj)tand phase angle ;%{§} as:
174 \§ B .
) = THO) lexpl-3 25 (5.7)

Two properties of the frequency response function of a
physically realisable system are of interest. The first is that the
gain factor is an even function and the phase angle an odd function.
This follows from the consideration of the Fourier transform of real
time series as in Equation 2.3. Secondly, if one system is
followed directly by another and these are described by §4é§}and Hﬁé} 5

the overall system may be described as ¥§§} where:

14 {fs

;ﬁﬁé }f ) ﬁhﬁﬁ (5.8)
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so on cascading systems the gain factors multiply and the phase
factors add.
. . Ly 5 .
The relationship between &ﬁ?; and 3@f may also be described
by the cross-spectrum and cross-correlation. The cross correlation

function Qaéi}is defined as:

{‘T
v dw LI ~
R(= 70 7] ) -l (5.9)

and is a real valued function. It has many important properties
which are very useful in system analysis. For example, when RxﬁﬁszD
the ea%éandxé}} are said to be uncorrelated. If m:ﬁjand %{§}
are statistically independent, then ngg)séﬁ for all time lags.
The cross spectral density function is a complex function gaéé}
the real part <1QQ§} is the co-sgpectral density function and the

imaginary part (;L;§} the quadrature spectral density function.
o0 f/ e . S
5&& SREY \;Q%i{ﬁ (5.10)

Here again, a two-sided cross spectral density i%%i§> is also
defined. The importance of these joint properties is illustrated
by considering the cross spectrum between input and output of a

SO
system, characterised by a frequency response function. %{3;

is given by:

S J@} - vl S O (5.11)
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Thus, the frequency response function may be estimated from
cross-spectra measurement., Another useful quantity when dealing

N
with two records is the coherence function zxﬁéj} and is given by:

4| (5.12)

When ngé} is equal to zero at a particular frequency then x()
and %iﬁ} are said to be incoherent (which is the same as
uncorrelated). The relationship between the probability density
function for the output and that for the input is of importance when
synthesising a time series. Davenport and Root (1958) show that if
3@%; follows a Guassian distribution and the system is linear, then

the output qiﬁ) will also follow a Gaussian distribution.
&

5.3 Implementation of the Digital Filter

A time series with specific power spectral density and
probability density function may be produced by exciting a specially
designed filter with white noise. White noise has a constant spectral
density function and a specific probability distribution. Physically
realisable white noise is band-limited because true white noise would
have an infinite variance. Borgman (1967) and Shvestsov and Shorin
(1969) use the digital version of Equation 5.3, the water surface
elevation being given by:

e W
AN 1 {1 A
AR W) ol T a?, heo..m (5.13)

REER
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where 3&§ﬁ> are the series of random numbers constituting the
white noise. The coefficients of the impulse response function
being computed by a cosine transform of the frequency response
function. The frequency response function may be determined by

considering the equation:

g (f
5.06) (5.14)

If the spectrum ngQ of the random numbers is equal to unity

for the range of frequencies of interest, then it is a simple
p—

matter to make %ng equal to jgﬁés , the required spectrum. Both
Borgman (1967) and Shvetsov and Shorin (1969) assign zero phase
angle to the filter and compute the impulse response as a simple
cosine transform. In this case, the filter had to take account of
the response function of the signal-paddle movement-wave motion system
as well as the desired spectrum, the phase response being unlikely to
be zero. By making use of the convolution theorum, it is possible
to perform the filtering in the frequency domain instead of the time
domain and by using fast Fourier transform methods, considerable
computing time may be saved. The author has adopted this method and
the practical considerations are now discussed.

The synthesis is based upon a fast Fourier transform (FFT) algorith

which computes either forward or inverse (IFFT) transforms as

described in Appendix 2.
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N-1
Xoy = Ab } 3:(\22} ﬁxgj(:\'}lwnlp\ji%é)
koo

(5.15)

x@‘i} = fi\‘é}ii)({r\j axpgln ﬁ%\f‘i\i)

. . , by .. ;

The time serieg transformed is yiﬁj where th = At
. ) ( {

and the spacing in the frequency domain is 7T, = QQE?
The "white noise" may be regarded as a sampled time series and is
generated as a series of pseudo random numbers on a computer by a
standard routine, such that the probability density distribution is

. , 43 -
Gaussian and the series only repeats after 2 numbers., Digital
filtering may be performed as:

3= K
LR

L/ [N
Lﬁd’i) = At > {‘aﬁp XL?*-\\E} (5.16)
AEER

&ﬁ}}is a weighting function determined by the frequency response of
o
the filter as:

3
7

{ { 3 %
hg Ay EFF?iéﬁﬁﬁ} (5.17)

N’
i

For a stable system this weighting function must decrease to a
negligible value for large %3 . The value of Y used must be
such that this is achieved. To achieve this filtering in the
frequency domain, it is only necessary to note that the convolution

theorum states that Equation 5.16 may be replaced by the finite

representation of Equation 5.6, viz.:

>Z}} = @{g) ><QF) (5.18)
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The time series %Qﬁ} is obtained as the inverse transform of

Equation 5.18 as:
Ljé;_\@ = [}~ ;rpT{H@BXX@}> (5.19)

A i
By substituting for /<Qﬁ and noting that [l% = /éfi

the filter algorithm is:

%;F’f::( ?E(I\“}X FRT {9@@))} (5.20)

|-

(hy .
Lj )

From Equation 5.14 it may be seen that if %%Q?} is
made equal to the square root of the power spectral density function
and that if the spectrum of the white noige is unity, then the time
series produced will be the sampled time series representing the
water surface elevation. In order to produce a real time series
#
. X§) = XE)
the transform of the series must show the property I/ .
which is represented in the discrete Fourier transform as a mirror
. v . )
image repeat centred about the term ‘2 . So that this real time
series can be produced, the product FFT{QQ}Q>X ) must exhibit
this property. Thus, the frequency response function is represented
A
k& . . . oy .
by "é?%//?ég) with a mirror image repeat. §£§} is the desired
TS% )
spectrum and ) the frequency response of the wave generating
system. This mirror image representation of the transfer function
corresponds to the two-sided representation of the frequency response.
The usual restriction of limiting the number of transform points to

a power of 2 imposes the relationship mentioned previously between the
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time interval and frequency spacing. The length of the transforms
used to simulate the filter may be the same as the number of data
points it is desired to be produced. However, a more efficient
method is to filter segments of the record and then to add them.

Some guide to the most efficient length of transform is given
by Helms (1967). As an example, suppose that it is desired to
produce a time series of 4096 samples at a time interval of 0.04
seconds. The obvious way is to fast convolve with N = 4096, using
a frequency response with a resolution of 0.0061 Hz. By using a
transform of length 256 and performing the convolution several times,
the same time series may be produced faster with a resolution of
0.098 Hz. The addition of each segment to produce the complete
series does pose a problem. Since the synthesis is an implementation
of Equation 5.16, the points computed which lie outside the range
@&—5}&% to§§§~ K}A% are invalid. A method of overlapping the
segments eliminates any errors from this source. The last N-W
values from the ith segment are used as the first K values of the

(+ | segment and the first and last X values for the complete
series are discarded.

In practice, the accuracy with which the time series produced
compared with the desired series in terms of spectral density is
limited by the impulse response of the filter. For the above method
to produce a realistic simulation the impulse response, computed as
the inverse Fourier transform of the desired spectrum modified by the

system response, must approach zero within the range - K.&g}%:&%

- 139 -



I1f the impulse function has a finite value outside this range, then
the series produced will differ from the theoretical. This is
analogous to computing the raw spectral density from an
autocorrelation function which does not become zero in the range
considered.

All the spectra considered in Section 6. for modelling were
simulated using this filtering technique with a value of 40 for K
The initial results were not encouraging, several peaks and valleys
being present in the spectral shape. However, an investigation
revealed that the spectrum of the random numbers was not flat.

This error was removed by first analysing the random numbers to be
filtered and then modifying the filter shape to allow for any
deviation from a flat spectrum. A typical double-peaked spectrum

is shown in Fig. 5.1, together with the simulated spectra using
firstly the raw random numbers and secondly, the modified filter.

In this case, no system transfer function was used. The white noise
spectrum is also shown. Table 5.1 summarises the results of the
command tape generation. The variance of the sea state is represented
by C&z . The theoretical variance of the command signal is sz

and was determined by considering the power transfer through the
system for the particular case being considered. In some cases the
comparison is excellent, errors being of the order of 2 per cent.
Other spectra, notably those of small magnitude, are subject to errors
of the order of 20 per cent. There are several anomalies to this

table, for example, spectra 2A and 2B appeared to obtain a better
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result using the raw white noise. However, this was found to be
caused by spikes in the white noise spectrum adding energy to

the resulting series. Further tests indicated that by the use of
longer Fourier transforms a better approximation to the desired

spectrum is achieved by reducing the number of overlaps.
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§ ; NUMBERS FUNCTION
" (m?) m® | () (mm?)
£6.3 | 287.1 409.6 554.8 395.4 | 20
N1 | 235.9 275.3 323.1 282.6 40
N2 257.8 292.3 | 411.8 287.0 40
% N3 203.0 267.5 101 262.2 40
§ 24 93.7 130.9 144.9 113.5 40
% 2B 119.1 132.8 133.9 111.1 40
% 11 123.2 196.5 189.2 168.7 40
128 74.8 98.5 % 94.5 82.6 40
M25 145.3 92.7 78.9 82.9 40
M30 256.0 201.5 193.3 195.6 40
o 302.1 250.7 L 262.9 257.5 40
i T2 319 292.2 30501 302.1 | 40
% ™2 15.0 8.0 | - 6.7 40
FIG. 5. Command Tape Generation Summary
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6. EXPERIMENTAL PERFORMANCE

6.1 Experimental Equipment

The experimental work reported on was conducted in a flume
at the University of Southampton. The flume is 40 ft. (12.2m) long,
18 in. (0.457m) wide by 18 in. (0.457m) deep. Originally a tilting
recirculating flume, considerable work was necessary to convert it
into a wave facility. A feature of the flume is the stilling
tank at one end which was retained in order to assist the efficiency
of any wave absorber installed at that end. The flume is glass-walled
for its entire length, support being provided by steel 'U' sections.
The tilting capability was also retained from the original installation,
this being provided through a hydraulic jack situated 30 ft.
(9.15m) from the beach end where a pivot is provided. The flume was
levelled carefully before any measurements were taken and the
accuracy of construction is such that the maximum deviation of water
depth throughout the entire length is 5 mm. Two rails are provided
on top of the flume side supports to allow instrument trolleys to
be used. These rails are capable of being levelled separately
from the flume. Since the base of the wave flume is 53 in. (1.35m)
off ground level it was necessary to provide a walkway to provide a
convenient working platform. Shelves for instruments were also
provided on a nearby wall.

A piston-type paddle was installed at the opposite end from
the stilling tank. The paddle consists of an % in. (3.175mm) sheet of
aluminium cut to fit the channel leaving a minimum gap between the

metal and glass. A seal was formed by two flaps of neoprene,
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attached to the paddle such that the water pressure effected an
efficient seal. The aluminium sheet was attached to a framework of
aluminium angle as shown in Plate 6.1. The paddle and supporting
framework are supported on linear bearings which run on ground steel
shafts supported in three places. The total stroke of the paddle

is 45 cm. Initially, a monochromatic generating system

was installed, consisting of a Kopp 1% hp motor and gear box

capable of providing frequencies of 0.3 Hz to 2.3 Mz. A connecting
rod of length 120 cms. is provided from the paddle to an eccentric
attached to the motor. The eccentric provides a maximum throw of
27.0 cm. which may be set by use of a vernier scale to an accuracy
of ]./50th mm. The centre line of the axis of rotation of the
eccentric is situated 40 mm above the line of action of the
connecting rod on the paddle. The power of the motor is grossly
over-estimated in order to provide smooth rotational motion over the
entire range of amplitude and frequencies, very little power being

required to overcome bearing friction in the paddle mechanism.

6.2 Wave Data Acquisition System

The capacitance probe method of measuring water surface elevation
used at the University is mainly due to the work of Bullock (1967)
and Harris (1973). In essence, the probe forms a capacitor using a
length of insulated wire suspended vertically through the water surface.
The insulation forms the di-electric whilst the two poles are the
conductor and the water. As the water rises and falls, the

capacitance varies linearly with depth of immersion. The probe forms
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part of the frequency selection circuit of an oscillator, such
that the frequency of oscillation varies linearly with capacitance.
This frequency modulated signal is fed to a frequency discriminator,
which produces a voltage proportional to the water surface elevation.
The system of oscillator and discriminator used is a proprietary unit
manufactured by Shandon Southern Instruments under serial numbers
M.1860 and M.1828., The carrier frequency employed is 2 WH%Z}
a change in capacitance of T 10 PF produces a frequency change of
: 20 %}%Z which in turn produces an output of O to 2 volts from the
discriminator.

The probe isconstructed from pve covered miniature stranded
(0.7/40) wire 0.89 mm in diameter. It is attached at one end to
a hollow perspex box 38 mm by 42 mm, and to a perspex bar 38 mm long
and 4,7 mm in diameter at the other end. The two pieces of perspex
are separated by two stainless steel strips which also provide
electrical connection with the water. The effective length of the
probe is 23 cm. with a capacitance of approximately Z;DF/cm. Thus,
the maximum wave height which can be measured with this system is
10 cm. However, it was found that the range could be extended to
a range of 30 FP without deviating significantly from a linear
calibration. A second input has also been provided on the oscillators
which responds to a change of 60 ?F . The electronics of the system
are such that the linearity is better than ! 1 per cent and the drift
better than 0.1 per cent full scale deflection per degrees C. A
maximum noise level of 6 mv means that changes of capacitance of

0.006 g>? may be detected. This is equivalent to a wave height of
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0.03 mm. However, in practice, it is the wave probe meniscus which
limits the accuracy to 1 mm. The wire used was found to be free

from other vices such as water absorption and wetting effects. It
was found that small changes ( < 5 per cent) in capacitance due to
changes in temperature of the order of 10°c. affected the calibration,
thus the procedure was to calibrate the probe over a limited range
daily before use.

The effect of meniscus raises the question as to whether a better
system of water surface elevation can be developed. Certainly any
system which uses a probe crossing the air water boundary will have
a meniscus, however small. Perhaps methods using some form of
electromagnetic radiation such as laser inferometry may prove worth

development.

Two methods of recording the information produced by the wave
probes were used. A six channel UV recorder was used to graphicaly
record the water surface elevation. Electronically, errors in this
recorder may be regarded as negligible. Frequency response is also
adequate. The resolution of thetrace produced is determined by the
width of the trace and this was generally equivalent to 1 mm water
surface elevation. Interchangeable galvanometers allow a wide range
of signals to be recorded on chart paper 17 cm wide. Timing pulses
are also provided as spacings of either 0.1 sec. or 1 sec. to an
accuracy of better than 1 per cent. Four chart speeds are generally
available: 10, 25, 100, 250 mm/sec. A second UV recorder was available
if higher speeds were required, the maximum being 1 m/sec. Later, a

signal conditioning unit was added to the UV recorder to obviate the
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necessity of changing galvanometers and consequent signal matching.

The main method of recording wave data was on magnetic tape
using a Thermionic T.3000 Mk. II FM tape recorder. Four channels
of data could be recorded as a voltage simultaneously, at any one
of four tape speeds 17/8, 3%, 7% and 15 in. per second.

Linearity of the recording is typically I 1 per cent and
signal-to-noise ratio of 35 to 39 dB, with adequate bandwidth for
the phenomena to be recorded. Any voltage between zero and 15 volts
peak-to~-peak may be recorded via a built-in attenuator and replayed
with a maximum amplitude of I 1 volt.

Two methods were readily available for the analysis of the
tape recordings. A Dynamco Series 6000 data logger was available
which digitised the signal and punched paper tape which was compatible
with the University computer. A variety of plug-in units make this
a very versatile piece of equipment. The digital voltmeter used
required an input of maximum amplitude I 1 volt (compatible with tape
recorder), with a resolution of 0.1 mv. The maximum operating rate
is 10 samples per second to a timing accuracy of 0.0l per cent. Long
term accuracy of the voltmeter is 0.0l per cent of reading in one
year. All four channels of the tape recorder may be sampled
sequentially, the maximum rate of digitisation will them 2.5 samples
per second per channel. By suitable combination of recording speed,
replay speed and sampling rate, a maximum 'real time' sampling rate
of 40 samples per second for a single channel may be achieved. This
process was used only for initial trial runs since the turn-around

time on the University computer was too long to allow convenient
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analysis of many records.

The Data Analysis Centre, as mentioned in Section 3., was
used exclusively in the analysis of the tape recordings. Analysis
of the laboratory waves was aided by the addition of routines which
enabled wave heights to be determined as well as spectral and
statistical properties. This method was also adopted for the
analysis of the paddle motion (via the feedback transducer) and
command signal,

To summarise, the water surface elevation was recorded via a
capacitance probe, either graphically or in computer-compatible form
on magnetic tape with a minimum resolution of 1 mm, this accuracy
being limited by the meniscuseffect on the probe., The linearity
of the system was better than 2 per cent. The procedure adopted
was to calibrate the wave probe immediately before use by means
of the vernier scale attached to the probe carriage. This calibration

was then found to be essentially constant over a period of several

hours.

6.3 Regular Wave Investigation

An absorbing beach consisting of aluminium swarf and hairlock
was installed at the opposite end of the channel to the wave generator.
Initially, a mattress 15 cm thick consisting of a wire mesh frame
packed with aluminium swarf was installed, with a slope of 1:6. The
absorbing effect of this was surprisingly good. With this in mind,
two baskets of swarf were constructed and placed in the stilling tank
and a further wedge-shaped basket placed in the last section of the

flume. Spaces between the baskets of swarf were filled with hairlock.
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The complete absorbing beach is illustrated in Fig. 6.2,

Further tests using regular waves produced by the Kopp
motor arrangement were performed to determine the coefficient of re-
flection for this beach. The results are shown graphically in Fig. 6.3.
In general, the coefficient is less than 4 per cent, although considerable
scatter is evident. This is due to the fact that the magnitude of
the phenomena to be measured to determine the reflection approaches
the limit in accuracy of the instrument. The envelope method
described by James (1969) was used to determine the coefficient of
reflection. For a wave height of 10 cm with 1 per cent reflection it
was necessary to measure the wave height at two points to an
accuracy of 1 mm. Since the reflection of frequencies of interest
was so small, it was neglected in all further tests.

In Section 5. the generation of command tapes by a digital linear
filter was described. This method assumes that the transfer function
from paddle amplitude to wave amplitude may be represented as a linear
system. The generation of waves is for certain frequencies non-linear,
being more pronounced as wave length increases relative to water depth.
The waves produced are characterised by a second harmonic as described
by Madsen (1971). 1In order to be able to make use of the linear
theory for predicting wave heights, the harmonic content of waves of
various frequencies was examined. The method used for determing the
harmonic content of the wave form is similar to that described in
Section 4. for dealing with the paddle motion. Fig. 6.4 summarises the
test results. Generally, the second harmonic content increases with

wave length and amplitude. However, the points for frequencies of
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1.0 Hz and 1.4 HZ show a reversal of this trend with respect to
wave length. This may be due to instability in the shape resulting
from the wave tending to limiting steepness. From these tests it is
possible to determine a region where the linear theory may be applied
with reasonable confidence.

It was proposed that the transfer function from paddle motion

to wave motion be based on small-amplitude theory and is given by:

v 2 zﬁ(l
< - 1 sinh "z (6.1)
e \ 2md { 337&4 Zavcl
S 7T coshTzT
where <« = ywave amplitude ¢ = paddle amplitude

An investigation into the validity of this equation yielded the

graph in Fig. 6.5, In general, the agreement with theory is good for
frequencies between 0.5 Hz and 1 ?%z whilst at higher frequencies,
there is considerable scatter.

The wave length of waves produced in the channel was also measured,
two methods being used. Two wave probes were installed a known distance
apart for the first method. A trace from each probe was displayed
on the UV recorder and from the phase lag between the two signals a
simple calculation yielded the wave length. The second method was
described by Earattupuzha and Raman (1972) and only one probe was
required. Both methods yielded results which agreed within the limits
of experimental error, The wave length predicted by Airy theory was
compared with the experimental values, the typical difference being
of the order of 4 per cent, although differences of up to 10 per cent
were noticeable in the shorter waves. All the regular wave studies were

conducted with a water depth of 35 cm.
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From the previous test, it was possible to define very
approximately an amplitude frequency domain in which the linear theory
of wave generation may be applied with reasonable confidence. The
amplitude is limited in all frequencies by the linear portion of the
wave probe characteristics, and at high frequencies by the limiting
wave steepness (which was determined experimentally in the regular
wave investigation). The low frequency limit is restricted by the

generation of secondary harmonics, with a cut-off at approximately

0.3 Hz.

6.4 Programmed Wave Investigation

Punched tapes were prepared using the method described in

Section 5. and the resulting performance evaluated in three stages:

1. Accuracy of sea state simulation.
2. Wave-maker motion under programmed conditions.
3. Transfer function between paddle motion and wave motion under

programmed wave generation.

It had been hoped that all the prototype spectra described in
Section 3. would be simulated in the laboratory. However, in order to
produce a reasonable variance for many of the Jersey records a
scale factor of the order of 1:10 was required. This produced a
model spectrum with very low frequency content which was
undesirable because such low frequencies corresponded to a wave
length of the same order of magnitude as the length of the flume.

In fact, only four records from Jersey were suitable for simulation.

The prototype records were thus supplemented by Moskowitz spectra
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and two arbitrary shapes chosen to provide a variety of spectral
conditions. Details of the spectra used for simulation are given
in Table 6.1. A water depth of 350 mm was used for all the tests
since this corresponded to the model water depth for the NAB Tower
spectra and the model depths for the other spectra were impractical.
The command tapes for the simulation were generated by the
method described in Section 5. The frequency response function for
the wave generating system consisted of two parts. The relationship
between wave amplitude and paddle amplitude was taken as that for
small amplitude theory given in Equation 6.1. The second part, that
of command signal to paddle motion in terms of amplitude and phase
was measured as described in Section 4. for a gain of 25 sec.

e
These parts were combined to form ~rL&j as defined in Section 4. as:

ORRE-1CORE ¢

where R represents the command signal. The reciprocal of the
frequency response, i.e. the modification to the spectrum to
produce the desired filter, is shown in Fig. 6.6. All the command
tapes used in the tests consisted of 8000 numbers giving a running
time of 5 mins. 20 secs.

The waves produced by the wave generator at a test section
7 m, from the paddle were recorded on the The;mionic tape recorder
and analysed in the Data Analysis Centre. The following were

computed for each record.
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1, Spectral Properties.

(a) power spectral density function,gig)

(b) area under power spectral density function, M,

(c) spectral width, ¢

(d) peakedness, CQP

The power spectral density function was computed using Hanning
smoothing, a resolution of 0.061 Hz and 62 degrees of freedom,
The computation was performed via the fast Fourier transform
(see Appendix 2.). Parameters 1b, lc and 1d were calculated on
a desk-top computer from a paper tape output of the spectral density
function, the latter two being determined from a 95 per cent cut-off
point as mentioned in Section 3.
2, Statistical Properties.

(a) probability distribution of water surface elevation f{?}

(b) variance of water surface elevation o

(e) skewness,{i

(d) kurtosis ]32

(e) probability distribution of wave heights (normalised with

respect to the water surface standard deviation;ﬁfﬁ} 7,
waves defined by zero upcrossing method

(f) mean wave height, gmﬁm

(g) root mean square wave height, FLmS

(h) the significant wave height, H5

(i) the mean height of the highest tenth waves, H%@
(j) the distribution of maxima PG

(k) the number of maxima ﬁé
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Properties 2f, 2g, 2h and 2i were computed subsequent to the
main calculation from a punched tape listing of the wave heights.

The power spectral density functions for the simulated sea states
are shown in Fig. 6.7 - 6.19, together with the specified spectra.
The surface elevation distribution and wave height distributions
are also given in these figures and are compared with Gaussian and
Rayleigh distributions respectively. A summary of the results is
given in Table 6.2.

The values of variance, spectral width and peakedness for the
simulated spectra are compared with scaled prototype values in
Table 6.3(a). It was hoped to be able to compare significant wave
heights for modelled and prototype conditions. However, in a number
of cases, prototype values were not available. Table 6.3(b) compares
these values for the Eastbourne and NAB Tower spectra,

In order to gain more information cencerning the validity of
expressions given in Section 2. relating the various wave height
parameters to the standard deviation of the record, the following
ratios were computed from the simulated sea states:

(a) The ratios of significant wave height, root mean square wave
height, and mean height of the tenth highest waves to the
standard deviation, QS o Fﬁmyﬁf . %%?f;r.

(b) The ratio of the standard deviation of the wave heights to the
standard deviation of the water surface elevation.

(c) The ratio of mean wave height to standard deviation of water
surface elevation.

These ratios are tabulated in Table 6.4 and compared graphically

with the theoretical values in Fig. 6.20. The peak distributions
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for a number of records are compared graphically with the Rayleigh
distribution in Fig. 6.21.

The problem of repeatability was also investigated by repeating
the tests on different days. Some difficulty was experienced at
first in obtaining reliable results. This was because the gain
setting on the Moog Servocontroller is adjusted by means of a
screwdriver operated,one turn potentiometer, one complete turn
representing a raage of 100:1. Consequently, it was necessary to
adjust this by trial and error until the correct setting was reached.
Modifications are in hand to eliminate this clumsy procedure, Having
established the correct gain setting, it was found that the total
energy in the spectrum could be repeated with an accuracy of
approximately 3 per cent.

The variation of the spectral form was also studied. 1Initially,
the waves were recorded at five stations along the channel, However,
differences between the intermediate stations were very small and
only two stations are considered in detail, TFig. 6.22 - 6,24 show
the variation of the probability distributions of wave height and
water surface elevation between the test section 7 m. from the paddle
and the first station 1.5 m. from the paddle, The spectral plots

are not shown since they were almost identical at both statioms.

The results are summarised in Table 6, 5.
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6.5 Wave Maker Motion under Programmed Conditions

Whilst the tests on the generation of programmed waves were
being conducted, the command signal and paddle motion were also
recorded. The paddle motion was monitored from the feedback
transducer signal., By computing the spectral density for each signal
and the cross spectral density, it was possible to compute the
frequency response function and coherency function by making use
of the relationships outlined in Section 5. Typical results are

shown in Fig. 6.25,

6.6 The Relationship between Wave Amplitude and Paddle Amplitude

Under Programmed Conditions

A method similar to that described in Section 6.4 was used to
determine the frequency response function between paddle motion and
wave motion and the coherency functionfor the system. Initially,
the frequency response function was computed by complex division of
the cross spectrum by the input spectrum. This yielded erroneous
results and a large deviation of the coherency function from unity
indicated that the system was far from linear., However, calculation
of the frequency response by division of the autospectra yielded
much more realistic results.

Typical frequency response functions are shown in Fig. 6.26. The
erroneous results mentioned are due to the very large phase differences
between paddle motion and the wave motion at the probe, which reduces
the accuracy of the computations. A comparison between the variance,
skewness and kurtosis for paddle motion and water motion is given in
Table 6.6.

- 157 -



H
|
}

SERTIAL NO.

DESIGNATION SCALE NOTES
E6.3 1:10
N1 1:50
N2 1:50
N3 1.:50
2A 1:36
2B 1.36
11 1:36
12B 1:36
T1 - Arbitrary Spectrum
| T2 - Arbitrary Spectrum
TN2 1:200 N2 scaled to 1:200
M25 1:50 Moskowitz for 25 m./s.
M30 1:50 Moskowitz for 30 m./s.
TABLE 6.1 Details of Simulated Spectra
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SPECTRUM Véisiny SKEWNESS | KURTOSIS O§U§§€§S s;ggggAL PEAKEDNESS oﬁuﬁgiis tirs E; ’t%° ﬁk:f t;ml
E6.3 310.0 0.283 1.959 233 0.549 2.644 270 48.7 168.1 |84.6 1126.0 )303.3
N1 238.0 0.129 2.182 244 0.511 2.44 273 42.1 |58.8 {73.5 | 81.4 [ 237.2
N2 256.0 0.190 1.74 257 0.517 2.014 321 44.3 160.5 [72.3 | 85.8 | 256.0
N3 210.0 0.167 1.91 241 0.520 2.134 304 39.3 |53.7 |67.0 | 79.9 | 209.1
M25 139.5 0.155 2.30 324 0.425 2.459 359 30.8 [42.6 |51.6 | 66.9 |127.4
M30 233.0 0.570 0.61 288 0.449 2.395 315 43.3 |58.8 [75.2 [174.9 | 219.5
2A 79.0 0.181 4,45 273 0.627 1.480 347 23.6 [33.1 |40.4 | 72.3| 76.9
2B 94.5 0.206 3.80 303 0.587 1.530 357 26.0 [36.0 |45.5 | 98.8| 93.3
11 75.9 0.215 4.74 272 0.697 1.253 325 22.4 {31.5 {41.0 | 54.7 | 76.3
12B 65.0 0.125 4.50 273 0.612 1.547 368 21.7 129.9 |37.5 | 53.0| 64.2
T1 296.0 0.274 1.44 279 0.462 2.295 308 47.2 |64.6 |77.1 |118.6 | 290.7
T2 322.0 0.222 1.723 282 0.495 2.28 = 49.75(68.1 |83.5 {108.1 | 319.6
TN2 7.45| 0.66 - 433 0.429 2.28 353 7.36{10.2 |13.1 | 36.0 7.1
TABLE 6.2 Summary of Statistics of Simulated Spectra
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VARTANCE ( mm®) SPECTRAL WIDTH | PEAKEDNESS
SPECTRUM — RATIO . - e e
SPECIFIED SIMULATED SPECIFIED SIMULATED SPECIFIED SIMULATED
£6.3 287.0 310.0 1.08 0.519 0.549 2.593 2.644
N1 235.9 238.0 1.01 0.549 0.511 2.266 2.44
N2 257.0 256.0 0.99 0.583 0.517 1.741 2.014
N3 203.0 203.0 1.00 0.543 0.520 2.008 2.134
M25 145.3 139.5 0.96 0.513 0.425 1.891 2.459
M30 256.0 233.0 0.91 0.510 0.449 1.958 2.395
2A 94.0 79.0 0.84 0.68 0.627 1.42 1.480
2B 119.1 94.5 0.80 0.64 0.587 1.57 1.530
11 (1§§:§> 75.9 0.77 0.801 0.697 0.618 1.253
128 ore 65.0 0.96 0.648 0.612 1.484 1.547
T1 302.1 296.0 0.98 0.484 0.462 2.133 2.295
T2 381.9 322.0 0.85 0.489 0.495 2,017 2.126
TN2 15.0 7.45 0.50 0.634 0.429 1.477 2.28
TABLE 6.3a Comparison of Specified Values of Variance, Spectral Width

and Peakedness
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SPECTRUM Hepe @m) H, (mw MW_W O Hy (o)
SPECIFIED SIMULATED SPECIFIED SIMULATED SPECIFIED SIMULATED
E6.3 43.7 48.7 ©62.1 | 68.1 75.2 84.6
N1 45.0 42,1 61.7 58.8 72.7 73.5
N2 44..0 44.3 61.6 60.5 84.0 72.3
N3 46.8 39.3 64.8 53.7 96.0 67.0
TABLE 6.3b Comparison of Wave Heights from Prototype and Simulated Sea States




SPECTRUM Huca, o () Pens Hs He
< & o o | O
E6.3 | 2.46 1.25 2.77 % 3.87 % 4.81
N1 2.47 1.16 2.72 i 3.81 % 4.76
N2 2.52 1.12 2.77 § 3.78 | 4. 52
N3 2.47 1.12 2.71 { 3.70 b 62
27 2.39 1.16 2.67 | 3.73 b.54
2B 2.37 1.22 2.68 % 3.72 4.69
11 2.27 1.19 2.57 z 3.62 4.71
12B 2.42 1.15 269 1 3.71 | 466
% T1 2.49 1.15 2.72 1 3.76 b 48
| ) 2.52 1.14 2.77 3.80 4.65
TN?2 2.37 1.26 § 2.70 3.72 4.78
M25 2.44 1.16 % 2.71 3.74 4.53
M30 2.51 1.17 % 2.84 % 3.86 4.93
TABLE 6.4 Wave Height Statistics for Simulated Sea States
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SPECTRUM

DISTANCE FROM
WAVE GENERATOR
(m)

N2

Tl

2A

VARTANCE
(mm* )

261.0

256.0

319.0

296.0

80.0

79.0

SKEWNESS

0.19

0.274

0.184

0.181

TABLE 6.5

. - ’

KURTOSIS T@ € P khm$ Hs f*%o é

(sec) Oy Yiyom T i

|
1.87 1.095 | 0.567 | 1.955 |43.4 | 61.3 | 78.6
1.74 1.01 0.517 | 2.014 | 44.3 | 60.5 | 72.3
1.70 1.12 0.472 | 2.256 | 48.9 | 69.3 | 84.4
1.44 1.09 0.462 | 2.295 | 47.2 | 64.6 | 77.1
3.79 1.17 0.644 | 1.406 | 23.0 | 32.6 | 40.0
4. 45 1.07 0.627 | 1.480 | 23.7 | 33.1 | 40.3

Comparison of Computed Statistics for Waves Recorded

at Distances of 1.5 m.

and 7.0 m. from the Wave Generator




N RATTO OF VARIANCE SKEWNESS KURTOSIS
WAVE/PADDLE MOTION [ wve [ pappre | wave PADDLE
i |
£6.3 0.695 0.17 | -0.04 | 2.14 | 2.92
l
% ‘
N2 0.868 | 0.255 | -0.08 | 2.183 ; 2.80
I
i i
N3 0.769 0.157 0.05 2.20 | 3.05
i
2A 0.71 0.128 | 0.045 | 3.88 | 3.64
|
11 0.51 0.646 0.04 11.69 % 3.26
[
T1 1.19 0.165 | -0.03 2.14 1 3.03
TABLE 6.6 Comparison of Variance, Skewness and Kurtosis

of Wave Motion and Paddle Motion for Selected Cases
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7. DISCUSSION OF RESULTS

7.1 Accuracy of the Simulation

The simulation of the various classes of spectra will be
discussed in detail since each illustrates particular points of
interest.

The Eastbourne Spectrum is simulated with a variance accurate
to 6.6 per cent, the spectral form, however, shows some interesting
differences. The peak energy is increased by 8 per cent and shifted
to a slightly higher frequency. Difficulty with the production of a
suitable command tape for this case tends to suggest that the cause
may be found in this process. Spectra from the NAB Tower were
simulated with success, errors in variance being less than 3 per cent
and the agreement in spectral shape was good. Record N3 is of
interest since the prototype exhibited a sharp cut-off at the top of
the spectrum, whilst the simulated spectrum was noticeably pointed.
This was most probably due to the resolution used to estimate the
prototype shape. A greater resolution would probably have revealed
a shape similar to the simulated one. It is interesting to
note that the simulation process appears to have compensated for the
shortcomings of the original analysis.

The spectra from Jersey were not so successfully modelled.
Spectra 11 and 12B contained some energy below the cut-off frequency
of 0.3 Hz imposed by the digital filter. This was clearly evident
in the spectral plots. 1In calculating the variance, spectral width
and peakedness for these, the energy below the cut-off frequency was

ignored. Table 6.3a shows the actual variance in brackets. Even
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allowing for this, Spectrum 11 still lacked energy at the low
frequencies, This may be due to the inability of the command tape
generation program to reproduce the very spiked nature of the
spectrum. Spectra 2A and 2B show a marked lack of energy in the
high frequency peaks. There is evidence that this is largely due
to the shortcomings of the digital filter program, since the variance
of the command signal for these records showed the worst agreement
with the predicted values.

The two Moskowitz spectra simulated are very interesting.
The accuracy of the simulated variances for M25 and M30 were too
low by 4 per cent and 9 per cent respectively, whilst the variance of
the command tapes were too low by 11 per cent and 1.25 per cent
respectively. This supports the hypothesis proposed in the next
section concerning the disproportionate effect of energy at different
frequencies. The spectral shape for both these cases were in good
agreement with that specified.

The arbitrary spectra Tl and T2 were the most spectacular. T2
especially, clearly showed the various wave components travelling
at different speeds and in some cases, breaking as waves overtook each
other. This breaking at various sections of the flume explains the
loss of energy in the high frequency peak. The final spectrum TNZ2
was designed to contain amplitudes andfrequencies which would normally
be produced by a wind-generated system. The simulated spectrum was
much smaller than that specified and the shape much more irregular.
This implies that waves of this frequency may not be simulated readily

with this type of generator.
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Values of spectral width and peakedness for both simulated
and specified spectra were compared in Table 6.3a. Since these
parameters depend upon the relative energy at different frequencies
and the position of the spectrum on the frequency axis, they should
theoretically provide a good indication of the accuracy of the
simulation. However, difficulties can occur because of the
errors in computing the higher spectral moments, but this may be
improved by computing the moments from a truncated spectrum.
Bearing this in mind, the spectral width and peakedness were generally
in agreement within 10 per cent.

For the simulated spectra from Eastbourne and the NAB Tower,
it was possible to make a comparison with the prototype in terms of
wave height. Table 6.3b shows that the simulation in this respect
was less successful. The number of waves considered for the

1
}
L o
i

! .
computation of the three parameters Fhms;iga,i were very different

‘o
in prototype and model which may have a significant effect upon the
calculation. 1In addition, the prototype records N2 and N3 were found
to contain several spurious values which may have affected the process
for determining individual waves.

The ratio of the various wave height parameters to the standard
deviation of the water surface elevation show a remarkable similarity
considering the wide range of spectral shapes considered. This may
be due to some extent on the zero up-crossing method of wave height
definition since it tends to disregard the small high-frequency waves.
The values computed differ from those predicted by assuming a

Rayleigh distribution and the probability distribution of wave heights
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did not support this assumption. It is worth noting, however, that
all values of wave height were less than those predicted theoretically
so that the assumption of a Rayleigh distribution for design
calculation would yield conservative estimates,

The graphical representation of the probability distribution
of water surface elevevation show a positive skewness which was also
shown by computed values of skewness. These generally lay in the

range 0.13 to 0.50 and were noticeably greater than the prototype values.

7.2 Evaluation of the Complete System

The deviation of the simulated spectra from the specified shape
and energy may be considered in four stages:
(i) punch tape generation
(ii) paddle motion
(ii1) transfer function approximated by small amplitude theory
(iv) errors in recording and analysis process.

The punch tape generation process as described in Section 5.
depends for its success upon the nature of the impulse function
corresponding to the desired spectrum of the command signal. The
accuracy with which this is represented in terms of the overlap of
the filtered signal determines to a large extent the success of the
simulation. Errors of up to 10 per cent in Spectra 2A and 2B are
noticed for this reason. These errors do not necessarily produce a
corresponding error in the wave motion because of the effects of the
transfer function. Low frequency waves require a much greater paddle

motion than higher frequencies and so a large error due to the eror
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in not producing the correct variance in the low frequency of command
tape may not produce a corresponding error in the waves because the

low frequencies make up a small percentage of the total energy. This
effect is noticeable in Spectrum T2 for example, where the variance

of the command tape is too large by 2.8 per cent, but the waves
produced are too low by 2 per cent, with lack of energy in the

waves at high frequency being made up for in the command tape by excess
energy at low frequency.

From the graph of the frequency response and coherence function
in Fig. 6.26, it is evident that the system shows very little non-linear
characteristics since the coherence function generally shows only a
1 or 2 per cent deviation from unity. The frequency response shows
good agreement with that predicted by the sinusoidal tests.

The problem of gain adjustment in relation to repeatability
mentioned earlier is of vital importance if the wave energy is to be
predicted reliably. There are two alternatives to improve the
situation. The gain used was selected for two reasons., Firstly, to
achieve a smooth motion of the paddle and secondly, to compensate for
the paddle-to-wave transfer function. The later being achieved
by an increase in the ratio of command signal to wave height at high
frequencies, compared with that for a flatfrequency response for
the wave generator. This was desirable to reduce any high
frequency errors due to the truncation of the command signal to
integer form in the punch tape generation process. Thus, the gain
may remain at this value using a precision drive to adjust the

potentiometer to achieve easier repetition of the setting.
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The second alternative is to increase the gain until the
frequency response is almost flat at the frequencies of interest.
In this case, the frequency response is less sensitive to the gain
setting but the motion of the paddle becomes less smooth. In fact,
the method recommended is the second alternative, but with the
precision potentiometer installed such that a lower gain may be used
where a perfectly smooth motion is required.

The small amplitude expression for the wave height in terms
of paddle motion used for the frequency response of the system appears
to be a good approximation to the true situation. There was little
evidence of significant changes in wave amplitude down the channel.
A slight trend of the zero crossing period to lengthen gave some
indication of a tendency forthe high frequency waves to lose energy.
The spectra at 1.5 m. and 7.0 m. from the paddle also tend to support
this, although the effect is too small to account for the energy
losses noted in the high frequency peaks of the simulated spectra.
The frequency response function varies between 0.25 and 2.0 over the
range of frequencies considered, which has some effect upon the
quantisation of the time series to provide integer numbers for the
command tape. This effect is most noticeable at the higher frequencies
and tends to reduce the resolution of the paddle motion. Since the
wave amplitudes at these frequencies are always much smaller than
those at lower frequencies, the effect is made much worse and results
in a loss of precision over this range. The failure to simulate
Spectrum TN2 accurately may be due to this. In order to improve the
situation, it would be more desirable to either alter the mechanical
action of the paddle to produce a flatter frequency response or make
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use of wind to reinforce these frequencies. The amplitude of
Spectrum TNZ2Z is so small that it is not likely to be used for
serious model tests, but merely serves to illustrate the limitations
of the system.

The errors imposed upon the experimental results by the
water surface recording system have already been discussed. However,
during the programmed wave tests it became evident that the system
was being used to its limit of accuracy, especially for the spectra
with low energy content. Since the accuracy is limited by the meniscus
on the probe, an improvement to the system may be to substitute a
thinner wire for the wave probe. This was considered for the
present condition but because it necessitated an alteration to the
oscillator units, it was rejected.

Any errors due to reflection were ignored when computing the
spectra, but it should be noted that even though the reflection co-
efficient was only of the order of 2 per cent, the spectra estimated
may vary by a similar amount depending on the position of the wave probe.
Following the confirmation that the spectrum could be simulated in
certain conditions to this accuracy, consideration was given to
the determination of the directional spectrum using two waves probes,
and using the method described by Thornton and Calhoun (1972).

Unfortunately, lack of time concluded these experiments prematurely.
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7.3 The Effect of Secondary Reflection

A major problem associated with short wave channels is the
presence of secondary reflection. The wave reflected from a structure
under test is reflected almost completely by the wave generator in
most cases., In a prototype condition, the reflected wave would travel
out to sea and be dissipated. Thus, in these conditions, the wave
impinging on the structure may not readily be predicted since it
is a property of not only the generator and channel but of
the test piece as well. Under irregular wave conditions, the
confusion becomes even greater because energy at specific frequencies
will be either reinforced or reduced, depending upon the phase of
the secondary reflection. A development of the control circuit of
the programmable wave generator indicates that it may be possible to
avoid these secondary reflections. 1In conventional form, the controlled
variable is the paddle position, the control circuit being
represented by Fig. 4.3c. The system involving the paddle motion and
water surface is similar to that shown in Fig. 4.3a. If the paddle
position is replaced by the water surface as the controlled variable,
it may be possible to achieve a better generating system. The method
adopted to achieve this was as follows. A wave probe was attached to
the face of the wave generator and the signal from the M.1828 unit
fed to a differential amplifier. The command signal was input to the
second channel of the operational amplifier and input resistances
adjusted to the appropriate value. The output from this summing point
was phase-shifted by 90° and used as a command signal for the generator,

This phase shift was necessary because the wave amplitude is proportional
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to the paddle velocity. The system attempts to move in such a way
that the water surface at the paddle follows the command signal.

Lack of time curtailed an exhaustive test of the system, but
initial tests indicate that it may prove practical. By replacing
the absorbing beach with a flat board it was possible to produce a
reflected wave of approximately half the amplitude of the incident
wave. A series of five waves were produced and could be observed
to reflect from the board and return along the channel. The wave
generator (still switched on, but with a constant command signal)
almost completely absorbed the series of waves. A further test was
run with sinusoidal waves with and without the feedback from the
wave probe. During both tests the reflection was measured by
traversing a second wave probe and observing the trace on a UV recorder.
The tests with feedback produced a perfect envelope shape as
predicted by the simple theory often used to determine the reflection
coefficient. Without feedback, the envelope was considerably
distorted due to the secondary wave reflection. This system was
very simple and further development is required before the system

may be used on a routine basis.
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8. CONCLUSIONS

The system developed for the simulation of coastal sea state
consisted of a piston type wave generator actuated by an electro-
hydraulic control system. The command signal for the generation of
programmed waves was provided, via a purpose-built interface, from
computer generated punched tape.

A variety of spectra, including prototype and theoretical, were
used to determine the feasibility of simulating sea state in this way.
Generally the performance was good. However, the accuracy of the
modelling was found to depend upon the magnitude and shape of the
spectrum to be produced.

Spectra consisting of a single peak in the range 0.5 Hz to
1.0 Hz were most successfully simulated, the predicted variance
generally being accurate to 3 per cent or, in the worst case, 6.6 per
cent. Double-peaked spectra with high frequency peaks in the range
1.2 Hz to 1.8 Hz were less accurately reproduced, the low frequency
peak showing good agreement with that specified but the high
frequency peak being reduced in magnitude. This discrepancy was due
to the lack of high frequency energy in the command tape, the natural
anihilation of waves by breaking and the attenuation of the small
amplitude high frequency waves as they passed along the channel.

A spectrum with very low energy concentrated in a single peak at
approximately 1.6 Hz was used to illustrate the limit of accuracy of
this type of generator. It must be concluded that if it is desired
to produce very small amplitude waves in this range of frequencies,
some wind assistance may be necessary. This is due to the fact that
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very much smaller paddle amplitudes are required in this region
than those for the lower frequencies, These amplitudes tend to
approach the limit of accuracy of the command signal.

The command tape used in the programmed wave investigation
was produced by digitally filtering random numbers. The fast Fourier
transform method used was very efficient but the errors in the
regulting time series could not be predicted with confidence. In
certain cases, the variance of the command signal was accurate to
within 2 per cent but in others, notably in small amplitude double-~
peaked spectra, errors of 20 per cent were observed. Further research
into the filtering system may yield a better knowledge of this
process.

When the command tapes were being produced a linear transfer
function was assumed for the wave generating mechanism. The validity
of this assumption was checked under programmed conditions and found
to be valid for both the command signal to paddle motion and paddle
motion to wave motion sections of the process. In the latter case,
there was some suggestion that the wave heights produced by using the
small amplitude theory were slightly less than expected at higher
frequencies.

Whilst the simulated wave spectra were being computed, a variety
of statistical data for the wave heights and water surface elevation
was gathered and used to assess the validity of the theoretical
expressions for these. 1In general, the values of wave height height
predicted by assuming a Rayleigh distribution were conservative by

up to 10 per cent. The distribution of water surface elevations showed
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a marked positive skewness, the values of which were larger than those
noted for prototype records. Both of these effects have been noted
by other authors.

A method avoiding the secondary reflection from the wave
generator was briefly investigated. By attaching a wave probe to the
face of the paddle the water surface became the controlled variable.
The initial results were encouraging but further research is necessary

before the system is feasible for model tests.
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APPENDIX 2.

DIGITAL COMPUTATION OF WAVE SPECTRUM

A2.1 Data Sampling

The theoretical relationships described in Section 2 may be
analysed using either digital or analogue methods. This section
deals only with digital analysis since a large digital computing
facility was available to process any wave records.

Wave records are generally represented by the measuring instrument
as an analogue voltage. The method of recording this voltage
determines to a large extent the ease with which it may be digitally
analysed. Typical methods are chart recordings, magnetic tape
recordings and punched paper tape. FEach has disadvantages, for example,
the punched tape, although readily digitised may be in the wrong code
or the parity may be different from that of the computer used, thus
requiring specialised interface equipment. Magnetic tape recordings
of the voltage require digitisation before being presented to the
computer, but this is generally no problem with the ready availability
of high speed data loggers. Chart records are very tedious to
digitise and cannot really be considered as realistic if large scale
recordings are contemplated.

The matter of digitisation brings its own problems relating to
the interval of digitisation and the number of digitisation levels.
Obviously it is uneconomic to digitise at too great a rate since it
increases both capital costs of analogue-to-digital converters and

computing time without necessarily gaining any more information.
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If samples are taken too far apart then the phenomenom of
aliasing takes place. For example, if the time interval between
samples is At then the highest frequency permissible in the time
history is-yaﬁf since any higher frequencies will be confused with
the corresponding low frequency. The cut-off frequency &QAY is
known as the Nyquist or folding frequency and is illustrated by
considering the sine wave in Fig. A2.1. However, although this is
often taken as the only criterion for selecting the interval of
digitisation a further factor should be considered if wave heights
are to be computed. If the time series has significant components
with frequencies near j& then any wave in this region may only be
defined by two or three sample points and the risk of considerable
error in wave height measurement is great. Consider Fig. A2.1 where
a sine wave of frequency 5 and amplitude @ is subjected to a
sampling interval of AL . Should a sample be taken at point 1
then no error in the amplitude results., For a sample taken at point

ot
2 7 secs. after point 1 then the error is a(%— Cos “&T"& fkt).

7

If the sample point is assumed to be uniformly distributed between
positions 1 and 2 in the amplitude domain then the mean error will

be half the maximum. The error in the wave height measurement depends
on the relationship between § and Al since the nearest sample
point to the minimum determines the amplitude. This had been deter-
mined empirically using a digital computer and relevant values of
frequency and sampling rate have been used to calculate the maximum

errors in wave amplitude and height estimation shown in Fig. A2.2.

Thus, the sampling rate is governed not only by the Nyquist criterion
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but by the accuracy with which the component wave heights are to
be determined.

Bendat and Piersol (1966) show that the errors due to
quantisation are unimportant if the signals are quantised at 256
levels or more, which is feasible with just about any analogue-to-
digital converter.

Having a suitably digitised record it remains to calculate the
spectral and statistical characteristics. The power spectral density
function may be calculated by two methods, via the autocorrelation
function or via the complex Fourier series. Both methods are important,
although the latter is used mostly, the former illustrates several
important effects inherent in the digital approach. By using a
finite record of length T; the true power spectrum cannot be computed
since this would require an infinitely long record to evaluate the

A
integral equations exactly. Thus, the computed spectrum ‘Sig)is

referred to as an estimate of the true spectrum g&§> , although in

practice the distinction becomes somewhat blurred.

A2.2 Digital Estimation of the Power Spectral Density Function via

the Autocorrelation Function,

Tt is usual to compute the spectral density function by means of
a Fourier transform making use of the relationships expressed by

Equations 2.1 and 2.6.

By using a finite record of length Tt secs. the true power spectrum

cannot be computed, since this would require an infinitely long record
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. T r
to evaluate Equation 2.6 exactly. The computed spectrum i§>
. . {0~ .
is an estimate of the true spectrum Ekjj and, in general, the
longer the record the nearer is the estimate to the true value.

The autocorrelation function is also an approximation since the
maximum lag time is restricted to a finite length of time and cannot

practically be allowed to approach infinity as required by Equation 2.6.

The autocorrelation function is estimated by

A 1
\.,. LYo Vo P e
Q) =g E X Lae PEo M0 1)

where N is the number of samples separated by At=h seconds and m

is the number of lags. Using the trapezoidal rule to compute a

'raw' estimate of the spectral density <-;C?lzat m distinct values

of 5' thus:
QY = S (kA - {R@)Q -f'AfZR(V&;)COg/m%?&?)
& s )
b Q{M&\C}cos@mmM/ (A2.2)
}2*-:0}%) R 1 3]
Associated with these two calculations is the choice of the number of

lags, m Since the highest frequency to be computed is the

Nyquist Frequency:

- .:}%A% oo (A2.3)

The equivalent resolution band width of the spectral density estimate

is defined as:

-
Eiz B ”3&t (A2.4)
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and may be regarded as a window or filter through which a frequency
band may be observed. Consequently, the sampling interval ,ﬁt
is constrained by both the required band widths and the maximum
frequency encountered.

| i
= A -y (A2.5)
It is usual to compute up to m  values of gé}at k% ng&ﬁ
This will provide E% independent spectral estimates since
estimates at points less than jﬁ;f will be correlated.

The spectral density function described by Equation A2.2 is
called a 'raw' estimate because Equations 2.1 and 2.6 are only
approximated in the calculations. For a continuous record of finite
length the observation time may obviously not approach infinity,
neither is it possible to estimate the autocorrelation function for
arbitrary long lags. Usually the maximum length of lag is
approximately 5 or 10 per cent of the length of the record.

The estimated autocorrelation function may be written &s:

A
. [
Ray = A w&) (A2.6)
where
G
s * E
(/f&?ﬂ)m fm 20 O sy (A2.7)
£

-~ . .
éig}ls referred to as the lag window and has values such that:
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2

NA
i
5
N

(A2.8)

;}3
m‘\
i
0
~
v
-

z

This particular lag window is known as the rectangular lag window.
Special lag windows have been designed to produce a 'better'
estimate of the power spectral density function.
The Fourier transform of the lag window is the spectral window

and is related to the spectral density function thus:
m’ A 3 { PR
SE) = W« 2 (42.9)
\(' i { VAW IO
where é%J} is the Fourier transform of ¢{[), W4, 1is the spectral

window and the asterisk denotes convaluation. The average value of

the apparent autocorrelation function Qéiz;‘is the true autocorrelation

function forf?t§<fz“. Thus:

&ve{ ?1{:5}} = ;\“Gf‘ . R{?ﬁ} (A2.10)
Tt follows that:

M{i{}}} - W } # ggg; (A2.11)
where §;ig; is the true power spectrum. This may be written

explicitly as:
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(&) L \,
ave {SE) - “W@g%éfn{ (A2.12)

This relation exhibits the average value of E;igj} as a
smoothing of the true power spectrum over frequencies near 7,
) . , \W(¢ £ . . \
with weights proportioned to 3-71 ). The name 'spectral window
arises because this may be interpreted as a collected impression of
Ly
the true power spectrum 3T/ obtained through a window of variable
transmission.

The problem of improving the raw estimate of power spectral
density function obtained in Equation A2.2 may be tackled in two
ways. A special lag window may be designed and applied in the time
domain. The resulting Fourier transform will yield an estimate

of g

A typical smoothing procedure is that due to Julius van Hann

r

) similar to that in Equation A2.12.

and is generally known as Hanning smoothing. The smoothed estimates

are given by: R » =
go s [N g‘, 1
/\ — . fald
Slg .15 S}L gh g&%% (A2.13)
8 o5 S, s o8,

The corresponding lag window is:
L/ e
Ay = (e 121 T
- (A2.14)

14

~

= O ,éi?ﬂ/

A number of window pairs have been used to improve the final smoothed

values of the spectral density function. Some of the more common
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ones are listed below:

1.

The Rectangular Window.

This yields the 'unsmoothed' or 'raw' estimate and is described
thus:

oy
[ sinZw§ Tw) (A2.15)

The Bartlett Window.

ALY = {; -i~%} R M
= © SRR ROVIPTS
Sim oy T W
Wiy =T, (IR
The Hanning Window (or Tukey Window).
A2 = p(1ecos ™) 121 4T,
= O ;3?3 >

ARG R ST AR S

The Hamming Window.

4 « ,z\ P
{EECZ‘;} = O. Sz‘f.;, + Ol %';; ) O A ’?m
= O , ?@i >‘§Q
! (A2.18)

W)« o 2a[Wfeg )« W-35)

The Parzen Window is also well- known and is expressed as:

o
3
s
e
ey
o
]

. TR Y
A0 - - (B e E) e,
= AT " A2.19)

!;‘f "‘\m
M TX Z;_ L T”%T,,h”? |

The various shapes of the windows are illustrated in Figs. A2.3

(a) and (b). The use of a particular window is largely a matter of

personal preference and suitability to the spectrum being examined.
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However, an ideal spectral window may be defined as being a

rectangle in the frequency domain. This would give an unbiased

estimate of the spectral density function for the band-width considered.
Unfortunately, this situation is not physically realisable since the
corresponding lag window is finite for Tz T

Since the digitisation process takes a finite number of samples
at a finite sampling interval, the final estimate of the spectrum
will be subject to a statistical error.

The so-called ‘'confidence limits' are the values between which
a given ordinate will be found for, say, 80 per cent of the time.
These values are investigated through the chi-squared distribution.

It may be shown that if the random variables x, x,, ....... Wy,
are independently distributed with zero mean and unit variance, then
the sum of the squares DT X, is by definition a
chi-square distribution with R degrees of freedom.

Blackman and Tukey (1958) showed that repeated sampling of the
process for the purpose of estimating the spectral density function
is subject to the chi-square distribution of wvariance. The measure
of variability of the estimated value of S%é} is given by the number

of degrees of freedom k . Fora sampling procedure described

previously this is given by:

R= 2B T, (A2.20)

A graphical representation of the confidence limits and degrees

of freedom is given in Fig. A2.4. The correct interpretation of
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these limits is given by Colonell (1966). In order to be 80 per cent
certain that the true S&Q value is within + 30 per cent and - 27 per
cent of the estimate, then 40 degrees of freedom are required.

The mean square error is also defined as & = E[(§§§}-€{§§}z}

H

and is approximated by /é%T% . It is also used when dealing with

accuracy.

A2.3 Power Spectral Density Function via the Fast Fourier Transform.

The Fast Fourier Transform (FFT) provides a method of
computing the discrete equivalent of Equations 1 and 2, usually known
as the Discrete Fourier Transform (DFT) and the Inverse Discrete
Fourier Transform (IDFT). The estimation of the power spectral
density function makes use of the relationship in Equation 2.5. The
time history is simply fast Fourier transformed, squared and time
averaged.

The discrete versions of the Fourier relationships are:
W~

X@> = At Lx!\k} ng{-‘éiﬂr\‘k/jt\%}

heo
B~ (A2.21)
/| ¢ U \
x®) = Ay zw‘ﬁy}ex§(g2wnk/&;
Moo
where %n = k&}f At = Tﬁ /?‘*3
-
= nAS b = /T,

“

Consider the time series ixi?}sampled at intervals g%
to produce the N -point series ﬁﬁﬁﬁ . The sampling function may
be represented by b{ﬁ} (as shown in Fig. A2.5) and is, in fact, a
series of Dirac functions AL apart 5@:“ht§t}

I
The Fourier transform J3i§} of the sampling function may be shown to
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be (see Papoulis (1962) page 44) a similar pulse train §Q§-naé)
The sampling of ?(}} may be thought of as the multiplication of (&)
by Lyﬁﬁ in the time domain. Since, by the convolution theorum,
multiplication in the time domain is equivalent to convolution in
the frequency domain, the Fourier transform of XQEBis repeated at
intervals éﬁ? . The discrete Fourier transform computes X{%
at frequencies corresponding to zero to %ﬁ}" . Thus, for a real
time series the DFT will be the mirror image pair shown in Fig. A2.5.
The computation of the DFT by the fast Fourier transform method
makes use of the cyclic nature of the exponential term. Instead of
arranging the list of digitised data in one list it is possible to
arrange the numbers in rows., The transform is then performed on the

columns. Take, for example, the case of 2 columns and N /2 rows.

1

1st column Lﬁd?} > i?‘hj . ’
= O, |, ... N~

1l

2nd column Z@{:ﬁ x(\l‘?{ * {;

The Fourier transforms of the two rows are given by:
W -1
L i § h
Yiny = §> YRy ez p (- yhmak/N
XS (A2.22)

2 v
Z(ﬂ}:EQE:jzﬁﬁexp£~SQﬁﬂRfﬁ)
=

The required transform is given by:
Y, =1
27 Y
= = 3 ~ R/ N
XQ’E} N } [Lﬂi\;{j({fxg}{ TR, i)
Rzo
. N (A2.23)
-%ﬁﬁﬂ%x;%k?wa@ﬁ&&&%

PO v . .. .- N

This may be written as:

Xy = >’/{p} + exp {i—~ V2lma ,z/}\%) Z{@ (A2.24)

o 4N LT

2
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For values of n greater than N/2 the DFT of YG@ andziﬁg}
repeat periodically. Thus, substituting n + N /2 for n
Xlo+ %) = Yy + osepl 126 5/N) Zey
REESL e Al (A2.25)
= Y- EGCPQ;}%%TQ;?‘%ZQ\}

So, for the full transform:

Xy = fo + W L
Xord) = Yoy - W L

where W' = Q%@&Siﬁﬁﬁﬁ

Thus, all N  terms of the DFT of aé}@ may be obtained from the DFT's
of %ﬁs and Z(@} , both sequences of N /2 samples. The transforms
of 3@0 and 23@ may be reduced to DFT's of sequences of N /4
samples, and so on, as long as each function has a number of samples
which is divisible by 2. Thus, it is usual to make N equal to 2?
The result of this is that finally a number of transforms of a single
point are required which is, of course, the sample itself. So the
FFT of 2 samples is reduced to a series of multiplication and
additions. A similar factorisation is suitable for numbers which are
not powers of 2 and will differ in that the transform of single points
would be replaced by a transform of a number of points.

The actual computation of the FFT is a matter of computational
convenience, Standard routines are available which generally fall
into two categories. Those which compute the coefficients of the
transform 'in place' at each stage which results in the final

coefficients not being in the appropriate place but are,in fact, in
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what i1s known as 'bit reversed' order. This method requires less
storage. Alternatively, the method which sorts as it computes may
be used, the disadvantage being that additional storage is required.
However, it is simpler than the previous method. The differences may
be illustrated by so-called treegraphs.

The advantage of the FFT may be seen by mnoting that to compute
the DFT requires N* multiplications, whereas the FFT requires of
the order of N 1ogLN operations. Thus, for N=2° the FFT is of the
order of 100 times faster.

Having computed XQ% by the FFT the estimate of the power spectral

density function is given by:

g@) T D@z\é; (A2.27)

2 [ e
NAL

However, once again the restriction imposed by only considering a

record of finite length must be considered. Defining the data window

ulb)  as:
w?) =0 /%?ﬁ% >Toln
u.@’?t} = o ) ‘%,?:% Z TR;;!Z (AZ.ZS)

Again, by the convolution theorum, the estimated spectrum is a con-
volution of the spectral window (derived from the data window) and the

actual spectrum. For the box-car function the spectral window is:

I

r - {
Pofrts T/ ST T
U@} = Q\W““;;:““i; (A2.29)



To reduce the leakage due to the side lobes on this window
other windows may be used. A common method is to cosine taper the
one-tenth of each end of the record, resulting in a spectral window
as shown in Fig. A2.6. Although this reduces the leakage, it also
reduces the variance by a factor of 0.875 which must be corrected for
after computing the spectrum.

Frequently the number of data points are not an exact power of 2.
In this case, zeros may be added to supplement the record, although
care should be taken as undesirable side lobes may occur.

Since the band-width B@ is equal to ?ﬁg for the estimates
computed as above, these estimates are governed by a )(1 distribution
with 2 degrees of freedom for each estimate. To improve this
statistical accuracy, two methods ave appropriate. Firstly, by
averaging over adjacent estimates (reducing the resolution at the
same time) the number of degrees of freedom is given by 2l where [
is the number of estimates which are averaged. Alternatively, several
data segments may be used to compute sets of estimates at the same
frequency and these periodograms averaged to produce the final
estimate which has 2 ﬂ, degrees of freedom where % is the number of

segments which were averaged.
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APPENDIX 3.

NOTATION

Fourier energy spectrum

binary coded decimal

Fourier transform of Lﬁj

feedback signal

equivalent resolution bandwidth

controlled variable

co-spectral density function

root mean square of the water surface elevation
digital-to-analogue converter

actuating signal

fast Fourier transform

two-sided spectral density function

forward transfer function

feed-back transfer function

wave height defined by zero crossing method
wave height defined by peak-to-trough method

as the average difference in elevation between a
trough and two adjacent peaks

wave height defined by peak-to-trough method as
the difference in elevation of a peak and the

preceding trough
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i

(""“‘M

average height of the highest tenth waves
significant wave height
root mean square wave height
mean wave height
maximum wave height
most probable wave height
frequency response function
inverse Fourier transform
overall system gain
wave length
least significant bit
most significant bit
number of sample points in a time series
number of crests in a record
number of zero upcrossings in a record
power spectral density
cumulative probability distribution function
peakedness
quad spectral density function
reference input
autocorrelation function
estimate of | i?}
cross correlation function
power spectral density function
Fy
estimate of S%é%;
raw power spectral density function

cross spectral density function
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- wave period
apparent wave period

- maximum lag time

I

- zero crossing period

N

{ﬁﬁi- Fourier transform of uf@)
AW/2S
W(3)- spectral window

\

/({g}— Fourier transform of =c(F)

>
&)
Nt

1

discrete Fourier transform of sc{R}

b

P
N
!

sampling function

- water depth

Sy, [
1

frequency in

Nyquist or cut-off frequency

(5“'?“”\
!

% - acceleration due to gravity
mo - number of lags
th
My, - n  spectral moment
e 1 . -
PEO - probability density of oc(i)
g (o) - cumulative probability distribution of miﬁ}
14
5 - Laplace transform variable
o= time
u{?) - data window
y&j} - time dependent variable
x(ky - sampled time series :ni%}
X - normalised water surface elevation él/
(=2
CE{‘ : £ £ e
g ii}_ Fourier transform o i)
ﬁe - skewness
ﬁg’ - kurtosis
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S

IS

~
RS-

€,

Y

spectral width parameter
water surface elevation
maxima of water surface elevation
lag window
th ..
n  moment about the origin of the
probability distribution
th e . , .
n central moment of the probability distribution
variance
time lag
mean lagged product

coherence function
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