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The South East Asian Waters form the only tropical latitude link
between the world's ocean basins. The region has an important role
in the circulation of the Pacific and Indian Oceans. In the Indian
Ocean the area is the source of the South Equatorial current and the
polewards flowing Leeuwin Current off Western Australia.

The throughflow from the Pacific to the Indian Ocean 1is
investigated using a model driven by a forcing term representing the
difference in sea level between the Pacific and Indian Oceans.
Initially steady forcing is used in a cross equatorial channel model.
The transient motions are controlled by the width of the channel. No
evidence for westward propagating Rossby waves is found in a chanmnel
of width 560km. At steady state southward flow occurs throughout the
channel in a western boundary layer where the required change in
planetary vorticity 1is balanced by dissipation of vorticity.
Meridional flow through the chammel at steady state is found to be
largely due (>80%) to the geostrophic balance with the cross channel
sea level gradient. Results are presented for linear and non linear
baroclinic models and a linear two layer model.

The effects of islands, sills and continental shelves are
included in the chamnel models and lead to the development of a
linear baroclinic 'realistic' model (20km grid) covering the region
110°E-140°E, 20°S-10°N. Forcing this model by the seasonal
difference in sea level between the Pacific and Indian Oceans gives a
mean throughflow of 7.5Sv with a seasonal oscillation of +/-7.9Sv.
Maximum throughflow occurred in August and minimum in January. Flow
through the Lombok Strait accounted for 50% of the total transport
into the Indian Ocean. The seasonal forcing produces a pulse of
outflow through the Timor Sea confined to the North West Australian
Shelf during March-July (in phase with the observed development of
the Leeuwin Current). During the remainder of the year outflow
turned westwards along 10°S south of Java. Changes in the Pacific
sea level reached the North West Australian Shelf by Kelvin waves.
Changes in the Indian Ocean sea level south of Java occur only after
Rossby waves have had time to propagate offshore from the North West
Australian Shelf.




UNIVERSITY OF SOUTHAMPTON

THROUGHFLOW FROM THE PACIFIC
TO THE INDIAN OCEAN THROUGH
SOUTH EAST ASIAN WATERS

By
Michael Paul Dearnaley

A Dissertation submitted in candidature for the degree of
Doctor of Philosophy at the University of Southampton

August 1990




To my parents



Acknowledgments

This wonk was funded by a studentship 4{rom 2zhe Natural
Envinonment Research Council and carnded out under the foint
supervision of Drn. N.C. Wells o4 Zhe Oceanography Depariment at
Southampton Univernsity and Dn. D.J. Webb o4 zthe Institute of
Oceanographic Sciences Deacon Laboratony. 1 wish to thank both Neil
and Dave forn thein patience, interest and guidance throughout zthe
Last fourn yearns. 1 also wish to thank the many othern memberns of the
deparniment who have helfped make this wornk possible. Thanks also Zo
Sue Ganney forn typing the text and figure headings.

Finally 1 wish to thank my {amily and §riends who have provided
suppont, and divensions oven the Last four yearns. Without them Zhe
ginished product would not have been atfained.

M{ichael Dearnaley




CONTENTS

ABSTRACT
ACKNOWLEDGEMENT
CONTENTS

CHAPTER 1: INTRODUCTION

1.1
1.2
1.3
1.4
1.5
1.6

Introduction

Physical Oceanography of South East Asian Waters
Observations

Models

Analytic Theory

Approach and Aims

CHAPTER 2: THE MODEL

2.1
2.2
2.3
2.4
2.5
2.6

Introduction

The Predictive Equations

The Numerical Method

Boundary Conditions and Forcing

Energy, Momentum and Vorticity Balances in the Models
Model Experiments

CHAPTER 3: RESULTS - THE CROSS EQUATORIAL CHANNEL

3.1
3.2
3.3
3.4
3.5

Introduction

The Linear Baroclinic Model
Parameter Studies

The Linear Two Layer Model

The Non-Linear Baroclinic Model

CHAPTER 4: RESULTS- EFFECTS OF ISLANDS, SILLS AND

4.1
4.2
4.3
4.4

SHELVES IN THE CHANNEL

Introduction

Effects of Islands in the Channel

Effects of Sills in the Chammel

Effects of Continental Shelves in the Channel

Page

13
18
20
36

39

39
40
48
52

56
60

66

66
66
80
93
111

122

122
122
131
140




Page
CHAPTER 5: RESULTS- THE REALISTIC MODEL 149
5.1 Introduction 149
5.2 Design of Realistic Model 149
5.3 Results: Steady Forcing 153
5.4 Results: Seasonal Forcing 159
5.5 Results: 30 Day Forcing 171
CHAPTER 6: DISCUSSION 179
6.1 Conclusions | 179
6.2 Discussion of Results 182
6.3 Suggestions for Further Work 192
REFERENCES 194
APPENDICES 201
A - Finite Difference Equations 201
B - Energetics 206
C - Vorticity Balance 211

D - Program Listings (Microfiche in Envelope)




INTRODUCTION

1.1 INTRODUCTION

In developing an understanding of the role of the world ocean in
global climate, increasing attention is being given to the
interconnections between the ocean basins (Semtner and Chervin,
1988). Changes in local forcing in one part of the world ocean may
influence atmosphere-ocean interaction in a distant region. The
cycle for formation and replenishment of North Atlantic Deep Water is
an example of this interocean circulation. Gordon (1986) proposed a
global circulation cell in which upper layer water flowed towards the

northern North Atlantic to feed North Atlantic Deep Water formation.

Tropical oceans play a particularly important part in
determining the global climate for two reasons. Firstly, the
atmosphere has been found to be particularly sensitive to low
latitude sea surface temperature anomalies. Weather systems over
much of the globe have been found to be strongly correlated with
equatorial sea surface temperature variations (eg. Horel and Wallace,
1981). Secondly, the vanishing of the Coriolis Force at the equator
permits fast zonal propagation of long equatorial waves. Thus a
localized forcing in one particular region can lead to changes in the

ocean across the whole of an equatorial ocean basin.

International effort in these areas is seen in two major
research programs. The ongoing Tropical Ocean, Global Atmosphere
(TOGA) program (1985-1995) seeks understanding and prediction of
interannual climate variability (TOGA Scientific Steering Group,
1985). The planned World Ocean Circulation Experiment (WOCE).
(1990s) aims to achieve a global understanding of ocean circulation
in order to predict long term climate change. (WOCE Scientific
Steering Group, 1986). Both programs combine the use of observations

and numerical models of the ocean-atmosphere system.

The South East Asian waters form the only tropical latitude link
between the world's ocean basins. The region also has an important

role in the circulation of the Pacific and Indian Oceans. In the




Pacific the region is the source of the Kuroshio, the North
Equatorial Counter Current and the Equatorial Under Current. In the
Indian Ocean the area is the source of the South Equatorial Current
and the Leeuwin Current (Cresswell and Golding, 1980).

The geometry of the region is complex (figure 1.l1.1) and
comprises a system of islands, sills and basins. In some early
global models (Veronis, 1973, 1976 and Andreyev et al, 1976) the
region was considered closed, in other models (see section 1l.4.1),
the link was represented by one or two grid points. 1In all finite
difference modelling, processes with scales that cannot be resolved
have to be parameterized in some way. Thus with the coarse
resolution of these early models (typically 2%°x2%°) there is very
poor representation of the physics of the Pacific to Indian Ocean
throughflow.

Present day modelling and understanding of the world ocean is
still in the formative stages compared to that of the atmosphere.
This has been because of the lack of computational power for running
global ocean models with horizontal resolution comparable to the
Rossby radius of deformation and also to the relative lack of
observational data with which to verify the models. 1In the near
future the predicted increase in computing power of 1-2 orders of
magnitude and the availability of global synoptic data from ocean
sensing satellites, with which to constrain the better models, make

global ocean modelling and climate prediction realistic aims.

Semtner and Chervin (1988) presented the first global ocean
simulation with resolution fine enough (%° grid, 20 vertical levels)
to allow for the formation of synoptic eddies, the oceanic equivalent
to synoptic weather systems, and the resolution of features such as
the equatorial under current region. The model includes only three
islands; Australia-New Guinea, New Zealand and Antarctica. The
complex geometry of the South East Asian Waters has been smoothed and
the islands of the region submerged. The smallest scale feature that
can be resolved in this region is 100km wide. The model shows

transport from the tropical Pacific, through the Indonesian
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Figure 1.1.1 : The South East Asian Waters.




Archipelago and across the Indian Ocean. The magnitude of the flow
through the Archipelago (15-18 Sv) appears to be over estimated
because of the poor resolution there. Recent estimates (section
1.3.3, table 1.3.1) suggest a throughflow of 6-8Sv. Semtner and
Chervin suggest that increasing the resolution of the model in the
region of the Indonesian seas would give better representation of the
physics of the throughflow. They also discuss the prospects of the
predicted increase in computational power for carrying out longer

simulations at finer resolutions.

In the present study a numerical model 1is developed to
investigate the throughflow from the Pacific to the Indian Ocean in
more detail than previous studies, (e.g. Kindle et al, 1987).
Initially the flow through a «cross equatorial chamel is
investigated. Then the effects of islands, sills and shelves on this
flow are studied. The use of a many layered primitive equation model
was considered but because of the computational cost it was regarded
unsuitable for the preliminary studies proposed. Numerical models
derived from the two layer shallow water equations are used for the
initial studies. The final realistic model of the Eastern
Archipelago of the South East Asian Waters (chosen from the initial
models) is a reduced gravity single layer model that achieves a
resolution of 40km (20km grid).

A description of the circulation of South East Asian Waters and
the external forcing on the region, formthe first part of this
chapter. In the following sections an overview of the observations
and estimates of the throughflow is given and relevant analytic
theory is presented. The Chapter concludes with a statement on the
approach and aims of this study. In subsequent chapters the shallow
water models are developed (chapter 2) and initial results of the
open chamnel presented (chapter 3). The effects of islands, sills
and shelves on the flow in the open chamnel are given in chapter 4.
The development and results of the final realistic model are
described in Chapter 5. In the final chapter the model results are
discussed with respect to observational and other theoretical

studies.




1.2 PHYSICAL OCEANOGRAPHY OF SOUTH EAST ASIAN WATERS

1.2.1 Introduction

There have been two detailed studies of the South East Asian
Waters. The data from the 1929-1930 Snellius Expedition was analysed
by Postma (1958) and this and other data was further analysed by
Wyrtki (1961). These studies showed that all the water masses within
the South East Asian Waters came from the Pacific Ocean. 1In this
section a description of the South East Asian Waters and the

circulation associated with the forcing in the region are given.

1.2.2 Description of region

The South East Asian Waters are shown in figure 1.1.1. In the
west the Sunda Shelf comprising the Java Sea west of the Macassar
Strait, the Gulf of Thailand, the Southern China Sea and the
shallower parts of the Malacca Strait has a maximum depth of 100m.
The shelf is bounded by coastlines or steep slopes leading to deep
oceanic areas. The currents over the shelf are everywhere affected
by bottom friction resulting in a homogeneous water column (Wyrtki,
1961).

The northern part of the China Sea is a deep basin with maximum
depth of 5000m. There is exchange with the Pacific at all levels
through the deep Bashai channel. The Sulu Sea to the south is
unusual because of the height of the sill (420m) compared to the
depth of the basin (5600m). Direct exchange with the waters of the
South China Sea can occur only at levels above 420m. Through the
shallow straits (<100m) between the Phillipine islands and the Sulu
Sea a strong exchange of surface waters with the Pacific ocean

occurs,

The Eastern Archipelago is used to denote the region of islands
and channels bounded by the Sunda Shelf in the west, the Arafura
Shelf in the east, the Phillipines in the north and the Indian Ocean
in the south. The Archipelago thus contains the Flores, Banda,
Celebes, Molucca and Timor Seas and the Macassar Strait. The Eastern
Archipelago is the only deep connection (>500m) between the Pacific




and Indian Oceans (or between any two major oceans) at low latitudes.
The bathymetry of the Eastern Archipelago is shown in figure 1.2.1.
The deepest direct pathway between the two oceans is 1500m and is via
the Molucca, Banda and Timor Seas. There are numerous sills in the
Archipelago but the shallowest (~500m) and most important for this
study occur in the Lombok Strait and at the southern end of the
Macassar Strait. The islands within the Archipelago do not have
extensive surrounding shelves but steep slopes leading to the deep

oceanic areas,

The Eastern Archipelago is partially bounded to the south by the
Lesser Sunda Islands that extend eastwards from Java. The islands
create a number of straits connecting the Flores Sea to the Indian
Ocean. The two deepest straits, where the main throughflow will be,
are the Lombok Strait (~350m) and channels in the Timor Sea (~1900m
and 1200m) north and south of Timor Island. In the north between
Mindanao and Halmahera the Molucca Sea is closed by a sill with a
depth of 2300m. In the east, exchange with the Pacific also occurs
between the island groups of Halmahera and Ceram., The Arafura Shelf
comnecting New Guinea and Australia is 30-70m deep. The Torres
Strait further to the east is shallower, 15-20m deep, and has strong
tidal exchange with the Pacific but only a small (<0.01Sv) residual
transport (Wolanski et al, 1988). The seasonal variation of flow
through the Strait is larger (~ 1.0Sv} and affects the upper layer
circulation (Wyrtki, 1961).

Evidence for the water masses of the South East Asian Waters
originating from the Pacific Ocean is seen in two core layers, a
salinity maximum and a salinity minimum at depths of 100m and 300m
respectively. These two layers originate from waters of the Northern
Pacific. Hydrographic evidence (Wyrtki, 1961) shows the water flows
through the Celebes Sea and the Macassar Strait and into the Indian
Ocean via the Lombok Strait or via the Flores, Banda and Timor Seas.
A salinity maximum associated with waters of the Southern Pacific Sea
is found at 100-200m throughout the waters to the east of the
Celebes. Deeper Pacific waters also travel south through the deep
channels of the region and evidence of an oxygen minimum associated
with Pacific Intermediate Water is found at 800m in the Banda Sea.
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Figure 1.2,1 : Bathymetry of the Eastern Archipelago showing 200m and
1000m isobaths.




This oxygen minimum lies below another minimum which is the only
known indication of Indian Ocean water entering the Eastern
Archipelago (Wyrtki, 1961). A number of studies of the water masses

after they have entered the Indian Ocean have been carried out by
Rochford (1964, 1966, 1969).

1.2.3 Surface layer circulation

The circulation of the surface layer of the South East Asian
Waters 1is largely governed by the monsoon wind system, The
equatorial pressure trough moves with the sun and crosses the equator
twice each year. 1In the northern summer winds are from the south
east in the seas south of the equator and from the south west in
those north of the equator. The monsoon winds are not strong
(typically 6ms_1) (Wyrtki, 1961) but are steady and thus have the
effect of driving surface water westward through the Banda, Flores

1 are

and Java seas into the South China sea. Currents up to lms~
observed in the Java Sea at this time (Wyrtki, 1961). The depth to
which the monsoon winds act is typically 50m in the Banda, Flores and

Java Seas (Wyrtki, 1961).

In the northern winter the wind directions reverse and surface
water is driven south from the Pacific via the shallow seas and
eastwards into the Banda Sea. The seasonal transport due to the wind
system is quite large (3-4.5Sv in the Java Sea) but does not cause a
large annual transport of surface water through the region (Wyrtki,
1961).

1.2.4 Lower layer forcing and circulation

The prevailing trade winds over a tropical ocean cause an
increase of sea level on the western side of the ocean and a lowering
on the eastern side. Assuming that the deep connection between the
Indian and Pacific Oceans south of Australia implies that the mean
sea levels of the two oceans remain roughly equal, the effect of the
trade winds will be to produce a sea level difference between the

Western Pacific and the Eastern Indian Ocean.




Wyrtki (1987) used sea level records from the Pacific and Indian
Oceans to determine the difference in sea level between the two
oceans. In the Pacific,records started in 1948, exist at Davao and
Julo in the Phillipines and at Guam and Truk. In the Indian Ocean
observations along the northwest coast of Australia have been made
for approximately 50 years at Dampier, Port Hedland, Broome, Wyndham
and Darwin. Unfortunately no sea level records have been made in
Indonesian Waters since 1940, A seven year record between 1925-1931

made by the Dutch exists at many locations.

Although 1little Indonesian data is available there isagood
correlation between the sea levels at Cilacap (south Java) and Darwin
(figure 1.2.2). Wyrtki (1987) considered sea level at Darwin to be
representative of sea level in the Eastern Indian Ocean and sea level
at Davao in the Phillipines to be representative of the Western
Pacific.

~The absolute value of the sea level difference between the
Western Pacific and Eastern Indian Ocean was determined from the
difference of dynamic height between the two areas (Wyrtki, 1987).
Using dynamic height differences calculated from the data prepared by
Levitus (1982) and the Indian Ocean Atlas (Wyrtki et al, 1971) it was
found the pressure difference decreased from the surface to a minimum
at 500m. Below the minimum a weak pressure gradient from the Pacific
to the Indian Ocean is again present. The mean pressure difference
at the sea surface relative to the minimum at 500m is 16.3 dyn cm.
(Wyrtki, 1987). Thus the mean sea level at Davao is 16.3cm greater
than that at Darwin. The sea level difference has an approximately
sinusoidal ammual variation with a maximum of 33cm during July and
August and a minimum of gero in January and February (see figure
1.2.3). The pressure difference is concentrated in the upper 200m
(Wyrtki, 1987).

Inter annual variations in the sea level in the Pacific and
Indian Oceans correlate and show lowering of sea level throughout the
region during El Nino events (Wyrtki, 1987).
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Below the surface layer the southward spreading of the
Subtropical Lower Water (100-200m) and the Northern Intermediate
Water (300m) occurs due to the pressure gradient from the Pacific to
the Indian Ocean. The strength of the transport decreases with depth
(Wyrtki, 1961) associated with the decreasing pressure gradient. At
500m where the north-south pressure gradient is zero (Wyrtki, 1987)
there is weak inflow from the Indian Ocean (section 1.2.2). Below
700m the pressure gradient is again present and weak southward flow

of Pacific water through the deep channels to the east of the Celebes
occurs.

1.2.5 Effects of throughflow on South Eastern Indian Ocean

Godfrey and Golding (1981) showed that if the throughflow did
not occur, the Sverdrup circulation pattern in the Southern Indian
Ocean would become similar to that in other tropical oceans, namely
that the flow would be directed to the northwest over most of the
ocean. Godfrey and Golding proposed that closure of the passages
through the Indonesian waters would lower temperatures off Western
Australia. Thus the throughflow might be responsible for the

observed lack of upwelling along the coast of Western Australia.

The problem of wupwelling off Western Australia was raised
earlier by cores taken during the Deep Sea Drilling Program (The
Shipboard Scientific Party, 1974). The cores were found to contain
high values of organic carbon at levels that suggested in recent
times (O--lO6 years before present) there had been periods of high
levels of ocean productivity in the waters off Western Australia.
Webb and Morris (1984) suggested that the high productivity may have
arisen during the recent ice ages. The CLIMAP study (Prell et al,
1980) also found evidence of cool surface water flowing north off
Western Australia at a period 18,000 years before present. This
indicates that the circulation of the Southern Indian Ocean was more
normal and like that of Southern Atlantic and Pacific during the last
ice age. Sea level would have been about 100m lower and thus many of
the shallow passages through the Indonesian islands would have been

blocked during an ice age.

- 11 -




Godfrey and Golding (1981) also suggested that long internal
waves might propagate south from the equatorial Pacific through
Indonesian waters and along the Western Australian coast. This
disturbance would broaden westward with time because of the
propagation of long Rossby waves from the eastern boundary. Thus the
propagation of a Kelvin wave along the coast of Western Australia
would eventually produces changes throughout the whole of the
Southern Indian Ocean. Data was not available to test the hypothesis
that fluctuations of the mass transport relation north of New Guinea
induced changes in the mass transport throughout the Indian Ocean.
However, there was evidence that the interannual ElL Nino related
fluctuations in the mean sea level of the Western Pacific induced
corresponding changes in mean sea level along the coast of Western

and Southern Australia.

The most important observation of the work of Godfrey and
Ridgway (1985) is that they found that the latitudinal change of mean
dynamic height along the western Australian coast is very similar to
that along the eastern coast. This implies that Australia is acting

as if it were an island in a larger Indian-South Pacific Ocean.

Godfrey (1989) used a Sverdrup model of depth integrated flow
for the world ocean -that allowed for island circulations and
determined the circulation around Australasia (Australia-New Guinea
as 16+/-4Sv. This circulation is Jjust the transport through
Indonesian waters. Using levitus (1982) data for a section between
Sumatra and North Western Australia Godfrey repeated the calculation
of the throughflow and obtained a valve of 10-13Sv, closer to that of

the other recent estimates (see section 1.3.3).

The model calculations were repeated with the Indonesian
passages closed. It was found that the model predicted an increase
in the strength of the Eastern Australian Current in the Pacific by
16Sv and removed the westward zonal jet at 10°S in the Indian Ocean.
The effect on the Indian Ocean if no salinity changes occurred was to
cause a 6°C decrease in the temperatures of the upper 500m throughout

the Southern Indian Ocean.




Kundu and McCreary (1986) investigated the circulation forced by
a steady inflow (taken to be 7.3Sv) of water through the eastern
boundary of an ocean wusing two linear, viscid, continuously
stratified models. Without vertical mixing they found all the inflow
eventually turned westward across the ocean due to Rossby wave
propagation. With vertical mixing included in the model a part of
the inflow remained as a coastal current. From this solution they
suggested that the throughflow from the Pacific to the Indian Ocean
may contribute to the Leeuwin Current but that the throughflow was
not the dominant mechanism for driving the circulation along the

western coast of Australia.

1.3 OBSERVATIONS

1.3.1 Introduction

Major observational sources are Postma's (1958) analysis of the
1929-1930 Snellius Expedition and Wyrtki's (1961) report. More
recently realisation of the dimportance of the throughflow in
determining global climate and the transport of heat and freshwater

has provoked experimental interest in the area.

1.3.2 Early observational evidence for throughflow

Direct evidence for the vertical extent of the throughflow is
found from current meter data at anchor stations during the Snellius
Expedition (Lek, 1938). 1In the Macassar Strait a strong southward
flow (50-60cms™!) was found concentrated in the upper 200m in
August. The flow reached a maximum of 84ems™l at a depth of 50m.
Observations in September in the Halmahera Sea found the current to
be weaker (A/3Ocms—1) and not as deep (upper 100m). At both stations
the currents at 400m are southward and between 5-10cms™L. In the
Halmahera Sea there is northward flow (~ 5-10cms™!) between 100m and
150m,

Some hydrographic evidence for the throughflow based on water
mass movements has been described in section 1.2.2, Further data in
the Atlas of the Indian Ocean Expedition (Wyrtki et al, 1971) shows a

- 13 -




tongue of low salinity water originating from the South East Asian
Waters extending westwards into the Indian Ocean at depths up to
400m.  Rochford (1966) shows that mich of the water in the South

Equatorial Current appears to be supplied from the intermediate
waters of the Banda Sea,

Wyrtki (1961) calculated geostrophic currents from the available
hydrographic data to estimate the mass transports through the
different basins of the Eastern Archipelago. Some of the transports
are large for individual basins and seas. Eastwards transport
through the Flores Sea was calculated to be 6.0Sv in February.
However, Wyrtki's estimate of the throughflow from the Pacific to the
IndianOcean was 1.0-2.5Sv, with the maximum throughflow occurring in

August and the minimum in December to February.

1.3.3 Recent Observational estimates of throughflow

Godfrey and Golding (1981) carried out computations of mass
transport in the South Eastern Indian Ocean using the observed
distribution of depth integrated dynamic height. They concluded that
an annual mean throughflow of 10Sv was required to produce a mass

balance in the region.

Godfrey and Ridgeway (1985) continued working with the
observations of integrated dynamic heights and found that south of
Java the South Equatorial Current had a strength of 5Sv. The Leeuwin
Current which also transports water away from the Indonesian region
had a strength of 5Sv and might be connected with the throughflow.
Thus the throughflow was estimated to be 5-10Sv.

Piola and Gordon (1984) used conservation of mass and salinity
arguments to investigate the freshwater balance in the upper layers
of the Pacific and Indian Oceans. A box model was used together with
estimates of freshwater input and upwelling of deep waters into the
upper layers at a rate required to balance the formation of North
Atlantic Deep Water. The salinity of the model upper layer was found
to be lower than observed in the Pacific and higher than observed in

- 14 -




the Indian Ocean. This discrepancy was avoided if a Pacific to
Indian Ocean throughflow of 14Sv at a salinity of 33.6 ppt was taken
into account,

Fine (1985) used a tritium box model (upper 300m only) to
investigate the throughflow. An anomalously high maximum of tritium
was observed in the South Equatorial Current of the Indian Ocean.
This had to be due to a combination of throughflow from the Pacific
and precipitation. Using estimates of the sources of bomb produced
tritium and the rates of input from precipitation compared to
molecular exchange, Fine estimated the throughflow to be 5.1Sv (upper
300m only).

Fu (1986) used data from six sections of the Indian Ocean
Expedition to examine the circulation and property fluxes in the
Southern Indian Ocean from 10°S to 32°S. Temperature and salinity
observations were interpolated to a set of standard depths.
Geostrophic velocities relative to an initial chosen reference level
were then computed for each standard depth at all station points.
Finally the inverse method of Wunsch (1978) was applied to the
geostrophic velocities to estimate an absolute velocity at the
initial reference 1level. The basis of the inverse method is a
mathematical statement of the fundamental principles (conservation of
mass, momentum, energy) upon which previous descriptions of ocean
circulation have been based. The absolute velocities so determined
at the reference level satisfy, to a certain degree, the fundamental
principles. Fu found that the throughflow was dependent upon the
choice of initial reference level and estimated the transport to be
6~7Sv.

Gordon (1986) proposed that the main thermoclines of the world
ocean are 1linked in a global circulation cell involving North
Atlantic Deep Water (NADW) formation. Formation of NADW represents a
transfer of upper layer water to abyssal depths at a rate of 15-20Sv
(Gordon, 1986). NADW spreads throughout the Atlantic Ocean and into
the Indian and Pacific Oceans via the Antartic Circumpolar Current
and the deep western boundary currents. There is a compensating flow
of upper layer water towards the areas of NADW formation. The path
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of this return flow was suggested to be from the Pacific to the
Indian Ocean via Indonesian waters, westward flow across the Indian
Ocean then occurs at 10~15°S. Southwards flow into the Atlantic is
via the Mozambique channel and the Agulhas Current.

Gordon (1986) showed the magnitude of the return flow increasing
along its path as more NADW is incorporated into the upper layer of
the oceans. Gordon also suggested that the Indonesian waters might
be particularly important in controlling the rate of formation of
NADW since the surface layer circulation is strongly affected by the
monsoon wind forcing. Using values of 6-10Sv for the Agulhars
Current entering the Atlantic an upper limit of 6-10Sv is placed on
the throughflow from the Pacific to the Indian Ocean. Gordon chose a
value of 8+5Sv for the throughflow but notes the value would be
halved if the NADW entering the South Pacific thermocline returns to

the Atlantic by way of the Drake Passage.

The results of the first direct measurement of part of the
Pacific to Indian Ocean throughflow have been presented by Murray and
Arief (1988). A series of current meter arrays were set up in the
Lombok Strait in 1985, The current meter data indicates continuous
southward flow into the Indian Ocean with velocities up to 85cms L.
The flow is interrupted by bursts of northward current associated
with tropical cyclone activity. The vertical structure of the flow
is similar to that observed in the Snellius data. With a rapid
decrease from 75-300m, most (~75%) of the flow being baroclinic.
None of the data from stations in the Lombok Strait shows evidence of
a deep northward return flow caused by reflection from the shallow

sill (350m) in the strait (Murray and Arief, 1988).

Calculations based on the observations from the five current
meter arrays determined a mean transport through the Lombok Strait of
1.7Sv with a maximum of 4.0Sv in August and a minimum of 1.0Sv from
February to May. 80% of the transport was found to be through the
upper 200m. Determination of the transport was based on rotational
effects in the strait being negligible due to the narrow width of the
strait. At its narrowest the Lombok Strait is 30km wide and has an
internal Rossby radius (the fundamental horizontal length scale that
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appears in problems adjusting under gravity in a rotating flow) of
90km. A comparison of the transport through the Lombok Strait with
other recent estimates suggests that at least 20% of the total
throughflow occurs through the Strait.

Other observations have been made on an opportunity basis and
are not widely reported. In 1988 the RVS Charles Darwin made an
Acoustic Doppler Current Profiler (ADCP) section in the upper 200m
from the Phillipines to New Guinea (Webb et al, 1989). Analysis of
this data should give an estimate of the inflow from the Pacific to
the region during August. The CSIRO at Hobart, Tasmania are
presently installing a set of stations throughout the region to
monitor sea level variability (Lennon, personal communication). The
forthcoming Indonesian Seas throughflow Experiment (INSTEP) is
intended to make direct measurements of the throughflow (Wyrtki,
1987).

The observations of the throughflow are summarized in table
1.3.1.

TABLE 1.3.1 Observational estimates of Pacific to Indian Ocean

throughflow.
MEAN SEASONAL, METHOD
(sv) (sv)
Wyrtki (1961) 1.7 1.0-2.5 Dynamic calculation
Godfrey & Golding  (1981) 10 Mass transport
Godfrey & Ridgeway (1985) 5-10 Mass transport
Piola & Gordon (1984) 14 Freshwater box
model
Fine (1985) 5.1 Tritium box model
(upper 300m)
Fu (1986) 67 Inverse method
Murray & Arief (1988) 1.7 1.0-4.0 Direct measurement
Godfrey (1989) 10-13 Sverdup model
- 17 -




1.4 MODELS

1.4.1 Early model estimates of throughflow

' The multi level global circulation models of Cox (1975), Bryan
et al (1975) and Takano (1975) were the first to include a tropical
latitude link between the Pacific and Indian Oceans. The resolution
of these models are summarized in table 1.4.1. The models were
forced by observed mean wind fields and the effects of observed
temperature and salinity fields were included in some of the model
experiments. Of these early modelling studies that of Cox had the
greatest resolution. Cox (1975) reports a Pacific to Indian Ocean
throughflow of 18Sv.

MODEL HORIZONTAL RESOLUTTION* VERTICAL RESOLUTTION
(km) (Levels)

Cox (1975) ~ 200x200 9

Bryan et al (1975) ~ 500x500 12

Takano (1975) ~ 400x250 5

*0f South East Asian Waters

The results of the many global circulation models of the past
decade are not presented here. Instead in the next section results

of the two most relevant recent studies are described.

1.4.2 Recent model estimates of throughflow

The single layer, reduced gravity, global model of the Naval
Ocean Research and Development Activity (NORDA) was used by Kindle et
al (1987) to examine the Pacific to IndianOcean throughflow and its
seasonal and inter annual variability. The model equations are the
non linear shallow water equations for a single layer with reduced

gravity on a spherical grid. The resolution is 1%° in the meridional
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direction and 1%° in the zonal. The model is forced by the observed

wind fields from the Fleet Numerical Oceanographic Centre (FNOC).

In the initial model (Kindle et al, 1987) the region
representing the Eastern Archipelago did not include the Macassar or
Lombok Straits. Pacific to Indian Ocean throughflow occurred via the
Molucca, Halmahera and Timor Seas. The mean transport was found to
be 7Sv in the period 1977-1981. The maximum transport occurred in
July and August (~11Sv) and the minimum (~3Sv) in January. Inter
annual variability of the transport (3.0-4.5Sv) was comparable to the
seasonal variatioms.,

Later results of the NORDA model, reported by Wyrtki (1987), are
in agreement with the observations of seasonal and interannual
variability of the sea level difference between Davao and Darwin.
The model was adopted to include the Macassar Strait and Wyrtki
(1987) states that the throughflow occurred in a strong western
boundary layer that separated from the Mindanao Current and flowed
through the Celebes Sea, the Macassar Strait, eastwards through the

Flores Sea and finally into the Indian Ocean through the Timor Sea.

Murray and Arief (1988) compared the results of the NORDA model
for 1985 with their observations of transport through the Lombok
Strait. They found the model results and the observations were in
phase, The NORDA model is heing adapted to include the Lombok
Strait.

As described in section 1.1, to date the finest resolution
global model is that of Semtner and Chervin (1988). This model was
able to include some of the major topographic features of the Eastern
Archipelago, although all islands in the region were submerged. The
Lombok Strait was represented as being 100km wide (two %° grid
spaces) and 710m deep. The model showed the chain of thermocline
transport suggested by Gordon (1986). Transport through the

Indonesian Waters was 15-18Sv.

Semtner and Chervin (1988) do not report any details of the
pathway of the throughflow from the Pacific to the Indian Ocean.
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However they do show eddies from the Pacific Ocean turning west into

the Indian Ocean after passage through the Macassar and Lombok
Straits. The eddies are of 30 day period.

The preliminary experiment reported by Semtner and Chervin
(1988) was forced by annual mean wind stresses and was intended to
investigate the intrinsic variability due to dynamical instabilities.
In the future it is expected to force the model with seasonal wind
stresses to investigate the seasonal and interannual variability of

the world ocean.

1.5 ANALYTIC THEORY

1.5.1 Introduction

In this section a variety of analytic theories relevant to the
problem of flow through a cross equatorial channel are presented.

These theories will be frequently referred to in later chapters.

In any problem many important properties of the transient
response are determined by the free waves of the system. In a linear
system of waves there is always a complete set of waves that can be
used as an expansion in describing the system. At the equator the
natural set of waves (section 1.5.4) is different to that at high
latitudes because the Coriolis parameter, f, is zero at the equator.
In a narrow chamnel because the waves become mixed by the boundary
conditions at the east and west boundaries the problem is complicated

(section 1.5.5).

In understanding the long term response of the channel the
conservation of potential vorticity of the flow as the water travels

south is important (section 1.5.3).

No adequate analytic solution exists to investigate the flow
forced through a cross equatorial chamnel by a north south difference
in sea level. The purpose of this section is to allow a clear
understanding of the important processes revealed by later numerical
models.



1.5.2 Dynamics of Chanmel flow

The rotation of the earth has a major influence on the way the
ocean responds to imposed changes. The dynamic response is caused by
the Coriolis acceleration, which is the product of the Coriolis
parameter, f, and the horizontal velocity. When f=0 the response is
made up of inertia-gravity (Poincare) waves and a steady current

(Gill, 1982). With rotation included coastal Kelvin waves can exist.

When f is large but varying the steady current becomes planetary
(Rossby) waves (Gill, 1976). 1If f is varying but at some point (the
equator) is zero the response is composed of equatorial Kelvin waves
plus equatorial Rossby and Poincare waves and the mixed Rossby-
gravity (Yanai) wave (Cane and Sarachik, 1976, 77, 79).

At meridional or zonal boundaries the longshore component of the
Coriolis acceleration must vanish. The offshore scale, L, at which
the longshore component is small with respect to other terms is the
Rossby radius of deformation given by

L= c¢ (1.5.2.1)

At the equator both components of the Coriolis acceleration
vanish and the important scale 1is the equatorial radius of
deformation given by

Lq =(_<;_)1/2 (1.5.2.2)
28

Using a value of 8 = 2.3x107"m 's™! and ¢ = 2.4ms™}, as an
estimate of the first baroclinic phase speed in the Eastern
Archipelago (section 2.6.2) the radius of deformation at different

latitudes have been calculated and are given in table 1.5.1.

In a narrow channel where the chamnel width, W, is small
compared with I, rotation effects in the along chamnel direction can
be neglected (to a first approximation) because the cross channel
velocity must be small. At the next order of approximation rotation

gives rise to a cross—channel pressure gradient in order to
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TABLE 1.5.1 Rossby radius at different latitudes in the Eastern

Archipelago
Latitude f Radius of deformation

(degrees) x1072571 (Km)
30 7.35 33

15 3.75 64

10 2.5 96

8 2.0 120

1.5 160

5 1,25 192
<4 228%

* (1.5.2.2) applies, p= 2.3 x 10 llm1g1,

geostrophically balance the longshore flow and produces a shear in
order to conserve potential vorticity in response to any departure
from the equilibrium position of the free surface (Pedlosky, 1979).
This balance also holds near the boundaries of wide chamels.

1.5.3 Conservation of Potential Vorticity

The fundamental physical problem that affects the long term flow
through a cross equatorial north south chamnel is the enforced change
in relative vorticity, {, that water flowing south must undergo to

conserve potential vorticity, PV.

PV = of (1.5.3.1)
H

where ¢ =9v ~ du and H is the depth of the fluid column. The theory
9x dy

states that if the fluid is inviscid the throughflow will follow f/H

contours to conserve potential vorticity (Gill, 1982).

In the absence of bottom topography the southward movement of
the fluid colum requires an increase in the relative vorticity ¢
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(ie. the generation of positive or cyclonic vorticity) to balance the
decrease in f. Mechanisms that can provide this vorticity are bottom
dissipation of vorticity and viscous dissipation of vorticity.

In the case of the throughflow from the Pacific to the Indian
Ocean through South East Asian Waters bottom dissipation of vorticity
may be important in the shallow seas. The deeper water can gain
cyclonic vorticity through horizontal viscosity acting on the sides
of the channel. Alternatively by the action of eddying a transfer of
potential vorticity to the surface waters might occur. The surface
waters can then lose the vorticity in the shelf seas. An example of
an ocean current where eddy formation is used to transfer vorticity
is the East Australian Current (Boland and Hamon, 1970). Reports by
Wyrtki (1961) of the effect of 'internal tides and waves' on some of
the bottle station measurements in the Macassar Strait may also have

been due to eddies associated with vorticity transfer in the strait.

1.5.4 Equatorial wave motions

Determining the dynamic response in the equatorial region is
carried out by using an approximation called the equatorial beta
plane. The Coriolis parameter is taken to be the product of a

constant, B and the distance from the equator
f = W (1.5.4.1)

where g = 2.3 x 10 My 1g7L,
Within 15° of the equator the maximum percentage error in this
approximation compared to the use of spherical polar co-ordinates is

less than 4%.

The linear shallow water equations take the form

du = -gyv - gon (1.5.4.2)
ot ox
QV_ = Byu - g_a_rl (1.5.4.3)
ot oy
an = —H(a_g + Q_\_f_) (1.5.4.4)
ot ox Jvy
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where x and y are the eastward and northward co-ordinates
respectively and t is the time, u and v are the x and y components of

the horizontal velocity,n is the sea surface elevation and g the
acceleration due to gravity.

An equation for v alone can be formed from (1.5.4.2)-(1.5.4.4).

3 |1 (azv zyzv> (azv + a?.v - R3v
—_ —_—t+ B ~ — ——=0 (1.5.4.5)
ot |c2 \oe2 o a2 ax

where ¢ = (gH)?

Looking for free wave solutions, which have v a expi(kx-at) to
(1.5.4.5) leads to the ordinary differential equation

a%y (ﬂ—ﬁz&—¥¥)v=o (1.5.4.6)

—
dy2 ‘;7 & c?

The important feature of the solutions of (1.5.4.6) is the equatorial
trapping due to the variation of the Coriolis parameter with
latitude. For a wave of fixed frequency  and fixed east-west
wavenumber k the co-efficient of v in (1.5.4.6) may be positive at
the equator giving wavelike behaviour, but as |y] increases f=8y
increases and the co—-efficient of v decreases until it becomes zero
at the 'turning point' or critical latitude, Y. » given by

fCZ — Bzyg = wz —_ kzcz — &cz = (Zn-l-]_)&: (1.5.4-7)
[A)

At latitudes higher than the critical ome the co-efficient of v
becomes negative and solutions of (1.5.4.6) are exponential in
character giving wave trapping. With the value of c=2.l+ms—1 the
critical distances for n = 0,1 and 2 are 323,560 and 722km respect-—
ively (2.9°, 5.0° and 6.0°).

The solutions of (1.5.4.6) that vanish as y =>+ oo are given
(eg. Gill, 1982)
v = 2/2% [(B)%yl exp (—B_ﬁ) cos (o) (1.5.4.8)

< 2¢
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where n is the order of the Hermite polynomial H,. The corresponding
dispersion relation is

2 - Kz - ER_ = (2n+1) n= 0,1’2,... (1.5.4.9)

T

and the dispersion curves are shown in figure 1.5.1.

For n > 1 the wave solutions divide into two classes, for one

class the term Bk is small so the dispersion relation is approximated
w

w2 = (20+1) Be + kK22 n =1,2,3,... (1.5.4.10)

These waves are called equatorially trapped Poincare waves. The
group velocity dw/3k can be to the east or west. For long waves
(with k—0) the frequency is given by

0,2 = (2n+1)Bc n=1,2,3,... (1.5.4.11)

1
Hence the minimum frequency of the Poincare waves is w) = (3Bc)?

1

which for a phase speed of 2.4ms™ - is 1.29 x 107%s7 L equivalent to a

5% day period.

The other class of wave solution for n >1 comes from the term
wz/c2 being small, then the dispersion relation is given

approximately by

W, = _= Bk n=1,2,3,... (1.5.4.12)

(k%+(2n+1)B/c)

The corresponding waves are called equatorically trapped planetary or

equatorially trapped Rossby waves.

Long Rossby waves (k—>0) are essentially non dispersive with

wave speed (both phase and group)

mn - amn = ngn = - C n-= 1,2,3,... (1-504-13)

&k 3k (2n+1)
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The group velocity is thus westward with speeds 0.8, 0.48, O.34ms—1,
«.eyWhen ¢ = 2.4ms™L

Short Rossby waves have eastwards group velocity in the

direction opposite to the phase velocity. The maximum wvalue is
(Gill, 1982),

0wy =Cggpn =~ ¢ n=1,2,3,... (1.5.4.14)
é_k— 8(2n+1)

which for a phase speed of 2.4ms7! is 0.1ms”t. For very short waves

(k=>00) the approximate dispersion relation is

w=-pand du = B (1.5.4.15)

k ok k

and the phase and group velocities are equal and opposite.

The maximum frequency of the Rossby wave occurs when the group
velocity is zero and is given by

=L ( o ) 2= 1?_%:1; %% (1.5.4.16)

Thus the maximum frequency Rossby wave with a phase speed of 2.4ms™L

is 2.1x10_6s—1, corresponding to a period of 34 days.

The Yanai wave labelled by n=0 in figure 1.5.1 has the
dispersion relation

Q—R—_§=O (1.5;4.17)

c w
For large positive k the Yanai wave behaves like a Poincare wave
whilst for large negative k the wave behaves like a Rossby wave. The
phase velocity can be to the east or west but the group velocity is

always eastward.

The case k = O corresponds to a standing wave for which the
surface moves sinusoidally up and down on opposite sides of the

equator. Particles move anticyclonically with eastward phase when
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the free surface is elevated and westward phase when it is depressed.

The frequency of the standing wave is given by
L
© = (pc)? (1.5.4.18)

which for a baroclinic phase speed of 2.4ms”! is 7.4x1070s7! and

corresponds to a period of about 10 days.

The final type of equatorial wave is the equatorial Kelvin wave
that exists due to the vanishing of the Coriolis acceleration at the

equator. The motion is everywhere parallel to the equator

u = (5)1/2 e V/L, Gliox-at) (1.5.4.19)
H

showing decay in a distance, Ly, the equatorial radius of deformation

(equation 1.5.2.2).

The dispersion relation for the equatorial Kelvin wave is
w = ke (1.5.4.20)

and shows that the equatorial Kelvin wave propagates eastward without

dispersion at the same speed, c, as in the non rotating case

(1.5.4.21)

@=0w=C
k 3k

gx = ©

The equatorial Kelvin wave 1is sometimes called the n=-1 wave
because (1.5.4.21) satisfies (1.5.4.9) when n=-1.

1
FREQUENCY (2ﬁc>é

E-W WAVENUMBER (23/c)%

Figure 1.5.1 : Dispersion curves for equatorial waves.
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1.5.5 Effect of Meridional boundaries

The equatorial modes of section 1.5.4 are required to understand
the short term response of the channel. However these modes are not
a good set in a narrow channel because they become mixed by the
boundary conditions at the east and west boundaries. Some aspects of
the flow are better thought of as a boundary trapped Kelvin wave,

which can also be expanded as a sum of equatorial modes (Moore, 1968
referenced in Cane and Sarachik, 1977).

The coastal Kelvin wave solution can be found by setting the
cross shore velocity equal to zero in the linear shallow water
equations (1.5.4.2) - (1.5.4.4). Hence in an ocean of constant depth
in any vertical plane parallel to the boundary the motion is exactly
the same as in the non rotating case, namely a shallow water gravity
wave. The longshore velocity must also be in geostrophic balance.
Thus for a north-south boundary the complete coastal Kelvin wave

solution is

n = no.e‘X/L cos(ly-wt) (1.5.5.1)
v = <_g_>1/2 noe—X/L cos(ly-ot) (1.5.5.2)
H

where 1 is the north—-south wave number and n, some constant. the

dispersion relation for the coastal XKelvin wave is
w= lc (1.5.5.3)

the same as that of the equatorial kelvin wave (1.5.4.20). Kelvin
waves propagate equatorwards on a western boundary and polewards on
an eastern boundary. Examples of the decay scale, L, the Rossby
radius of deformation, are given in table 1.5.1. This shows that on
an eastern boundary the Kelvin wave becomes more confined to the
boundary as it travels polewards and that the opposite occurs on a

western boundary as it moves towards the equator,

In the low frequency region of the dispersion relation (1.5.4.9)
(figure 1.5.1) the only westward propagating wave is the long Rossby

wave, When this wave impinges on a western boundary the reflected
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(eastward propagating) waves are the Kelvin wave, the Yanai wave,
and a finite series of short Rossby waves. All these reflected waves
will be at the same frequency as the incident wave. The finite
series of short Rossby waves is generated because a mode incident on
a western boundary excites a response which is as equatorially
confined as itself (Cane and Sarachik, 1977). Hence energy tends to

become equatorially trapped at a western boundary.

At an eastern boundary the reflection process can only involve
long Rossby waves. Thus the response is less equatorially confined
than the incident mode. A Kelvin wave incident on the eastern
boundary produces a set of long Rossby modes that asymptote to a
coastal Kelvin wave away from the equator.

Cane and Sarachik (1977) give details of the reflection of long
Poincare waves. The net effect is that the initial waves are
reflected back and forth between the boundaries. On reflection at
the eastern boundary there is a loss of incident energy to boundary
trapped motions.

The initial response of a narrow channel is the generation of
all wavelength equatorial modes. However after the waves have been
reflected by the boundaries a few times destructive and constructive
interference occurs and the set of solutions are the equatorial modes

with east-west wave number k given by

k=mn m=1,2,3,.. (1.5.5.3)
W
where W is the width of the channel. The dispersion curves

appropriate to the first six chammel modes are shown in figures
1.5.2a,b and the group and phase velocities are shown in figures
1.5.3a,b. (calculated using c = 2.4ms7 L),
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Figure 1.5.2 : Dispersion curve of first six channel modes;
a) Inertia-gravity, b) Planetary,
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1.5.6 Development of a western boundary layer

In section 1.5.4 the difference in the transmission properties
of the eastward and westward travelling Rossby waves was shown. The
eastward travelling waves having a shorter wavelength than the
westward propagating waves. The western boundary can thus be thought
of as a source of small scale energy (Pedlosky, 1979).

Small scale wave energy will be trapped at the western boundary

when the distance D, moved eastward by the energy in a time ty given

by

D=Cgty=p8 tyg (1.5.6.1)
12

is of the same order as the wavelength (k—l). ty 1is the
characteristic time for the decay of small scale energy by lateral
friction, nonlinear advection or bottom friction.

In Munk's (1950) model lateral friction dominates and

tq = L (1.5.6.2)
2
Ak

Combining (1.5.6.1) and (1.5.6.2) leads to the estimate for the scale

<AH>1/3 (1.5.6.3)
B

of trapping

Dm

Munk's solution for a flat bottomed rectangular ocean extending
from x=0 to x=r in the east west direction with u=v=0 at x=0 and x=tr

gives the east-west variation in meridional velocity as

x' = Ke"‘/zmsin(/j_bc . Q>-_1_(1-e‘k(r‘><)> (1.5.6.4)
k 2 2kr/ kr
where K =

2 - /3 and k =8 \l/3
K

3 Ay

Munk's solution, from x=0 to x=1000km, is plotted in Figure
1.5.4. TFor an ocean basin where r=6000km and Ay = 5,600m2s—1. The
important features are the counter current east of the main boundary

current and the width of the main current. In figure 1.5.4 the
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Figure 1.5.4 : Munk's solution from x = 0-1000km for a 6000km wide

ocean basin.




magnitude of the counter current is 17% ( exp '/ J/3) of that of the

main current and the width of the main current and the counter are

/3

D, = Zn(AH) & (1.5.6.5)
B

Maximum velocities occurred at 1/3 D, and 4/3 D, from the western
boundary.

In this study the interest is in the western boundary currents
that may develop in the deep chamnels of the Eastern Archipelago.
These chamnels have widths < 250km. The entire region through which
the throughflow can occur is less than 1000km in width (Halmahera-
Borneo).

The magnitude of the counter current compared to that of the
boundary current in channels of various widths with Ay = 100m?s7L is

given in table 1.5.2,

TABLE 1.5.2 Ratio of counter current to boundary current for
channels of different widths

Channel width ratio of maximm current valves
(km) ()
280 29
560 23
1120 19
6000 17

Using the channel of width 560km (used in later experiments) the
effect of variations in the horizontal viscosity is shown in table
1.5.3. The boundary layer width determined from (1.5.6.5) is shown
for comparison with that calculated from (1.5.6.4). The ratio of

maximum currents is also given.
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TABLE 1.5.3 Effect of variations in the horizontal viscosity on
Munk's solution for a marrow charmel (560km)

Ag Dm(f(A,,»)) Munk's solution ratio of max. currents
m?hH () (fm) ¢3)
10 28 27 19
50 47 45 21
100 59 56 23
500 101 92 27
1000 128 113 32
5000 218 177 41
10000 275 188 65

Munks (1950) solution is for the circulation in an ocean basin
caused by zonal wind forcing. There is no net transport through the
basin. A strong poleward boundary current exists with a weaker
equatorward counter current adjacent and weak equatorward flow

throughout the remainder of the basin.

In Munk's linear model the boundary layer exists as a balance
between the relative vorticity produced in a column of water as it is
moved polewards at the western boundary and the lateral diffusion of
this relative vorticity into the western wall., A fluid element
entering the western boundary layer has negligible relative vorticity
and therefore possesses only planetary vorticity. The movement of
the particle southward would decrease the planetary vorticity.
Frictional forces must add this vorticity to the fluid element by
diffusing vorticity through the boundary over the time tj so that the
fluid element can rejoin the region of weak interior flow where fluid

elements have negligible relative vorticity.
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1.5.7.  Summary

The analytic solution for the adjustment to a steady state of an
equatorial basin forced by zonal winds is well understood (eg. Cane
and Sarachik, 1976, 77, 79). Similarly Munk (1950) has developed an
analytic solution for the steady western boundary layer that develops
in an ocean basin by the action of zonal wind forcing. In both these
cases the forcing is via the momentum equations. No analytic
solutions have been found for the adjustment problem when the forcing

is via the continuity equation.

The investigations into chamnel flow have not looked at cross
equatorial flow (eg. Gill, 1976) except for one case (Hughes, 1981)
where wind forcing was the driving mechanism. Thus the problem of
investigating the throughflow forced by a north-south pressure
gradient through a narrow channel crossing the equator cannot be

solved analytically and a numerical approach is required.

1.6 APPROACH AND ATMS
1.6.1 Approach

The reviews presented in section 1.2 and 1.3 suggest that the
driving force for the throughflow from the Pacific to the Indian
Ocean is the north-south difference in sea level across South East
Asian Waters (Wyrtki, 1987). 1In the present study it is recognised
that it is not necessary to use a global model to study the
throughflow. The observed north-south pressure difference is a means
of parameterizing the circulation of the world ocean that drives the
throughflow. The pressure difference is due to the dynamic effects
of monsoonal and global wind forcing. Thus a regional model can be

developed to investigate the throughflow.

Primitive equation global models driven by observed wind fields
are computationally costly. Simpler single level reduced gravity
global models such as the NORDA model (Kindle et al, 1987) are also
computationally costly if a fine resolution (~40km) is to be

achieved. The propagation of coastal Kelvin waves throughout the
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region may be important (Godfrey and Golding, 1981) and needs to be
included in any model. Hence a Quasi Geostrophic model is not
appropriate. Two layer models are a possibility for use given the
two layer nature of the observed flow in the deep chammels (Wyrtki,
1961, Murray and Arief, 1988),

In this study the two layer shallow water equations (section
2.2) are used as the basis for investigating the throughflow.
Linearization of the equations and the use of a rigid 1id to filter
out surface waves are approximations that can be made to develop
simpler computationally faster models. In chapter 2 a series of

models are developed from the two layer shallow water equations.

The initial problem studied is the flow forced through a narrow
cross equatorial chammel by a north-south pressure gradient. The
results of the models developed in Chapter 2 are compared and
presented in Chapter 3. The study then investigates the effects of
sills, shelves and islands on the transport through the open channel
as a preliminary to developing a realistic model of the Eastern
Archipelago. In this study (Chapter 4) attention is limited to
sills, shelves and islands of similar dimensions to those occurring

in the Eastern Archipelago.

In Chapter 5 a realistic model is developed to investigate the
forced flow through the Eastern Archipelago. The choice of model
used for the realistic model is based upon the results of Chapter 3
and 4, It was decided to use the linear baroclinic model, the
simplest of the models developed in Chapter 2. The use of this model
is justified by the observed weak lower layer flows (Wyrtki, 1961 and
Murray and Arief, 1988) and the fact that for experiments with
seasonal forcing requiring lengthy integrations computational cost

was a minimum.

Throughout this study the approach has been to start with a
simple model, that is computationally fast and can thus be used for a
series of integrations in order to understand the underlying ocean
physics. The model can then be built upon to increase the complexity

of the model physics.
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1.6.2 Aims

N The development of shallow water models to investigate the
flow in a north-south cross equatorial chamnel forced by a
north-south difference in sea level.

(2) An investigation of the effects of islands, sills and shelves

on the flow predicted by the initial models.

(3) The development of a realistic regional model from the initial
models to investigate the throughflow from the Pacific to the
Indian Ocean through South East Asian Waters.
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2. THE MODEL

2.1 INTRODUCTION

In this chapter a series of models are developed that describe
the circulation in a narrow north-south cross equatorial chammel
forced by a north-south pressure gradient. There are many different
approaches to this type of problem (reviewed by McCreary, 1985).
However the initial models are preliminary to the development of a
regional model to investigate the throughflow form the Pacific to the
Indian Ocean. In the process of developing the regional model the
importance of islands, sills and shelves on the throughflow is
investigated. Thus the initial models must be capable of including

some or all of these features,

The lack of observational data, other modelling studies and an
analytic solution to the problem all suggested that the development
of a sophisticated, nonlinear, continuously stratified regional model
was impractical. The required model is one that can represent the
physics of the initial problem and that can be used in a variety of
ways so that faith in the predictions of the model come from the

models ability to repeat results across a wide parameter range.

The two layer shallow water equations were thus used as the
basis of the model. The approximations that can be made to these
equations are described in section 2.2 and lead to the development of
the linear and nonlinear baroclinic equations. These predictive
equations can then be expressed in a finite difference form (section
2,3) to form the basis of four numerical models. By applying
appropriate forcing and boundary conditions (section 2.4) a time
stepping procedure is implemented that updates the model variable
fields to simulate the real ocean. Within a model the energy,
momentum and vorticity balances are calculated providing useful
information about the transient processes that occur as the model is

forced towards a final steady state.




In the last section of this chapter the parameter space and
limitations of the four initial models in simulating sills, shelves
and islands are discussed.

2.2 THE PREDICTIVE EQUATIONS

2.2.1 Introduction

A set of time dependent partial differential equations
describing the evolution of the velocity and height fields of a two
layer ocean are given. Linearization and the rigid 1id approximation
lead to the formulation of three systems of predictive equations that
form the basis of the models used in the series of experiments
presented in chapters 3,4 and 5.

2.2.2 The two layer equations

The physical model is a rectangular channel of constant depth
H,. The vertical structure is modelled with a density contrast
A= Py~ Pq between two homogeneous layers of initial thicknesses
H]_ and HZ (H1+H2=H0) .

In the model the equatorial beta plane approximation (equation
1.5.4.1) is made, taking x and y as the eastward and northward co-
ordinates respectively and t as the time., The forcing in the model
is through the north-south gradient in sea level discussed later in

section 2.4.2.

The hydrostatic approximation is made in which the pressure at
any point in the chamnel is regarded as being due to the sum of the
static head of the column of water above that point. The Boussinesq
approximation is also made in which the density is regarded as
constant when computing rates of change of momentum from
accelerations and as a variable when giving rise to bouyancy forces
(ie. when multiplied by g).

The model system is closed by a horizontal viscosity Ay, which
is used to parameterize processes not included in the model (ie.

turbulent transfer of energy to scales smaller than the grid size).
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Bottom friction is incorporated into the model at a later stage (see
saction 4.4).

The reduced gravity g', is defined
g' =g(p2—P1) (2.2.2.1)
P2

Assuming that the motion in each layer is independent of the
depth the equations of motion are:

duy + ugduy + vy0uy = - g3n + AHVZul + Byvy (2.2.2.2)
at ax 3y ax

9vy + uydvy + vi3vy = - g9on + AHVZ Vi - Byug (2.2.2.3)
3t 8x 9y By

Buy + ugdugy + 98Uy = -gdn - g'dh + AVZ o + Byv, (2.2.2.4)
3t 3x 3y ax  8x

vy + u9dvy + v93vy = -g3dn - g’'dh + AHVZVZ - Byvy (2.2.2.5)
&t  ax 9y 93y 3y

8 (Hy+nh) = —(H1+n—h)<8u1+avl) + og (ng=n) (2.2.2.6)
ot dx Ody

0 (Hyg+h) = =(Hg+h) [ Bug+dvy\ + ap(h,~h) (2.2.2.7)
- =5

Equations (2.2.2.2) - (2.2.2.5) are the momentum equations and
(2.2.2.6) - (2.2.2.7) are the continuity equations for the two
layers. The subscripts 1 and 2 refer to the upper and lower layers
respectively. u;, uy and vy, vy are the eastward and northward
horizontal velocity components in each layer. n and h are the
perturbations from their initial levels of the free surface and the

interface respectively.
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This set of equations can be rewritten in a depth averaged or
flux form with

Ul = UI(H1+n—h) N V1

v1(H{+n-h) and
UZ = U2<H2+h) s VZ = Vz(H2+h)

thus the continuity equations (2.2.2.6) - (2.2.2.7) become

an = - (aul + av1> —<8U2 + 8V2> + aj(ng=n) + ap(hy-h)

ot ax 3y % 52 (2.2.2.8)
8h = (39U, + 3V, + ay(h -h) (2.2.2.9)
3t \ax By

and the momentum equations are written

3U; + 3 (uqUp)+3 (uyVy)=(Hy+n-h) {—g@mAHvzul
3t x 3y ax

+ BV +uq og (ng=n)=uy ay (hy=h) (2.2.2.10)
AV, + 9 (v{Up)+3 (v Vy)=(H{+n-h) [—gamAHVZvl]
3t Bx 3y 8x

—BYU1+V1 al(no“n)"vl az(ho"h) (2.2.2.11)

8U2 + 0 (u2U2)+8 (UZVZ) (H2+h) [—gan—g'ah + AHV 2112}

3t ox dy ax  8x
+ByVo+ugay (hy~h) (2.2.2.12)
8\72 + 3 (V2U2)+a (V2V2) = (Hz"‘h) -gan—g'ah + AHV ZVZ]
3 ox By 3y By
~ByU2+v2a2(ho—h) (2.2&%13)

Uy, Uy and Vi, V, are the eastward and northward components of the

momentum in the upper layer and lower layer respectively.
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2.2.3 Approximations to the two layer equations

The flux form of the two layer equations (2.2.2.8) - (2.2.2.13)
may be represented in a finite difference form (developed in section
2.3, shown in Appendix A) and used as the basis of a numerical model.
Computationally this model is relatively slow to integrate because it
includes the nonlinear terms and the free surface. In this section
the approximations that can be made to the two layer equations and
thus form the basis of computationally faster models are discussed.

The two layer equations (2.2.2.2) - (2.2.2.7) can be linearized
by considering motion of infinitesimal amplitude, thus terms of the
form uVu,NnVu and hVV u can be neglected. For any particular
class of wave motions implied by equations (2.2.2.2) - (2.2.2.7) the
validity of the linearization will depend upon the characteristic
length, L, and velocity, U, scales with which that motion is

associated.

The Rossby number R, is a measure of the ratio of the nonlinear
acceleration terms to the Coriolis term, thus

Ry, = U (K1 where f = Py (2.2.3.1)

fL

The condition is only a local condition on the validity of
linearization. Practically it is very difficult to obtain a global
condition over a wide range of length and velocity scales. 1In table
2.2.1, Rossby numbers are given for the interior and the western
boundary layer of the channel presented in chapters 3 and 4. The

Rossby number decreases with increasing latitude.

Another nondimensional number that can be defined from the

characteristic scales of motion is the Reynolds number

Re = UL (2.2.3.2)
Ay
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In most cases of geophysical interest Re>>1. The Reynolds number is
the ratio of the inertial acceleration to the frictional term. In
the ocean Ay is typically in the range 10-10%m2s™1 (Gill, 1982). As
Re increases the effects of nonlinearity become increasingly evident
in the boundary 1layer.

TABLE 2.2.1 ROSSBY AND REYNOLDS NUMBERS OF CHANNEL USED
IN CHAPTERS 3 AND 4 (560km WIDE).

U L AH Ro Re
(ms™)  (km) (m%s"L)  (at 4°S)

interior 0.02 100 1lo-10% 0.02 0.2-200
w. boundary 1.7 30 10 5.7 5100
layer 1.2 37 102 3.2 44
(table 3.3.3) 0.6 90 103 0.7 54
0.3 180 104 0.2 5

It can be seen that linearization of the equations is only
inappropriate with small viscosities when it can be expected that

nonlinear effects at the boundary layer might become important.

The second simplification that can be made to the two layer
equations is to filter out the long surface waves to obtain the
baroclinic (or internal mode). Long internal waves are the same as
long surface gravity waves would be if the acceleration due to
gravity were the reduced gravity g' (given by equation 2.2,2.,1)
instead of g. Because g'<{g the speed of the internal waves is very
much slower than that of the surface waves. The numerical
integration process is speeded up by an order of magnitude or more

when the surface waves are not included.



The approximation used to filter out surface waves is called the
rigid 1id approximation. The pressure gradients in the upper layer
which would have been caused by displacements in the free surface now

exist due to pressure acting against the 1lid.

The linear two layer equations are given in section 2.2.4 and
the non linear and linear baroclinic equations are developed in

sections 2.2.5 and 2.2.6 respectively.

2.2.4 The linear two layer equations

By neglecting the nonlinear terms in the momentum and continuity
equations the linear equations can be derived from (2.2.2.2) -
(2020207)0

aul = - gdn + AH§72u1 + Byvl (2.2.4.1)
ot ox

vy = - gon + AHVZVl - Byul (2.2.4.2)
3t 3y

auz - - gan - g'ah + AHVZUZ + BYVZ (2.2.4.3)
ot ox ox

8v2 ~ - gan - g'ah + AHVZVZ - B’YUZ (2.2.4.4)
3t a3y  dy

ac x dy ax 9y (2.2.4.5)

an = -H1<8u + 8V1> "H2<8U.2 + 8V2> + Otl(ﬂo—n) +O(2(ho"h)
ot

oh = -H, [ Bu, + 8v2> + 09(hgy=h) (2.2.4.6)

3t 3x 9y

where the notgtion is the same as in section 2.2.2.
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2.2.5 The non-linear baroclinic equations

When the rigid 1lid approximation is made (2.2.2.6) becomes;

0 (Hy=h) = - (Hy-h) [ Buy + dvq (2.2.5.1)
Bt ox 3y

The remaining equations (2.2.2.2)~-(2.2.2.5) and (2.2.2.7) are
unaltered. Since the continuity equations now do not involve N a
combination of the momentum equations that does not involve N is

made.

du + (Hg-Hy) [udu + vau] g'dh + AH§72u + Byv (2.2.5.2)

ex  dy]  ax

ot Hq+Hy

v + (Hy—Hyp) [uav + vOv| g'oh + AHV72v - Byu (2.2.5.3)
ax oyl 3y

at H1+H2

where u = uj-ujp, v = v{-vy and ul(Hl—h)=—u2(H2+h),
vi( Hl‘h)=‘V2(H2+h ).

The two continuity equations can be combined.

dh = (Hy~h)(Hy+h) [ du + av> -0y (hy=h) (2.2.5.4)
5; H1+H2 a_X- é_;

which can be written in flux form

oh = 8y + ayv - og(hy=h) (2.2.5.5)

ot 5; 5;

where U = (Hl"'h)(Hz"'h) u and V = (Hl-h)(H2+h) v

H]. +H2 H]._ +H2
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similarly the depth averaged momentum equations can be derived,

0U = (Hy+h)(Hy-h)
ot Hi+H;-

9 (uU)+3 V)

g'9h + AHY72u} + Hy-H,

oX

Hi+ty [ox 3y
+ ByV - 2hu -0U +0V]| - u(Hy-2h-Hy) % (h,-h) (2.2.5.6)
H1+ 2 aX 8Y H1+H2
3V = (Hy+h)(H{-h) [g'dh + AgV >v] + Hy{=H, [d (vU)+3 (V)
at H1+Hz oy Hi+H, é_; dy
- pyV - 2hv -3U +9V} - v(H;-2h-Hy) o, (h,~h) (2.2.5.7)

2.2.6 The linear baroclinic equations

In the same manner that equations (2.2.4.1) - (2.2.4.6) were
derived from the two layer equations (2.2.2.2) - (2.2.2.7) a set of
linear equations may be derived from (2.2.5.2) - (2.2.5.4). These

equations form the linear baroclinic equations.

du = g'och + AHVZu + Byv (2.2.6.1)
8t ox
8v = g'oh + AV 2v - Byu (2.2.6.2)
3t By
oh = H{H, [Ou + av> - ay(hy=h) (2.2.6.3)
-8-1: Hy+Hy -a-;(- a—Y-
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2.3 THE NUMERICAL METHOD

2.3.1 Introduction

The predictive equations of section 2.2 are solved by
integrating forward in time the finite difference equations which
approximate them. Details of the difference forms for the different
approximations to the predictive equations of section 2.2 are given
in Appendix A. 1In this section the spatial and temporal differencing
schemes used in the models and the associated stability criteria are
considered. There are numerous arrangements of the variables u,v and
h on a finite difference grid. 1In this study the Arakawa C-grid is
used because it is considered the best lattice for simulating the
geostrophic adjustment process (Messinger and Arakawa, 1976). (See
figure A.l. for arrangement of variables on the C-grid).

2.3.2 Temporal difference schemes

Equations (2.3.2.1)-(2.3.2.3) are the time differencing schemes
used in this study,

g(0+l) _ 4(0-1) - £(0)(x vy t)  centred scheme (2.3.2.1)
20

g(m*1) _ g(0-1) _ ¢(0-1)(x 5 ¢) forward scheme (2.3.2.2)
24

g(m1) _ g(m) = p(0)(x v ) forward scheme (2.3.2.3)
A o

The variable ¢ represents any of the components of velocity or
perturbation of the surface or interface. The function f(x,y,t)
takes the form of the advection, diffusion or coriolis term in the

predictive equation. The time t is given by
t = (n-1) At (2.3.2.4)

where A is the timestep duration.
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The three level schemes (2.3.2.1) and (2.3.2.2) are widely used
in geophysical modelling as they are both second order accurate and
stable provided that the function f(x,y,t) is correctly initialised
(Messinger and Arakawa, 1976). To initiate a three level scheme the
initial value of the function at n=0 is required as well as the value
of the function at n=l. The value of the function at n=1 cannot be
calculated using a three level scheme and therefore is calculated
from the two level forward scheme (2.3.2.3).

In this study (2.3.2.2) is used to approximate the diffusion
term of the predictive equations and (2.3.2.1) is used for the
remaining terms. The use of (2.3.2.2) is widely adopted in this
manner in order to avoid linear numerical instability (Bryan, 1969).
The three level schemes give rise to a computational mode, the usual
method for suppression of this instability is the occasional
insertion of a step made by a two level scheme which eliminates the
computational mode (Messinger and Arakawa, 1976). The forward scheme
(2.3.2.3) is used at regular intervals in all the models to overcome
this instability.,

2.3.3 Spatial difference schemes

The spatial arrangement of variables on the Arakawa c-grid is
shown in figure A.l. It is convenient if the boundaries of the
region to be modelled are chosen so that the north-south boundaries
coincide with a line of u points and east-west boundaries coincide
with a line of v points. This permits a simple way of specifying the
kinematic boundary condition of having no normal flow across lateral
boundaries. An additional array of points is introduced outside each
boundary to allow the same computing algorithm to be used for points
adjacent to the boundary as for points of the interior.  These
additional points allow the specification of the dynamic boundary

condition (section 2.4.2).

The spatial differencing scheme used is similar to that of Lilly
(1965) for single layer problems. It is a scheme which conserves

total energy of the system in the absence of truncation errors.
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Following Lilly (1965) four operators §( ), &), (7)* and (7)Y are
defined such that

590y = L (Biay, 5 - 95, 5) (2.3.3.1)

GO = L By 1 - 05, p) (2.3.3.2)

(Bx(x,y) = %_ (Piv1,5 * 94, 4) (2.3.3.3)

B (x,y) = L (B 50 + 05 ) (2.3.3.4)
5 ,

where @(x,y) is a function of the discrete variables x and y. The
subscripts i and j refer to the x and y co-ordinates respectively of
the location of the variable ¢ on the grid. The finite difference
Laplacian is defined as

VI = &%) + 82() (2.3.3.5)

The finite difference forms of the four systems of predictive
equations are given in Appendix A. The u-momentum equations are
written with reference to a u—-point. The v-momentum equations are
written with reference to a v-point and the continuity equations with

reference to an h point (see figure A.l).

2.3.4 Stability Criteria

The stability criteria for the advection, diffusion and coriolis
terms when the temporal and spatial differencing schemes of sections

2.3.2 and 2.3.3 apply are now presented.

For a linear advection equation

¢ = — uwdp - vop (2.3.4.1)
ot 3x 9y

using spatial derivatives given by (2.3.3.3) and (2.3.3.4) and a
temporal derivative given by (2.3.2.1) the finite difference

approximation requires
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& < 1 (2.3.4.2)
AX Ay

for stable integration.
For the diffusion equations

g = A Vg (2.3.4.3)

H eJeTe
ot

using spatial derivatives given by (2.3.3.5) and a temporal

derivative given by (2.3.2.2) the finite difference approximation

requires

At < 1 (2.3.4.4)
GAg + GAg

M2 ay?

The explicit treatment of the coriolis term requires,

At <1 (2.3.4.5)
By

Stability criteria that arise because of the channel dynamics
are due to the need to resolve any boundary layer that might exist.

Thus to resolve a coastal Kelvin wave,
&x < ¢ or & < ¢ (2.3.4.6)
| £] | By |

In the case of a Munk type western boundary layer (section 1.5.6) the

constraint on the grid spacing becomes,

& < 2m <AH)1/3 (2.3.4.7)
3 \s

The timescale of the forcing described in section 2.4.3 is also
constrained

a< 1 (2.3.4.8)
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2.4, BOUNDARY CONDITIONS AND FORCING

2.4.1 Solid wall boundaries

Lateral boundary conditions can be either free slip or no slip
conditions.

For free slip boundaries

u; = 0, dvj; = 0 on meridional boundaries (2.4.,2.1)
ax
and duy = O, vy T 0 on zonal boundaries (2.4.2.2)
By

For no slip boundaries

u =0, v = 0 on all boundaries (2.4.2.3)

In section 2.3.3 the arrangement of variables on the Arakawa
C-grid (figure A.1) was discussed and it was noted that an additional
array of grid points was introduced outside each boundary, these
points provide a way for specifying the conditions (2.4.2.1) -
(2.4.2.3). For a free slip boundary condition, the tangential
velocity outside the boundary is set equal to that of its adjacent
counterpart inside the boundary. For a no slip boundary condition
the tangential velocity outside the boundary is set equal to but
opposite in sign to that of its adjacent counterpart inside the
boundary.

2.4.2 Forcing in the Model

The region being modelled can be thought of as connecting two
infinite ocean basins whose only important characteristics are their
respective sea levels. The basin to the north of the region (Pacific
Ocean) has a sea level elevation e The basin to the south of the
region (Indian Ocean) has a sea level elevation nj. Geographically
the sea level difference Np~™ NI occurs between 3°N and 10°S and has
a mean value of 16em (Wyrtki, 1987).



A simple relaxation condition in the region of the model

extending from 3°N-5°N is used to relax the sea level elevation to

-
%ﬂ = o (np-n) (2.4.3.1)
t
Similarly in the region 12°S - 14°S the condition,
g_n = a; (nr=n) (2.4.3.2)
t

is applied.

In a two layer ocean there is a balance between the sea surface

perturbation and the interface perturbation. Hence the relaxation

conditions,
oh = ay(h_~h) and 8h = ay(h;-h) (2.4.3.3)
= 2 Y 3t AN |

apply to the north and south respectively. The timescales o and o,
can be thought of as the barotropic and baroclinic rates of

relaxation respectively. Typical values used in the models are
o = (6 minutes)—1 and oy = (18 hours)_l, thus a, << o,
Forcing in the baroclinic models is via the interface alone, the
hydrostatic balance given by
pog'h = —-p1gn (2.4.3.4)
implies that a 10cm surface elevation is balanced by a 28m depression

of the interface (when p, = 1060 and p = 1025 Kgm ™).

Forcing in the model is investigated in section 3.3.2.

2.4.3 Open boundary conditions

Numerical models of finite regions inevitably involve the
treatment of open boundaries where the numerical grid ends but where

the fluid motion should continue to be unrestricted. An ideal open
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boundary is one which is transparent to motions (waves, mean flows,

eddies etc.) generated within the computational region.

. Unfortunately there is no numerical treatment of open boundaries
which achieves this ideal for general models that include two (or
three) dimensions, rotation, variable depth, bottom friction and
forcing terms. It has been suggested (Bennet and McIntosh, 1982)
that approximate, ad hoc, open boundary conditions may be the most

reasonable approach to the problem.

Forcing flow through a region representing the South East Asian
Waters essentially prescribes inflow and outflow conditions. This
means that when the sea level elevation in the Pacific is greater
than that in the Indian Ocean an outflow condition is required at the

southern boundary, whilst in the north an inflow condition is needed.

The relaxation conditions of section 2.4.3 are a form of open
boundary condition known as a 'sponge' boundary condition. This form
of open boundary condition creates a discontinuity at the boundary of
the forcing region that may produce some reflection (Chapman, 1985).
Waves travelling tangential to the boundary may be distorted by
spatial variation of the damping. Another disadvantage of this type
of condition is that a significant number of grid points close to the
boundary are wasted, as flow associated with this region is not of
interest but has to be computed nevertheless. One positive aspect of
a simple relaxation boundary condition is that it is certain to
maintain ‘the required north-south pressure gradient if similar

conditions are prescribed to the north and south.

The shallow water equations (section 2.2) are hyperbolic in
nature and therefore the most accurate way to prescribe the outflow
at an open boundary is to use the Sommerfeld radiation condition
(Sommerfeld, 1949),

g + cgg = 0 (2.4.4.1)

gt 9y
where ¢ is any variable and c the phase speed, y is in the cross

boundary direction. There are many methods for  implementing



(2.4.4.1) reviewed by Chapman (1985). Discussion will be limited to
the most sophisticated of these implementations, due to Orlanski
(1976).

Instead of fixing a constant value for the phase velocity in
(2.4.4.1) an estimate of ci,j is made from values of the variables at
previous times close to the boundary. Writing (2.4.4.1) in the
finite difference form of sections 2.3.2 and 2.3.3.

n n-2 n n-2 n-1
i, 341701, 341 * C¢[éi,j+1‘®i,j+1-il¢i,j+2 L =0 (2.4.4.2)

24t

2 Ay

where 1i,3j denotes a point on the boundary and subscripts j+l, j+2

refer to the first and second interior points in the y-direction.

Manipulation yields.

n n-2
Cg = ~, 5 7 P, ) i (2.4.4.3)
n n-2 n-1

(85, 541701, 541 ~ 205, 3+2) At

To determine the variable at the boundary point at the next

timestep substitution of (2.4.4.3) into (2.4.4.1) gives,

n+l n-1 n
1,3 = N-Cae/ancg! i3+ 2(a0/8y) o6, 501 (2.4.4.4)
(1+(at/2y)Cy] [1+(At/2y)Cy]
in this expression it is required that
0 < C¢<Ay/At (2.4.4.5)
Thus the limiting outflow condition where Cy = Ay/At  in

(2.4.4.4,) gives

n+1l n
¢i,j = ®i,j+1 (2.4.4.6)

N3
e



which is the condition for the phase speed in (2.4.4.1) to be equal
to the numerical maximum of the grid spacing divided by the timestep.
In the limit C¢ = 0 then

n+l n-1
¢i,j = Q)i,j (2.4.4.7)

Here no information has come from the interior so this is regarded as
an inflow condition, the variable is prescribed at the boundary by a
value at a previous timestep or by some external value. It would be

possible to set up the forcing by means of this inflow condition.

Since each wvariable Uq,U9,V{,Vo,n and h are determined by
different predictive equations the numerical propagation velocities
C¢ can be different for each variable and thus must be calculated
separately.

Open boundary conditions in the model are investigated in
section 3.3.3.

2.5 ENERGY, MOMENTUM AND VORTICITY BALANCES IN THE MODELS

2.5.1 Introduction

The energy, momentum and vorticity balances within a model
provide a useful insight into the fundamental mechanisms of the model
circulation. These balances may be globally averaged over the entire
model region or at individual locations on the model grid, both
approaches being useful. A comparison of the energy, momentum and
vorticity balances of the linear two layer and baroclinic models is
made in sections 3.4.3 - 3.4.5. Elsewhere throughout the results

chapters the energetics are constantly referred to.

The momentum balance can be studied by calculating the value of
the different terms in the momentum equations at each point on the
grid. Similarly the energy and vorticity balances are found by
computing the values of the different terms in the energy and

vorticity equations at each point on the grid. The four different
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sets of predictive equations given in section 2.2. give rise to four

different sets of energy equations (Appendix B) and vorticity
equations (Appendix C).

The predictive equations and their finite difference

counterparts, given in Appendix A, conserve mass and total energy

when viscosity and forcing are set to zero.

2.5.2 Fnergetics of the models

In this section equations for the rates of change of potential
and kinetic energy as a function of time and the work done on each
layer by the various forces acting are discussed. Let the available
potential energy and the kinetic energy for each layer be PE; and

KE;. For the two layer model the energy equations can be written as

<A/3L(PE})> = <P+Ny+5p> (2.5.2.1)
<9/3t(PEg)> = (Py+Ny+Sy> (2.5.2.2)
<3/3t(KE;)> = <Pqg+Fy+0;> (2.5.2.3)
<9/3t(KEq)> = <=(Py+Py+P3) + Fy + Op> (2.5.2.4)

where the angled brackets denote a horizontal average. The terms P;
redistribute the energy between the kinetic and potential energy of
the two layers. The terms N; and S; are associated with the forcing
conditions at the north and south. F; is due to the effects of
lateral viscosity and 0; is due to nonlinear effects in the forcing

regions.

Similar equations can be produced for the linear two layer model
(the terms 0; are now absent) and the baroclinic models.  These

equations and the terms P;, N; S

i» Si, Fy and 0; are given in Appendix B

for the four models.

There are two other ways in which the rates of change of energy
can be calculated from the model. MNumerically from the evaluation of
the derivatives thus

<9 (PE;)> = < %egn 3n > (2.5.2.5)
ot ot




<9 (PE9)> = < %pg'h ©h > (2.5.2.6)
ot ot

<@ (KE)> = < %p(upuy + vPvy > (2.5.2.7)
Bt Bt at

<9 (KE)> = < hp(uguy + vRvy > (2.5.2.8)
at ot ot

The values of the variables calculated by the model can be
substituted into the expressions for kinetic and potential energy and

averaged in time giving (in the two layer case)

1
<B/3t(PE))> = (Kpgn?  >P+l_(hogn2yn-1ly 7T (2.5.2.9)
1
<3/3t(PEy)> = (<Gpg'h? >M*Ll-c4pp1h2y0~1y T7E (2.5.2.10)

24y, 2yy0+l 2,0.2ysn-1y Ter
<O/3t(KE1)>= (<pqHy(ug+vy <) >0 =Ko Hy (ug “+vy “)>07) Zat
(2.5.2.11)

1
B /Ot (KEy)>= (spoHy(ug sy ) >MH-ChiooHy (uy24vy?)>P7h) TaE
(2.5.2.12)

The three methods for determining the rates of change of energy
should all give the same result.

2.5.3 Vorticity balances in the models

The equations for vorticity balances for the flow are now

discussed.
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The vorticity equation for the upper layer of the two layer
equations (2.2.2.8) - (2.2.2.13) is

(2.5.3.1) |

3ty = -3%(v U =82 (v Vy~u U +a%(u vy~ BV~ BY<8U1+ av1>
ot ,axz Oxdy 5;7 J 1 _1 L & 5; /]

+(H1+n—h)AHVZ(8v1-au1 + AHV2v1<8n—8h>—AHV2u1 ( 8n-9h
For the lower layer T is given by

(2.5.3.2)

aCZ = "aZ(VZUz)"aZ (V2V2‘UZU2)+82(U2V2)' BVZ— BY<8U2+ 8V2>
ot { 9x? Oxdy 5;2 A T a_x‘ 5; i

+(H2+h)AHV2(av2-8u2>+ AHVZVZ ah - AHVZUZ ah

. x_ 8y Bx 3y

The first term on the right hand sides of (2.5.3.1) and
(2.5.3.2) comes from the advection terms of the momentum equations
and is zero in the linear models and will be referred to as the
advection of the vorticity by the flow. The second term is the
planetary vorticity tendency, the third term is the relative
vorticity due to stretching or compressing a fluid column within the
layer. The last term represents the dissipation of the vorticity due

to the viscosity.

Thus the vorticity equation for each layer in any of the four

models can be written

agi = ADVECTION + BETA + DIVERGENCE + VISCOSITY (2.5.3.3)
at
where C; = ovi;  duy
dx Oy
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At the steady state 3L/st= O and a balance exists between the
terms on the right hand side of (2.5.3.3). In Appendix C the four

terms on the right hand side of (2.5.3.3) are given for the four
models.

2.6 MODEL EXPERIMENTS

2.6.1 Introduction

The four numerical models developed from the two layer shallow
water equations of section 2.2 are computationally and mathematically
very similar in their structure. It is also comparatively easy to
make changes to the models to test phenomena as and when required.
Accordingly there are essentially four models to choose from to carry
out numerical experiments., These will range from sensitivity studies
and investigations into the forcing terms and representations of open
boundaries to including the effects of islands, sills and shelves on

the throughflow in a cross equatorial channel.

In this section the parameter space that the models can operate
in is discussed and the types of numerical experiment that can be

carried out with each of the models is examined.

2.6.2 Chammel parameters

The channel is 2160km in the north-south direction corresponding
to the region 5°N - 14°S across which the pressure gradient from the
Pacific Ocean to the Indian Ocean occurs. The channel is 560km wide,
in order that rotational effects are of importance, away from the

equatorial region (+2°).

An upper layer thickness of H; = 200m is chosen following Wyrtki
(1987) who states that most of the north—south pressure gradient is
contained within the upper 200m of the region. The total water depth
H, = Hy+Hy is taken to be 1500m, the depth of the deepest direct
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pathway between the Pacific and Indian Oceans. The total depth H,

determines the barotropic phase speed, C, within the channel

C, = (gH )% = 121,3ms™L (2.6.2.1)

The vertical structure of the channel is represented by a
density contrast Ap = P9-p1 between the two layers. The density
contrast is chosen to give a baroclinic phase speed, c1, equal to the

speed of the first baroclinic mode calculated from observed data
(Postma, 1958).

Thus for a baroclinic phase speed of 2.1:,ms_1 the reduced gravity
required is

g' = c;2H, = 0.0332ms™> (2.6.2.2)

HHy

The equatorial beta plane approximation (1.5.4.1) is made with
B = 2.3x1071n1g71,

2.6.3 Model parameters

A regular grid spacing of Ax = Ay = 20km is used in all the
models, Thus the grid is 2200km in north-south extent with the
equator 600km from the northern boundary and 600km in the east-west
direction (110x30 points). The grid spacing is much less than the
baroclinic radii of deformation given in table 1.5.1 and the
stability criteria (2.3.4.6) is obeyed.

The timestep At used in the models must satisfy (2.3.4.2),
(2.3.4.4) and (2.3.4.5). The strongest constraint on the timestep
length comes from (2.3.4.2) which reduces to the CFL condition.

At <Ax (2.6.3.1)

c
where ¢ is the appropriate barotropic or baroclinic phase speed. For
the two layer models a timestep less than 165 seconds is required and
for the baroclinic models a timestep less than 8,300 seconds is
required. Since the stability criteria are developed from linear
theory these values are used only as a reference for determining the
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timestep length. In practice a timestep of At = 50s was used for
the two layer models and At = 1800s for the baroclinic models.
There are severe implications on computational time due to timestep
length and these are discussed in the following sections.

Using the values for Ax, Ay and At the lower limit for the
horizontal viscosity in the models can be determined from (2.3.4.7).
An upper limit on the horizontal viscosity can be determined by
rearrangement of (2.3.4.4) but since this limit is greater than the
physically realistic range 10 - 10%m2s™L given by Gill (1982) it is
not of importance., The lower limit for the horizontal viscosity with
the 20km grid is

3
Ay ><[§'Ax) = 4m2s”1 (2.6.3.2)
AL

In practice it was found that din the baroclinic models
horizontal viscosities of IOmzs_1 could be used but in the two layer
models the horizontal viscosity used had to be greater for stable
integration (discussed in sections 2.6.6 — 2.6.7). The values for
Ax,Ay,At and Ay used in the models for the experiments of chapters

3,4, and 5 are given in table 2.6.1.

TABLE 2.6.1. Range of Model parameters used in this study

Model At AXAY Ay
(s) (km) (mdsD)

Two layer non linear 50 20 >10%
linear 50 20 >500
Baroclinic non linear 1800 20 >10
linear 1800 20 >10
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2.6.4 The linear baroclinic model

The 1linear  baroclinic  model is  computationally  and
mathematically the simplest of the four models. In cases where the
linear baroclinic model is suitable for use the model is the first
choice and provides an initial understanding and basis for comparison
with the more complex models. There are two main problems with the
baroclinic models, i) determining the transport in the model and ii)

including sills and shelves in the model.

As noted in section 2.2.5 the meridional transport in the two

layers of the nonlinear baroclinic model are equal and opposite

vy (H=h) = =v,(Hy+h) (2.6.3.1)
Similarly in the linear baroclinic model

vl = -voly (2.6.3.2)

Thus there is no net transport through the channel. However in the
case where Hy >> H; the lower layer velocity can be neglected and an
estimate of the transport in the upper layer can be obtained. With
the two layer models the exact transport in the upper and lower

layers can be determined.

In the baroclinic models topographic features that extend into
the upper layer cannot be included. Thus the baroclinic models
cannot be used to investigate the effects of shallow shelf seas
adjacent to the deep channel. The barotropic mode is required when
large scale topographic features are included in the models. The
free surface is required to allow interaction between the baroclinic
and barotropic modes. Thus the baroclinic models are not suitable

for investigating the effects of sills in the chamnel.

The lateral boundary conditions (section 2.4.1) may be applied
in all the models to produce an irregular coastline or an island.
The smallest feature that can be resolved with the treatment of

boundary conditions as described in section 2.4.2 is a square island



2ax by 2Ay. This resolution is due to the need to include
separate interior u and v points for all the adjacent exterior
points. Accordingly an irregular coastline resolution of two grid

point inlets and promontories can be achieved.

The linear baroclinic model is approximately 70 times faster to
integrate than the linear two layer model thus for sensitivity

studies and preliminary work this model is the most useful.

2.6.5 The non—linear baroclinic model

In the nonlinear baroclinic model non-linear terms are included
in the momentum and continuity equations and the model is written in
flux form. The non-linear model is more realistic than the linear
model, advection of vorticity by the mean flow can become important.
The range of horizontal viscosities that can be used (10—104m25_1)
suggests that eddies may be formed in the non-linear model. Holland
and Lin (1975a,b) produced eddies with horizontal viscosities <

330m2s™! when viscous dissipation of vorticity did not dominate.

The non-linear baroclinic model is more complex than its linear
counterpart but this presents no significant computational problems.
However, interpretation of the non-linear model result is complicated
when eddies are produced. Non-linear effects will also complicate
the forcing terms. Thus the non-linear baroclinic model is only used
after an initial understanding has been gained from the linear

baroclinic model.

2.6.6 The linear two layer model

The linear two layer model allows the effects of sills and
shelves to be included in the model and transports at all times can
be determined exactly. In the case of including regions of shallow
shelf seas the effects of bottom friction over the shelves are
included by the addition of the terms (2.6.5.1) - (2.6.5.2) in the

upper layer momentum equations over the shelf.
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p u1(1112+V12)1/2 (2.6.5.1)
D
cp Vl(u12+v12)1/2 (2.6.5.2)
D

where cp is the coefficient of bottom friction and D is the depth of
water over the shelf, The value of p used is based on the order of

magnitude estimate of cp = 2x1073 (Csanady, 1982).

The two layer models also produce effects due to the faster
barotropic mode which is not included in the baroclinic models. Thus
the two layer models appear to be the best models to use for all
experiments. However computationally the two layer models are very
slow and repeated experiments with different parameters are not

practical.

Additionally the range of horizontal viscosities that can be
used is reduced (>SOOm2s—1) compared with the baroclinic model
(>1Omzs—1). The instability that develops with the use of lower
viscosities in the linear two layer model appears to be related to
the forcing terms used. Thus the linear two layer model is used

where necessary rather than where possible.

2.6.7 The non-linear two layer model

The non-linear two layer model should be the most realistic of
the models available for use. However an instability develops in
this model when horizontal viscosities in the realistic range (10-

104m25—1) are used. Hence this model is not used in this study.

It was decided that the additional benefits that might be gained
by further development and investigation of the non-linear two layer
model could not be justified in the time available for this study.
The use of the non-linear two layer model was not foreseen as a major

part of the study.
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3. RESULTS: THE CROSS EQUATORIAL CHANNEL

3.1 INTRODUCTION

In this chapter a variety of analysis methods are applied to the
results of the models developed in chapter 2. The model results are
compared and contrasted with a view to understanding the model
physics and the differences between the models. An important aim of
these 1initial experiments is to find the most practical model for

use in the further experiments described in chapter 4 and 5.

The model results consist of a large data set containing the
predicted values of the model variables at each point on the finite
difference grid. Contour and vector plots give an instantaneous view
of these variable fields. Quantitative interpretation is achieved by
the use of sections in time and space throughout the data set.
Studies of the energetics and the balance of terms in the momentum
and vorticity equations are also useful approaches to understanding

the physical processes that occur in the model.

3.2 THE LINEAR BAROCLINIC MODEL

3.2.1 Introduction

In this section the results of the linear baroclinic model are
compared with the theory of section 1.5. These results provide a
reference frame for later sensitivity studies (Section 3.3) and

comparison with the more complex models (section 3.4 and 3.5).

The parameters used for this experiment are those given in
section 2.6.2 and table 2.6.1. For this 1initial experiment a
horizontal viscosity of Ay = 100m%s” ! is used. In the northernmost
200km of the numerical grid the relaxation forcing condition
(2.4.3.3) is used with the interface between the two layers being
forced to —30m, equivalent to a sea surface elevation of +llcm. In
the southernmost 200km of the grid the interface is forced back to
its unperturbed state., The relaxation time of this forcing is taken
to be a= (18 hours)_l. At all lateral boundaries the free slip

boundary condition is applied.

In this model tests were carried out to be certain that both
potential vorticity and energy integrated over the domain of the
model were conserved in the absence of dissipation and continued
forcing. The conservation of potential vorticity of tracked
particles was also established.
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3.2.2 Transition to steady state

Figures 3.2.1.a) - g) show a time series of contour plots of the
interface perturbation and vector plots of the horizontal velocity
fields. The vector plots show the interpolated horizontal velocity
of the currents every 40km. The point at the north western corner of
the plot is 20km from the lateral boundaries of the channel. The
vector plots are of the upper layer velocities, the lower layer

velocities are determined from the baroclinic relation.
Hzllz = —Hlul therefore, 112 = —0.154u1 (3.2.2.1)

Figure 3.2.1.a) shows the fields after 5 days. North of 3°N the
interface has attained a level of -20m, which is equivalent to a sea
surface elevation of ~7cms. The zonal gradient on the interface is
seen to change sign at the equator. The flow from the forcing region
reaches the equator on the western boundary but south of the equator
the flow is turning towards the eastern boundary to form a coastal
Kelvin wave. There 1is strong southward flow across the entire

channel to approximately 4°S.

The fields after 7% days are shown in figure 3.2.1.b) and
clearly show the trapping of the coastal Kelvin wave to the eastern
boundary due to the decrease in Rossby radius away from the equator
(see also section 3.2.3). Maximum currents associated with this wave

are less than 50cms™l. The region of southward flow across the

equator is narrower than that after 5 days and a weak (<20cms_1)
return flow is seen to develop at the eastern boundary. The region
of southward flow at the western boundary has not significantly moved
from its position after 5 days which suggests it is equatorially

trapped.

After 12% days (figure 3.2.1.c) the coastal Kelvin wave has
propagated the length of the chamnel and is in the process of being
damped out in the southern boundary region. The southward flow
G*lms-l) is becoming more confined to the western boundary and has
extended to 6°S. The region of northward flow has moved slowly

westward and increased in magnitude. Associated with this motion the
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interface is developing a maxima (>-14m) and a minima (<-16m) on
either side of the equator. This motion is evidence of low frequency
Planetary waves,

Figures 3.2.1.d) shows the fields after 25 days. The coastal
Kelvin wave has been absorbed by the southern boundary condition, the
currents existing in this region are now associated with the
development of a cyclonic gyre needed to geostrophically balance the
raised interface. The north-south pressure gradient of -30m
prescribed by the forcing terms has now been attained. At the
equator the strong southward flow (~1°2ms™!) is confined to a region
80km wide and extends to 10°S. The northward counterflow has maximum
currents of 40cms™! and is 200km wide. A second pair of maxima and
minima has developed at the interface on either side of the equator
and the eastern half of the chamnel is occupied by a weak QVZOcms—l)
southward flow. This series of flow and counterflow extend from the

northern forcing region to 4°S.

In figure 3.2.l.e), fields at 50 days , the western boundary
current extends to 12°S and is wider at the higher latitudes than at
the equator where the current now occupies about 40km. The adjacent
regions of northward and southward flow are now more strongly
developed. There are four pairs of maxima and minima on the
interface associated with two regions of northward flow and two
regions of southward flow. The width of these currents increases
away from the western boundary whilst the magnitudes of the currents

increase towards the western boundary.

After 100 days, figure 3.2.1.f), Planetary waves have created
four regions of southward flow and three regions of northward flow at
the equator. The first three of these interior flows and the
interface minima and maxima associated with them extend to 11°S, 8°S
and 6°S respectively. The remaining flows are trapped north of 4°S.
The maximum western boundary current occurs at the equator and

remains approximately 1.2ms7L

The interior flows have approximately
equal magnitudes of 20cms™!. The entire north-south pressure

gradient



occupies the region of the western boundary current, elsewhere the
interface between the two forcing regions is maintained at
approximately -20m,

Beyond 300 days of integration there is no further change to the
variable fields., Figure 3.2.1.g) shows the fields after 400 days, a
strong southward flowing western boundary current QVO'75ms—1) and an
b

adjacent weaker (~0°15ms ) return flow are the dominant features of

the flow away from the forcing regions. Currents in the interior are

very small (<1cms™1).

The entire north-south pressure gradient

(24m) occurs across the western boundary current. This final state
agrees well with the solution predicted by Munk (1950) for a system
where horizontal viscosity is the dominant dissipative mechanism
(discussed further in section 3.3.4), The difference between this
solution and Murk's (1950) solution is that Munk required an interior
Sverdup flow to balance his western boundary current. In this
solution there is no such interior flow and there is a net transport

through the upper layer.

3.2.2 Kelvin Waves

Figures 3.2.1.a) - c) show the southwards progression of a
baroclinic Kelvin wave along the eastern boundary of the chamnel
south of the equator. The fields do not show the Kelvin wave
travelling southwards along the western boundary of the chamnel north
of the equator or crossing from west to east at the equator. This is
due to the proximity of the forcing region to the equator and to the
narrowness of the channel compared to the equatorial radius of
deformation (560km and 228km respectively). The position of the
maximum amplitude of the Kelvin wave at 5 days and 7% days gives an

estimate of the speed of propagation as 2.4msL,

Sections in time of the meridional component of velocity at the
eastern and western boundaries are shown in figures 3.2.2.a) and b).

The speed of the Kelvin wave can be calculated from the gradient of

the dinitial disturbance and 1is found to be 2.35ms-1, in good

agreement with the prescribed baroclinic phase speed of 2.4ms™L,
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From figure 3.2.2.b) it can be seen that there is no reflection
of the Kelvin wave from the forcing region at the south. Figure
3.2.2.a) shows that the southern forcing region does absorb the
Kelvin wave, and that the strong cyclonic circulation there does not
cause the wave to be re-emitted as a northward travelling Kelvin wave
along the western boundary,

The contour plot of the interface perturbation in figure 3.2.1.b)
shows the effect of the change in the Rossby radius of deformation
with latitude on the trapping scale of the Kelvin wave. Table 3.2.1
gives the distance away from the eastern boundary in which the
amplitude of the wave decays from A, to 0,37A,, where A, is the
amplitude of the wave at the eastern boundary. These distances were
determined by interpolation of the interface perturbation field.

TABLE 3.2.1 Effect of latitude on width of coastal Kelvin wave

Latitude Distance for decay Radius of deformation
A, to 0.37A, (from table 1,5.1)

(km) (km)
4°83 397 228
5°S 264 192
6°S 206 160
7°S 155 137
8°S 130 120
9°s 117 107

Tt can be seen that the agreement with the theoretical values
improves away from the equator as the channel width W=560km)
increases relative to the radius of deformation. At latitudes 8°S
and 9°S the 10km difference between the model and the theory is due
to the use of the c-grid which makes the amplitude of the Kelvin wave
equal from 10km inside the grid boundary to 10km outside the boundary

(see figure A.1).




3.2.4 Inertial — Gravity Waves

Figures 3.2.2.e) and f) show inertial type oscillations (periods
< 120 hours) in the zonal velocity fields. The frequency of these
waves can be seen to increase away from the equator. The east-west
sections in time of the zonal velocity at different latitudes
(figures 3.2.3.a) and b)) also show these high frequency waves. The
largest amplitude occurs in the interior of the chammnel. Initially
the zonal velocity fields are dominated by the high frequency
oscillations but after 20 days the slow formation of regions of
northward and southward flow due to the Rossby wave motion can
clearly be seen. Even after 100 days the background of inertial
oscillations is apparent.

In table 3.2.2 the mean frequency and period of the observed

oscillations at different latitudes are given.

TABLE 3.2.2 Period and Frequency of Inertial-Gravity

Waves

Latitude Period Frequency

(hours) (x107°s™1)
2°N 110+/-4 1.59+/-0.05
0° 107+/-2 1.63+/-0.03
2°8 105+/-3 1.66+/-0.04
4°s 86+/-3 2.03+/-0.04
6°S T4+/-2 2.36+/-0.03
8°S 65+ /-2 2.69+/-0.03
10°s 60+/-2 2.91+/-0.03

It is clear that the mean frequency of the waves increases with
latitude and that within 2° of the equator the frequency is
approximately constant 1,63 +/- 0,05 x 1072571, These observed
frequencies agree well with the values of the m=l inertial - gravity

waves given in figure 1.5.2.a). The Yanai wave is the dominant
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motion at the equator. The equatorial trapping latitude given in
table 2.2 predicts that at latitudes higher than 6.5° no Poincare
waves of frequency less than 2.14 x 1079571 may exist,

3.2.5 Planetary wave motion

Evidence for Planetary waves is seen in the velocity fields of
figures 3.2.l.c) - f), where slow wavelike motion at the equator
associated with regions of northward and southward flow is seen. The
development of a western boundary layer is further evidence of
Planetary wave motion. Short Rossby waves being the only waves that
can be trapped at a western boundary (Pedlosky, 1979). These short
Rossby waves may be produced by the initial disturbance or by

reflection of incident long, westward travelling, Rossby waves.

Figure 3.2.2.c) shows the development of the western boundary
current with time. The parabolic nature of the curve on which the
maximum boundary current lies shows that the boundary layer is formed

more slowly at higher latitudes.

Figures 3.2.3.c) and d) show sections through the meridional
velocity with time for the first 100 days of the integration. At the
equator, figure 3.2.3.c), the westward phase velocity of the long
Rossby waves is clear. A decrease in the phase velocity of the long
Rossby waves with time can also be seen. The initial phase and hence
group velocity of the long Rossby wave is found to be 0.8msl. In
good agreement with the theoretical value (O.8ms"1 from 1.5.4.13).
The decrease in velocity westwards across the channel may be due to
interference with shorter eastward propagating waves. After 30 days
the eastward group velocity of the shorter waves can be seen from the

position of the maxima and minima in the sections.

Figures 3.2.3.e) and f) show the same sections as figures c) and
f) for 400 days of integration. In figure e) it can be seen that
after an initial period of approximately 100 days the eastward group
velocity and westward phase velocity of the short waves becomes
steady. Wave motion ceases after approximately 300 days. In figure

e), which is representative of sections within 2° of the equator,
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various eastward propagating waves are clearly seen and numbered (1)-
(3) in figure e). The properties of these waves are determined and
summarized in table 3.2.3.

TABLE 3.2.3 Wave properties determined from figure 3.2.3.e)

Wave number Phase Velocity Group Velocity Wavenumber Frequency

(ms™1) (ms™1) xlO-S(m—l) x10—6( s
1 -0.07 0.07 1.6 1.2
2 -0.03 0.03 2.8 0.8
3 -0,02 0.02 3.6 0.6

These waves have properties that correspond to the m = 3,5 and 7
channel modes given in section 1.5.5 figures 1.5.2.b) and 1.5.3.b).
The m = 1 mode has a higher frequency ~2;2x1_6s-1, a phase velocity
of -0.38ms™! and a group velocity of 0.02ms™!. Thus the m = 1 mode
might exist initially but clear evidence is not found in figure
3.2.3.e). From figures 1.5.2.b) and 1.5.3.b) it can be seen that
these short waves are either Yanai or Rossby waves. For the higher
channel modes m > 4 there is little difference between the zonal
properties of these waves. From figure 3.2.11.d) the meridional
structure of the equatorial motion can be determined. It can be seen
that there is decay on a scale approximately equal to the equatorial
radius of deformation which indicates that Yanai waves are
important, The decay scale of the n=l Rossby wave is given by
equation 1.5.4.7 and is ~560km,

At 6°5, figures 3.2.3.d) and f), the wave motion is much less
pronounced suggesting that it is the Yanai and n=1 modes that are
dominant. Initially at 6°S there is no evidence for long Rossby

waves in figure 3.2.3.d).

In summary it is seen that initially all wavelengths of Rossby
wave are generated. However after reflection at the boundaries of
the channel interference occurs and the only modes that can then
occur are those with east-west wavenumber ™"/W, The meridional
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structure of these modes is dominated by the equatorially trapped
Yanai wave and to a lesser extent the n=1 Rossby mode. The channel
modes the dominate are the m=3,5 and 7 modes.

3.2.6 Western boundary layer

The Western boundary current is produced by the trapping of
short Rossby waves at the eastern boundary. These waves are
generated by the passage of the initial trout southwards through the
chammel that excites all possible waves. No evidence has been found
that propagation and reflection of long Rossby waves are an important
part of this boundary current generation.

With the value of 10051125—1 for the horizontal viscosity used in
this initial experiment the boundary layer width with no slip
boundary conditions would be expected to be 56km (table 1.5.3).
Reference to figures 3.2.3.e) and f) shows that the boundary layer
width is 36+/-2km after 400 days. Due to the use of the c-grid the
first point shown in the meridional contour plot is 10km outside the
lateral boundary of the channel. It can be seen that the width of
the counter current is 59+/-2km. The magnitude of the northward
counter current is approximately 8% of the southward flow, in
agreement with the wvalue of 23% in table 1.5.3. The effect of no
slip and free slip boundary conditions on the western boundary

current is investigated in section 3.3.4.

3.3 PARAMETER STUDIES

3.3.1 Introduction

A series of experiments are now described that look at the
sensitivity of the results to varying the basic parameters of the
model ocean within physically realistic ranges. In particular, the
effects of varying the co—efficient of lateral viscosity, the forcing
timescale, the boundary conditions and the location of the channel on
the equatorial Beta plane are discussed. The experiments are based
on the linear baroclinic model but in most cases the results are

relevant for the whole of this study.
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3.3.2 The forcing conditions

In the baroclinic model two variables are involved in the
forcing condition. The relaxation timescale a and the difference in
height between the interface at the north and the south of the
channel. One set of results for the linear case has been reported in
section 3.2 and will scale 1linearly for changes in the height
difference. The intention here is to investigate the effect of
changing the relaxation timescale o, The choice of a must be such
that the prescribed north-south height difference is attained without

reflection occurring at the boundaries of the forcing regions.

In the preliminary experiment the value of a in the northern
forcing region was 1.54 x 1072571 equivalent to a timescale of 18
hours. In the southern forcing region a linearly increasing
condition was used to reduce the possibility of reflection from the
boundary, a rising from 3.08 x 107971 to 3.08 x 107°s7! over the
southern most 10 grid points. Two further experiments were also
carried out using order of magnitude changes from the initial
experiment. As in the initial experiment the height difference to be
maintained is -30m. The main features of the results are described

below and summarized in table 3.3.1.

TABLE 3.3.1 Effects of varying relaxation timescale.

W.bdry Current Interface gradient Interface in
Relaxation Rate (at 0°) across W. bndry (10°S) N. Forcing
(hours)_1 (ms—l) (m). Region
180 -0.6 -12 =24
18 -1.2 =20 =30
1.8 -1.5 -23 ~30,

With o'l = 180 hours the steady state gives the same flow
pattern as the initial experiment but the currents are much reduced.
The maximum velocity that occurs at the western boundary after 25

1 1 in the initial experiment

days is now 60cms - compared with 120cms”
(section 3.2.2), zonal velocities are similarly reduced by 50%.
The reason for this reduction in Kinetic energy is that a is not able
to maintain the interface in the north at -30m but reaches a minimum

of -24m, This smaller north-south height difference results in a

- 81 -

.



weaker gradient across the boundary current. A geostrophic balance
would then predict currents to be 60% of those in the initial
experiment.

When o © is decreased to 1.8 hours the effect is to increase the
currents because of the increased pressure gradient across the
boundary current. These results are again explained by the
geostrophic balance. From the stability criteria for a (equation
2.3.4.8) it can be shown that this lower value of cfl lies just
within the upper limit for stability. No reflection occurs at the

edge of the forcing region in this case.

The major effect of increasing a was found to be in the
amplitude of the Poincare waves. With large a the initial front is
stronger and more sharply defined, more energy is thus transferred to
the high frequency Poincare waves. Planetary waves and the initial

Kelvin wave are not significantly affected by the choice of a.

Tt would appear that to achieve a height difference of -30m
across the western boundary current at steady state the interface in
the northern forcing region must be forced below -30m. The choice of
relaxation timescale o, can then be made to reduce the high frequency
Poincare waves if necessary. Throughout this study a relaxation

1

timescale of a* = 18 hours is used (for the baroclinic models).

3.3.3 Open boundary conditions

In section 2.4.4., the problem of the treatment of open boundary
conditions was discussed. In this section the aim is to compare the
relaxation or 'sponge' boundarv condition used in the preliminary
experiment and an Orlanski open boundary condition (see section
2.4.3) in order that in further experiments the most suitable

boundary condition is used.

The baroclinic model is computationally a quick model to
integrate because of the length of timestep. It is thus possible to
create perfect open boundaries at 3°N and 12°S by extending the
channel to the north and south. The model can be integrated for 25

days if the channel covers the region ~30°N-40°S. The Kelvin waves
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generated in the northern forcing region propagate around the
boundaries of the chanmnel but in 25 days have not had sufficient time
to re-enter the region of interest (3°N-12°S). For a free surface
model with the barotropic mode this formulation would be impractical.
The B plane approximation over the whole region is a poor
assumption but does not affect the solution in the region of interest
for the first 25 days.

The horizontal velocity and interface perturbation fields of the
perfect open boundary version of the model are presented in figure
3.3.1.a). The forcing condition to the north is the same as that in
the initial experiment,north of 3°N the interface is forced to -30m,
other parameters are also unchanged. A comparison with figure
3.2.1.d) shows that in the region of interest the two versions
produce similar results. The differences between the fields are due
to circulation in the forcing regions. The use of the perfect open
boundary version of the model suggests that the initial model is
satisfactorily reproducing the physics that occurs in an open
channel.

Implementing an Orlanski open boundary condition at the southern
boundary of the chamnel of the form given in section 2.4.4 is
straight forward. The fields after 25 days of integration are shown
in figure 3.3.1.b) for comparison with figures 3.3.1l.a) and 3.2.1.d).
In figure 3.3.1.b) the western boundary current south of 8°S has
developed much faster than in the other two versions., North-south
sections in time of the meridional velocity at the western boundary
of the perfect open boundary and the Orlanski boundary condition
versions of the model are shown in figures 3.3.2 and 3.3.3. The
effect of the Orlanski boundary condition on the developing western

boundary current is very obvious.

Various authors (e.g. Camerlengo and O'Brien, (1980), Miller and
Thorpe, (1981) and Chapman (1985)) have had success using Orlanski
type boundary conditions to allow waves (Rossby or Kelvin) to
propagate through a boundary. However, few authors have had success
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using a radiation boundary condition to propagate both waves and a
mean flow through a boundary. In this linear case the western
boundary current is due to wave effects only and so ought to be
suitable for use with an Orlanski type boundary conditions. However,
since the 'sponge' boundary condition used in the initial experiment
works well and maintains a north-south difference in height no

further development of open boundary conditions is considered here,

3.3.4 Lateral boundary conditions

The effect of implementing no slip boundary conditions is now
investigated. All other physical parameters are the same as in the
preliminary experiment. Figures 3.3.4.a) and b) show the
instantaneous fields after 400 days for the cases of free slip and no
slip boundary conditions respectively. The main difference between
the fields is at the western boundary. The meridional wvelocity at

the western boundary is shown in figure 3.3.5.

The no slip boundary conditions produce a western boundary layer
of thickness 56km in good agreement with the theory of table 1.5.3
for AH=100mzs_1. The maximum southward velocity is 0.6ms"1 and
occurs at one third of the width of the boundary layer from the
boundary. The counter current has a maximum northward velocity of
0.lms™! and a width of 58km. The magnitude of the counter current is
17% of that of the boundary current (table 1.5.3 predicts 23%).

The free slip boundary conditions produce a narrower western
boundary layer (~37km) with the maximum velocity (0.82ms™1) occurring
10km either side of the western boundary. The magnitude of the
counter current (O.lSms‘l) is 18% of that of the western boundary

current. The width of the counter current is 60km.

In both cases the maximum counter current occurs at one third
the distance (~20km) across the width of the counter current. The
total transport in the two cases is approximately equal. The greater
velocity in the free slip case offsetting the narrower width of the

flow. The western boundary current formed by the use of free slip
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boundary conditions is approximately two thirds the width of that
produced by no slip boundary conditions and that predicted by Munk's
solution (section 1.5.6).

In the interior of the channel the fields are very similar, and
in the initial part of the integration the transitory wave motions

are largely unaffected by the nature of the solid wall boundary
conditions.

The explanation for the difference caused by the boundary
conditions is that the no-slip condition causes an input of positive
vorticity at the western boundary. Since the lateral viscosity is
unchanged between the two cases the region where the extra positive
vorticity is lost by lateral diffusion has to be larger in the no

slip case.

3.3.5 Location of Chamnel on the g-plane

The initial implementation of the model with the forcing in the
region 3°N-5°N and 12°S-14°S is representative of the forcing across
the South FEast Asian Waters. It is of interest to investigate
whether the chamnel is sensitive to the latitude of the forcing and
whether any forced southward flow in the channel results in the same
steady state and transitional waves. The results of two experiments
using the same parameters as in the initial experiment of section 3.2
but moving the position of the channel (and hence the forcing) on the

equatorial p-plane are presented here.

The first experiment places the equator in the middle of the
channel, the forcing then being between 8°N and 10°N. The velocity
fields and interface perturbation are shown in figure 3.3.6.a)
comparison with figure 3.2.1.e) (the initial experiment) shows that
the planetary waves at the equator have developed to the same extent.
However in figure 3.3.6.a) it can be seen that the regions of
northward and southward flow extend further to the north of the
equator than to the south and that the first region of northward flow
extends to 5°S whereas in the initial experiment this region has

reached 6%°S. These differences are summarised in table 3.3.2.
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The second experiment (figure 3.3.6.b) places the entire channel
south of the equator and the forcing is in the region 2°S - 4°S, The
initial coastal Kelvin wave is now only confined to the eastern
boundary. The western boundary current and the counter current have

developed to a similar extent as in the initial experiment (figure
3.2.1.e).

TABLE 3.3.2 Summary of figures 3.2.le),3.3.6.a) and b)

Latitude of Western Boundary Current Counter Current
Forcing Max Velocity Southern Extent  Southern Extent
3°- 50N 1.2ms71 12°8 6.5°S
8°-10°N 1.0ms™L >8°3 5.0°8S.
4o- 208 2.0ms™L 11°8 | 6.5°3

These experiments show that the development of the cross
equatorial flow is independent of the latitude of the northern
forcing. The only difference arising between figures 3.2.1.e) and
3.2.6.a) being due to the proximity of the forcing region. The
experiments also support the theory that long westward propagating
Rossby waves are not important in the development of the western

boundary current.

3.3.6 Lateral viscosity in the channel

In this section the effect of the magnitude of the lateral
viscosity term, Ay, in the model is examined. Table 3.3.3 summarizes
the results of a series of experiments using horizontal viscosities
in the typical ocean range 10mZs™L - 10000m%s™L (Gill, 1982). The
integrations use identical parameters to the initial experiment with
the exception of the lateral viscosity. The theoretical value of the
width of the western boundary current calculated from table 1.5.3 is
compared with the model western boundary layer width. The maximum

western boundary current at steady state is also shown.
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TABLE 3.3.3 Effect of wvarying lateral viscosity on western

boundary currents
Theoretical Model
Lateral Viscosity Munk boundary Western boundary Max boundary
(mzs—l) Layer width Layer width Current at 0°
(km) (km) (ms™1)
10 27 30 1.70
100 56 37 1.20
500 92 75 0.70
1000 113 90 0.60
5000 177 150 0.40
10000 188 180 0.30

Changing the lateral viscosity controls the width of the regions
of northward and southward flow that develop in order to produce the
balance of potential vorticity at the steady state. (Development of
these regions is described in section 3.2.2). The limiting width of
these regions affects the propagation of planetary waves from the
eastern boundary. With higher viscosities only a boundary current
and a weak counter current develop, whilst with the lower viscosities
a whole series of northward and southward flows develop associated

with short planetary wave motion.

Close to the equator the flows with the lower viscosities are
much stronger but at higher latitudes the currents produced are
approximately equal A/O.7Oms—1. The maximun north-south pressure
gradient across the boundary current is also unaffected by the value
of Ay and in the region of -24m using the parameters of the initial

experiment (section 3.2).

The changes in Ay do not effect the Poincare waves significantly

and the amplitude of the initial coastal Kelvin wave remains the same
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throughout the experiments. The higher viscosities shorten the time
taken to reach a steady state since they damp out the high frequency
oscillations and the planetary waves.

3.3.7  Summary

The relaxation forcing condition produces and maintains a north-
south difference in height. However, to produce a 60m pressure
difference across the western boundary layer would require a pressure
difference greater than 60m between the northern and southern forcing
regions to be maintained., In the linear model it is this pressure
gradient occurring across the boundary layer that controls the
transport in the western boundary current.

The most practical boundary condition to use at the south of the
channel is the relaxation condition used in the initial experiment.
Implementation is straightforward and the boundary condition copes
well with both wave motions and the resultant western boundary

current.

Experiments with the lateral boundary conditions have shown that
when lateral friction is the dominant mechanism for the decay of
small scale energy the main difference between the no slip and free
slip boundary conditions is the width of the western boundary layer.

The baroclinic model has reproduced the Munk type solution at

the western boundary for a range of lateral viscosities.

3.4 THE LINEAR TWO LAXER MODEL

3.4.1 Introduction

The main difference between the two layer model and the
baroclinic model is the inclusion of the free surface in the two
layer model. A shorter timestep is required to resolve the faster
QleOms-l) surface mode, Introducing the free surface means that the
north-south difference in sea surface elevation determined by Wyrtki
(1987) can now be forced directly. To maintain the surface elevation

in the northern forcing region requires a much faster relaxation rate
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than in the baroclinic model, Thus a barotropic relaxation rate ar s
is introduced. ap is set to (6 minutes)_1 and ay is set to (30
minutes)_l. In the northern forcing region the surface is forced to
20cm on a timescale of op. The surface and interface should come to
hydrostatic equilibrium at steady state. In the southern forcing
region the surface and interface are forced on timescales of o and
a9 respectively to their unperturbed state. The two timescales are
required to selectively remove the barotropic and baroclinic modes

without reflection.

It was found that the linear two layer model produced numerical
instabilities, which originated in the surface mode, for horizontal
viscosities of less than 500mZs7!. Using a value of 500m?s™L the
model was not stable beyond 100 days of integration. With higher
viscosities the steady state was attained. The channel dimensions
are identical to the initial experiment. The grid spacing is 20km
and the timestep is 50 seconds. Experiments investigating the
transient motions are carried out using a horizontal viscosity of
500m%s™! whilst in determining the steady state solution the higher
value of 5000m2s™! is used.

3.4.2 Spin up of two layer linear model

There are two phases to the transitory motions, the very rapid
passing of the surface mode (~5 hours) and the slow development of
the baroclinic (internal) disturbance similar to that described in

section 3.2,

Figures 3.4.1. and 3.4.2. show the instantaneous fields after 5
md 10 days respectivaiv. After 5 days the baroclinic part of the
adjustment can clearly be seen. The fields north of 5°S are similar
to those of figure 3.2.1.a)., To the south a western boundary layer
has been formed by the rapid adjustment process of the surface mode.
Currents in this boundary layer are equal both in magnitude (O.lms-l)

anddirection (southwards) in the two layers.

- 94 -



cm/s

0

25

b) Conts * 1.0 (m)

«-50.0 cm/s

Conts * 0.1 (cm)

3

..........................................

R T O O e I A N R

..

.,

.y

|

s

Ny

\M*

vy
&y
<

R XY

- M
M I I e o 2 At e M
&

..... R I T e e e e T T T T TSP

— 4
-EQ. -

U . e e e e e 4 e e e e

v
v
‘.

Lo O T
N N I N RV R R R
Nus s L AT A g o

o
IR K&

17
¥
¥
v
v
v

Ve e e e e e .
ek k ok kbl ik

VKK &

!

~EQ.-
~4.,5-

...............

“« + -

NAB =2 A TAAA AT T AT 2 e e e o e v
NRAPFPFTTATTAATATTT o m o e ot e v
NNBIITFFITATAAAAT T 2 2 2 o o o o e e N
NWNDFPPIIITAATATIFR G & o e e e o o o e N
R e e Ao I T Y A I S .
P R o e £ 2 4 2 B A T T T T B I R N
B e et 2 B e T T T I P S R .
...........................

B T T S I T I T

;%;iai -4 .-

J )/
\’0 \30
20
1o
’00
k

o

N

Two Layer Linear Model, Ay = 500m2sl. Fields after 5

days a) Surface Elevation and Upper Layer Velocity, b) Interface

Figure 3.4.1

Perturbation and Lower Layer Velocity.



b) Conts * 1.0 {(m) —25.0 cm/s

«-50.0 cm/s

a) Conts * 0.1 (cm)

.............. G
................ . R
............................................... r AR,
. e e e e e e e e e e e e .,...‘Axxlz
P E RN
e e e e e e e e et e ettt
e e e e e e e e et e e e coer ettt
e e e e e e e oAbt
....................................... cetarte,
............................................ cotadta,
........................................... \...¢a++“
T R I X L
N T T T T N e R R R X
LI TR P Y e G Gy >y yy ot ARE
..... B R I oo v
| | i I !
z - n v b4
. <) .
< Y € @ ™
| 1 ! ! N

ey

e 4

»>>33>sayy
“uy

P e e
PRI
L

-4 . N-

|

&k

7% 2 I T S S e g

%

*
*
1
*
J
1
1
*
+
1
v
.
.
+
.
'

e e & -

7
.

PRt E ok R

R ittt L E R R I I

FPIFFIIIIFPIPP Y e e s

.4......-us#WVWVWW*WWW##%&NM\.ke

e . A I

’
[
’
.
'
.
*

R ece

¢
4

-EQ.-

-4 .5~

S et E

-8.5-
-12.5-

M /
A
S

/

20
10
TL%

N

120
\ne

- 96

r Model, Ay = SOOmzs‘l, Fields after 10

Two Layer Linea
days a) Surface Elevation and Upper Layer Velocity, b) Interface

Figure 3.4.2

Perturbation and Lower Layer Velocity.




L6

a)

Conts * 0.1 (cm)

«50.0 cm/s

s

130

ot
L_///\

i
'NQﬁ%T”****f?\M ,,,,,
-4 N- 1%%MA«+vvz,[j£

{
|

...........
...........
...........

A e
T\gz‘(z(.cki«
"'k‘w‘.nm'ﬂv
/ 'f‘_Nh‘r%'ﬂf

1‘,31#,,‘%4,
7‘_ 41"4\4"
;‘:~~'$0e
~EQ.~ vT:J/":':::
. v 1“b¢'. AN
*htx_ A
+1,¢J]‘ t A
Aniyve i
AR I A
/T;T‘W’V‘ b
o S

M AR

A4 P,

-4 .G~ :: ,,,,,,

AN
4
A
+
g
.t

...........
...........

.............

8.9~ IVl
lllliiiiilin
viiii
Mi“v-.-.a.... .

_12-8"‘ MRS R R L R RN X

3 BRI IIII ISRy
B S S T e e e e o oy ST
L R R X NI,
4

Figure 3.4.3

Conts *

¢

1.0 (m)

e
Ak

%%ﬁiiiif‘*\\

==

=)
=
f@ L

-EQ.-

-4.5-

-8.5-

-12.5-

days a) Surface Elevation and Upper Layer Velocity,

Perturbation and Lower Layer Velocity.

«—25.0 cm/s

e e e e
e e

e e
e
P
e e e e

.
L
JOE e
e e,
M I
M Yo,
oo e A R TR
M vty L, L,
M Cre L,
M L
MEREEEN vrr L,
METEENEN L N
,,,,,, et e,
il
ME ' vr L,
MEIEINININ Yoy
MERIR N Yoy e,
MR . PR
MR e,
‘L.y ...... e,
S I
D A T
D
R N A R
O R T,
LR e,
P
l.("\.

R

A L IE SR
NS I
Ay e e

A PP 4 e s
T

s S S
PN

Y
'\' ‘“"*"*"*“\N .
W ek vrse vyl
L

Two Layer Linear Model, Ay = 500m’s* , Fields after

b) Interface

50




86

a)

Conts * 0.1 (cm)

(-]
ﬂ;> -4 N-
-EQ.-
~4 .5~
-8.5-
~12.5-

Figure 3.4.4
100 days, a) Surface Elevation and Upper

«~—50.0 cm/s k)

B e

[ o 30 et el P SV

ke ceb e

JJL/k(—(—(—(-kr'
4

£CCE e e,
gasnes .
¢k.\ .........
PR T T TS
¢, LI
P 2
R
sttt o
CeAt e L
PO S S T
Lttt e oo
LI
P N
DI
P
ORI B N
R
O T B R
R T
.v'! ,,,,,,,,
PR
P
P TN
""l .......
Nt e oo
I T
LI
R
P
. T oL
N Tty .
N I T
i‘.“ .......
D
Ya---
Jaece--
ML SO
NRFTEIE A
M GGG
Jun32333333unyy

VARSI II IR

............

: Two Layer Linear Model, Ay = SOOOmzs—l,
Layer Velocity,

perturbation and Lower Layer Velocity.

Conts * 1.0 (m)

«-25.0 ¢cm/s

D S

S ST E

12.8 L T I I T L
L 1
At s e it e
At L e
AP aaeorecsre PP
LRt eccké&r o
c e CECCEE - -

Fields after

b) Interface



After 10 days the baroclinic coastal Kelvin wave has reached the
southern end of the channel and the equatorial planetary wave motions
are evident. The baroclinic coastal Kelvin wave behaves in the same
way as in the baroclinic model, with decay scale decreasing away from
the equator, It is also apparent that the surface and interface are
not in hydrostatic equilibrium at this time.

Figure 3.4.3. shows the fields after 50 days, comparison with
figure 3.2.1.e) shows that the upper layer velocity field is similar
to that in the baroclinic model. However in the lower layer the
velocities are in the same direction as those in the upper layer and
considerably stronger in the south of the chamnel than in the north.
In the upper layer the enforced north-south pressure gradient of 20cm

produces an actual difference of l4cm between the forcing regions.

When a horizontal viscosity of 5000m2s ™! is used, (figure 3.4.4)
the velocities in the lower layer are negligible and the upper layer
velocities are the steady state Munk type solution. The surface and
interface are close to the hydrostatic equilibrium. The width of the
western boundary current (150km) and the ratio of the western
boundary current to the counter current (18%) are the same as those
of the linear baroclinic model with Ay = 5000m2s L.

3.4.3 Balance of terms in energy equations

In this section the energetics as described in section 2.5.2 and
the equations in Appendix B are used to compare the rates of

conversion of energy in the two linear models.

Figures 3.4.5.a) - d) show the energetics for the complete
integration of the linear baroclinic model described in section 3.2.
At time zero the channel is at rest, the interface horizontal, the

forcing commences and the adjustment process begins.

Initially the forcing in the north puts in 5.0x10™% W2 (figure
3.4.5.b)) directly into the potential energy. This energy is
transferred to kinetic energy (figures 3.4.5.c) and d) and lost to

horizontal dissipation. The forcing region in the south also removes
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potential energy directly. The kinetic energy reaches a maximum
after 40 days (figure 3.4.5.a) when the planetary wave action is
strongest (see also figures 3.2.1.c) - f) . Thereafter the kinetic
energy decreases and in the final steady state is associated with the
western boundary region and the circulation in the two forcing
regions. The oscillations in the total energy seen in figure
3.4.5.a) are due to oscillations in the input of potential energy in
the northern forcing region, figure 3.4.5.b). These oscillations are
due to feedback in interface perturbations in the northern forcing
region caused by the wave motions present. The energetic properties

of the steady state are summarised in table 3.4.1.

The energetics of the 1linear two layer model are mnot
sufficiently different from the linear baroclinic model to merit
figures showing the individual terms. Energy enters as surface
potential energy in the northern forcing region. This energy can
only be converted into kinetic energy in the two layers. The
potential energy of the interface comes from the conversion of lower
layer kinetic energy. The total energy is due almost entirely to the
interface perturbation. The hydrostatic balance gives the surface
potential energy to be 0.3% (g'/g) of the interface potential energy
at steady state., Horizontal dissipation and the southern forcing
region remove kinetic and potential energy respectively from both
layers. The conversion rates of the linear two layer model with
values of horizontal viscosity of 500m%s™L and 5000m%sl after 100

days are summarized in table 3.4.2,

In table 3.4.2 the rates of input and output of energy in the
linear two-layer model do not sum to zero shows that the steady state

has not been attained after 100 days (within 5% of steady state).
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TABLE 3.4.1 Energy balance at steady state *

Energy (x10—3Jm_2)

P.E. K.E. TOTAL
baroclinic model (PE) (KEl) (KEZ)
Ay=100mZs ™ 61.5 21.5 3.5 86.5

two layer model (PEl) (PEZ) (KEl) (KEZ)
Ay = 500m%s™1 1 89 56 14 160

5000m%s ™t 1 123 30 2 156

Ay

TABLE 3.4.2 Rates of conversion of energy at steady state *

Rates of Conversion of Energy (x10 W 2)
INPUT OUTPUT CONVERSION

north south dissipation potential-Kinetic

baroclinic model  (PE) (PE) (Fl) (FZ) (PE—KEl) (PE—KEZ)
AF100m%s ™t 4 -6 -7 -1 +7 +1

<PE1 (PEl (PEZ
two layer model (PE() (PE;) (PEy) (Fy) (Fo) -KEp) —KEy) -KEy)
soom2s™L 468 -16 -9 =32 -4  +32  +20 13
5000m2s™L  +88 -18 -13 48 -4  +48 422 -7

Ay
Ay

* within 5% in two layer case.

The total energy of the two layer model is greater than that of
the baroclinic model because of the difference between the enforced
north-south sea level difference which was 20cm for the two layer

models and the equivalent of 10cm for the baroclinic model.
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3.4.4 Balance of terms in the momentum equations

Figure 3.4.6 shows the spatial distribution of the terms that
make up the momentum balances after 10 days in the two layer linear
model with a horizontal viscosity of 5000m2s L. The region displayed
is that part of the channel between 2°N and 12°S avoiding the forcing
regions. The momentum balances in the forcing regions are in

geostrophic balance (section 3.2).

The zonal momentum is a geostrophic balance (ie. balance between
the pressure term and the Coriolis term). At the Western boundary
the barotropic adjustment shows up clearly, having produced a
southward current where the terms in the balance are of the same sign
in the two layers. At the eastern boundary the baroclinic Kelvin

wave shows terms of opposite sign in the two layers.

The meridional momentum balance is more complicated. In the
interior the balance 1is approximately geostrophic in both layers
(opposite sign in the two layers). At the eastern and western

boundaries the viscous terms become important.

After 100 days, with the fields close to steady state the
velocities in the lower layer decrease and become negligible. Figure
3.4.7. shows that the zonal momentum remains in geostrophic balance,
except at the equator where pressure term is zero. The meridional
momentum balance is between the pressure and viscous terms on the
western and eastern boundaries, again at the equator the meridional
pressure term is zero. The steady state balances in the momentum
equations of the linear baroclinic model are the same as those for
the linear two layer model, with the exception that velocities in the
lower layer are not negligible, but smaller and in opposite direction

to those in the upper layer.

3.4.5 Balance of terms in the vorticity equation

The theory described in section 2.5.3 and the equations in
Appendix C are now used to determine the balance of terms in the

depth averaged vorticity equation of the linear two layer model.
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Figure 3.4.6 : Balance of terms in Momentum Equation of Two Layer
Linear Model, Ay = SOOOst_l, Fields after 10 days, a) Upper Layer,
b) Lower Layer.
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Linear Model, Ay = SOOOmzs_l, Fields after 100 days a) Upper Layer
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The spatial distribution of the terms in the vorticity equation
after 10 days are shown in figure 3.4.8. Similar to the balance of
terms in the momentum equations the fields show the initial
barotropic western boundary current (signs the same in both layers)
and the baroclinic Kelvin wave (signs opposite in the two layers).
The planetary vorticity dominates initially. At the western boundary
vorticity is removed by dissipation due to the viscosity. The
viscous boundary layer width is 150km whilst the planetary vorticity
boundary layer width in 180km.

After 100 days, figure 3.4.9. the steady state is almost
attained (within 5%), the total rate of change of vorticity in the
two layers being equal and opposite. The width of the planetary
vorticity boundary layer has decreased to that of the viscous
boundary layer (150km). The balance is that of the Munk solution,
with planetary vorticity being lost to viscous dissipation. The
region of the counter current is shown clearly and is required to
conserve potential vorticity in the boundary region. The maximum
rate of viscous dissipation of the vorticity is - 2.84 x 1079 mg™2

As with the momentum balance, the terms in the lower layer are
very much smaller than in the upper layer. However the magnitude of

the total balance for each layer is comparable.

It should be noted that with the no slip boundary condition the
individual terms in the balance at the boundaries must be zero at the
boundaries and thus the planetary term must vanish at all boundaries.
At steady state this forces the viscous term to be zero at the
boundary to complete the balance. However for the free slip
conditions (the case presented) the major terms in the balance assume

maximum values at the boundary.

3.4.6 Transport through the chamnel

In this section the flow through the channel will be discussed
and a simple theory based on the geostrophic balance in the western
boundary layer developed.
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In the linear two layer model, after initial adjustment, the
combined transport in the two layers must be the same at all
latitudes. Figure 3.4.10.b) shows the transport through the channel
for the first 100 days of integration. It can be seen that the total
transport in the north (~2°N) and in the south (~11°S) is equal and
that after 100 days the southward transport through the channel is
almost constant at 6.85 Sverdrups (1Sv = 106m3s'1).

In the linear baroclinic model the transport in the two layers
at any latitude is equal and opposite and there is thus no net
throughflow (section 2.6.3). However, it is possible to estimate the
transport by neglecting the small lower layer velocities. At the
steady state the transport through the upper layer at all latitudes
should be equal., For the preliminary experiment this estimate of the
throughflow is shown in figure 3.4.10.a). After 400 days a steady
state has been attained and the southward transport in the upper
layer is 2.63Sv.

In order to compare the transports between different
integrations of the same model and between the two models it is
necessary to compare the pressure gradients that caused the
transport. For integrations of the same model scaling by the north-
south pressure gradient at the western boundary between 3°N and 12°S
allows direct comparison of results. To compare the baroclinic and
two layer models the hydrostatic balance must also be used. Table
3.4.3 shows the steady state transports for the linear baroclinic
model, and the transports after 100 days for the linear two layer
model. The north—-south pressure gradients at the western boundary
are given. Making use of the hydrostatic balance, in this case a
10cm surface elevation is equivalent to a 28.2m interface depression,
the effective transport in each model that a 10cm height difference

at the western boundary would cause is determined.
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TABLE 3.4.3 Summary of Transport in the Linear Models

3°N-12°S 10cm N-S gradient.
Transport Pressure Effective Transport

Difference

(sv) (m) (sv)
Baroclinic Model .
(interface)

Ay = 100m%s™L (freeslip) 2.63 11.0 6.7
= 500m%s”L v 3.25 17.5 5.2
= 5000m2s~t " 4.38 24.0 5.1
= 100m?%s™L (no slip) 2.63 11.0 6.7

Two Layer Model (surface)
Ay = 500m%s™L (freeslip)  6.85 0.11 6.2
= 5000m2s™l v 8.65 0.135 6.4

Table 3.4.3 gives a mean transport of 5.7Sv for the linear
baroclinic model when the equivalent of a 10cm height difference
occurs between 3°N and 12°S. 1In the linear two layer model this

transport is greater, 6.3Sv.

The enforced height difference between the forcing regions in all
the baroclinic models was -30m and in both the two layer models was
20cm. The effect of the horizontal viscosity in the channel is to
control the north-south extent of the circulation in the forcing
regions, this then affects the pressure gradient that forms between
the two forcing regions, For the higher viscosities the circulation
associated with the forcing regions extends south of 3°N and north of
12°s.

As first noted in section 3.2.2 and as clearly shown in figure

3.4,7.a) at steady state the meridional velocity at the western
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boundary is in geostrophic balance. It is thus possible to estimate
the southward transport through the channel from the u-momentum

equations.

fv = g!' and fv = g_n (3.4.6.1)

)
X X

integrating across the channel to determine the transport gives

transport _ g' Ah H{H, and _ g AnH; (3.4.6.2)

f Hy+Hy E
respectively for the baroclinic and two layer model. It can be seen
that for the equivalent of a zonal pressure gradient of 10cm at 12°S
the transports estimated from equation 3.4.6.2 are 5.5Sv and 6.5Sv
respectively for the baroclinic and two layer models. These values
are in good agreement with the mean transports determined from table
3.4.3.

It is now possible to use Wyrtki's (1987) value of 1l6cm for the
mean sea level difference between the Phillipines and the Indian
Ocean south of Java to estimate the throughflow. The important sea
level difference is that across the current in the south. Thus the
sea level difference between New Guinea and the Indian Ocean south of
Java is required to estimate the throughflow. However after passage
of the initial Kelvin wave the sea level along the eastern boundary
remains approximately level and the value of l6cm can be used. if
the east-west pressure gradient is taken to occur at 10°S and with
transport in the upper 200m only a value of 12.6Sv is obtained for
the Pacific to Indian Ocean throughflow.

3.4.7 SUMMARY

Results from the linear two layer model show good agreement with
the theory of section 1.5 and the results of the linear baroclinic
model. It is necessary to use high horizontal viscosities (AH >

SOOmzs-l) for stable integration. The 1initial rapid barotropic
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adjustment due to the free surface in the two layer model does not
affect the steady state solution. Velocities in the lower layer at
steady state are negligible.

The energy budget shows a conversion of potential energy from the
northern forcing region into kinetic energy within the two layers.
Some lower layer kinetic energy is converted into potential energy of
the interface. Kinetic energy is lost to friction and the southern

forcing region removes potential energy.

The vorticity balances of the linear models have been investigated
and are found to be that of the Munk solution in the western boundary
layer. Planetary vorticity being balanced by viscous dissipation in

the western boundary current and a weak counter current.

The momentum balances show that the steady state is dominated by
the geostrophic balance of the meridional velocity in the upper
layer. It is possible to calculate transport through the chamnel
based on this balance.

The similarity between the results of the linear baroclinic and
linear two layer models suggest that there is little to be gained
from experimenting with the computationally slower two layer model
except where it is necessary to include the free surface when

topography is included (eg. sills and shelves).

3.5 THE NON LINEAR BAROCLINIC MODEL

3.5.1 Introduction

The only difference between the nonlinear and linear baroclinic
models are the inclusion of the advective terms in the momentum
equations and the layer thickness which includes the perturbation of
the interface in the continuity equation. In this section the
results of the nonlinear baroclinic flux model developed in section
2.2.5 are presented and compared with the results of the linear

baroclinic model.
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Fields after 50 days,

Interface Perturbation and Upper Layer Velocity a) Ay = lOOmzs'l,

Non Linear Baroclinic Model.
b) Ay = 1000m%sL.

Figure 3.5.1




3.5.2 RESULTS

Using the same parameters as in the preliminary experiment of
section 3.2 eddies can be seen to develop at the western boundary
(figure 3.5.1.a) Ay = 100m23-1). With a higher horizontal viscosity
the eddies do not develop (figure 3.5.1.b), Ay = 1OOOmzs-1) and the
fields are similar to those of the linear model except within the

forcing region.

Figures 3.5.2 - 3.5.4 show north-south sections in time through
the fields at the western boundary for the first 50 days of the
integration with AﬂélOOmzs—l. After 5 days the development of the
western boundary current can be seen to be different and more rapid
in the non linear model (figure 3.5.2.b). After 20 days eddies can
be seen to develop at ~6°S in the nonlinear model. The development
of the eddies is associated with the narrowing of the region of

southward flow at the western boundary southwards from the equator.

With the simple relaxation boundary condition at the south of the
channel there is some reflection of the eddies as they enter the
region, This reflection shows most clearly in the interface
perturbation (figure 3.5.4.b)). The incident eddies partially
reflect out the speed of the baroclinic coastal Kelvin wave., The
reflection effects are small but show that the simple relaxation
boundary condition does not work adequately when non linear effects
are important. Possibilities for overcoming this effect are 1) the
use of a well designed radiative boundary condition, 2) neglect of
the non linear terms into the boundary region, 3) increasing the size
of the region over which the damping occurs, or 4) increasing the

friction in some mammer in the forcing region.

The time of maximum boundary current can be deduced from figure
3.5.2, In the non linear model the maximum boundary current 1is

advected southwards at O.SSms_1

and thus does not display the
parabolic nature of the linear model. Table 3.5.1 shows the time of

the maximum current in the boundary layer for the two models.
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TABLE 3.5.1 Time Taken for Maximum Boundary Current to Develop

Latitude Linear Model Non Linear Model
(hours) (hours)
2°N 440 +/-10 140 +/-10
0° 440 +/-10 240 +/-10
2°8 440 +/-10 340 +/-10
4°8 800 +/-10 450 +/-10
6°S 1070 +/-10 560 +/-10
8°S 1540 +/-10 670 +/-10
10°3 2150 +/-10 780 +/-10

In the linear model the meridional trapping of the planetary
waves can clearly be seen with the boundary current developing
simultaneously at 2°N and 2°S (see also section 3.2.5). In the
nonlinear case the formation is more rapid and must be due to another
process. In the non linear model the time of maximum boundary
current coincides with the time that the zonal current at the western
boundary reverses., Figures 3.5.5 and 3.5.7 show east-west sections
through the zonal velocity fields of the linear and nonlinear models
respectively (Ay = 1OOmzs—1). Poincare waves are evident in both
models., Figure 3.5.5 b) and 3.5.6.b), show westward flow across the
boundary layer at the equator and 2°S. In the linear model, a)

figures,the flow is always eastward in the boundary layer.

Pedlosky (1979) examined pure inertial boundary layer theory and
shows that an inertial boundary layer can only exist where there is
zonal flow U; into the boundary layer region. Using the same method

as in section 1.5.6 the width of the inertial boundary layer can be
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determined. The short Rossbywave generated at the western boundary

will have a group velocity

X2
scales shorter than
~up | % (3.5.2.2)
1 = —_
Po

will be trapped

It can be seen from figures 3.5.5.b) and 3.5.6.b) that the zonal

1 2t the eastern edge of the

current Up 1is approximately -2cms~
western boundary layer between 0° and 2°S, giving a theoretical
inertial boundary layer width of 30km compared to the 30-40km shown

in the model.

It can be seen in figure 3.5.5.b) that there is not always
westward flow at the western boundary layer. At 6°S the zonal flow
periodically reverses (30-40 days). In the region where there is
flow eastward out of the boundary layer the short waves generated at
the western boundary are assisted and radiated towards the interior
as Rossby waves. As they radiate they will decay by dissipative
processes. If horizontal friction is the dominant dissipative
mechanism so that (1.5.6.2) applies the scale over which the Rossby

waves of wavelength k will decay is

Bk

Ay

1 =
L
and since k = (B,/Up)?

l= — (3.5.2.4)
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Using the value of 2ems™L for Ur a value of 174km is determined
for the scale over which the Rossby waves leaving the western
boundary decay. This scale is close to the diameter of the observed
eddies.

3.5.3 Energy budget and transport

Figures 3.5.8 and 3.5.10 show the energy budget and transport of
the channel for wvalues of horizontal viscosity of 100m2s™t  and
1000m2s! respectively. The higher viscosity case 1is not
significantly different from the linear case. (section 3.4.3).
However a comparison of figure 3.5.8.a) and b) (or 3.4,5) shows
that the total energy of the nonlinear model with Ay = 100m?s~ L is
nearly double that of the linear model. The mean potential energy
after 200 days in figure 3.5.8.3) (O.O7Jm_2) is comparable to the
figure given in table 3.4.1 (0,062) for the linear case. The mean
total kinetic energy (O.O7Jm—2) is three times that of the linear
case. The explanation for this increase in kinetic energy is the
length scale of the eddies. The average potential energy is
proportional to the mean square displacement of the interface whilst
the average kinetic energy is proportional to the mean square slope
of the interface. If the potential energy of the mean flow (in the
linear case) is converted into eddies the mean square displacement of
the interface is not significantly changed but the mean square slope
is increased if the scale of the eddies is small comparable to the
scale of the mean flow (Gill et al, 1974).

In figures 3.5.8 - 3.5.10 and also figures 3.5.2 - 3.5.7 it can
be seen that in the first 20 days the nonlinear, effects are not
significant, there is little difference between the two experiments.
After 20 days concurrent with the generation of eddies at 6°S the
kinetic energy increases in the low viscosity case, the potential
energy is unaffected. After 100 days a statistically steady state is
attained in which eddies (wavelength 400km period 30-40 days) are

superimposed on the mean circulation.

The mean transport for the two cases is summarised in table
3.5.2.
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TABLE 3.5.2 Steady State Mean Transport through non Linear Model

Interface 10 cm N-S gradient

Model Transport  Gradient Effective Transport
(sv) (m) (Sv)
Ay = 100m%s™t  6.00 14,00 12.0
Ay = 1000m%s™L 4,40 21.5 5.8

3.5.4 Nature of instability

The eddies that develop must draw their energy from one of two
sources. Either from the available potential energy (baroclinic
instability) or from the available kinetic energy (barotropic

instability).

The pure baroclinic problem is generally applicable only when
the undisturbed flow has horizontal scales large compared with the
Rossby radius. The condition is also the one for the energy of the
undisturbed flow to be principally available potential energy rather
than kinetic (Gill, 1982). Neither of these cases is met in this
channel study. The linear model produces only a western boundary
current with width dependent upon Ay, there is no large scale
interior flow. In realistic cases (small AH) the length scale of the
western boundary region is less than the radius of deformation. The
available potential energy in the linear models with small Ay is
greater than the kinetic energy but not by three orders of magnitude

as in the case of an oceanic gyre (Gill et al, 1974).

The opposite limit, pure barotropic instability, occurs when the
velocity profile is dependent only on y and variations with height

can be neglected.
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Blandfield (1971) found that in a one layer model eddies formed
due to the barotropic instability of the boundary current effectively
increased the diffusion of vorticity so that the negative vorticity
in the boundary current could be diminished and the fluid parcels
could move into the interior region. It is proposed here that in the
chammel with low horizontal viscosity and inclusion of advective
terms the eddies are a necessary process in the balance of vorticity

at the western boundary.

3.5.5 SUMMARY

Results from the baroclinic nonlinear model show that nonlinear
effects only become important when low values of horizontal viscosity
are used. For Ay = 100m%s™L the nonlinear baroclinic model produces
an inertial boundary current. Eddies with a wavelength of  400km
are generated south of 6°S due to the barotropic instability of the
boundary layer.

The kinetic energy of the flow associated with the eddies
increases the total energy of the chamel to almost twice that of the
linear case. Furthermore the transport is increased by inclusion of

the nonlinear terms.

There was insufficient time to investigate the statistical
properties of these eddies thoroughly or to compare their generation
with wind forced mesoscale eddies (e.g. Holland and Lin, 1975 a,b).
Further discussion of the eddies is outside the scope of this study.
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4. RESULTS: EFFECTS OF ISLANDS, SILLS AND SHELVES IN THE

CHANNEL

4.1 INTRODUCTION

The broad aim of this chapter is to determine the effects of
islands, sills and shelves on the transport and flow in the north-

south cross equatorial channel of chapter 3.

In the case of including islands in the channel the baroclinic
models can quite satisfactorily be used and a series of island sizes
and position and channel viscosities are modelled. The use of these
models to study changes in channel depth has been discussed in
section 2.6.4 and the computationally slower linear two layer model
that includes the free surface is favoured. This limits the number
of experiments that can practically be performed. Effort is
therefore made to investigate specific bathymetric features of the
Eastern Archipelago, namely the sills in the Lombok and Macassar
Strait and the wide continental shelves to the south of the region.

In this chapter the discussion of the results is in terms of
comparisons with the initial channel models of chapter 3. This
allows the singular effects of an island, sill or continental shelf
in the channel to be determined. In chapter 5 the production of a
more realistic model representation of the Eastern Archipelago is

discussed.

4.2 EFFECTS OF ISLANDS IN THE CHANNEL

4£.2.1 Introduction

A series of experiments are presented with islands at different
latitudes and at various distances from the meridional boundaries (AH
in the range 1OO—1OOOOmzs-1). The size of the islands is also
varied. For each experiment the meridional transport in the upper
layer to the east and west of the disland is determined. The
experiments all involve the integration of the model for 100 days.

- 122 -



i
i
|

RRELl

" 1-8zu0001 = ¥ (q
ﬁHumNEooa = Hy (e ‘4A3T100TeA Jede] Jodd] pue UOTIBQIN]IDJ SOBFISIUT
1°Z°y °mIH

‘shep QT J93Je sSpleld ‘TOPOW OTUITOOIERY JEBSUT]

Ao
AL
m .....
Rt e mr v et
"FrECCEC et e
e e s e cceeen -5 2t~
M
A
...... o
..... v A
...... « A
A -5 53—
..... . 4
. 1
A
. A
S d
Lo
..... ot
S
,,,,, o
v -5 -
- 53~
[
....... P
e e ..»
A
N Y|
PP
R e e S
PAT s rrrauy
P A m e e e e M AN b
P, .A,Aue
?..14\A«\.«.AA.A:kW

s/wo 06— (w) 0'1 x s310D

Koo .
Tttt €€ C€CC

M

CEELEECEECE EC e
- P R I SR 3
Ll K
....... s R
. L
...... vpe e, o K
...... v ﬁ
..... R .
Loy
Ty
sy
ety
. .<.H.¢ %
NI
o,y
. L. v
v v
' D R
’ o R
T s N
PR PR
. RN vy
N R
Ve ey _v.;
SRR ERRY
v e
P N M
s R T ¢
.LWnT,?lQA\ &
RS DR R
L PR A MO N
S OEE R
2 I SN \
TR RS
,ee..v.,.,‘«
R I R AN
A R B
_6e¢...\.ay§g
.*é«,,; veow
MM
RS i d
S e
»ﬂniﬂvvv
AT ey L
r;,. ........ I
L N T D

A

~S" wl

-G -

~"D3-

N -

(W) 0°7 x $3U0D

=

- 123 -




At high viscosities (>500mzs—1) this implies a steady state is
attained whilst at lower viscosities transports are within 10%Z of the
steady state value,

Islands can be represented by the use of free slip (or no slip)
lateral boundary conditions at some interior points in the grid. (see
also section 2.4.1). With the c-grid some care has to be taken at
the corners of the island where both the meridional and zonal
velocities are zero.

4,2,2 The Linear Model

A series of experiments were carried out using a rectangular
island 400km in north-south extent and 200km in east-west extent.
The position of the island was varied between integrations. The
lateral viscosity was set at 100, 1000 and IO,OOOmzs_1 to alter the
thickness of the viscous boundary layer, 37, 90 and 180km
respectively (from table 3.3.3). The forcing terms used were the
same as for the baroclinic models of chapter 3, with the relaxation
boundary condition enforcing a -30m difference between the interface
north of 3°N and south of 12°S.

Figures 4.2.1.a) and b) show the instantaneous fields after 100
days for an island 40km from the western boundary (AH = 100 and
1000m2s ™! respectively). It can be seen that for the lower viscosity
integration the steady state has not yet been attained as planetary
wave motions are evident., The higher viscosity solution is close to
the steady state. In both cases the effect of the island is to
interrupt the meridional boundary flow and to force the flow to
continue to the east of the island. Thus in figure 4.2.1.b) part of
the western boundary current flows between the island and the western
boundary whilst the remainder is forced to form to the east of the

island.

Figure 4.2.2.a) shows the ratio of the flow to the west of the
island compared to that to the east of the island after 100 days.
The length scale, L, is the width of the western strait divided by
the viscous boundary layer width (from table 3.3.3). There is little
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difference (+5%) to the ratio with latitudinal position of the island
or with the value of Ay although the higher viscosity experiments are
closer to steady state and do not show evidence of planetary wave
motions for values of L, > 3. The ratio is altered by the width of
the western strait. The main features of the model are the maximum
transport through the western strait that occurs at L = 0°7 and the
lower values of transport at L, = 2°0.

No transport occurs through the strait until the strait is two
grid points in width (40km). There is then an increase in transport
through the strait until the width of the strait is the same width as
the western boundary layer, which when using free slip boundary
conditions is approximately two-thirds that of the Munk boundary
layer thickness given in table 1.5.3. With increasing width of
strait the transport decreases to a minimum value when both the
western boundary current and counter current are within the strait.
If there were no flow in the interior this minimum transport would be
unaltered by increasing the width of the western strait, The
proportion of flow to the west of the island to that to the east of
the island would then be 100% in figure 4.2.2.a) this can be seen to
be the case for viscosities greater than 1OOmzs_1, where the steady

state is attained.

Table 4.2.1 gives the transport determined in the models and the
pressure gradient at the western boundary that caused the flow. The
transport equivalent to a 1lOcm pressure gradient between 3°N and 12°S

is also given for comparison with table 3.4.3.

TABLE 4.2.1 Transport through linear chamnel

3°N - 12°S 10cm N-S gradient
Model Transport Interface Gradient Equivalent
Transport
(sv) (m) (sv)
Ag = 100m%s™h 2,90 - 4.20  17.5 + 0.5 4.5 - 6.8
Ay = 1000m%s™h 3.95 - 4.30 24 4.6 = 5.1
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The range of transports given are due to the fact that transport
increased the further north the island was positioned in the channel.
The transport with Ay = 100m?s~1 is in reasonable agreement with the
value in table 3.4.3. (6.7Sv).

The effect of an island on the coastal Kelvin wave can be seen
in figure 4.2.2.b). The length scale, Lp, in this case is the width
of the eastern strait divided by the radius of deformation of the
latitude at which the meridional transports are determined. Similar
to the western boundary current, that part of the Kelvin wave that
cannot propagate through the eastern strait is forced to flow to the

west around the island.

At low latitudes, <3°, the behaviour is more linear than
exponential, this is because the deformation radius is not small
compared to the width of the straits and non rotational (linear)
effects become important. At higher latitudes the observations for
both the linear and non linear cases (nonlinear case presented in
section 4.3 figure 4.2.4.b) lie close to the theoretical curve for
the decay of a Kelvin wave away from the eastern boundary (e—X/L)
(dashed line in figure 4.2.2.b)). Changes in lateral viscosity have

no effect on this transient process.

Experiments were carried out to look at the effect of changing
the zonal extent of the island. It was found that with an east-west
width of 120~280km there were no significant differences (+5%) to the
results described above. Similarly altering the meridional extent of

the island by +50% did not have any significant effect (+5%).

4.2.3 The non-linear Model

The experiments with the initial rectangular island (400km x
200km) were repeated with the non -linear baroclinic model to
determine the effects of the island on the eddies that developed at

the western boundary (see section 3.5).
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Figure 4.2.3.a) shows that there is no significant difference
between the behaviour of the initial Kelvin wave response in the two
models, This is because the initial response is dominated by linear
dynamics. It is only after water has started to move large distances
that advective effects become important.

When the island is close to the western boundary (figure
4.2,3.a)) the flow through the western strait is undistorted. To the
east of the island and at the corners of the island eddies are
formed. When the width of the western strait is increased (figure
4,2,3.b)) eddies develop in the western strait and not at the corners
of the island or the eastern strait. In both cases there is a region

of recirculation immediately south of the island.

The effect of the island is similar to that in the linear model.
That part of the open channel western boundary solution (chapter 3)
that cannot form in the western strait is forced to form to the east
of the island. To the south of the island where the horizontal
gradients in the h,u and v fields are large non linear effects also

become important.

Figure 4.2.4.a) shows the ratio of the flow through the western
strait compared to that through the eastern strait after 100 days.
The flow has more variance than in the linear model (figure 4.2.2.a))
and the standard mean error (o//mfi) has been included in the plot. It
can be seen however that there is good agreement with figure 4.2.2.a)
with a maximum at L, < 0.7 and the lower values at L, = 2.0. This
suggests that after 100 days a viscous boundary layer has been formed
in the nonlinear channel and that the inertial boundary layer
(described in section 3.5) thas decayed, The eddy field is

superimposed on fields similar to the linear baroclinic model.

Table 4.2.2 gives the transport determined in the models and the
pressure gradient at the western boundary for comparison with table
4,2.1 and table 3.5.2
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TABLE 4.2.2 Transport through non linear channel

3°N - 12°S 10cm N-S gradient
Model Transport Interface Gradient Equivalent Transport
(sv) (m) (sv)
Ay = 100m%s™L 2,90 - 4.20 26 + 3 5.4 - 8.6
Ay = 1000m?s™L 3,95 - 4,30 19 6.4 - 6.9

4.2.4  Summary

The inclusion of an island (200km x 400km) in the channel does ]
not significantly alter the transport through the channel. The ‘,:\5
further north the island in the chamnel the closer the transport to
that of the open channel model. The zonal position of the island has
negligible effect on the total transport through the channel.

The effect of an island in the chamnel is to divert that part of
the open channel solution (non-linear or linear, transient or steady)
that would have formed in the region the island occupies to flow
around the island. Thus both the western boundary layer and the
initial Kelvin wave are affected by the zonal position of the island.

4.3 EFFECTS OF SILLS IN THE CHANNEL

4.3.1 Introduction

In this section attention is turned to modelling the effects of
cross channel sills on the flow through the cross equatorial channel.
Figure 1.2.1 shows that the Eastern Archipelago is composed of
numerous sills and basins, of these, the sills in the Lombok strait
and south of the Macassar Strait are the shallowest, both of which
come within 500m of the surface.
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In the linear channel models topography can be represented by
changing the lower layer thickness, Hy. Thus to represent a 500m
sill Hy is set equal to 300m. The main aim here is to determine the
effects of the major sills on the transport through the channel,
Thus the baroclinic model is not suitable for the purpose. Over the
500m sill the lower layer velocities would be 67% of those in the
upper layer and neglect of these large velocities to determine the
- transport would be a very poor approximation (see section 3.4.6.It is
also necessary to include the free surface in models with large scale
topography in order to include the effects of the interaction between
the baroclinic and barotropic modes. Hence the linear two layer
model is used throughout this section.,

The use of the two layer model necessitates a different approach
to that of section 4.2 where many experiments were carried out to
determine the general effects of an island in the chamnel. In this
section the major concern is in the determination of the effects on
transport and velocity fields of two specific sills with meridional
extent and latitudinal position similar to the sills in the Lombok
strait and south of the Macassar Strait. The Lombok sill occurs
between the islands of Lombok and Bali and is approximately 60km in
north-south extent centred on 9°S. The Macassar sill is
approximately 160km in meridional extent and centred at 5°S. The
zonal extent of both sills is taken to be 560km (the model chamnel
width) for the two experiments.

4,3,2 Results

Figures 4.3.1 and 4.3.2 show the instantaneous fields after 50
days for the Lombok sill and Macassar sill., The flows are not at
steady state value (see figure 3.4.10.b)), all parameters are the
same as in section 3.4. Figure 4.3.3 shows that north of the sills
all the fields are similar to the open channel solution, showing
development of the western boundary layer and meridional flow
associated with the planetary wave motion. South of the sills the
lower layer velocity fields of figures 4.3.1.b), 4.3.2.b) and
3.4.3.b) are similar. In the vicinity of the sill the upper layer
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velocities and surface and interface perturbations are quite
different to the open chamnel case. The fields show the western
boundary current diverted to the east at the northern edge of the
sill and returning to the west at the southern edge of the sill.

The departure of the boundary current from the western boundary
over the sill is due to topographic steering. When the western
boundary current reaches the northern edge of the sill, in order to
conserve potential vorticity the flow is forced eastwards to follow
the f/H contours (see section 1.5.3). Similarly after crossing the
sill flow is forced westwards along the southern edge of the sill,
The Lombok sill has a more pronounced effect than the Macassar sill
on the velocity and height fields because the Lombok sill (in the
model) is five radii of deformation in zonal width compared with the
Macassar sill which being at a lower latitude is only three radii of
deformation in zonal width.

Sections in time at the western and eastern boundaries of the
upper and lower layer velocities are shown in figure 4.3.3 - 4.3.6
for the open channel and sill models. The effect of the sills shows
up clearly in the upper layer meridional velocity at the western
boundary (figure 4.3.3) but the lower layer velocities are not
dramatically altered. The effects seem to be greater with the
Macassar sill (figures c¢)) but this is due to the fact that after the
first 50 days of integration the development of the western boundary
current at 9°S (the latitude of the Lombok sill) is still occurring.

At the eastern boundary in figures 4.3.5 the southwards
propagation of the initial coastal Kelvin wave can be seen to slow
down over the sill (figures b) and c)). This is simply due to the
change of depth of the lower layer Hy. The speed of the Kelvin wave,
¢y, is given by

1
g H HZ
Clz = !

(4.3.2.1)
H]. +H2
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The baroclinic phase speed, c; (with Hy = 200m, Hy = 1300m) is
2.4ms”L, but with H, = 300m is reduced to 2.0ms™'. The slowing down
of the Kelvin wave over the sill is associated with an increase in
the meridional velocity.

The upper layer zonal velocities at the western boundary (figure
4,3.6) clearly show the development of the regions of eastward and
westward flow at the northern and southern edge of the sill
associated with topographic steering. The edges of the sills also
act as sources of high frequency waves. At the Lombok sill the waves
generated have a period of 54+2 hours (frequency 3.2 x 107571y and
at the Macassar sill the waves have period 71+2 hours (frequency
2.5 x 107°s7L), The frequency of these waves is slightly higher than
that of the waves generated at corresponding latitudes in the open
channel (table 3.2.2).

4.3.3 Transport and Enerpy budget

Table 4.3.1 summarizes the energy balance after 50 days of
integration for the open chamnel and sill models (see also section
3.4.3). The figures in parentheses are the percentage of the total

energy.

TABLE 4.3.1 Energy budget of open channel and sill models

Energy (x10—3Jm—2)

Model Total KEl1 KE2 PEL PE2
Open channel 141 59 20 1 61
| (52) (14 (1) (43)

Lombok sill 137 61 21 1 54
(45) (15) 1 (39)

Macassar sill 132 61 23 1 47
(46) (17) 1 (36)
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The total energy of the chamnel is reduced by the inclusion of a
sill. This is due to the reduction in the potential energy of the
interface. The rate of conversion of lower layer Kinetic energy to

potential energy of the interface is given by

@uz + aVZ :
-pg' th —_— — (4.3.3.1)
9x oy

The reduction in the thickness of the lower layer over the sill
and the area over which the sill extends are the important factors.

Velocity gradients in the lower layer with the sills are not

significantly different to the oen Channel case.

Table 4.3.2 gives the model transports after 50 days of
integration for the three models. The north-south difference in
surface elevation between 3°N and 12°S and the transport that would
be produced by a 10cm height difference are also given to allow

direct comparison between the experiments.

TABLE 4.3.2 Transport through open channel and sill models

3°N - 12°S 10cm N-S Gradient

Model Transport  Surface Gradient Effective Transport
(Sv) (cm) (Sv)
Open channel 6.85 11.0 6.2
Lombok sill 7.15 11.0 6.5
Macassar sill 7.45 10.5 7.1

There is little difference (<5%) between the transport after 50
days in the open channel and that at steady state (table 3.4.3).
With the sill models the transport appears to be increased but it
would be necessary to integrate the model to steady state to confirm
this and to see whether a counter current is formed south of the
sill.
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4.3.4  Summary

The inclusion of a cross chamnel sill in the linear two layer
model increases transport through the chammel by up to 15%Z. The
effect is greater for a sill of meridional dimension similar to the
Macassar Strait sill than the Lombok strait sill.

The main effect of the sills is localized topographic steering
of the western boundary current over the northern and southern edges
of the sills. This process appears to inhibit the formation of a
counter current at the western boundary over the sill and south of

the sill and may account for the increase in transport.

4.4 EFFECTS OF CONTINENTAL SHELVES _ IN. THE CHANNEL

4.4.1 Introduction

The effects of continental shelves on either side of the channel
are investigated using the two layer linear model., the South East
Asian Waters contain many regions of shallow seas. The Eastern
Archipelago is partially bounded by two regions of wide (>200km)
continental shelf, The Torres Strait - Gulf of Carpenteria - North
West Australian Shelf in the south east and the Java Sea in the west.

Elsewhere the continental shelves surrounding islands are narrower
(figure 1.2.1).

In section 1.5.3 it was noted that bottom dissipation of the
vorticity in the water of the surface layers might be an important
mechanism in the southward flow of water from the Pacific to the
Indian Ocean. The aim of this section is to determine whether the
additional dissipation of kinetic energy over the shelf regions by
bottom friction effects the flow in the deep chammel and/or the

meridional transport through the chamnel.

The major feature of the shelf model is hence the inclusion of a
bottom friction term (equation 2.6.5.1 - 2.6.5.2) over the shallow
shelf regions on either side of the basic linear two layer chammel
model, Following the same approach as in section 4.3 a general study
of shelves of various widths, depths and coefficients of bottom
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friction is not undertaken. An integration using a shelf width of
300km a shelf depth of 60m and a co-efficient of bottom friction of
Cp = 0.002 (Csandy, 1982) with a horizontal viscosity of 500mZs ™1 is
presented here.

4.4,2 Results

Figure 4.4.1 shows the instantaneous fields after 50 days of
integration. Comparison with the open chamnel case shown in figure
3.4.3 shows some significant differences. The spatial extent of the
forcing region is the same in both models (only over the deep chamnel
in shelf model).

Currents in the upper layer are much weaker in the shelf model,
Southward flow occurs in two regions; across the width of the western
shelf and in a weak boundary current at the western edge of the deep
channel. No counter current has developed adjacent to the boundary
current and the current has developed only as far south as 6°S. In
the open chamnel the western boundary current has developed the
length of the channel within 50 days. Regions of meridional flow
associated with planetary wave motions at low latitudes are very weak

in the upper layer of the shelf model.

The surface elevation in the shelf model is similar to that in
the open channel, except that the strong gradients in the open
channel, which occur over the western boundary current, are now found
over the western shelf. Over the eastern shelf the surface is level.
Between 3°N and 12°S at the western edge of the deep channel the
difference in height of the surface in the shelf model is 9.0cm

compared to 11.0cm in the open chann~l.

In the lower layer velocity fields (figure 4.4.1.b)) there are
no significant differences between the open channel and the shelf
model. The interface perturbation of the shelf model reflects the
surface perturbation hence the interface field at the western
boundary is different to that of the open channel. Free slip
boundary conditions are used at the shelf edge for the lower layer.
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Figure 4.4.1 : Two Layer Linear Shelf Model, Ay = SOOmzs_l, Fields

after 50 days,
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The steep gradient at the western and eastern boundaries of the
interface field is an artefact of the plotting and data handling

routines. The true shelf edge is marked with the dashed line.

Figure 4.4.2 shows east-west sections in time through the
meridional velocity field of the upper layer of the shelf model.
Corresponding sections through the fields of the open channel are
shown in figure 4.4.3. At 2°S the planetary wave amplitudes can be
seen to be much weaker in the shelf model than the open channel
(figures a)). The development of the viscous boundary layer that
dominates the open channel is seen to be weaker in the shelf model.
However the time that the maximum current develops in the boundary
current is the same as in the open chanmnel. The major difference in
the shelf model is the broad southward current over the western shelf

that can be seen to develop almost immediately.

Flow over the western shelf is dominated by bottom friction
similar to that first investigated by Stommel (1948). In Stommel's
model the characteristic time for the decay of small scale energy

produced at the western boundary is

D

t (4.4.2.1)

20V

where D is the depth of the water column, Cjy as used in 2.6.5.1 and
2.6.5.2 and V4 an average velocity at the bottom of the water column.
Similar to determining the width of the viscous boundary (section
1.5.6) and the width of the inertial boundary, (section 3.5.2) the

distance that the small scale energy moves in time ty is

8 D

== (4.4.2.2)
K ZCDV*
and since K = 17! the width of the boundary layer when bottom

dissipation of vorticity dominates is

ZCDV*
1 = (4.4.2.3)
B D
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From figure 4.4.2 a value of Vy = 0.lms! is obtained. Using
D = 60m and Cp = 0,002 the width of the boundary current expected is
approximately 290km, which is similar to the width of the shelf, The
velocity over the shelf decays from a maximum value at the western
boundary to a value approximately one half the maximum value at the
shelf edge. In the east - west sections this decay appears linear.

An interesting feature of the shelf model are the initial
motions forced by the passage of the barotropic front. In the first
few hours of the integration the difference between the barotropic
speed in the deep channel (eflzlms"l) and over the shelf (=24 ms™1)
can clearly be seen in the reflections of the barotropic front from
the western and eastern boundaries (figure 4.4.4). This front
excites Poincare wave motions at the shelf edges which can be seen
(figures 4.4.5) to propagate to and fro across the deep chammel at =
2.3ms™}. These gravity waves are rapidly damped out over the shelf

where there is little zonal motion.

4.4.3 Transport and energy budget

Table 4.4.1 summarizes the energy balance of the shelf model and
the open chanmnel model after 50 days of integration. The figures in

parentheses are the percentage of the total energy.

TABLE 4.4.1 Energy budget of open channel and shelf model

Energy (x10_3Jmf2)

Model TOTAL  KEL KE2 PEL PE2
Open channel 141 59 20 1 61
(42) (14) (1) (43)
Shelf model 112 23 22 1 66
(20) (20) (1) (59)
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The total energy of the channel is reduced by the effect of
bottom friction over the shelves which reduces the Kinetic energy of

the upper layer.

With a value of Cp = 0.002 the loss of upper layer kinetic
energy to bottom friction is the same as the loss to horizontal
viscosity. In the shelf model less surface potential energy is
converted into kinetic energy. In the lower layer this is because
the largest gradient of the surface elevation occurs over the western
shelf. In the upper layer the reduction is because the largest

gradients occur over the shallow water.

Table 4.3.2 gives the model transport for the shelf and open

chamnel models after 50 days of integration.

TABLE 4.3.2 Transport through open channel and shelf model

3°N - 12°S 10cm N-S Gradient

Model Transport  Interface Gradient FEffective Transport
(Sv) (cm) (Sv)
Open channel 6.85 11.0 6.2
Shelf model 6.70 9.0 7.4

The effective transport appears to have increased in the above
table due to the presence of shelves, however the effective cross-
sectional area of the upper layer has increased by 30%. For this
reason it cannot therefore be concluded that the transport in the

shelf model is increased.

4.4.4  Summary

The inclusion of wide continental shelves in the linear two
layer model increases the transport through the chamnel. There is
some difficulty in directly comparing the transport in the shelf
model with that in the other two layer models (table 4.3.2) because
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of the increase in channel area and effects due to the forcing

regions interacting with shelf flow north of 3°N and south of 12°S,

The effect of bottom friction acting over the shelves is to
reduce the kinetic energy of the upper layer. Additionally because
large gradients in the surface elevation occur over the western shelf
the conversion of surface potential energy to kinetic energy of the

upper and lower layers is reduced.

The southward flow through the chamnel occurs in a broad region
over the western shelf and in a weak viscous boundary layer at the
western edge of the deep channel. The timescales for the development
of these boundary layers are quite different, ~100 hours and ~1000

hours respectively.

Transient motions in the shelf model are similar to those of the
open chamnel but wave amplitudes are generally weaker. Additional
effects are caused by wave reflection and generation at the shelf
edges and by the difference in the barotropic wave speed in the deep

water and over the shelves,

The implications of these results on flow through the South East
Asian Waters during the last ice age, when sea level would have been
much reduced (100-200m) is that the throughflow would have been
reduced because there would have been less dissipation of relative
vorticity in the much reduced shelf sea areas. The magnitude of this
reduction is dependent upoun choice of values of Ay and Cp for the

real ocean.
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5. RESULTS: THE REALISTIC MODEL

5.1 INTRODUCTION

The aim of the first part of this chapter is to develop, by the
process of building upon the basic models and the results of the two
preceding chapters, a model capable of investigating the throughflow
from the Pacific to the Indian Ocean through the Eastern Archipelago.
This realistic model is then used to determine the transport forced
by a constant north-south difference in sea surface elevation of
16cm. The effects of the seasonal variation of this pressure
gradient (Wyrtki, 1987) are determined (section 5.4) and compared
with the current meter observations made in the Lombok Strait by
Murray and Arief (1988). The effects of a 30 day oscillation in the

forcing is also investigated (section 5.5).

5.2 DESIGN OF REALISTIC MODEL

5.2.1 Geometry of Model

Figure 1.2.1 shows the complex geometry and bathymetry of the
Eastern Archipelago. In most places the 1000m and 200m isobaths are
close together. Two large regions of shallow water (<200m) exist,
the Java Sea and the North West Australian Shelf - Torres Strait -
Gulf of Carpenteria. The region also contains hundreds of islands of

varying sizes.

In producing the model geometry the aim is to include the
salient features that should affect the large scale circulation and
throughflow but to avoid unnecessarily complicating the model and
interpretation of results. The aim is to include the two deep
channels through the Indonesian island peninsula (8°S-9°S), the
Lombok Strait (~300m in depth) and the Timor Sea (~1500m in depth).
Current meter data from the Lombok Strait (Murray and Arief, 1988) is
one of the few direct observations of Pacific to Indian Ocean

throughflow available,
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The results of section 4.2 have shown that it is the large
islands that are important in modifying the large scale open chammel
circulation. Accordingly the Celebes and Indonesianisland peninsula
(Lombok-Timor) are the only two islands included in the model.

As discussed in section 4.3 the two major sills in the region
are those in the Lombok Strait and the southern Macassar Strait.
Results of section 4.3 show that the effect of a sill on the
circulation is localized, to the edges of the sill. The greater the
length of a sill relative to the Rossby radius of deformation the
larger is this effect. Throughout the entire region all sills are

less than the radii of deformation in width.

The area to be modelled is approximately 110°-140°E, 10°N-20°S,
and is shown in figure 5.2.1. Computational storage and data
handling considerations permit the use of a 20km grid (175x170
points). Higher resolution would present storage problems and the

results of chapters 3 and 4 have not suggested lack of resolution to

be an area of concern using the 20km grid. Coarser resolution is not
possible as the minimum size of features being modelled (2 grid

points) would then be of similar size to the Rossby radius.

Although the region contains many deep basins (>4000m) the
deepest direct pathway from the Pacific to the Indian Ocean is at
1500m. Thus the stratification of the realistic model is not changed
from that of the preceding models (H;=200m, Hy=1300m).

Solid lateral boundaries are applied at the edges of the model
ocean. In the north the Sulu Archipelago between the Philippines and
Borneo is taken as a solid boundary. In the east the island groups

of Halmahera and Ceram are joined to New Guinea.
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5.2.2 Choice of Model

Throughout this study a choice has been available as to whether
to use the two layer model or the baroclinic model. The inclusion of
large scale bathymetric features (sills or shelves) in the model
requires the use of the two layer model (section 2.6.4). However
computer time and the similarity between the results of the open
chamnel models of chapter 3 suggest the use of the baroclinic model
whenever possible. In this type of exploratory study the use of a
computationally fast model aids interpretation and understanding of
the model and ocean dynamics considerably. At this stage in the
study the decision was made to use the baroclinic model for a series
of integrations rather than aim to complete a single integration with

the two layer model.

The model geometry shown in figure 5.2.1 is readily adapted for
the linear baroclinic model. The ocean/land boundary is moved to the
shelf edge where necessary and sills are mneglected. This
simplification of topography is supported by the results of chapter
4, The inclusion of sill, shelves and islands in the open channel
did not increase transport through the chamnel by more than 207.
Sills had the most localised effect on the circulation in the channel
(section 4.3.2). Shelves on the western boundary of the model ocean
had the largest effect on transport. Shelves on the eastern boundary
did not appear to significantly alter the propagation of the coastal
Kelvin wave (section 4.4.2)., 1Islands are required in the model to
produce the two deep chamnels in the south, however, islands can be

included in any of the models of chapter 3.

5.2.3 Forcing in the model

The aim of the forcing in the model is to produce a pressure
gradient between the Pacific and Indian Ocean regions of the model
that represents the difference in sea surface elevation between these
oceans. The model is not intended to reproduce the circulation
within the Western Pacific or the South East Indian Ocean. The
forcing method used is the same as that used in the baroclinic models

of chapters 3 and 4. However the difference in the forcing between
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the realistic model and the channel model is in the size of the
forcing regions. In the north the interface in the whole of the
region representing the Pacific Ocean is forced to hp (=75.0m) whilst
in the 10 grid points adjacent to the model boundary in the Indian
Ocean the interface is forced to hy(0.0m). TIn the Indian Ocean the
forcing is at the boundary to avoid interference with the throughflow
through either the Lombok Strait or Timor Sea. The forcing regions

are shown in figure 5.2.1.

To model the mean throughflow caused by a north-south difference
in surface elevation of 16cm using the same model parameters as in
chapters 3 and 4 requires an interface gradient of approximately -46m
across the region. In Section 3.3.2 it was found that setting hp—hI
to the required difference, produced a difference in interface height
between the forcing regions less than that prescribed. Throughout
this chapter the pressure gradients have been set to -75m to produce
the required pressure difference of approximately -46m. As in
Chapters 3 and 4 transports caused by the pressure gradient are
scaled so as to be equivalent to the transport caused by an interface
difference of —-46m. 1In the figures no scaling has been carried out,
but in all currents and transports quoted in the text and tables the

appropriate scaling has been applied.

5.3 RESULTS: STEADY FORCING

5.3.1 Introduction

The result of three integrations forced by the mean difference
in sea level ( ~16cm) between the Pacific and Indian Ocean are
presented. Two integrations are carried out with free slip boundary
conditions forcing the model ocean to a steady state with lateral
viscosities of 100m%s ! and 1000m2s7l, Finally an integration with
noslip boundary conditions and a lateral viscosity of 1000m2s7L is

made.
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Results are presented and analysed in the same manner as in
chapters 3 and 4. In plots of the velocity fields the velocity at
every fourth grid point is shown. This is because of the larger area

represented by the model.

5.3.2 Transition to steady state

The initial response is the development of two coastal Kelvin
waves. The first wave propagates southward through the Mollucca Sea,
around the eastern boundary of the Banda Sea, through the Timor Sea
and along the North West Australian Shelf. The Second Kelvin wave
propagates through the Macassar Strait and anticlockwise around the
Celebes (in accordance with section 1.5.5). Part of this wave is
reflected in the Molluca Strait and then follows the same pathway as
the first wave into the Indian Ocean. This Kelvin wave behaviour is

seen throughout the earlier models in Chapters 3 and 4.

In figures 5.3.1-5.3.3 evidence of the Kelvin wave on the North
West Australian shelf can be clearly seen. The subsequent
development of a western boundary current after initial passage of
the Kelvin wave in the Macassar Strait is identical to that in the
channel models of Chapter 3. Transport through the Lombok Strait
increases as this western boundary current develops. Not until the
western boundary current is fully developed (figure 5.3.4) does the
anticlockwise flow around the Celebes cease.

In the Indian Ocean flow through the Lombok Strait turns east as
another coastal Kelvin wave until the development of the western
boundary current through the Lombok Strait (figure 5.3.4). The
perturbation on the Australian shelf propagates offshore by the
action of long Rossby waves and weakens as less transport occurs
through the Timor Sea because of the development of the western
boundary current through the Lombok Strait.
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Figure 5.3.1 - 5.3.3 Realistic Linear Baroclinic Model, Steady
Forcing, Ay = 100m25'1, Fields after (5.3.1) 25 days, (5.3.2) 50 days
and (5.3.3) 100 days. a) Upper Llayer Velocity, b) Interface
Perturbation.
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Figures 5.3.4 - 5.3.6 : Realistic Linear Baroclinic Model, Steady
Forcing. a) Upper Layer Velocity, b) Interface Perturbation. (5.3.4)
Ay = 100m®s™L, Fields after 300 days, (5.3.5) Ay = 1000m’s™!, Fields
after 150 days (5.3.6) Ay = 1000m’s™, Fields after 150 days, no slip

boundary conditions.
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In the Pacific Ocean transport into the F¥astern Archipelago
occurs along the southern boundary of the forcing region in the same
way as in the earlier models. Maxima and minima in the interface
fields and their associated regions of northward and southward flow
can be seen north of the Celebes. These motions are due to planetary

wave action as discussed in section 3.2.5.

Figure 5.3.4 shows the steady state solution. The throughflow
can be seen to occur in a western boundary layer confined to the
western margin of the model geometry. In the Indian Ocean the flow
turns west south of Java and only turns south because of the forcing
region. As in the earlier channel models there is negligible flow

outside the western boundary layer at steady state.

To investigate the sensitivity of the numerical solutions to
viscosity an additional 150 day integration with a viscosity of
1000m%s™1 was made (figure 5.3.5). The solution is similar to that
for the lower viscosity except for the increased width of the western
boundary layer. The width of the southward flowing boundary current
is now larger than the width of the Lombok Strait and as found in
section 4.2 part of the southward flow is forced around the Lombok-
Timor island into the Indian Ocean through the Timor Sea. Again the

flow into the Indian Ocean, is seen to turn westward at steady state.

Similarly to section 3.3.4 an integration using noslip lateral
boundary conditions was made. As expected the results, shown in
figure 5.3.6, show increased transport at steady state through the
Timor Sea because of the increased width of the western boundary
current (see figure 3.3.5). The weak counter current at the western
boundary is now forced around the Celebes to form in the Molucca
Strait.

5.3.3 Energy and transport in the model

The balance between the kinetic and potential energy of the
three integrations is given in table 5.3.1. The higher viscosity
integrations attained a steady state after 150 days (when 8E/dt = 0),

the lower viscosity experiment was integrated for 300 days.
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TABLE 5.3.1 Fnergy balance at steady state

energy (Jm 2)

Model TOTAL P.E K.E
Ayr100m%s 71 3.08 2.68 0.40
Arr1000m%s ™1 2.38 2.24 0.14
AF1000m?s ™1 2.28 2.20 0.08

(no slip)

Iyl

As found in section 3.4.3. increasing the lateral viscosity MW;
reduces the kinetic energy of the circulation. The additional effect
of no slip boundary conditions is to cause a slight reduction in both

potential and kinetic energy.

The upper layer transport forced by the equivalent of a 16cm sea
level difference through the various straits in the model is given in
Table 5.3.2,

TABLE 5.3.2 Transport at steady state
Model Pacific Macassar Molucca TLombok Timor Mean
Inflow Strait  Strait Strait Sea  Throughflow
(sv) (Sv) (Sv) (sv) (sv) (sv)
AFloom?s™h  -8+1  -8°1  +0°1  -8+3 +0'6  -7-9+/-0°1
AgE1000m%s™h <705 =701 =0t4 401 =34 -7°5
AEl000m%s™h  =7°2 =774 40°2 =207 —4°5 ~7+2
(no slip)
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From the average of the three total transports (Pacific inflow,
Macassar and Molucca Straits and Lombok Strait and Timor Sea) the
mean throughflow is found. For the low viscosity case the standard
mean error is given. In this case the model may not have quite
attained steady state. The transport through the Lombok Strait is
very sensitive to the dimensions of the western boundary layer.

The mean throughflow estimated in section 3.4.6 from equation
(3.4.6.2) wusing a 16cm pressure gradient was 12.6Sv. This
geostrophic approximation is much larger than the mean transports in
table 5.3.2. In section 3.4.6 there was good agreement between the

linear open channel models and the geostrophic estimate.

5.4 RESULTS: SEASONAL FORCING

5.4.1 Introduction

The effects of the strong seasonal variation in the north-south
pressure gradient between the Pacific and Indian Ocean on the
throughflow are investigated in this section. Wyrtki's (1987) data
for the difference in sea level between the Phillipines and Darwin in
the Indian Ocean is shown in figure 1.2.3. A simple sine wave can be

used to represent the observed sea level differences.

The seasonal variation in the forcing is represented by a mean
interface difference of -75m with the seasonal signal of +/-75m
superimposed (forcing Pacific). As stated in section 5.2.4. This
difference 1leads to enhanced transport throughout the region.

Account has been taken of this in all the values quoted in the text.

Prior to using the realistic linear baroclinic model with
seasonal forcing the linear baroclinic model of section 3.2 is used
to obtain an initial understanding of the effects of the seasonal
forcing. Finally the realistic 1linear baroclinic model with
A_H_=1000m25_1 is integrated from the steady state of section 5.3.3 for
a further fifteen months with the seasonal forcing of figure 1.2.3.
For simplicity one month is taken as thirty days in length. All

integrations start in April when sea level difference is 16cm.
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5.4.2 The open channel model

The linear baroclinic model described in section 3.2 is
integrated for two years with the seasonal forcing described in
section 5.4,1 Figures 5.4.1 - 5.4.4 show sections in time through
the velocity fields of the channel.

The development of the western boundary current can be seen to
occur even with the seasonal forcing (figures 5.4.1 and 5.4.3).
Figures 5.4.2 and 5.4.4.a) show the strong southward flow at the
western boundary reversing after six months at the equator.
Further south (5.4.3, b) and c¢) the time at which the current is
towards the north is shorter., At 8°S the reversal of the boundary
current occurs approximately two months after that at the equator.
This phase difference is equal to the difference in time between the
initial formation of the western boundary current at the two
latitudes found in section 3.2.5.

Figure 5.4.4 shows short planetary waves propagating eastward at
approximately 1.5cmsl The waves are formed initially by the same
process as those with the steady forcing (see section 3.2).
Subsequent generation of the planetary waves coincides with the
change in direction of the western boundary current. The inertia
gravity waves formed by the initial disturbance decay within the
first 100 days similar to those in the channel with steady forcing
with AH=1OOmzs—1 (section 3.2.4). In the second year of the
integration the seasonal variation in the velocity fields is very
smooth. The slow variation of the forcing term does not regenerate
inertial period waves. The inertia-gravity waves are generated by

the passage of the initial front.

Figures 5.4.5 - 5.4.7 show the energy balances and conversion
rates in the chamnel. The seasonal cycle can clearly be seen, with
maximum and minimum total energy occurring in August and February
respectively. The rise and fall in energy in the chamnel is
asymmetrical. The phase differences between the input of potential
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energy in the north and subsequent removal of this energy by the
southern forcing region and the effect of viscous dissipation account
for the faster rise in total energy (see figure 5.4.7 a) - c).

The transport through the upper layer of the channel is shown in
figure 5.4.8. The seasonal signal is clearly displayed. The
baroclinic model is never in a steady state so the transport at the
north of the channel 1is not equal to that at the south of the

channel. The transports are summarised in table 5.4.1.

TABLE 5.4.1 Transport in channel model
Transport Month of
Mean Oscillatory max. transport
(sv) (Sv)
North -6.35 11.55 June
South -6.35 6.45 August

There is a phase difference between the transports in the north
and south due to the time taken for the boundary current to form
between these latitudes. 1In the South the ratio of the mean to the
amplitude of the seasonal transport is similar as expected from the
linear nature of the problem and the form of the seasonal pressure
gradient (fig. 1.2.3). In the north the seasonal transport is larger
due to partly to the accumulation of mass within the channel between
2°N and 11°S. To ascertain whether this is a real feature rather
than an artefact of producing upper layer transports from the
baroclinic model it would be necessary to repeat the experiment with

the two layer model.

5.4.3 The realistic model: Results.

Figures 5.4.9 - 5.4.10 show the instantaneous fields of the
realistic linear baroclinic model at two monthly intervals when

forced by the seasonal pressure gradient of figure 1.2.3.

In February energy is at a minimum (figure 5.4.5 and figure
5.4.11) and there is 1little transport from the Pacific into the
region (figure 5.4.14). Similarly there is little circulation in the
Macassar and Molucca Straits (figure 5.4.9.a). There 1is a weak
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Figures 5.4.9 — 5.4.10: Realistic Linear baroclinic Model, Seasonally
forced |, AH=1000mzs'1, (5.4.9) TUpper layer Velocity (5.4.10)
Interface Perturbation. Fields in d) August, e) October and f)
December,
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circulation in the Flores and Banda Seas south of the Celebes. The
strong circulation in the Indian Ocean is due to the forcing

condition.

As the pressure gradient increases from zero during March and
April two coastal Kelvin waves travel through the Macassar and
Molucca Straits similar to the case for steady forcing. In April,
figure 5.4.9b, the southward flow through the Molucca Strait is at a
maximum (see also figure 5.4.14). Flow associated with the Kelvin
waves along the North West Australian Shelf in the Indian Ocean
begins to destroy the recirculation associated with the boundary

condition in the Indian Ocean.

In June the transport through the Macassar Strait is at a
maximum. Circulation throughout the region is similar to that after
75 days of integration with the steady forcing in section 5.3.2. The
development of the western boundary region through the Macassar
Strait can clearly be seen with regions of southward and northward
flow in the Strait. At this time the flow into the Indian Ocean is
still that associated with the transitional Kelvin waves and does not
turn west south of Java (figure 5.4.9.c)). The circulation in the
India Ocean associated with the forcing region has now been

destroyed.

In August, figure 5.4.9.d), circulation is similar to the steady
state of figure 5.3.5.a). This circulation persists for a month
until the pressure gradient across the Molucca Strait reverses and
flow out of the Banda Sea occurs. In August transport into the

Indian Ocean is at a maximum, Currents of'~'120(:ms"1

are produced in
the Lombok Strait. Outflow into the Tndian Ocean through the Lombok
Strait now turns west due to Rossby wave action, initially the flow

must turn east as a coastal Kelvin wave.

In October, figures 5.4.9.e) and 5.4.10.e), northward flow
through the Molucca Strait occurs. This flow is forced by the
interface gradient between the Banda Sea and the Pacific, The
interface depression in the Banda Sea developed through the action of

the initial Kelvin waves that caused the interface to be
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the Pacific returns to the unperturbed state so does the interface
along the eastern boundary. The interface depression originally at
the coast propagates west throughout September-February creating
westward flow south of the Celebes.

In December, figure 5.4.9.f), there is northward flow through
the Macassar and Molucca Straits. The flow associated with the
interface depression in the Banda Sea is not significantly different
to that in October. South of the Celebes the circulation has
increased as pressure gradients develop. In the Indian Ocean the
westward flow south of Java and the Lombok-Timor island remains until
the March-April Kelvin waves destroy the circulation set up by the
Rossby waves.

5.4.4 The realistic model: BEnergy and transport

The total energy balance shown in figure 5.4.11 shows the same
ratio between potential and kinetic energy as for the steady forcing
case given in table 5.3.1 in July and August. Kinetic energy being
approximately 6% of the total energy at this time., In January to
March this ratio has increased and the kinetic energy is approx-—
imately 17% of the total energy.

The asymmetry of the seasonal energy variation shown in figure
5.4.12 is similar to that of figure 5.4.7 and is again due to the
phase difference between removal of energy and input of energy in the
south and north respectively.

Figure 5.4.13 shows the upper layer transport through the
various straits and is summarized in table 5.4.2. The transport
through each strait is approximated by a sinusoidal seasonal
oscillation superimposed upon a mean value. The month that the

maximum transport occurs is also given.

Figure 5.4.14 shows the transport into the region from the
Pacific compared with the combined transports through the Macassar
and Molucca Straits and the Lombok Strait and the Timor Sea. The

- 167 -

il
i m‘s‘



5.4.0.

10 ENERCETIVS OF CHANEL

1)
t o9/
©
2 s ///
g N /'l
g s

v 30 40 90 120 130 180 210 290 270 300 3II0 60 190 420

—— — APE - e xE-1 — - xE-2

TRANSPORT (5v)

RATE OF CHANGE OF ENERGY

T T T T T T T T T
J F M A M J J A
(MONTH)
—_— Pacific Inflow

""" Macassar and Molucca Straits throughflow
I Lombok Strait and Timor Sea throughflow

RATE OF. DOING WORK (10 3 WATT/H*H)

3¢ &0 90 120 150 180 210 240 270 300 3II0 360 I 120

TINE (DAYS)

——— APE - - - e s KE-1 —— e KE-2

. 5413,

0.20 THROUGHFLOY (N-S)
Q.10

—-0.00.

-0.30.

—-0.40.

~0.50.

FLUX (38
TRANSPORT (Sv)

-0.60.

—0.70.

-0.80,

-0.90

-1.0Q,

30 60 90 120 150 180 210 210 270 300 330 360 350 320 T L T T T N T

TIME (DAYS)
~—— - —— - NACASSAR

— noLLUGEA (MONTH)
e INFLO¥ — —— — TINOR - - - - - LOMBOK

Observations (Murray and Arief, 1987)

— Model
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seasonal oscillation is greatest for the inflow and weakest for the
flow into the Indian Ocean. This is similar to the situation in the
open chammel (Table 5.4.1).

TABLE 5.4.2 Transport in Realistic Model
Transport Month of

Mean Oscillatory max, transport
(Sv) (Sv)

Pacific inflow 7.4 16.7 May-June

Macassar Strait -7.0 9.0 June

Molucca Strait -0.2 4,0 March

Timor Sea -3.5 4.4 July

Lombok Strait -4.0 4.0 August

The prediction for the total transport from the Pacific to
Indian Ocean forced by the seasonal variation in sea level difference
from this model is 7.5 +/- 7.9 Sv with the maximum throughflow
occurring in July - August.

The mean transport through each strait in table 5.4.2 is
approximately equal to the transport through each strait when the
steady forcing of section 5.3 is used (see table 5.3.2).

5.4.5 The realistic model: Comparison with observations in the
Lombok Strait.

In this section a preliminary comparison of the results of the
realistic model with the current meter observations of Murray and
Arief (1988) in the Lombok Strait is made.

The Lombok Strait is between 800-1000m in depth except in the

south where a small island divides the Strait. On either side of the
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island divides the Strait. On either side of the island there are
sills with a maximum depth of 350m. In the north of the strait the
chamnel is 30km wide between the 200m isobaths (35km between Bali and
Lombok). Murray and Arief found tidal currents of +/- 3.5ms”! in the
south of the chamnel. Drag forces here were toolarge for a line of
moorings. In the north the tidal currents ranged between 20-50cms L
over the spring neap cycle. Accordingly observations were made at
two stations in the northern strait between January 1985 and February
1986.

Observations were made at 35m, 75m, 300m and 800m. Resuits
showed a mean flow to the south with a strong decrease in speed
between 75m and 300m. Reversals of the mean current lasting for
approximately 10 days were observed in January - April and were

associated with intense cyclones crossing the Timor Sea.

The annual time series of the low pass currents (periods below
60 hours removed) at 35m shows maximum southward velocities (85cms™1)
were attained between July and September. A minimum was found

between October and January with speeds generally less than 10cms—1.

The linear baroclinic model gives a maximum velocity of 1.2ms_1 in
the Lombok Strait in August and the velocities decrease sinusoidally

to a minimum in February of zero.

Murray and Arief computed the volume transport through the
Lombok Strait across 8°27'S for each month using the monthly means of
the component of the low—-pass currents from the mooring sites in the
north of the chammel. The shape of the velocity profile between the
75m and 300m levels was interpolated using data from the Snellius
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expedition (Lek, 1938). The cross sectional area of the strait at
8°27'S was determined and found to be 13.3 x 10°mZ above the 400m
depth level,

Murray and Arief found that 80% of the net transport was
contained in the upper 200m, in good agreement with Wyrtki (1987) who
concluded that the pressure gradient that drives the throughflow is
concentrated in the upper 200m. Murray and Arief neglected the
transport in the lateral frictional wall layers of thickness lkm that
arise when the Lombok Strait is considered a narrow (non rotating)
charmel. Results of the transport computation are shown in figure

5.4.15 for comparison with the transport determined in the model.

The model transport is in phase with the observations of Murray
and Arief, However the mean transport of the model, 4.0Sv, is more
than twice that of the observations, 1.7Sv. The model tranmsport is
too large because the resolution in the Lombok Strait is inadequate
(require 15km grid for 30km channel). The mean transport through the
Lombok Strait in the model is also sensitive to the choice of lateral
boundary condition and horizontal viscosity (table 5.3.2).

5.5 RESULTS: 30 DAY FORCING

5.5.1 Introduction.

The effects of a shorter period oscillation of +/~15m at the
interface superimposed on the mean north-south interface difference
of -75m are investigated in this section. The aim is to represent
the 30 day equatorial wave in the Pacific Ocean of Semtner and
Chervins (1989) model. The 30 day oscillation is due to the westward
propagation of long Rossby waves, discussed by Weisberg (1980). As
with the experiments with seasonal forcing an integration is first

carried out with the open channel model.
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5.5.2 The open channel model

The linear baroclinic model described in section 3.2 is
integrated for 300 days with the 30 day oscillation with the
arbitrarily chosen amplitude of (+20%) in the steady forcing.
Figures 5.5.1-5.5.3 show sections in time through the meridional
velocity fields.

The development of the western boundary layer can clearly be
seen in figure 5.5.1. Oscillations due to the 30 day signal can be
seen in the strength of the western boundary current. The 30 day
forcing is not of sufficient amplitude to cause reversal of the

boundary current.

The oscillations are strongest at the equator (figure 5.5.3a),
where after 200 days the emission of westward propagating Rossby

waves with a speed of 25cms ™!

occurs every 30 days. The Rossby wave
is generated at the time a coastal Kelvin wave passes. Comparison of
figure 5.5.3a with figure 3.2.3.e) shows how, after 200 days, the
zonal wave motion becomes less dominated by the short Rossby waves
when the continual generation of long Rossby waves at the eastern
boundary occurs. Away from the equator the amplitude of the 30 day
oscillation decays (figure 5.5.3.b)-d). The 30 day oscillation
produces a coastal Kelvin wave that can clearly be seen in figures

5.5.2 and 5.5.3.d).

The oscillation of the western boundary at the equator is in
part due to the Kelvin wave. At the equator the Rossby radius is
228km so the Kelvin wave is effective across the entire channel
width. This is also the case at 4°S. At 12°S, figure 5.5.3.d), the
Kelvin wave can be seen decaying away from the eastern boundary and

does not affect the western boundary.

The budget of energy in the channel (figure 5.4.4.a)) shows the
30 day oscillation about a mean value. The mean value is attained
after approximately 150 days as in the case with steady forcing.
There is a lag of 5 days between the potential energy and the
kinetic energy of the channel. Similarly there is a lag of 5 days

between the maximum transport in the north and that in the south
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(figure 5.5.6.a)). It can be seen that there is a greater difference
between the amplitude of oscillatory transport in the north and south
than in the seasonally forced model (table 5.4.1). This may be due
to resonance associated with the timescale of the forcing. This
could be established with a series of further experiments. The time
sequence of the maximum energy and transport in the channel is
summarized in table 5.5.1.

TABLE 5.5.1 Timing of maximum energy and transport in channel

model.

(day)
maximum PLE. 280
maximum K, E. 285
maximum transport (N) 290
maximum transport (S) 295

The time delay between the passage of a Kelvin wave from the
north of the channel to the south of the channel accounts for the
phase difference between transport in the north and south. The lag
between the kinetic and potential energy maximums is due to the
conversion rate of potential to kinetic energy. Potential energy is
added to the channel in the northern forcing region, this has then to

be converted to kinetic energy.

The mean transport in the upper layer is 6.35Sv. The mean
transport is the same as in section 5.4.2 in the seasonally forced

model.

5.5.3 The realistic model: Results.

Figure 5.5.7 - 5.5.8 show the instantaneous fields of the
realistic linear baroclinic model at 10 day intervals after 300 days
of integration. Forcing is by a mean pressure gradient with a 30 day
oscillatory component equal to 20% of the mean gradient. The fields

are similar to the steady state solution of figure 5.3.5.a) but show
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increased circulation in the Molucca strait and Banda Sea due to the

passage of two coastal Kelvin waves that are generated every 30 days.

Figure 5.5.7.b) shows the passage of the Molucca Strait Kelvin
wave., Comparison with figure 5.3.5.a) shows enhanced flow out of the
Pacific associated with the increase in pressure gradient. Figure
5.5.7.c) shows eastward flow through the Flores Sea and northward
through the Molucca Strait. This northward flow is due to the change
in sign of the pressure gradient across the Strait (see figures
5.5.8.b) and c¢) caused by the Macassar Strait Kelvin wave., Figure
5.5.7.a) shows the fields at the time of maximum rate of change of
potential energy. (ie. when forcing is instantaneously the mean value
-75m.). As with the open channel case of section 5.5.2 the western
boundary current is mnot significantly altered by the 30 day
oscillation. However the counter current in the Macassar Strait is
affected by the propagation of Kelvin waves around the Celebes. In
figure 5.5.7.a) the current is enhanced and in figure 5.5.7.b) the

current is reduced.

5.5.4 The realistic model: Energy and transport.

The balance between the kinetic and potential energy is shown in
figure 5.5.4.b). The same ratio between potential and kinetic energy
as in the steady state is found with kinetic energy being
approximately 6% of the total energy.

As with the open chamnel of section 5.5.2 the maximum in the
kinetic energy is found to lag the maximum in the potential energy by

approximately five days.

Figure 5.5.6.b) shows that the transport through the Lombok
Strait 1is largely unaffected by the Kelvin waves. Table 5.5.2
summarizes the transport through the different straits giving the
mean and oscillatory transports and the phase difference between the

maximum transports relative to the Pacific inflow.
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TABLE 5.5.2 Transport Through Realistic Model.

Pacific inflow
Macassar Strait
Molucca Strait
Timor Sea
Lombok Strait

Mean Oscillatory
Transport Transport
(sv) (sv)
-7.6 16.8
-7.2 4.0
-0.4 9.0
-3.4 2.4
-3.9 0.4

Phase Difference
(days)

The phase differences are associated with the time for the

Kelvin waves to propagate around their respective paths. The mean

throughflow from the Pacific to Indian Ocean is ~7.5Sv the same as

for the model with seasonal forcing (table 5.4.2) and for the steady

state solution with Ay = 1000m%s~! and freeslip boundary conditions

(table 5.3.2).
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6. DISCUSSION

6.1 CONCLUSIONS

In this section the main conclusions of the results in chapters
3,4, and 5 are summarized. The conclusions are numbered in
chronological order and will be discussed further in the following

sections.

1) Transitional motions forced by a north-south pressure gradient
within a cross equatorial chamnel are dependent on the width of the
chamnel. TInitially a front travels southwards through the channel
and becomes confined to the‘eastern boundary as a Kelvin wave away
from the equator. Passage of the front excites both westward (long)
and eastward (short) propagating Rossby waves at the corresponding
boundaries of the channel. Initially all wavelengths of Rossby wave
may be generated. After the waves have been reflected by the
boundaries a few times constructive and destructive interference
occurs and the finite width of the channel causes only certain
chanmnel modes to exist. No evidence is found for long westward

propagating Rossby waves reflecting at the eastern boundary.

2) At the steady state southward flow through the channel occurs in
a western boundary layer where the required change in planetary
vorticity is balanced by dissipation of vorticity. When viscous
dissipation of vorticity is the dominant process the thickness of the
boundary current 1is dependent upon the value of the horizontal
viscosity and the choice of lateral boundary condition. The solution
with no slip boundary conditions is similar to that predicted by Munk
(1950). Free slip boundary conditions give a boundary current width
of approximately two-thirds of that produced by the no slip boundary

condition.

3) Meridional flow through the channel at steady state is found to
be largely due (>80%) to a balance between the cross chammel pressure

gradient and the coriolis term in the zonal momentum equation.

- 179 -



4)  When nonlinear terms were included in the model equations it was
found that for low values of horizontal viscosity (AH<SOOmzs'1) an
inertial boundary layer was formed. Associated with this boundary
layer was the generation of eddies of wavelength 100-200km similar to
the Rossby radius.

5) The effect of islands in the channel was to divert parts of the
boundary solutions (steady or transient) around the island. Thus at
steady state part of the boundary current might occur to the east and
west of an island if the island was positioned within a boundary
layer width of the western boundary. The further north the island
was positioned in the channel the closer the transport through the
channel was to the open channel case.

6) Inclusion of zonal sills within a free surface model appeared to
increase the transport throughout the channel by up to 15%. The
steady state flow was partially diverted to the east at the northern
edge of the sill and returned westward to rejoin the southward
flowing western boundary current at the southern edge of the sill.
This localised effect was due to the flow following contours of f/H.
There was no evidence of reflected northward flow north of the sill.
7) The addition of regions of shallow (60m) shelves, where bottom
dissipation of vorticity could occur, on either side of the channel
increased the transport through the chamnel by 20%. At steady state
transport occurred over the western shelf in a broad Stommel type
boundary layer and in a weakened Munk type boundary layer that formed
at the western shelf edge in the deep channel.

8) A realistic linear baroclinic model (20km grid) of the Eastern
Archipelago forced by a north-south gradient on the interface
equivalent to the mean difference in sea level (16.3cm) between the
Western Pacific and South Eastern Indian Ocean predicted values for
the mean transport from the Pacific to the Indian Ocean of 7.2-7.9Sv.
9) The initial response of the realistic model to switched on
forcing was the development of two coastal Kelvin waves. The first
wave propagated southwards through the Molucca Sea, around the
eastern boundary of the Banda Sea, through the Timor Sea and along
the North West Australia Shelf. The second XKelvin wave propagated

through the Macassor Strait and anticlockwise around the Celebes;
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eastwards through the Flores Sea and northwards through the Molucca
Strait and follows the same pathway as the first wave into the Indian
Ocean.

10) The steady state transport took 150-200 days to develop
depending on the value of the horizontal viscosity, Ayg. Outflow
into the Indian Ocean through the model representations of the Lombok
Strait and Timor Sea was dependent on the choice of Ay and the

lateral boundary conditions.

11) Forcing the regional model with the seasonal north-south
pressure gradient and using a horizontal viscosity Ay of 1000mZs™1
gave a mean throughflow of 7.5Sv with a seasonal oscillation of
+/=7°9Sv.,  Maximum throughflow occurred in August and minimm in
January. Flow through the Lombok Strait accounted for 537% of the
total transport into the Indian Ocean.

12) The seasonal forcing produced a quasi steady state, similar to
10) above, in August. This quasi steady state circulation decreased
in strength to zero during the period September to February as the
north-south pressure gradient decreased to zero. In March-April as
the pressure gradient begins to increase the transient motions in 8)
above were produced followed by the adjustment back to quasi steady
state in August. The seasonal forcing thus produced a pulse of
outflow confined to the North West Australian shelf during March-
July. During the remainder of the year outflow from the TLombok

Strait and Timor Sea turned westwards along 10°S.

13) Changes in the Pacific sea level reached the North West
Australian Shelf with the Xelvin wave. Changes in the Indian Ocean
sea level south of Java occur only after Rossby waves have had time

to propagate.

14) The use of a 30 day oscillation equivalent to *+ 3cm in addition
to the mean pressure gradient of 16cm gave a mean transport of 7°5Sv
and an oscillatory transport of +/- 2.5Sv. The oscillatory transport
occurred entirely through the Timor Sea. 30 day forcing is of too
high a frequency for the western boundary response of 12), 13) above
to develop.
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6.2 DISCUSSION OF RESULTS

6.2.1 Introduction

In this section the results presented in chapters 3,4 and5 are
discussed with reference to other work., The aim and spirit of the
experiments has been discussed in section 1.6.1. In section 6.2.2
lack of suitable analytic solutions and other similar modelling
studies keeps the discussion short. 1In section 6.2.3 the results of
the experiments with islands, sills and shelves which were largely
preliminary to the development of the realistic model are briefly
discussed, extensive discussion is not merited and would not be
within the aims of this study.

6.2.2 The cross equatorial chamnel

The results of chapter 3 show that initially the transition to
steady state circulation in a narrow cross equatorial channel is the
same as that for an equatorial ocean scale basin (>2000km in width).
Namely the rapid propagation of Kelvin waves away from the equator
along the eastern boundary followed by subsequent development of
poleward flow in a western boundary layer due to the trapping of
eastward propagating short Rossby waves. The timescale for the
development of the western boundary layer is dependent on the speed

of these Rossby waves.

Reviews of equatorial wave motions (Cane and Sarachik, 1983 and
McCreary, 1985) describe the reflections that occur at the equator in
equatorial ocean basins after reflection of the initial waves. Fast
eastwards travelling Kelvin waves are reflected at the western
boundary as a series of westward travelling long Rossby waves.
Westward travelling Rossby waves are subsequently reflected at the
eastern boundary as another fast eastward travelling Kelvin wave and
a series of slow eastward travelling short Rossby waves. The short
Rossby waves can become trapped at the western boundary to form a

boundary layer.
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In a narrow channel, the width of the channel becomes important
in determining the subsequent transitional motions that occur after
generation of the initial waves. In chapter 3 no fast (hfZ.hms"l)
eastward travelling Kelvin waves are ever observed at the equator.
This is because the width of the chammel (560km) is less than three
equatorial radii of deformation (228km) and the equatorial Kelvin
wave is never able to develop. The initial waves that are generated
interfere constructively and destructively in the chammel. After a
few reflections have occurred the wave motions are dominated by
scales dependent upon the channel width (section 1.5.5). In the
channel of width 560km the fastest westward propagating Rossby wave
that can eventually occur has a group velocity of 10cms™t (see figure
1.5.3.a)). In an equatorial ocean basin with the same baroclinic
phase speed (~2.l+ms—1) the fastest westward travelling Rossby wave

would have a group velocity close to 80cms™L.

The transitional motions that occur in the chamnel after 200
days are found to be dominated by eastward propagating Yanai and
Rossby waves, (section 1.5.4). This motion is equatorially confined,
away from the equator transitional motions after initial passage of
the coastal Kelvin wave and decay of inertial-gravity waves are very

small.

Analytic work on equatorial waves (e.g. Cane and Sarachik, 1976,
77, 79) has used wind forcing to induce motion, The formulation of
an analytic solution for motion forced by a north-south pressure
gradient is not straightforward (section 1.5.7). Thus no analytical
solution for the transient motion within the channel is available.

In the model, where viscous effects are included, the shortest
of the Rossby waves produced at the western boundary are trapped by
the action of lateral viscosity dissipating small scale energy. As
shown in section 3.4.5. the steady state vorticity balance at the
western boundary shows planetary vorticity being balanced by viscous
dissipation of vorticity. This balance is similar to that shown in
Munk's (1950) solution. When free slip boundary conditions are used
the width of the viscous boundary layer is less than that predicted
by Munk's solution. When no slip boundary conditions are used
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(section 3.3.4) the boundary layer is similar to that predicted by
Munk. With no slip boundary conditions additional dissipation of
vorticity through the western boundary can occur because of the
velocity shear at the boundary. The western boundary acts as a
source of negative vorticity, to balance this the width of the
viscous boundary layer (source of positive vorticity) must increase.

Munk's (1950) solution is for wind driven circulation, there is
no net transport through his ocean basin. The western boundary
transport is balanced by the counter current and an interior Sverdrop
flow. In the channel at steady state there is negligible interior
flow and no eastern boundary layer is necessary to close the
circulation. Flow is only possible at the western boundary where

potential vorticity is balanced by diffusion.

The use of the nonlinear baroclinic model was primarily to see
whether instabilities would develop in the chammel when advective
terms were included in the model. As described in section 3.5.2 an
inertial boundary layer and eddies were formed when the horizontal
viscosity was less than SOOmzs_l. This value for the upper limit of
horizontal viscosity for eddy formation is similar to that of Holland
and Lin (1975b). The nature of the instabilities, has been discussed
in section 3.5.4. The wavelength of the eddies (100-200km) is
related to the wavelength of the short Rossby waves (174km) that
would be generated where the inertial boundary layer rejoins the

interior flow.

6.2.3 Islands, sills and shelves

Previous studies of islands in an equatorial ocean basin
(reviewed by McCreary, 1985) have looked at the interactions of
islands with long equatorial waves. The islands in these studies
were of similar simple geometries to those used in section 4.2, In
equatorial ocean basins islands close to the equator interact with
zonal currents. In this study, as seen in the results of section
4,2, the islands in the narrow channel are interacting with a strong
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meridional flow. Thus a direct comparison with the results of the

previous studies is not wvalid.

Some discussion of Yoon's (1981) study is useful. Yoon used
zonal wind forcing in a shallow water model and found that the
eastward energy flux of equatorial Kelvin waves was almost unaffected
by an island. Coastal Kelvin waves could develop to propagate the
energy around the island. Yoon observed that because of this
propagation around an island care has to be taken with interpretation
of sea level data at equatorial islands. The westward propagation of
energy by long Rossby waves is greatly altered by equatorial islands
with meridional extent equal to or greater than the radius of
deformation. At the island no coastal waves can exist, instead a
western boundary current is formed. Higher order meridional modes

that are less equatorially confined may propagate past the island.

In this study with strong meridional flow it is found that the
initial coastal Kelvin wave is unaffected by an island. Kelvin waves
propagate around the island in agreement with Yoon (1981). Transport
through the western boundary current 1is also unaffected by the
imposition of an island. The development of the western boundary
layer occurs only to the east of an island when the island is within

a boundary layer width of the western boundary.

The results of the experiments with sills in the linear two
layer model 6), (section 4.3) show that transport through the channel
is slightly increased by the inclusion of a sill. Southward
transport occurs in a western boundary current as in the open
channel. The major effect of a sill is the localised topographic
steering of the western boundary current. Killworth (1989) considers
the interaction between an internal coastal Kelvin wave and a smooth
ridge extending away from the coastline. Killworth shows that ridges
of north-south extent of one or two radii of deformation reduce the
amplitude of the Kelvin wave by approximately the ratio of the
undisturbed layer over the top of the ridge to the depth of the layer
away from the ridge. Scattering of the Kelvin wave along the ridge
accounts for the reduction in amplitude and energy. The effect of a

ridge of north—-south extent less than the radius of deformation on
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the coastal Kelvin wave is negligible in the limit of wvanishing
width. The results of section 4.3 agree with Killworth's work in so
far as the initial Kelvin wave crosses the sill with negligible
reduction in amplitude, sills used are less than a radius of
deformation in north-south extent. Reference to figure 1.2.1 shows
that all the major sills in the Eastern Archipelago are less than the
equatorial radius of deformation in width.

The experiments with shelves in the linear two layer model were
made in the same spirit as those with the sills. The choice of 60m
depth over the shelves was based on the mean depth of the South China
Sea, Java Sea and Arafura Sea. The choice of value for the co-
efficient of bottom friction was made in the range 1074 - 1073
suggested by Gill (1982). The purpose of the experiment was to
determine whether or not dissipation of vorticity over the shelves
could be an important mechanism (section 1.5.3) and whether a simple
representation of shelf seas in the model could adequately represent
the effects of bottom friction. The results of section 4.4 show that
this was indeed the case. Total transport through the region was
increased by the addition of shelves. Transport occurred in a broad
Stommel type boundary layer over the western shelf and a viscous
boundary layer at the western edge of the deep chamnel. The viscous
boundary layer was weaker than in the open chamnel and there was
negligible counter current development. The implication of this
result on transport through the Eastern Archipelago during the last
ice age when sea level was 100m lower is that transport from the
Pacific to the India Ocean would be reduced. However throughflow
could still occur in the deep chamnels where viscous diffusion of

potential vorticity at the western boundary occurs.

6.2.4 Realistic model and forcing

The estimates of the mean throughflow from the Pacific to the
Indian Ocean through the Eastern Archipelago of the South East Asian
Waters in this study (7.2 - 7.9 Sv) agree with the range of recent
observational estimates that suggest a throughflow of 6-8Sv
(discussed in section 1.3.3 and summarised in table 1.3.1)
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Results from the NORDA global model, first used to investigate
the Pacific to Indian Ocean throughflow by Kindle et al (1987), have
been reported by Wyrtki (1987) and Murray and Arief (1988). The
model is described in section 1.4.2. 1In the initial model (Kindle et
al, 1987) the region representing the Eastern Archipelago did not
include the Macassar Strait or Lombok Strait. In the results of the
model reported by Wyrtki (1987) the Macassar Strait is included in
the model. Following the observations of Murray and Arief (1988) it
has been decided to incorporate the Lombok Strait in the model.

The results of the NORDA model reported by Murray and Arief
(1988) are compared with the results of section 5.4.4 in figure
6.2.1. It can be seen that there is good agreement in the predicted
phase between the two models. Both models exhibit a phase difference
between inflow from the Pacific and outflow into the Indian Ocean
(figure 5.4.15 and Kindle et al, 1987) implying that a steady
transport through the whole region is never attained in the seasonal
cycle, The path of the throughflow in the integrations of the NORDA
model described by Wyrtki (1987) shows the development of a strong
western boundary current through the Macassar Strait, Flores Sea and
into the Indian Ocean via the Timor Sea. This is similar to the
model results shown in sections 5.3.2 and 5.4.3 particularly if the
Lombok Strait was closed. Neither Wyrtki (1987) or Murray and Arief
(1988) discuss the seasonal variability of the pathway of the
throughflow in the NORDA model.

The flow through the Lombok Strait produced by the model has
been compared with the observations of Murray and Arief (1988) in
section 5.4.5. The over estimation of flow through the Lombok Strait
by the model is in part due to the resolution of the model. The
model strait does not include any topography. A sill of 350m depth
exists in the Lombok Strait. Experiments in section 4.3 do not
determine the affects of such a narrow sill on the local circulation
in the Strait., Observations show no deep reflected flow away from
the sill (Murray and Arief, 1988). The results of section 4.3 also
produced no northward flow reflected from sills. It has also been
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shown, table 5.3.2, that the mean transport through the Lombok Strait
is sensitive to the choice of 1lateral boundary condition and

horizontal viscosity in the model.

The model results for the Macassar Strait are in good agreement
with the current meter observations of the Snellius Expedition. The

1 ¢f, observations of 0.84ms L.

model produces a maximum current of lms™
Wyrtki (1961) shows reversal of surface flow occurring in the
Macassar Strait in October with development of a northward current at
the western boundary, Hughes (1981) uses the reversal of the monsoon
wind system to account for this asymmetry. In this study the model
predicts a steady circulation in the Macassar Strait from May to
November with a southward western boundary current and a weaker
northward counter current. The width of this feature is dependent
upon the horizontal viscosity in the model (see table 3.3.3). 1In
December to February the flows are very weak and reverse due to the
weak north-south pressure gradient. The flow at this time is forced
by the interface depression in the Flores and Banda Seas. In March-
April the flow in the Macassar Strait is in a transitional state as

the western boundary current is reformed.

The nature of the outflow into the Indian Ocean 12), 13) through
the Timor Sea is similar to that found by Kundu and McCreary (1986)
when their steady forcing was switched on. Initially outflow occurs
as a coastal Kelvin wave along the North West Australia Shelf.
Subsequently westward propagating Rossby waves carry the outflow
offshore and ultimately a westward jet is formed at 10°S. In this
study outflow also occurs through the Lombok strait. This outflow
initially turns east as a coastal Kelvin wave. The quasi steady
state outflow is a westward jet at 10°S formed by the flow through
the Lombok Strait turning west due to Rossby wave motion. Kundu and
McCreary (1986) showed that this adjustment process could not be
completed when there was vertical mixing in their model. Barotropic
waves were unaffected by vertical mixing and thus adjusted to form a
westward jet. Baroclinic waves however were damped in the direction
of their group velocity by vertical mixing. In this case the coastal
current initially formed did not move completely offshore and the

steady state comprised some southward coastal flow. Kundu and
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McCreary concluded that this was not the major source of mass for the
Leeuwin current that flows clockwise around the coast of Western
Australia.

In contrast to Kundu and McCreary (1986) this study has shown
that using a forcing term representing the seasonal variation in the
north-south pressure gradient across the Eastern Archipelago no
steady state outflow is attained. From March to July there is
outflow along the North West Australia shelf of the model associated
with the Kelvin waves that develop as the pressure gradient increases
from its minimum in January and February. From August to December
the outflow through the Timor Sea turns westward at 10°S due to the
development of the coastal jet by Rossby waves. Outflow also occurs
throughout the Lombok Strait but since this outflow develops by
Rossby waves forming a western boundary current through the Eastern
Archipelago the timescale for this development is similar to that of
the coastal jet at 10°S. This study concludes that the throughflow
from the Pacific to the Indian Ocean can provide a major source of
mass for the Leeuwin Current and that this source has a seasonal
variation in phase with the development of the Leeuwin Current. The
Leeuwin Current is a seasonally varying current that is seen to
develop off North West Australia in April and ends in October
(Thompson, 1984),

The experiment with the 30 day forcing, section 5.5, was to
investigate the effect of a higher frequency oscillation (long
equatorial waves) in the forcing. Because the amplitude of the
oscillation was not equal to the mean pressure gradient the ocutflow
through the Lombok Strait is unaffected by the oscillatory forcing.
The flow through the Timor Sea is seen to be a series of Kelvin waves
caused by the oscillating pressure gradient. Changes in the Pacific
sea level reach the North West Australia Shelf with the Kelvin waves.
With the 30 day forcing Rossby waves do not have time to develop
hence changes in the sea level south of Java are negligible (figure
5.5.8).
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To compare the model with the global model of Semtner and
Chervin (1988) would require the use of the nonlinear baroclinic
model (section 3.5). It is then possible that the 30 day forcing
might propagate through the western boundary region in the form of an
eddy. But it seems more likely from the result of sections 5.5.3 and
3.5.2 that an oscillation in the forcing would only produce an

oscillation in the circulation at the eastern boundary.

The poor resolution of Semtner and Chervin's model has been
suggested by them as a reason why the predicted mean throughflow in
their model (15-18Sv) is too high. The eddies produced by their
model in the eastern Pacific are seen to propagate across the
equatorial Pacific and through the Macassar Strait. The eddies have
a wavelength of approximately 200km, The eddies are seen to
reorganize after passage through the models submerged Lombok Strait
(100km wide, 710m deep). If the Lombok Strait were fully resolved
then this mechanism might be quite different with eddies possibly
unable to propagate through a strait of 30-40km width and 350m depth.
Semtner and Chervin do not give details of other circulation in the
Eastern Archipelago and do not discuss the nature of the outflow into
the Indian Ocean.

The north-south forcing used throughout this study is based upon
the observations collated by Wyrtki (1987). The observed difference
in sea level between the Pacific and Indian Oceans is due to the
effects of global wind forcing driving oceanic circulation and the
more localised effects of monsoonal wind forcing. This form of
forcing allows the regional model to be compared with the results of
wind forced global models. The aim of this study has not been to
predict or represent the circulation in the Pacific and Indian Oceans
because this is not possible with the forcing condition wused.
However effects of the throughflow on the sea level in the Indian

Ocean can be determined.

In the model, changes in Pacific sea level reach the North West
Australia Shelf (Darwin) with the Kelvin wave. Changes in sea level
south of Java only occur after Rossby waves have had time to
propagate from the North West Australian Shelf. Wyrtki (1987) gives
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data for the monthly mean sea level at Darwin and at Cilacap on the
south coast of Java., The data for Cilacap comes from only a 7 year
long record (1925-1931). There is general agreement between the sea
level record at the two sites which led Wyrtki to consider the sea
level difference between Davao in the Philippines and Darwin to be
representative of the difference in sea level between the Pacific and
the Indian Ocean (shown in figure 1.2.2). Closer examination of the
monthly mean sea level data for Cilacap and Darwin (figure 1.2.2)
shows that between March and October there appears to be a phase
difference between the sea level elevation at Darwin and Cilacap of
approximately two months. This phase difference may be related to
the time taken for Rossby waves to propagate from the North West
Australian shelf to Java.

6.3 SUGGESTIONS FOR FURTHER WORK

6.3.1 Modelling Studies

The use of the nonlinear realistic baroclinic model and a
horizontal viscosity less than SOOmzs_1 would allow a closer
comparison with the results of Semtner and Chervin (1988). The
results of section 3.5 suggest that eddies at the western boundary
would increase the transport through the region. Prior to the use of
a nonlinear realistic model it would be worthwhile investigating in
more detail the nonlinear baroclinic channel model of section 3.5 to
determine the exact nature of the instability and the energy and
vorticity balances of the flow, Further work on producing an open
boundary condition that allowed passage of an advected eddy would be
required. Ross and Orlanski (1982) use an Orlanski type scheme with
the local advection velocity normal to the boundary replacing the
local phase speed of the variables at the boundary.

The linear two layer model could be used to include the major
bathymetric features of the Eastern Archipelago in the realistic
model. However to compute the seasonal forcing experiment of section
5.4 would require approximately 40 hours of computing time as opposed
to 35 minutes when the baroclinic model was used. It would thus be
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imperative that the parameters used for horizontal viscosity and co-

efficient of bottom friction were suitable,

Preliminary to an experiment with a realistic two layer model it
would be useful to further investigate the inclusion of sills and
shelves in the channel. It would also be useful to look at the flow
through a realistic representation of the Lombok Strait in order to
determine whether the high transports of chapter 5 are only due to
poor resolution of the strait.

6.3.2 Other Studies

The formulation of analytic solutions on the lines of Cane and
Sarachik (1976, 77, 79) for the transient motion, and Munk (1950) for
the steady state solution would be useful additions to the study.
This problem is complicated (section 1.5.7) by the fact that the
forcing (the north-south pressure gradient) in the problem is via the

continuity equation rather than the momentum equation.

Other useful work would involve a comparison of the monthly
velocity fields and transports within the region of this study and
recent integrations of the NORDA model (Wyrtki, 1987 and Murray and
Arief, 1988) and Semtner and Chervin's model when their proposed
seasonal forcing is carried out. It would be interesting to see
whether the global models produce a seasonal outflow along the North
West Australian Shelf. It is possible that the resolution within the
global models is insufficient for this.

Finally of utmost importance are the observational studies
within the region. Fine resolution, sophisticated models are of
limited use without a background of observational data for comparison
with predicted fields. The observations to be made in the WOCE and
INSTEP programs (see chapter 1) are of great interest, as is the
observation of sea level wvariation throughout the Eastern
Archipelago.
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APPENDIX A. FINITE DIFFERENCE EQUATIONS

A.1 Notation.

In the finite difference equations, the variables (ui, vi, h and
n) are not continuous functions of x and y but are defined only at
discrete values of these co-ordinates. These points are shown in
figure A.1. The indices i and j define the relative position of a

point in the x - y plane.
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Figure A.1 : The Arakawa C-grid.

Using the operators described in section 2.3.3 and the temporal
schemes of section 2.3.2 the finite difference equations for the

foursets of predictive equations are given in section A.2 - A.5.
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A.2. The Two layer equations.

Fquations (2.2.2,8) - (2.2.2.13) in finite difference form

become.

—y
(w™*L = (7 - 28t [(Hy+n-h) (86,n)-By VT

—X X

+ 2At[(H1+n—h)AHV2u1 + ulal(no'ﬂ) - Uy az(ho—h)]n_l

(A.2.1)
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2At[(H1+T]—h)AHVZV1 + vlal(no-n) - Vlaz(ho"h)]n—l

(A.2.2)
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A.3. The Linear two layer equations

Equations (2.2.4.1) - (2.2.4.6) in finite difference form become

==y
(up™L = (o™l - 24at(gsen - gyvy OP

+ 2atAg v 2 (up)E (A.3.1)
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_ —
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A.4, The non linear baroclinic equations

Equations (2.2.5.4,

form become.

2.2.5.6 and 2.2.5.7 in finite difference

- -y
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where U=Uy-Uy, V=V -V,, u=uj-ugy and v=vy-voy.
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A.5. The linear Baroclinic equations

Equations (2.2.6.1) - (2.2.6.3) in finite difference form
become.

=Yy
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APPENDIX B ENERGETICS

B.1 Notation

As described in section 2.5.2 the energy equations can be
written in terms of the work done on each layer by the various forces
acting upon that layer (the boundary forcing, friction and potential
to kinetic energy exchanges). These terms are determined for each
set of predictive equations in sections B.2 - B.5.

(Notation is the same as in chapter 3.)
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APPENDIX B.2
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The two layer equations
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APPENDIX B.3 The linear two layer equations

<9/3t(PEy)> = <P+Ny+S¢> (B.3.1)
<O/0t(PEg)> = (Py+Ny+Sy> (B.3.2)
</3t(KEq)> = (P3+F > (B.3.3)
<B/3t(KE5)> = (=(P+Py+P3) + Fyd (B.3.4)
where
o n oo (ma( 2 S (22220
(’auz 8v2>
Py = -pg'h Hyh | —" + — (B.3.6)
ox Oy
on an
Py = pgHy (ul 5; + vy 5; ) (B.3.7)
Fi = pHyAg(uy V2uy + vV 2v;) (B.3.8)
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Ng = pg'h(ay(h -h)) (B.3.11)
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B.4

The non linear baroclinic equations

<3 /9
<d/d

wher

M

|
Il

2
Il

wn
!

(@)
)

M1=

where U = Uy-Uy, V=V{-Vy, u,=uq-uy and V=V1-Vy

t(PE)> =<-M+N+S>

t(KE)> =<(M+F+0>
e

ou av
-pgh{ — + —
ox Qdy

oAy (UTV2u + vV y)

‘Dg'hdg(hp'h)

= -pg'hay(hy=h)
= ~p(u?+v?) (H;~2h~Hy) (ay(h,~h)+ay(hy=h))

Hy + Hy
(Hy~h) (Hp+h)
mem o G
H1+H2 H1+H2
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B.5 The linear baroclinic equations

/3t (PE)> = <-M+N+S>
A/t (KE)> = {M+F>
where

H]_Hz Ju ov
~ 08 h{ — + ——
H1+}Q ox ay

M =
H1H2

F =op M{(uvzu+ vV 2y)
H1+H2

N = —pg'haz(hp—h)

S = —pg'haz(hI—h)
HZ Hl

My = Mo, My = M
Hy+Hy Hy+Hy
H, Hy

Fl = ¥ > Fz = F

where u = uq-uo and V=V=Vg
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APPENDIX C VORTICITY BALANCE

C.1 Notation

As described in section 2.5.3 the local rate of change of depth
averaged vorticity in the upper or lower layer at points away from

the forcing regions can be written.

3¢
5—- = ADVECTION + BETA + DIVERGENCE + VISCOSITY
t

These terms are determined for each set of predictive equations

in sections C.2-C.5.
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APPENDIX C.2 The two layer equations

The depth averaged vorticity equation for each layer from

equations (3.2.2.10) - (3.2.2.14) is

aci
— = ADVECTION + BETA + DIVERGENCE +VISCOSITY
dt
where az 32
ADVECTION = = o (v;U;) - (v;V;=u;U;)
3e2 i 3x3y ivViTHivi
aZ
+ '8—;2 (uiVi) (C.Z.l)
BETA = - BV; (C.2.2)
du;  avy
DIVERGENCE = - By | —— + — (C.2.3)
ox dy
) aV]_ aul 2 an dh
VISCOSITY = (Hi+n=-h)A,V —_— T - + A Vov —_— —
1 H H 1
dx dy dx 9dx
5 3dn Jh
- AyV u;| — - — | for upper layer (C.2.5)
0 d
y y
dvy Jdu oh
- (A V2| —2n P s AV 2y, —
dx Jy ox
5 dh
- AgV “uy é—- for lower layer (C.2.5)
y

The total local rate of change of vorticity can be found by

adding the contribution of the two layers.
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C.3 The linear two layer equations

The depth averaged vorticity equation for each layer from
equations (3.2.4.1) - (3.3.4.4) is

drj
.._-1= BETA + DIVERGENCE + VISCOSITY
at
where
BETA =  ~ H;pBv; (c.3.1)
aui aVi
DIVERGENCE = - ByH;| — + — (C.3.2)
dx dy
2 aVi aui
VISCOSITY = H; Ag V —_— = (C.3.3)
dx Oy

The total rate of change of local vorticity can be found by
adding the contribution of the two layers.

- 213 -




APPENDIX C.4. The non linear baroclinic equations

The depth averaged vorticity equation from equations (3.3.5.7) -
(3.3.5.8) is

dg
—— = ADVECTION + BETA + DIVERGENCE + VISCOSITY
ot

where

ADVECTION = -, (vU) + (vV-uU)- —— (uVv))

H1+H2 Bx axay ayz
2 U 3V du QJv dh  dh
+ — t e [ h| — m — F U —— Ve
Hy+H, dx Oy 9y Odx dy 9x
22u 8%y a2y 3%y
+ hu + - hv| —_+ (C.4.1)
dxdy 8;7 9x2 9xdy
BETA = - BV (C.4.2)
au  av
DIVERGENCE = - By —_—t — (C.4.3)
dx Ody

(Hy+h) (Hy-h) 3v  du
VISCOSITY AgV? | — T —

Hi+Hy dx Oy
H{-H5-2h\ Oh
+ AHY72V _E__%___ —_—

Hq-Ho-2h \ 0h
b Ay 2u| L2 . (C.44)
Hy+Hy dx

and U=U1~Up, V=V1-Vy, u=uju;-uy and v=vy-v,

To separate into the vorticity for the upper and lower layers
multiply by (Hy+h)/(Hj+H,) and ~(H;-h)/(H;+H,) respectively.
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C.5. The linear baroclinic equations

The depth averaged vorticity equation from equations (3.3.6.1) -
(3.3.6.2) is

¢
— = BETA + DIVERGENCE + VISCOSITY
ot
where
H.H
BETA . L2 BY (C.5.1)
H1+H2
H]_HZ 8u aV
DIVERGENCE = - BY | == + —— (C.5.2)
H.H av du
1112
VISCOSITY = Ay V2 /-—- - -—) (C.5.3)

and u=uj-ug and V=V VY.

To separate into the vorticity for the upper and lower layers

multiply by Hy/(H+Hy) and -H;/(H{+H)) respectively.
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