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UNIVERSITY OF SOUTHAMPTON 

ABSTRACT 

FACULTY OF ENGINEERING AND APPLIED SCIENCE 

DEPARTMENT OF ELECTRONICS AND COMPUTER SCIENCE 

Doctor of Philosophy 

DIGITAL CODING OF SPEECH USING 

CODE EXCITED LINEAR PREDICTION 

by Jason Paul Woodard 

In this thesis the coding of narrow-band speech at rates between four and sixteen thousand 

bits per second haa been studied. The work has concentrated on the Code Excited Linear 

Prediction (CBLP) algorithm, and on means of improving this algorithm. 

Conventional CELP coders-decoders (codecs) employing forward adaptive linear predic-

tion analysis have been studied at bit rates between 4 and 8 kilobits per second (kbits/s). 

These CBLP codecs oSer good quality reconstructed speech due to their Analysis-by-Synthesis 

(AbS) structure. This AbS structure has been Investigated in detail and ways of extending 

the AbS loop, and hence improving the quality of the codecs, have been studied. 

The recent move towards digital mobile communication systems, and the popularity of 

such systems, means that a very important aspect of many speech codecs is their sensitivity 

to bit errors between the encoder and decoder. Various methods of improving this sensitivity 

are investigated, and also a new method of measuring the sensitivity is proposed to allow 

channel and speech codecs to be Snely matched. 

Traxiitional forward adaptive CELP codecs have a buEering frame size of 20 or 30 ms, and 

a delay of the order of 70 ms. This delay can cause problems, especially over networks, and 

so recently a 16 kbits/s CELP codec with a delay of less than 2 ms has been standardised. 

The extension of this codec to operate as a variable rate codec from 16 down to 8 kbits/s has 

been studied. Also other low delay CELP codecs operating at bit rates as low as 4 kbits/s 

with delays of less than 10 ms have been proposed and studied. 
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Chapter 1 

Introduction 

1.1 Background 

The coding of speech signals digitally has been an area of much research in recent 

years. It is important because of the many advantages digital signals have over their 

analogue counterparts. They are less prone to interference, and privacy and encryp-

tion can be more easily provided in digital systems. Also many complex functions 

which would be difBcult to implement in an analogue circuit can be built into digital 

systems. However if the analogue speech signal is converted directly into a digital sig-

nal through sampling and quantization the resulting bit rate required is too high for 

many applications. For example narrow-band, telephone quality, speech is typically 

sampled at 8 kHz, and if linear quantization is used then to maintain good quality 

each sample must be quantized with 12 bits. This results in a total of 96 thousand 

bits being used to code each second of speech. This bit rate of 96 kbits/s can be 

reduced to 64 kbits/s fairly simply through the use of non-linear quantization, but 

this is still too high for many applications. 

For this reason there has been much research into more efficient digital represent-

ations of low bandwidth speech. These attempt to code the speech with as few bits as 

possible while keeping the distortion introduced by the coding as low as possible. The 

digital signal representing the speech can then for example be transmitted in a much 

lower bandwidth than would be required if compression were not employed. Thus 

complex speech coding schemes are now commonly used in various digital mobile 

phone systems [1] to allow many users to enjoy good quality speech communications 
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over limited bandwidth channels. 

In this thesis we have studied the coding of narrow-band speech signals at low to 

medium rates (between four and sixteen thousand bits per second), and the application 

of speech codecs in digital mobile communications systems. 

1.2 Organization of Thesis 

This thesis is organized into eight chapters. Chapter 2 discusses briefly the basic 

properties of speech signals which allow it to be efBciently compressed, and the mech-

anics of speech production. We also consider the problem of measuring the quality of 

the speech produced by codecs, and dehne the distortion measures used in our work. 

Then we give a brief discussion of the three classes of speech codec that are commonly 

used. Finally we close the chapter with a discussion of rate distortion theory and its 

application to speech coding. 

In Chapter 3 we consider in detail Code Excited Linear Predictive (CELP) [2] 

codecs. These codecs have been widely used to produce good quality speech at bit 

rates as low as 4 kbits/s. We describe the general structure used, and give details of 

various aspects of the codecs. In their original form CELP codecs are tremendously 

complex and impractical for use in real time systems. Many methods of reducing 

this complexity to allow real time implementation have been proposed, and one such 

method is described in Chapter 3. 

CELP codecs are able to offer good speech at low bit rates due to their use of 

a structure called Analysis-by-Synthesis (AbS). In Chapter 4 we considers methods 

of improving the performance of CELP codecs by extending the AbS loop and re-

optimizing various parameters which are transmitted to the decoder. 

Many speech codecs are used over radio links, and an important aspect of such 

codecs is their sensitivity to errors in the bit stream between the encoder and the 

decoder. In Chapter 5 we discuss means of measuring and improving this error sens-

itivity, so that the codecs can be properly utilised in wireless communication systems 

(especially mobile radio systems). 

An important aspect for some applications is the delay introduced by a speech 

codec. A recently standardised 16 kbits/s CELP codec [3] has a delay of less than 2 

ms, and this codec is described in detail in Chapter 6. We then go on to describe how 



CHAPTER j. INTEODLTCTION 

this codec can be modiSed to produce several variable rate low delay coding schemes 

operating between 16 and 8 kbits/s. 

In Chapter 7 we continue our study of low delay codecs by extending one variable 

rate codec from Chapter 6 down to 4 kbits/s. We also study several other variable 

rate low delay codecs operating between 8 and 4 kbits/s, and demonstrate that good 

quality speech can be achieved with a low delay and a low coding rate. Finally in 

Chapter 8 we give the conclusions of our research, and give suggestions for further 

work. 



Chapter 2 

The Speech Signal and Common 

Codecs 

In this chapter we describe the properties of speech which allow it to be efhciently 

compressed. We then discuss the problem of assessing the quality of the reconstructed 

speech produced by codecs with an objective measure, and introduce the objective 

measures which are used in our work. Next we brieSy describe the three classes of 

codecs which are commonly used in speech compression. Finally we introduce the 

ideas of information theory and the rate distortion function, and apply these to the 

speech signal in order to estimate theoretical limits on what speech quality can be 

achieved at given bit rates. 

2.1 The Basic Properties of Speech 

Speech is produced when air is forced from the lungs through the vocal cords and 

along the vocal tract. The vocal tract extends from the glottis (the opening in the 

vocal cords) to the mouth, and in an average man is about 17 cm long [4]. It can 

be considered as a non-uniform acoustic tube whose cross sectional area varies from 

zero to 20 cm^, and whose shape changes with time depending on the positions of the 

tongue, lips, jaw and the velum. This acoustic tube introduces short-term correlations 

(of the order of 1 ms) into the speech signal, and can be thought of as a filter with 

broad resonances called formants. The frequencies of these formants are controlled 

by varying the shape of the tract [4]. For some sounds, called nasal sounds, the velum 
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Figure 2.1: Typical Segment of Voiced Speech 

is lowered and so the nasal tract is coupled to the vocal tract and it too plays a part 

in shaping the frequency spectrum of the sound produced. Modelling the vocal tract 

as a short-term linear Alter is an important part of many speech coders, and will be 

discussed in detail later. 

The vocal tract filter is excited by the air forced into it through the vocal cords. 

Speech sounds can be broken into three classes depending on their mode of excitation. 

# Voiced sounds are produced when the vocal cords vibrate open and closed, thus 

interrupting the flow of air from the lungs to the vocal tract and producing quasi-

periodic pulses of air as the excitation. The rate of the opening and closing gives 

the pitch of the sound. This can be adjusted by varying the shape of, and the 

tension in, the vocal cords, and the pressure of the air behind them. Voiced 

sounds show a high degree of periodicity at the pitch period, which is typically 

between 2 and 20 ms. This long-term periodicity can be seen in Figure 2.1 which 

shows a segment of voiced speech sampled at 8 kHz. Here the pitch period is 
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Figure 2.2: Typical Segment of Unvoiced Speech 

about 8 ms or 64 samples. The power spectral density for this segment is shown 

in Figure 2.4. 

# Unvoiced sounds result when the excitation is a noise-like turbulence produced 

by forcing air at high velocities through a constriction in the vocal tract while 

the glottis is held open. Such sounds show little long-term periodicity as can be 

seen from Figures 2.2 and 2.5, although short-term correlations due to the vocal 

tract are still present. 

# Plosive sounds result when a complete closure is made in the vocal tract, and 

air pressure is built up behind this closure and realised suddenly. 

Some sounds cannot be considered to fall into any OMe of the three classes above, 

but are a mixture. For example voiced fricatives result when both vocal cord vibration 

and a constriction in the vocal tract are present. 

Although there are many possible speech sounds which can be produced, the shape 
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of the vocal tract and its mode of excitation change relatively slowly, and so speech can 

be considered to be quasi-stationary over short periods of time (of the order of 20 ms). 

We can see that speech signals show a high degree of predictability, due sometimes to 

the quasi-periodic vibrations of the vocal cords and also to the resonances of the vocal 

tract. Speech coders attempt to exploit this predictability in order to reduce the data 

rate necessary for good quality voice transmission. 

2.2 Measuring Speech Quality 

In this section we discuss various objective distortion measures used with speech co-

decs, and give details of the ones we have used. Such objective measures are important 

for the following reasons. Firstly they provide a convenient way to compare and report 

the performance of different codecs. Secondly they can be useful to the designer of 

a speech codec who wants to know reliably how small changes affect performance, so 

that the codec can be optimized. Finally in Analysis by Synthesis (AbS) coders, which 

are the main class of low to medium bit rate speech coders, the encoder attempts to 

minimise an objective distortion measure. Obviously we would like this objective cost 

function to give a good indication of how the speech will sound subjectively. 

Ultimately the quality of a speech coder must be judged by playing its recon-

structed speech to impartial listeners, and asking their opinion. These subjective 

opinions can be quantized in various ways, and one commonly used measure is the 

Mean Opinion Score (MOS). When using this method listeners are asked to grade the 

reconstructed speech quality as excellent, good, fair, poor, or bad. The Ave possible 

grades are given a mark from 5 for excellent down to 1 for bad. The MOS for a codec 

is the mean of these marks. An MOS of 4 or more corresponds to toll quality speech in 

which the coding noise is difhcult to detect. An MOS of between 3 and 4 corresponds 

to communications quality speech in which the coding noise is easily detectable, but 

not bad enough to hinder natural conversation. 

The problem with subjective measures such as the MOS is that they are time 

consuming and expensive to carry out. Also the results can vary widely depending 

on the selection of the listeners and the speech samples used. Therefore an objective 

measure which could reliably predict some properly controlled subjective measure 

would be extremely valuable. 
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2.2.1 Time Domain Comparisons 

Traditional methods of measuring the quality of reconstructed speech have concen-

trated on the sample to sample difference between the original and reconstructed 

signals. The most common is the Signal to Noise Ratio (SNR) which is given by 

where 8(n) are the original speech samples, s(M) are the reconstructed samples, and 

the summations are carried out over the entire waveforms. The most obvious problem 

with this measure is that it implies a listener stores an entire speech utterance before 

making a quality judgement based on the whole waveform. This is obviously untrue. 

Another problem is that in real speech quality tests the noise in quiet parts of the 

reconstructed signal is much more important than during periods when 5(73) is high. 

This is not reflected in the SNR and it is found [5] that the basic SNR gives a very 

poor prediction of how distorted a reconstructed signal will sound. 

A much improved alternative is the segmental signal to noise ratio (SEGSNR), 

which is found by splitting the waveforms into short segments (typically around 20 ms 

long) and Ending the signal to noise ratio for each segment. These segment signal to 

noise ratios are expressed in decibels and then averaged to give the segmental SNR. 

As the average is found after the signal to noise ratios have been converted into the 

logarithmic domain, the SEGSNR is effectively a geometric average of the SNRs of the 

segments of speech. Therefore the very high SNRs which come from segments with 

high signal levels do not mask the perceptually important performance during quiet 

periods of speech. This segmental SNR is the main distortion measure we have used. 

It is found in tests on human hearing that noise can be entirely "masked" by signals 

with a similar frequency [6, 7]. This means that noise of certain frequencies can be 

masked by the speech signal, and so will be inaudible. The perceptually weighted 

segmental signal to noise ratio attempts to allow for this by giving extra weighting to 

noise of frequencies where the speech content is low. This is done using a hlter of the 

form 

where A(z) is the linear prediction error filter given by Equation 2.5, and 'y is a con-

stant between 0 and 1 depending on the extent of the weighting. It is this perceptually 
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weighted error which is usually minimised in Analysis-by-Synthesis (AbS) coders, and 

it has recently been proposed [8] aa a measure for grading the quality of synthesized 

speech. We use this distortion measure in Chapter 4 when considering re-optimization 

techniques in AbS coders. 

All of the measures above concentrate on the sample by sample difference between 

the original and synthesized speech, and it is this which the designer of a codec, or 

an AbS coder itself, attempts to minimise. However although it it is a sufhcient 

condition for two signals to sound alike that their waveforms be identical, it is not a 

necessary condition. Consider for example a speech waveform and its inverse. Very 

few people will be able to hear the difference between the two signals, but the SNR 

will be extremely poor. Thus time domain measures work well for waveform codecs 

where the coder tries to match the reconstructed speech to the input waveform as 

closely as possible. However for lower rate codecs a strict waveform matching process 

is not practical, and it is useful to complement time domain distortion measures with 

frequency domain measures. 

2.2.2 Frequency Domain Comparisons 

The most commonly used frequency domain distortion measure for speech coding 

systems, and the third distortion measure we have used, is the Cepstrum Distance 

(CD) [9]. This is defined as 

CD= 
logg 10 \ 

N 

{ a ( 0 ) - C, (0)P + 2 - C,(,)r (2.3) 
i=l 

where C3;(%) and 0^(2) are the linear prediction cepstrum coefficients of the original 

and the reconstructed signal, and # is the maximum order of the coefRcients. The 

linear prediction hlter used to model the vocal tract gives a representation of the 

smoothed spectrum of the speech from which it was derived. To And the cepstrum 

coefficients we use the original or the reconstructed speech to derive a set of linear 

prediction coefhcients (for details of how this is done see Chapter 3). The cepstrum 

coefhcients can then be derived iteratively from the corresponding hlter coefhcients 

[10]. 

The CD gives an approximation to the root mean square value of the difference 

between the logarithmic smoothed power spectra of the original and reconstructed 
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speech signals. It is shown in [10] that N = 3p, where p is the order of the linear 

prediction hlter used, gives an accurate approximation. It is found [11] that for me-

dium and high bit rate codecs the cepstrum distance can give a good prediction of the 

MOS. 

Studies of how the ear works and of experiments in the masking of one sound by 

another [7] have lead to quite detailed formulae describing how we hear sounds. These 

can be used [5, 12] to predict exactly how the noise introduced by a speech coder will 

be masked by the speech itself, and should give a better indication of the subjective 

quality of coded speech than the weighted segmental SNR described above. Recently 

[13, 14] such measures have been used as the cost function to be minimised in AbS 

coders, with good results reported. 

2.3 Commonly Used Speech Codecs 

In this section we discuss brieHy the main speech coding techniques which are used 

today, and those which may be used in the future. We also discuss the many different 

aspects of a speech codec which determine its suitability for a particular application. 

The two most obvious are the quality of its reconstructed speech and the bit rate 

necessary to produce this speech. Other aspects which may be equally important 

depending upon the intended application are 

# The robustness of the codec to transmission errors between its encoder and 

decoder. This is very important for speech codecs which are to be used over 

radio channels, especially the particularly hostile mobile radio channel. We 

discuss this issue in detail in Chapter 5. 

# The delay introduced by the coding-decoding process. This can be important 

in two way communication systems, especially when echoes are present. Most 

low bit rate codecs have high delays of around 50 or 100 ms, but in Chapters 6 

and 7 we propose several codecs with much lower delays. 

# The complexity of the codec, ie the computational effort (often expressed in 

terms of millions of operations per second) required to implement the coding 

and decoding algorithms in real time. Sometimes speech coders are so complex 

that it is virtually impossible to implement them in real time given the hardware 
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of the day. Generally the more complex the codec is, the more expensive it will 

be and the more power it will consume. 

* How well the codec responds to asynchronous tandems, both to itself and to other 

speech codecs. This is important because the speech codec may be connected 

to a network, and other codecs may be used at other points in the network. 

# How well the codec copes with non-speech signals, such as music or signalling 

tones from a network or a data modem. 

Details of these factors, and how the performance of speech codecs can be measured 

in terms of them, can be found in [15]. 

Obviously no single speech codec, or class of codecs, will be ideal in terms of all 

these factors. DiSerent types of codecs have different advantages and disadvantages, 

and often no one codec will be able to match all the design parameters. In order to 

simplify the description of speech codecs they are often broadly divided into three 

classes — waveform codecs, source codecs and hybrid codecs. These three classes of 

codecs are described below. 

2.3.1 Waveform Codecs 

Waveform codecs attempt, without using any knowledge of how the signal to be coded 

was generated, to produce a reconstructed signal whose waveform is as close as possible 

to the original. This means that in theory they should be signal independent and work 

well with non-speech signals. Generally they are low complexity codecs which produce 

high quality speech at rates above about 16 kbits/s. When the data rate is lowered 

below this level the reconstructed speech quality that can be obtained degrades rapidly. 

Detailed descriptions of various aspects of waveform coding can be found in [16]. Here 

we give only a brief description of a few well known waveform codecs. 

The simplest form of waveform coding is Pulse Code Modulation (PCM), which 

merely involves sampling and quantizing the input waveform. Narrow-band speech is 

typically band-limited to 4 kHz and sampled at 8 kHz. If linear quantization is used 

then to give good quality speech around twelve bits per sample are needed, giving a 

bit rate of 96 kbits/s. This bit rate can be reduced by using non-uniform quantization 

of the samples. Generally for any given input signal an optimum quantizer can be 

designed using a set of simultaneous equations [4], which must usually be solved 
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iteratively using for example the Max-Lloyd algorithm. However such a quantizer 

will be optimum only for the particular probability density function for which it was 

designed — if the variance of the input signal is changed its performance will be 

severely degraded. For speech signals the input variance is not known in advance, 

and changes with time anyway. Therefore instead of using a Max-Lloyd type non-

linear quantizer, an approximation to a logarithmic quantizer is often used. Such 

quantizers give a signal to noise ratio which is almost constant over a wide range of 

input levels, and at a rate of eight bits/sample (or 64 kbits/s) give a reconstructed 

signal which is almost indistinguishable from the original. Such logarithmic quantizers 

were standardised in the IQGO's, and are still widely used today. In America /^-law 

companding is the standard, while in Europe the slightly different A-law compression 

is used [16]. They have the advantages of low complexity and delay with high quality 

reproduced speech, but require a relatively high bit rate and have a high susceptibility 

to channel errors. 

A commonly used technique in speech coding is to attempt to predict the value 

of the next sample from the previous samples. It is possible to do this because of the 

correlations present in speech samples due to the effects of the vocal tract and the 

vibrations of the vocal cords, as discussed previously. If the predictions are elective 

then the error signal between the predicted samples and the actual speech samples 

will have a lower variance than the original speech samples. Therefore we should be 

able to quantize this error signal with fewer bits than the original speech signal. This 

is the basis of Differential Pulse Code Modulation (DPCM) schemes — they quantize 

the between the original and predicted signals. 

Although the predictors in such coders can be fixed, with coefhcients derived from 

the long-term statistics of speech, much better results are achieved if adaptive pre-

dictors which can follow the changing nature of the speech to be coded are used. 

In forward adaptive predictors a segment, typically around 20 ms, of the speech to 

be coded is stored in a buffer and the coefhcients to be used by the predictor are 

calculated from this data. These coefBcients are then sent to the decoder aa side in-

formation. In backward adaptive predictors the coefhcients to be used are derived 

from the previously reconstructed speech, and hence are available to both the encoder 

and decoder without the transmission of any side information. Generally forward ad-

aption will give a higher prediction gain than backward adaption, but requires the 
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transmission of side information about the predictor coefficients used and introduces 

a significant delay because of the buffering of the input speech. In this thesis we have 

studied codecs using both forward and backward adaption of the predictors. 

In the mid 1980's the CCITT standardised an Adaptive DPCM (ADPCM) codec 

which used a backward adaptive pole-zero predictor, with six zeros and two poles [17]. 

The error signal between the input speech samples and the output from this predictor 

is quantized with four bits per sample, using a backward adaptive quantizer, to give 

a bit rate of 32 kbits/s. This coder gives speech quality similar to 64 kbits/s log-

PCM, and is more robust to channel errors than PCM. However its coding delay and 

complexity are higher than PCM, although still relatively low when compared to many 

other codecs. 

An important sub-class of DPCM codecs are Delta Modulation codecs [18], which 

quantize the difference signal described above with only one bit per sample. This 

means that the bit rate of the codec will be equal to the rate at which the input 

speech waveform was sampled, and typically this is much higher than the Nyquist 

rate. The effect of such oversampling is to increase the correlation between adjacent 

speech samples, and so the variance of the prediction error is much reduced and one bit 

quantization of this error can be effective. The performance of delta modulation can be 

improved by using an adaptive one bit quantizer. Such Adaptive Delta Modulation 

(ADM) codecs give speech quality equivalent to 32 kbits/s ADPCM or 64 kbits/s 

PCM when operating at 48 kbits/s. They have the advantage of one bit data words, 

are much more robust to transmission errors than either PCM or ADPCM, and are 

significantly simpler than the CCITT standard ADPCM. However at 32 kbits/s in 

error free conditions their reproduced speech quality is slightly inferior to ADPCM 

[19]. 

The waveform codecs described above all code speech with an entirely time do-

main approach. Frequency domain approaches are also possible, and have certain 

advantages. For example in Sub-Band Coding (SBC) the input speech is split into 

a number of frequency bands, or sub-bands, and each is coded independently using 

for example an ADPCM like coder. At the receiver the sub-band signals are decoded 

and recombined to give the reconstructed speech signal. The advantages of doing this 

come from the fact that the noise in each sub-band is dependent only on the coding 

used in that sub-band. Therefore we can allocate more bits to perceptually important 
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sub-bands so that the noise in these frequency regions is low, while in other sub-bands 

we may be content to allow a high coding noise because noise at these frequencies is 

less perceptually important. Even when perceptual effects are ignored some gain is 

possible [16] because speech signals have a non-Aat spectrum. Adaptive bit allocation 

schemes may be used to further exploit these ideas. Sub-band codecs tend to produce 

communications to toll quality speech in the range 16-32 kbits/s. Due to the Alter-

ing necessary to split the speech into sub-bands they are more complex than simple 

DPCM coders, and introduce more coding delay. However the complexity and delay 

are still relatively low when compared to most hybrid codecs (see Section 2.3.3). 

Another frequency domain waveform coding technique is Adaptive Transform Cod-

ing (ATC), which uses a fast transformation (such as the discrete cosine transform-

ation) to split blocks of the speech signal into a large numbers of frequency bands. 

The number of bits used to code each transformation coe@cient is adapted depending 

on the spectral properties of the speech, and toll quality reproduced speech can be 

achieved at bit rates as low as 16 kbits/s. 

2.3.2 Source Codecs 

Source coders operate using a model of how the source was generated, and attempt to 

extract, from the signal being coded, the parameters of the model. It is these model 

parameters which are transmitted to the decoder. Source coders for speech are called 

vocoders, and work as follows. The vocal tract is represented as a time-varying Alter 

and is excited with either a white noise source, for unvoiced speech segments, or a train 

of pulses separated by the pitch period for voiced speech. Therefore the information 

which must be sent to the decoder is the filter specification, a voiced/unvoiced flag, 

the necessary variance of the excitation signal, and the pitch period for voiced speech. 

This is updated every 10-20 ms to follow the non-stationary nature of speech. 

The model parameters can be determined by the encoder in a number of different 

ways, using either time or frequency domain techniques. Also the information can be 

coded for transmission in various di&rent ways. Vocoders tend to operate at around 

2.4 kbits/s or below, and produce speech which although intelligible is far from natural 

sounding. Increasing the bit rate much beyond 2.4 kbits/s is not worthwhile because 

of the inbuilt limitation in the coder's performance due to the simplified model of 

speech production used. The main use of vocoders has been in military applications 



CHAPTER 2. THE SPEECH SIGNAl AND COMMON CODECS 15 

where natural sounding speech is not as important aa a very low bit rate to allow 

heavy protection and encryption. 

2.3.3 Hybr id Codecs 

Hybrid codecs attempt to hll the gap between waveform and source codecs. As de-

scribed above waveform coders are capable of providing good quality speech at bit 

rates down to about 16 kbits/s, but are of limited use at rates below this. Vocoders 

on the other hand can provide intelligible speech at 2.4 kbits/s and below, but can-

not provide natural sounding speech at any bit rate. Although other forms of hybrid 

codecs exist, the most successful and commonly used are time domain Analysis-by-

Synthesis (AbS) codecs. Such coders use the same linear prediction Alter model of the 

vocal tract as found in LPC vocoders. However instead of applying a simple two-state, 

voiced/unvoiced, model to hnd the necessary input to this filter, the excitation signal 

is chosen by attempting to match the reconstructed speech waveform as closely aa 

possible to the original speech waveform. AbS codecs were 6rst introduced in 1982 

by Atal and Remde [20] with what was to become known as the Multi-Pulse Excited 

(MPE) codec. Later the Regular-Pulse Excited (RPE) [21], and the Code-Excited 

Linear Predictive (CELP) [2] codecs were introduced. These coders will be discussed 

briedy here. More details about all of them can be found in [1], and we describe CELP 

codecs further in the next chapter. 

A general model for AbS codecs is shown in Figure 2.3. The synthesis Alter is 

usually an all pole, short-term, linear filter of the form 

where 

A{z) = 1 — ^ ® (2.5) 
i=l 

is the prediction error hlter determined by minimising the energy of the residual signal 

produced when the original speech segment is passed through it (see Chapter 3 for 

details). The order p of the Alter is typically around ten. This Alter is intended to 

model the correlations introduced into the speech by the action of the vocal tract. 

The synthesis Alter may also include a pitch Alter to model the long-term period-

icities present in voiced speech. Alternatively these long-term periodicities may be 
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Figure 2.3: AbS Codec Structure 

exploited by including an adaptive codebook in the excitation generator so that the 

excitation signal includes a component of the form — ck), where a is the 

estimated pitch period. Generally MPE and RPE codecs will work without a pitch 6.1-

ter, although their performance will be improved if one is included. For CELP codecs 

however a pitch Alter is extremely important, for reasons discussed below. 

The error weighting block is used to shape the spectrum of the error signal in 

order to reduce the subjective loudness of this error [22]. This is possible because, 

as described earlier, the error signal in frequency regions where the speech has high 

energy will be at least partially masked by the speech. The weighting filter usually 

takes the same form as Equation 2.2, and emphasises the noise in the frequency regions 

where the speech content is low. Thus minimising the weighted error concentrates the 

energy of the error signal in frequency regions where the speech has high energy. 

Therefore the error signal will be at least partially masked by the speech, and so 

its subjective importance will be reduced. Although such weighting tends to slightly 

decrease the SNR of the codec, it produces a signihcant improvement in the subjective 
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quality of the reconstructed speech. 

The distinguishing feature of AbS codecs is how the excitation waveform for 

the synthesis hlter is chosen. Conceptually every possible waveform is passed through 

the filter to see what reconstructed speech signal this excitation would produce. The 

excitation which gives the minimum weighted error between the original and the re-

constructed speech is then chosen by the encoder and used to drive the synthesis hlter 

at the decoder. It is this 'closed-loop' determination of the excitation which allows 

AbS codecs to produce good quality speech at low bit rates. However the numerical 

complexity involved in passing every possible excitation signal through the synthesis 

hlter is huge. Usually some means of reducing this complexity, without compromising 

the performance of the codec too badly, must be found (see Chapter 3 and [1]). 

The diSFerences between MPE, RPE and CELP codecs arise from the representa-

tion of the excitation signal 2̂ (71) used. In multi-pulse codecs is given by a hxed 

number of non-zero pulses for every frame of speech. The positions of these non-zero 

pulses within the frame, and their amplitudes, must be determined by the encoder 

and transmitted to the decoder. In theory it would be possible to hnd the very best 

values for all the pulse positions and amplitudes, but this is not practical due to the 

excessive complexity it would entail. In practice some sub-optimal method of Anding 

the pulse positions and amplitudes must be used. Usually the positions are found one 

at a time as follows. Initially all the pulses are assumed to have zero amplitude except 

one. The position and amplitude of this Erst pulse can then be found. Then using this 

information the position and amplitude of the second pulse can be determined. This 

continues until all the pulses have been found. Once a pulse position is determined 

it is hxed, but the amplitudes of the previously found pulses can be re-optimized at 

each stage [23]. The quality of the reconstructed speech possible from MPE codecs is 

largely determined by how many non-zero pulses are used in the excitation. However 

this is constrained by the bit-rate necessary to transmit information about the pulse 

positions and amplitudes. Typically about 4 pulses per 5 ms are used, and this leads 

to good quality reconstructed speech and a bit-rate of around 10 kbits/s. 

Like the MPE codec the Regular Pulse Excited (RPE) codec uses a number of 

non-zero pulses to give the excitation signal %/(?2). However in RPE codecs the pulses 

are regularly spaced at some Hxed interval, and the encoder needs only to determine 

the position of the hrst pulse and the amplitude of all the pulses. Therefore less 
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information needs to be transmitted about pulse positions, and so for a given bit rate 

the RPE codec can use many more non-zero pulses than MPE codecs. For example at 

a bit rate of about 10 kbits/s around 10 pulses per 5 ms can be used in RPE codecs, 

compared to 4 pulses for MPE codecs. This allows RPE codecs to give slightly better 

quality reconstructed speech quality than MPE codecs. However they also tend to be 

more complex. The pan-European GSM mobile telephone system [1] uses a simplihed 

RPE codec, with long-term prediction, operating at 13 kbits/s to provide toll quality 

speech. 

Although MPE and RPE codecs can provide good quality speech at rates of around 

10 kbits/s and higher, they are not suitable for rates much below this. This is due to 

the large amount of information that must be transmitted about the excitation pulses' 

positions and amplitudes. If we attempt to reduce the bit rate by using fewer pulses, 

or coarsely quantizing their amplitudes, the reconstructed speech quality deteriorates 

rapidly. Currently the most commonly used algorithm for producing good quality 

speech at rates below 10 kbits/s is Code Excited Linear Prediction (CELP). This 

approach was proposed by Schroeder and Atal in 1985 [2], and differs from MPE and 

RPE in that the excitation signal is effectively vector quantized. The excitation is 

given by an entry from a large vector quantizer codebook, and a gain term to control 

its power. Typically the codebook index is represented with about 10 bits (to give a 

codebook size of 1024 entries) and the gain is coded with about 5 bits. Thus the bit 

rate necessary to transmit the excitation information is greatly reduced - around 15 

bits compared to the 47 bits used for example in the GSM RPE codec. 

Originally [2] the codebook used in CELP codecs contained white Gaussian se-

quences. This was because it was assumed that long and short-term predictors would 

be able to remove nearly all the redundancy from the speech signal to produce a ran-

dom noise-like residual. Also it was shown that the short-term probability density 

function (pdf) of this residual was nearly Gaussian. Schroeder and Atal found that 

using such a codebook to produce the excitation for long and short-term synthesis 

hlters could produce high quality speech. However to choose which codebook entry to 

use in an analysis-by-synthesis procedure meant that every excitation sequence had 

to be passed through the synthesis Elters to see how close the reconstructed speech it 

produced would be to the original. This meant the complexity of the original CELP 

codec was much too high for it to be implemented in real-time - it took 125 seconds of 
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Cray-1 CPU time to process 1 second of the speech signal. Since 1985 much work on 

reducing the complexity of CELP codecs, mainly through altering the structure of the 

codebook, has been done. Also large advances have been made with the speed possible 

from DSP chips, so that now it is relatively easy to implement a real-time CELP co-

dec on a single, low cost, DSP chip. Several important speech coding standards have 

been dehned based on the CELP principle, for example the American Department of 

Defence (DoD) 4.8 kbits/s codec [24], and the CCITT low-delay 16 kbits/s codec [3]. 

We give a detailed description of CELP codecs in the next chapter. 

The CELP coding principle has been very successful in producing communications 

to toll quality speech at bit rates between 4.8 and 16 kbits/s. The CCITT standard 

16 kbits/s codec produces speech which is almost indistinguishable from 64 kbits/s 

log-PCM coded speech, while the DoD 4.8 kbits/s codec gives good communications 

quality speech. Recently much research has been done on codecs operation below 4.8 

kbits/s, with the aim being to produce a codec at 2.4 or 3.6 kbits/s with speech quality 

equivalent to the 4.8 kbits/s DoD CELP. We will briefly describe here a few of the 

approaches which seem promising in the search for such a codec. 

The CELP codec structure can be improved and used at rates below 4.8 kbits/s 

by classifying speech segments into one of a number of types (for example voiced, 

unvoiced and transition frames) [25]. The different speech segment types are then 

coded differently with a specially designed encoder for each type. For example for 

unvoiced frames the encoder will not use any long-term prediction, whereas for voiced 

frames such prediction is vital but the hxed codebook may be less important. Such 

class-dependent codecs have been shown to be capable of producing reasonable qual-

ity speech at rates down to 2.4 kbits/s [26]. Multi-Band Excitation (MBE) codecs 

[27] work by declaring some regions in the frequency domain as voiced and others as 

unvoiced. They transmit for each frame a pitch period, spectral magnitude and phase 

information, and voiced/unvoiced decisions for the harmonics of the fundamental fre-

quency. Originally it was shown that such a structure was capable of producing good 

quality speech at 8 kbits/s, and since then this rate has been signihcantly reduced 

(see for example [28]). Finally Kleijn has suggested an approach for coding voiced 

segments of speech called Prototype Waveform Interpolation (PWI) [29]. This works 

by sending information about a single pitch cycle every 20-30 ms, and using inter-

polation to reproduce a smoothly varying quasi-periodic waveform for voiced speech 
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segments. Excellent quality reproduced speech can be obtained for voiced speech at 

rates as low as 3 kbits/s. Such a codec can be combined with a CELP type codec for 

the unvoiced segments to give good quality speech at rates below 4 kbits/s. 

2.4 Information Theory and the Rate Distortion Func-

tion 

In this section we briefly discuss the basic ideas of information theory and the rate 

distortion function, and how they apply to speech coding. A more complete description 

of the mathematics behind rate distortion theory can be found in [30], and many of 

the ideas discussed here are described in more detail in Appendices C and D of [16]. 

2.4.1 Entropy and Mutua l Information 

Much of rate distortion theory is based on the concepts of the entropy of a source, 

and the average mutual information between two sources. These concepts are deAned 

here. 

Consider first a discrete time and amplitude source a; with no memory, whose 

output a:(n,) at any time n, can be one of N possible symbols a;i,a;2 - - If each 

symbol has a probability of occurring at each time instant then the information 

received upon finding 37(71) = is deSned as 

= —logg^ bits. (2.6) 

The entropy of the source is then dehned as the average information it gives 

N 

.5 (̂2;) = —^.f^ log2f^ bits/symbol (2.7) 

and lies in the range 0 < 77(a;) < log2 N. Shannon's noiseless coding theorem states 

that the minimum rate necessary for the perfect (ie noiseless) transmission of a 

source with entropy ^(a;) is given by 

= jif(a:) + e bits/symbol (2.8) 

where e is a positive number which can be made arbitrarily close to zero. Thus the 

entropy of a discrete source can be thought of as the transmission rate necessary for 

perfect coding of the source. 
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Next consider two discrete variables a; G (a;i,a;2---3;jv) and ^ 6 

with probability distributions and Qt and a joint probability distribution f (j, k). 

The mutual information received upon Ending = a;, and 7/(72) = is defined ag 

2(;;A) = z(;)-%(;|A;). (2.9) 

Here 2(j|A:) = — logg f (j|A;) is the information one receives when told 37(71) = if it is 

already known that 7/(71) = If we use the definitions of %(j) and %(j|A;) given above 

then we can rewrite 2(j; A:) as 

f ( ; |A) 
= logg 

The average mutual information is then given by the average of %(j; A;) ie 

= =i(7/;a;). (2.11) 

This average mutual information can be thought of as the average information recep-

tion of a value of a; gives about the value of or vice-versa. If we define the conditional 

entropies j7(a;|7/) and jif(^|a;) as 

H(x\v) = - E P(], k) log, P(j\k) (212) 

and 

fftoW = - Z % ^ ) k g 2 - P ( ^ b ' ) (213) 

then the average mutual information can be written as 

f(a;; ̂ ) = j:f(a;) - j7(a:|^) = ^ (^ ) - (^|a;). (2.14) 

So far we have considered only discrete amplitude sources. For a continuous amp-

litude source the absolute entropy (ie the data rate necessary to reconstruct the signal 
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with zero distortion) is inSnite. However for a source with a continuous probability 

distribution function we can define its entropy as 

/
OO 

p(z)log2p(:r)((a:. (2.15) 
-OO 

This is analogous to Equation 2.7 for the absolute entropy of a discrete source. Note 

however that the di&rential entropy of a continuous source gives us no information 

about the rate necessary to transmit the signal a:, and depending on the form of ^(a;) 

it can be positive, negative or zero. It can be shown that, for a given variance (7̂ , the 

maximum differential entropy is given by the Gaussian pdf 

which has a differential entropy 

^(z) = log2 \/27reo-^. (2.17) 

The average mutual information between two continuous variables a; and can be 

defined in a similar way to the discrete case with summations over the discrete variables 

being replaced with integrations over the continuous variables, and absolute entropies 

replaced with diEerential entropies. 

The discussion above has considered only memoryless sources. For a source with 

memory we can take account of the memory by arranging blocks of T successive 

output symbols into vectors, and considering the probability of the source generating 

these vectors rather than individual symbols. If f (^) is the probability of the source 

producing a given vector of length T then the entropy of a discrete source is defined 

as 

^(a:) = - ^ ^ f (z) logg P(^) (2.18) 

and similarly for continuous sources. The average mutual information definitions for 

memoryless sources given above can be generalised in a similar way. 

It is almost always impossible to calculate the differential entropy of a continuous 

source with memory. However for a Gaussian source we can generalise Equation 2.17 

to 

A(a;) = logg y27re^^cr^ (2.19) 
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where is the spectral Batness measure of the source [16], defined as 

^ e x p ( ^ J - , l n 5 M d u , ) 

i S M rftt, ' 

and S(w) is the power spectral density of the signal. The spectral Aatness measure 

can also be written as 

f ^ (2.21) 

where 7;̂  is the minimum error energy that can be produced by linear prediction of the 

signal. Thus is the inverse of the maximum prediction gain possible through linear 

prediction. Note that < 1 , with equality only for sources with a white spectrum (ie 

memoryless sources). This means that the differential entropy of a Gaussian source is 

reduced if the source has memory, and this is also true for other types of sources. Also, 

as with memoryless sources, the diEerential entropy of a source with a given variance 

and spectral flatness measure is maximised if the source has a Gaussian p(a;). 

2.4.2 Channel Capaci ty 

Consider a channel with input i and output where i and ^ can be either continuous 

or discrete variables. The average mutual information /(rr; ^) can be thought of a5 

the average amount of information reception of a symbol ^ gives us about the value of 

3;. This depends not only on the conditional probabilities p(i/|a;) for the channel, but 

also on the source probability distribution. Therefore the capacity of a given channel 

is dehned as the maximum value of 7(a;; 1/) that can be obtained for that channel over 

all possible source probability distributions. The signihcance of the channel capacity 

ag defined above is given by Shannon's noisy channel coding theorem, which states 

that data can be transmitted over the channel with arbitrarily low error probability 

provided that the rate is less than the capacity. 

For an analogue channel the average mutual information can be expressed in terms 

of differential entropies as 

7(3;; ?/) = A(a;) - A(3;|i/) = ^(i/) - A(i/|a;) (2.22) 

where /z,(a;) is the source entropy, A(^) is the destination entropy, /i(%|?/) is the average 

information per symbol lost to the channel (the equivocation) and /i(^|a;) is the error 

entropy, or the entropy of the noise introduced by the channel. Now consider an 
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Additive White Gaussian Noise (AWGN) channel. As the channel noise is Gaussian 

its error entropy will be given by 

= logg \/27reN (2.23) 

where N is the noise variance. Therefore the channel capacity (in bits per symbol) is 

given by 

C = max (7(a;, ?/)) = max ^/i(i/) — log^ '\/27reN^ . (2.24) 

Thus to realise the channel capacity we should use an input distribution which max-

imises the received entropy A(^). If the received variance is 5", the total (ie 

signal plus noise) received variance will be 5' + # , and the maximum possible /̂ (?/) 

will be 

/i(i/) = logg y27re(S + N). (2.25) 

Thus 

C — max(A(?/) — logg \/27reN) = logg — bits/symbol. (2.26) 

The total capacity (in bits/second) for a channel of bandwidth B Hertz is the above 

capacity multiplied by 2B ie 

C = Blogg 4- bits/second. (2.27) 

This is the famous Shannon-Hartley capacity theorem for an AWGN channel. Chan-

nels with non-Gaussian additive noise will have smaller error entropies and therefore 

higher capacities. 

2.4.3 The Rate Distort ion Function 

The rate distortion function R(D) dehnes, for a given source and distortion measure, 

the transmission rate P necessary to be able to reconstruct the source signal with an 

average distortion less than or equal to D. Like the capacity of a channel it is defined 

in terms of the average mutual information 7(j;; ?/), where now a; represents the original 

signal and represents the decoded signal. For a given mapping between z and ?/, 

7(3;; ̂ ) represents the average information flow between the two. The rate distortion 

function is deSned as the possible value of 7(z; ?/), where the minimisation 

is carried out over all the mappings between 3; and 1/ which give an average distortion 

less than or equal to D between the two. Contract this with the dehnition of the 
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channel capacity which is the possible value of /(a;; when the mapping 

between a; and ^ is hxed, but the input distribution is varied. 

Generally the rate distortion function is not known for most sources and distortion 

measures. However for the mean square error distortion function some results are 

known, and we consider only this measure. For a memoryless Gaussian source with 

variance cr̂  we have 

RiD) = a<D<a' 

= 0 otherwise. (2.28) 

This means that in theory it is possible to code a memoryless Gaussian source with 

a signal to noise ratio of 6.02 dB for every bit per symbol which is used. For other 

memoryless sources -R(D) curves can be calculated numerically, and it can be shown 

that the rate distortion function for a Gaussian source upper bounds 7Z(D) for all other 

sources with the same variance. For example a memoryless source with the Gamma 

pdf (which is a close approximation to the long-term pdf of speech signals) can be 

coded with an SNR of 8.53 dB at the rate of 1 bit/sample [31], compared to an SNR 

of 6.02 dB for a Gaussian source at the same rate. 

For sources with memory the rate necessary to reproduce the source with a given 

distortion is always less than the rate for a similar source with no memory. For a 

coloured Gaussian source with a power spectral density 5'(o;), _R(D) can be calculated 

using the following equations 

1 
— 7^ / min(^, S(w))dw 

ZTT V—TT 

This means that a level ^ is chosen, depending on the required rate/distortion. In 

the frequency regions where > 5'(w), known as the stop-bands, no information is 

transmitted. For such regions, to minimise the average distortion, the decoder should 

set the reconstructed power spectral density to zero. Therefore in the stop-bands the 

average distortion is equal to the original PSD 5'(w). In the frequency regions where 

^(w) > known as the pass-bands, the distortion is equal to ^ and the transmission 

rate is logg yj9(w)/(^. 

For small distortions, ie if is such that 5'(w) > for all w. Equation 2.29 can be 
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simplified to 

= - log2 ^ (2.30) 

where cr̂  is the variance and is the spectral Aatness measure of the source. For a 

memoryless source = 1 and Equation 2.30 reduces to Equation 2.28. 

The SNR (in dB) of the reconstructed signal is given by 101og^o((7^/D) and so 

using Equation 2.30 we see that the maximum SNR possible when coding at a rate of 

^ bits/sample is, for large ^ 

SNRmax = 2 * 10 logio (2) - 10 logio 

= T g + T p (2.31) 

where 

Tb = 2R* 101og|Q(2) % 6R (2.32) 

and 

7^ = 101ogio;l. (2.33) 

Prom Equations 2.21 and 2.33 we see that 7^ can be thought of as the best possible 

gain (in dB) that can be produced by linear prediction of the signal. 

As in the memoryless case, for non-Gaussian sources the exact form of A(D) is 

not known. However it can be shown that for a source with a given power spectral 

density, .R(D) will be less than or equal to the rate distortion function for a Gaussian 

source with the same PSD. 

2.4.4 Applications to Speech Coding 

Rate distortion theory aasumes that the source we are coding is stationary, with a 

power spectral density known at both the encoder and decoder. Speech however is 

non-stationary and can only be considered to be quasi-stationary for short periods of 

time of the order of 20 ms. Also explicit rate distortion functions are known only for 

sources with a Gaussian distribution, which is not a good model for the long-term 

pdf of speech signals. Nevertheless we can use the theory to give some idea of the 

optimum performance possible from a speech coder, and how such an optimum coder 

will behave. For example in [32] the predictions of rate distortion theory, assuming a 

Gaussian source, are shown to agree reasonably well with the results from real speech 

coders. 
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Equation 2.31 gives the maximum possible S N P for a stationary Gaussian source 

(for small distortions) in terms of the data rate (per sample) and the maximum possible 

prediction gain Tp of the signal. This gain was taken by O'Neal in [33] to be 21 dB 

(after work by Atal and Schroeder). Thus if speech was a stationary Gaussian source 

we could write for large rates _R 

SNRmaxR^21 + 6R (dB). (2.34) 

For lower rates (such that (;6 > min5'(w)) the above equation will not be valid, and 

we must use Equation 2.29 to calculate the SNR possible for a given rate. We did this 

with about seven seconds of speech data, sampled at 8 kHz, obtained from two male 

and two female speakers. The speech data was split into 256 sample segments, and 

we used the Fast Fourier Transform (FFT) on the Hamming-windowed samples to 

hnd the power spectrum 5'(w) for each segment. Then for each segment an iterative 

procedure was used with Equation 2.29 to find ^ and hence D for a given rate. 

The spectra of two typical segments, one voiced and the other unvoiced, are shown 

in Figures 2.4 and 2.5. Also shown in these figures as the dashed lines are the functions 

min (î , 5'(w)) which give the power spectra of the noise in an optimum encoder. The 

values of ^ have been set to give a rate of one bit/sample, and we found that at this 

rate the SNRs were about 21 dB for the voiced speech, and 14 dB for the unvoiced 

speech. The voiced segment can be coded with a lower distortion than the unvoiced 

segment because of its greater predictability - we found that Tp = — lOlogiQ^y^ 

20 dB for the voiced speech and 15 dB for the unvoiced speech. 

Figure 2.6 shows the predicted maximum segmental SNR against the data rate. 

This was calculated by Ending the SNR in decibels for each speech segment as de-

scribed above, and then averaging. We also calculated the maximum prediction gain 

in a similar way and found that it was 20.9 dB, agreeing well with the value used 

in [33]. Notice that for rates above about 1.5 bits/sample the curve in Figure 2.6 

becomes approximately a straight line as predicted by Equation 2.34. 

In the discussion above we have considered each 256 sample (32 ms) segment of 

speech to be a stationary Gaussian signal. We now discuss how these assumptions 

are likely to affect our results. Firstly, although the long-term statistics of speech 

closely match the Gamma pdf, the short-term statistics are approximately Gaussian 

[34]. Therefore assuming the 32 ms segments of speech to be Gaussian will probably 

not distort our results too badly. The non-stationarity will have a greater effect, and 
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Figure 2.4: Power Spectrum Density for a Segment of Voiced Speech 

will result in the true 'maximum SNR' function for speech lying somewhere below 

that drawn in Figure 2.6. Thus the maximum SNR values we have calculated give an 

upper bound for the SNR that could be obtained with a real speech coder. 

We can produce a tighter bound by trying to approximate how the non-stationary 

nature of speech will affect our results. The Erst difference will be that for a speech 

coder to obtain a prediction gain close to Tp it will need to send side information 

about the current spectrum of the signal to the decoder. The rate necessary for this 

side information (say A bits/sample) will reduce the effective rate E of the coder. The 

side information necessary to support short-term linear prediction is about 1/8 bits 

per sample, and we take this ag the necessary rate Secondly the prediction gain 

possible will be reduced below Tp because of the non-stationary nature of speech, and 

also because only limited information about the present correlations in the signal is 

sent in the side information (ie the gain will be dependent on . For example for the 

speech hie described earlier, the calculated value of Tp is 21 dB, but the gain achieved 
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Figure 2.5: Power Spectrum Density for a Segment of Unvoiced Speech 

with short-term linear prediction (of order 10) is only 17 dB. 

At bit rates above about 1.5 bits per sample Equation 2.34 gives a good approxim-

ation to the maximum segmental SNR possible for a speech codec, provided we take 

into account the effects mentioned above. For a 16 kbits/s codec the bit rate is 2 bits 

per sample and so the elective rate A is about 1.875 bits per sample. Thus, using 4 

dB as the value of the reduction of the prediction gain 2^, the maximum segmental 

SNR predicted for a 16 kbits/s speech codec is about 28 dB. At rates of 1 bit per 

sample and less Equation 2.34 is no longer accurate, and so we must use Figure 2.6 to 

estimate the maximum segmental SNR of speech codecs at these rates. Also the effect 

of the reduction in 7}, will be less signihcant than the 4 dB hgure used above, because 

of the fall of the maximum SNR hgures below 2}, + 6^. We take a decrease of about 2 

dB to be typical at low rates. These assumptions mean that the effective rate J? for a 

4.7 kbits/s coder will be about 0.45 bits/sample, giving a maximum segmental SNR 

of around 17.5 — 2 = 15.5 dB. Similarly we predict a maximum possible segmental 



CjfAPTER 2. TEE SPEECH SIGNAZ, AND COMMON CODECS 30 

1.0 1.5 2.0 
Rate (Bits/Sample) 

Figure 2.6: Predicted Maximum Possible Segmental SNR 

SNR of about 19 dB at 7.1 kbits/s. It is interesting to compare these hgures with 

those obtained for the real speech coders, operating at the same rates, described later. 



Chapter 3 

Low Complexity CELP Codecs 

3.1 Introduction 

In the previous chapter we introduced Analysis-by-Synthesis codecs, and in particular 

the Code Excited Linear Predictive (CELP) codec. In this chapter we give details 

of the form of CELP codecs, and the techniques used by encoders and decoders to 

produce good quality reconstructed speech. We also describe some of the methods 

which can be used to reduce the computational complexity associated with CELP 

codecs. In this and the next two chapters we have concentrated on relatively high 

delay codecs using forward adaption of the synthesis Alter. We simulated two such 

CELP codecs operating at 4.7 and 7.1 kbits/s, and our results are reported here. Low 

delay backward adaptive CELP codecs are described in Chapters 6 and 7. 

3.2 General Coder Structure 

CELP coders use an Analysis-by-Synthesis (AbS) scheme in which the information to 

be transmitted to the receiver is largely determined in a closed-loop fashion so that 

the signal reconstructed by the decoder is as close aa possible to the original speech. 

A block diagram of the structure often used in CELP codecs is shown in Figure 3.1. 

These differ from the general AbS codec structure shown in Figure 2.3 in two ways. 

Firstly the excitation signal is given by the sum of the outputs from two code-

books. The adaptive codebook is used to model the long-term periodicities present in 

voiced speech, while the fixed codebook models the random noise-like residual signal 

31 
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Figure 3.1: CELP Codec Structure 

which remains after both long and short-term prediction. The second difference is 

that the error weighting filter in Figure 2.3 has been moved so that the input speech 

signal g(yi) and the reconstructed speech signal 5(71) are both separately weighted 

before their di&rence is found. This is permissible because of the linear nature of 

the weighting filter, and is done because it makes the determination of the codebook 

parameters less complex. With a synthesis Alter of the form 1/A(z), and an error 

weighting filter A(z)/A(z/'y), we get the hlters shown for the encoder in Figure 3.1. 

The filter l/A(z/'y) in the encoder is called the weighted synthesis filter - when fed 

with an excitation signal it produces a weighted version of the reconstructed 

speech 5(72). 
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In this chapter we consider only systems in which forward-adaptive Altering is used. 

For such systems the input speech is split up into frames for processing, where a frame 

is of the order of 20 ms long. The frames are usually further divided into sub-frames, 

with around 4 sub-frames per frame. The short-term synthesis Alter coefhcients are 

determined and transmitted once per frame, while the adaptive and fixed codebook 

parameters are updated once per sub-frame. The 4.7 kbits/s codec we have simulated 

has a frame length of 30 ms with 4 sub-frames of 7.5 ms each, while our 7.1 kbits/s 

codec has a frame length of 20 ms with 5 ms long sub-frames. 

The encoding procedure generally takes place in three stages. First the coeScients 

of the short-term synthesis filter 1/A(z) are determined for the frame by minimising 

the residual energy obtained when the input speech is passed through the inverse filter 

A(z). Then for each sub-frame hrst the adaptive and then the hxed codebook para-

meters are calculated using a closed-loop approach. We give details of the procedures 

used for these three stages below. 

3.3 The Short-Term Synthesis Filter 

As discussed in Chapter 2 the vocal tract is responsible for altering the frequency 

spectrum of its excitation and producing the resonant, or formant, frequencies in 

speech. The short-term synthesis filter models this eSect and introduces short-term 

correlations into the reproduced speech. In this section we discuss the form of this 

hlter and methods of calculating and quantizing its coefficients. 

For many sounds, especially non-nasal voiced sounds, the vocal tract can be mod-

elled as an all-pole linear filter [4]. However when the glottis is opened the nasal 

tract is coupled to the vocal tract, and zeros are introduced into the speech spectrum. 

Thus nasal sounds tend to have spectral zeros, as do some non-nasal unvoiced sounds. 

Nevertheless, although some attempts have been made to use pole-zero models for the 

synthesis Alter (see for example [35]), almost all codecs use a simple all-pole model. 

This is because of the ease with which the parameters of the all-pole Alter can be cal-

culated. Also if the number of poles is high enough even zeros in the speech spectrum 

can be approximately represented. Therefore in our work we have used only all-pole 

synthesis Alters. 

In forward adaptive systems the predictor coefAcients are calculated from the input 
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speech and sent to the decoder as side information. Initially the input speech is 

buffered and split into frames. Then for each frame a set of p coeScients are found 

to produce an all-zero prediction Alter P(z) which, using the previous p input speech 

samples — 1), - 2) - - - — p), predicts a value g(M) for the present speech 

sample g(M). P(z) takes the form 

= (3.1) 

and is related to the prediction error Alter A(z), which is also known as the inverse 

Alter, by 
p 

v4(z) = 1 - P(z) = 1 - (3.2) 
i=l 

The prediction Alter coe@cients - Op are chosen to minimise the energy of the 

error signal e(n) = 5 — 5(71). It is then asaiimedthat these are the coefAcients that best 

represent the spectrum of the speech in the all-pole synthesis Alter H(z) = l/v4(z). 

We will consider the validity of this assumption in the next chapter. 

The error energy E is given by 

\ 2 

= IZ W - I ] «i5(M - z)") . (3.3) 
71 \ 1=1 / 

Our task is to calculate 02 ' Op so that E is minimised. To do this we set = 

0 for 2 = 1,2 - p which leads to a set of p simultaneous equations for the coefAcients 

p 

Oi<;!'(2, A;) = (;6(%, 0) for i = 1,2 - - - p (3.4) 
k=l 

where 

(̂ (%, A;) = ^ g ( n —%)s(M —A;). (3.5) 
71 

To And the synthesis Alter coefAcients we must calculate the values (̂%, A:) and use them 

to solve Equation 3.4. The exact form of the equations to be solved depends very much 

on the limits over which the residual error signal e(M) is summed in Equation 3.3 when 

Anding the error energy E to be minimised. Two different approaches are possible -

we can consider the input speech signal s(m) to be of inAnite duration and window the 
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error signal e(M) to a Bnite interval, or vice-versa. Windowing the input signal 5(71) 

to be non-zero only for 0 < M - 1, where Z, is the analysis frame length, leads to 

the auto-correlation approach. Conversely if we sum the error signal only over 

the range — l i n Equation 3.3 then we have the covariance approach. 

Because the covariance method minimises the actual error signal e(M) over the 

analysis frame length, and does not involve any modi&cation of the input speech signal, 

it tends to lead to higher prediction gains than the autocorrelation approach. However 

when JL » p, as is typically true for the short-term synthesis Glter analysis, the 

differences are small. Also it can be shown [1] that the autocorrelation approach leads 

to a set of values for <̂ (2, A) such that ^ is a symmetric Toeplitz matrix. This allows 

Equation 3.4 to be solved very efficiently [36] using the Levinson-Durbin algorithm, 

and also ensures [37] that the resulting all-pole synthesis Slter will be stable. These 

are important advantages and so the autocorrelation method is commonly used in 

speech coding applications, and is the method we have used in our studies. 

The vocal tract can be modelled as a series of uniform lossless acoustic tubes 

[4, 38]. It can then be shown that for a digital all-pole synthesis hlter to approximate 

the effect of such a model of the vocal tract its delay should be at least twice the time 

required for sound waves to travel along the tract. For a vocal tract of length 17 cm 

and a sampling rate of 8 kHz this corresponds to the order p of the filter being at leaat 

8. Generally a few extra taps are added to help the filter cope with e&cts not allowed 

for in the lossless tube model, such as spectral zeros and losses in the vocal tract. We 

simulated the effect of changing the order p on the prediction gain of the inverse filter 

A(z). We used about eleven seconds of speech data obtained from two male and two 

female speakers. The speech was sampled at 8 kHz and split into 20 ms frames. For 

each frame the hlter coefficients were calculated using the autocorrelation approach 

on the Hamming windowed speech data, and the prediction gain waa calculated and 

converted into decibels. Here the prediction gain is defined as the energy of the original 

speech samples 5(71) divided by the energy of the prediction error samples The 

overall prediction gain was taken as the average of the decibel gains for all the 20 ms 

frames in the speech hie. 

The results of our simulations are shown in Figure 3.2. Also shown in this hgure is 

the variation of the segmental SNR of a CELP codec with the order p of its synthesis 

hlter. The Alter coeScients were calculated for 20 ms frames aa described above, 



CHAPTER 3. LOW COMPLEXITY CEIP CODECS 36 

-a 12 

• Prediction Gain 
0 Segmental SNR 

8 10 12 
Filter Order (p) 

20 

Figure 3.2: Variation of LPC Performance with Order p 

and were left unquantized. The excitation parameters for the codec were determined 

identically to our 7.1 kbits/s codec as described later, except no error weighting was 

used. It can be seen that both the prediction gain of the inverse filter and the segmental 

SNR of the codec increase as the order of the synthesis Alter is increased. However, in a 

forward adaptive system, each synthesis Alter coefEcient used requires side information 

to be sent to the decoder, and so we wish to keep their number to a minimum. We 

chose p = 10 as a sensible compromise between a high prediction gain and a low 

bit-rate. 

The rate required to transmit information about the synthesis Alter also depends 

on how often this information is updated, ie on the frame length i,. We carried out 

similar simulations to those described above to see how the frame length affected the 

prediction gain of the inverse Alter and the segmental SNR of a CELP codec. The order 

p of the Alter was Axed at p = 10 and the coefAcients were calculated using Hamming 

windowed speech frames of length L samples. However the prediction gain and the 



3. COM?I/EXITY CEZ,f CODECS 37 

• Prediction Gain 
0 Segmental SNR 

pq 
T3 1 6 . 12.413 

.2 16.6 

o 16.5 11.8 W) 

100 150 200 250 300 350 400 450 
Frame Length L (Samples) 

Figure 3.3: Variation of LPC Performance with Analysis Frame Length L 

segmental SNR were calculated using frames 20 ms long to 6nd the gains/SNRs which 

were converted into decibels and averaged. This was done to try and ensure a fair 

comparison within our results, which are shown in Figure 3.3. It can be seen that 

for very short analysis frame lengths both the prediction gain and the segmental SNR 

are well below the best values found. This is probably because we have used the 

autocorrelation method of analysis, and for small values of Z, we do not have Z/ 3> p 

and so inaccuracies are introduced due to the windowing of the input speech signal. 

The best values of the prediction gain and the segmental SNR are given for Z = 160, 

which corresponds to a 20 ms frame length. For larger size frames there is a gradual 

decrease in the performance of the hlter due to the non-stationary nature of speech. 

The synthesis Alter coefRcients must be quantized in order to be sent to the de-

coder. Unfortunately the filter coefhcients themselves are not suitable for quantization 

because the frequency response of the synthesis filter is very sensitive to changes in 

them. This means even a small change in the values of the coeSicients when they are 
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quantized can lead to a large change in the spectrum of the synthesis Alter. Also it is 

di&cult to ensure that a given set of coefBcients will produce a stable synthesis hlter. 

Thus although the autocorrelation approach guarantees a stable filter, this stability 

could be easily lost through direct quantization of the Slter coefhcients. Therefore 

before quantization the coefBcients are converted into another set of parameters from 

which they can be recovered but which are less sensitive to quantization noise and 

which allow stability to be easily guaranteed. Some schemes use rejection coefScients, 

which are related to the lossless tube model of the vocal tract and are calculated as 

a by-product of using the Levinson-Durbin algorithm to solve Equation 3.4. Using 

these coefhcients the stability of the synthesis hlter can be easily ensured by limit-

ing the magnitude of all the coeGicients to be less than one. Typically the rejection 

coefhcients are transformed, using the inverse-sine transformation or log-area ratios, 

before quantization. 

Another representation of the short-term Alter coefficients, and the one we have 

used, is the set of Line Spectrum Pairs (LSPs) [39], or Line Spectral Frequencies 

(LSFs) [40]. These are derived as follows. A given inverse Elter v4(z) of order p can 

be arbitrarily extended to order p -I-1 by letting the 'p -t- I ' th reflection coe&cient be 

-1-1 or -1. This corresponds to complete closure or opening at the 'j) -t- I'th stage in 

the acoustic tube model. The two resulting polynomials have all their zeros interlaced 

on the unit circle, and the frequencies of these zeros (between 0 and 7r) give the LSFs. 

It can be shown that the synthesis Alter derived from a set of LSFs will be stable if 

the LSFs are ordered ie LSFi < LSFg < LSF3 etc. Thus the stability of the synthesis 

Alter can be easily ensured when using LSFs. In our codecs the ten LSFs derived 

from the 10th order linear prediction Alter are quantized with 34 bits using the scalar 

quantizer designed for use with the DoD 4.8 kbits/s codec [24]. This led, using the 

simulation conditions described earlier with p = 10 and = 160, to the prediction 

gain for the inverse Alter dropping from 17.1 dB to 16.7 dB and the segmental SNR 

of the codec dropping from 12.9 dB to 12.4 dB. Recently vector quantizers have been 

used to represent LSFs with fewer bits than are necessary for scalar quantizers (see 

for example [41]). Although we have not tried using such quantizers it should be 

possible to reduce the bit-rate of our codecs by around 0.5 kbits/s by using vector 

quantization. Such quantizers are capable of accurate representation of the LSFs and 

so the only penalty to be paid is an increase in the complexity of the encoder. This is 
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a possible area for future work. 

Generally the synthesis Alter parameters are calculated by the encoder and trans-

mitted to the decoder once per frame. We can however use some form of interpolation 

to update the filter coefhcients every sub-frame, and minimise large changes in them 

from one frame to the next, without increasing how often they are transmitted. We use 

the scheme described in [1]. For our 7.1 kbits/s codec the frame length is 20 ms and 

each frame contains four sub-frames. However the LPC parameters are calculated us-

ing a Hamming window with an analysis frame length of 25 ms (or Ave sub-frames), so 

that the LPC windows for subsequent frames overlap by one sub-frame. The position-

ing of the LPC analysis windows are arranged so that the centre of the 4th sub-frame 

to be coded coincides with the centre of the Hamming window, and so the quantized 

LSFs are used directly in this sub-frame. The LSFs for the other three sub-frames 

are found using linear interpolation between the present set of quantized LSFs and 

the previous set. This interpolation led, using the simulation conditions described 

earlier with the ten LSFs quantized and an update rate of 20 ms (160 samples), to 

the prediction gain for the inverse Alter increasing from 16.7 dB to 17.0 dB and the 

segmental SNR of our 7.1 kbits/s codec rising from 12.4 dB to 12.9 dB. A similar-

arrangement is used for the 4.7 kbits/s codec - the frame length is 30 ms with four 

7.5 ms sub-frames, but the LPC analysis window is 37.5 ms long. 

3.4 The Error Weighting Filter 

CELP codecs choose the excitation signal for the synthesis Alter in a closed-loop 

manner with the aim of minimising the error between the original and the reconstructed 

speech. The theory of auditory masking suggests that the noise in the formant regions 

(where the speech has high energy) can be partially or totally masked by the speech 

signal. Therefore it makes sense to try and concentrate the error energy in these 

formant regions. This is the function of error weighting Alters in AbS codecs. 

These error weighting Alters should emphasise noise in the frequency regions where 

the speech has low energy, and de-emphasise the noise in the formant regions. The 

most commonly used Alter, and the one we have used in our work with high delay 

codecs, is of the form 
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where v4(z) is the LPC inverse Alter and 'y is a bandwidth expansion factor between 

0 and 1. We used 'y = 0.8 for our 7.1 kbits/s codec, and 'y = 0.9 for the 4.7 kbits/s 

codec. This error weighting produced a signihcant increase in the subjective quality 

of the reconstructed speech, at the expense of a decrease in the codec's segmental 

SNR. For example for our 7.1 kbits/s codec the segmental SNR is 12.9 dB with no 

weighting, but drops to 12.1 dB with error weighting. 

Recently other forms of error weighting have been suggested for speech codecs. 

For example in the CCITT 16 kbits/s [3] codec a hlter 

^ (3.7) 

is used where — 0.9 and '̂ 2 = 0.6. We used this weighting hlter in our work with 

low delay codecs in Chapters 6 and 7. In [13] an explicit auditory model is used to 

try and take account of the details known about psychoacoustics and masking. 

3.5 The Adaptive Codebook Search 

The excitation signal is determined every sub-frame, ie four times a frame, and 

is chosen to minimise the mean square weighted error over the sub-frame, where 

1 iV— 1 
(3-8) 

n = 0 

and is the number of samples per sub-frame. In the coders we have simulated the 

sub-frames are 5 ms long for the 7.1 kbits/s codec and 7.5 ms long for the 4.7 kbits/s 

codec. Therefore TV is 60 for the low-rate codec and 40 for the high-rate codec. 

The excitation is given by 

—<3) (3.9) 

where and a are the adaptive codebook gain and delay and t;(n) is the hxed 

codebook signal. The adaptive codebook models the long term periodicity, ie the 

pitch, of the speech, and produces an output which is a scaled version of some previous 

excitation. It is equivalent to a one tap predictor with v(n) as its input, u(n) as its 

output and a transfer function Z,(Z) = ^ . 

In an optimal coder the hxed codebook and the adaptive codebook parameters 

would all be optimized together in order to minimize However in practice this 
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is not usually done due to the complexity it would involve. Instead a sub-optimal 

approach is used and the adaptive codebook parameters are determined hrst, by as-

suming that the fixed codebook signal is zero. Then 

= (3.10) 

In every sub-frame a and (9i are chosen to minimize the weighted error 6̂ ,(7%). 

This is given by 

= - (A(n) * 'u(n) -t- 50(72)) 

= g«,(M)-|^M(z)/i(n-%)-t-go(M)j (3.11) 
\i=0 / 

where /̂ (Ti) is the impulse response of the weighted synthesis 61ter l/yl(z/'y) and ao(M) 

is the zero input response of the 61ter due to its memory of the input in the previous 

sub-frame. Substituting Equation 3.10 into Equation 3.11 gives 

6w()T') — 'S (̂M) — ^'u(% — 0!)A(M — %) + go(M)̂  

= i(n,) - Gi^c,(Ti) (3.12) 

where 

37(7%) = gu;(M) - ao(7i) (3.13) 

is the target for the adaptive codebook search, and 

2/a()^)=^T^(^-o:)/)()i-%) (3.14) 
i—O 

is the convolution of the adaptive codebook signal 7/(71 — a) with the impulse response 

of the weighted synthesis Alter. Thus, ignoring the hxed codebook contribution, we 

can write the weighted mean square error as 

1 M — 1 

^ (a;(7i) — Gi^a(7i))^ . (3.15) 
71=0 

Setting = 0 gives the optimum gain for a given delay a as 

„ £lo' x{n)yjn) 
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and substituting this into Equation 3.15 gives the minimum mean square weighted 

error for a given delay as 

J 
' (3.17) 

\?i=0 / N 

where 
( E S a:(")y»(")) 

E S j , J ( n ) • 

To find the optimum adaptive codebook parameters we calculate the value of X for 

all possible delays a, and the delay which maximises % is chosen. The corresponding 

gain is then given by Equation 3.16. 

Note that the past excitation signal — a) is only available for M — CK < 0. When 

M — a > 0 the 'past excitation' is part of the excitation for the current sub-frame 

and so is not yet known. Therefore for delays less than the sub-frame length N only 

the first a values of — a) are available. We make up the rest of the values by 

repeating the available pattern, ie taking — 2o:) for a < M < 2a! — 1 etc, until the 

range 0 < M < TV — 1 has been covered. 

The computational load required to calculate the convolution for all possible 

values of the delay a would be large if they were all calculated independently. For-

tunately this can be avoided by calculating the convolution for the lowest value of CK 

and then using an iterative procedure to find for all the other necesseiry values 

of CK [1]. This iterative procedure is possible because the adaptive codebook codeword 

for a delay a is merely the codeword for the delay a — 1 shifted by one sample, with 

one new value «(—a) introduced, and one old value % (jV — a) discarded. This is true 

except for delays less than the sub-frame length TV, for which the iterative procedure 

is complicated slightly because of the repetition described above used to make up the 

codewords. 

In our codecs the delay can take any integral value from 20 to 147, and so is 

represented with seven bits. The gain Ci is non-uniformly quantized with three bits, 

giving a total of ten bits per sub-frame for the adaptive codebook information. 
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3.6 Fixed Codebook Search 

In the Anal stage of its calculations the coder Ends the &x:ed codebook index and gain 

which minimise En,. Taking the Exed codebook contribution (which was ignored in 

the last section) into account the weighted error signal is given by 

eu,(M) = Su,(n,) -

= 5̂ ,(71) — (So(7T,) + Ci2/a(M')) — G2CA:(M) * 

= f (») - C2Ct(n) * /i(M) (3.19) 

where 

a(n) = ĝ u(M) - go(n) - Ci^a(?i) (3.20) 

is the target for the fixed codebook search, ct(M) is the codeword from the hxed 

codebook and Cg is the fixed codebook gain. Thus 

71=0 
1 AT-l 

" Iw ^ ^ (̂ 2[Ct(M) * /^()i)])^ . (3.21) 
n=0 

Setting ^E^/^Cg = 0 gives the optimum gain for a given codeword 0̂ (7%) as 

Ej^^&()^)[cA:(M) * /l(M)] 

ECo^[Ck(M) * /̂ (M)]̂  

^ (3.22) 
& 

where 
AT-l 
^ ;̂ (M)[cjt(M) * /i(?^)] (3.23) 
71=0 

and 
yv̂ -i 

& = 12 (3.24) 
n=0 

Physically is the energy of the Altered codeword, and C^ is the correlation 

between the target signal :r(?2) and the filtered codeword. In the search for the fixed 

codebook parameters the values of calculated for every codeword /c and 
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the optimum gain for that codeword is calculated using Equation 3.22. The gain is 

quantized to give C2 which is substituted back into Equation 3.21 to give 

N 71=0 

1 /N—1 TV—1 TV—1 
= I] - 2C2 I] + ^2 [CtW * 

\n=0 n=0 n=0 

2 /N-l 

N 
y i — 2C2Ck + Ĉ 'Ck j - (3.25) 
72 — 0 / 

The term = C2(2Ct — C2&) is calculated for every codeword, and the index which 

maximises it is chosen. This index along with the quantized gain is then sent to the 

decoder. 

Traditionally the major part of a CELP coder's complexity comes from calculating 

the correlation Ct and energy for every codebook entry. Prom Equations 3.23 and 

3.24 these are given by 

AT-l 

7/-1 
= ^ (̂M)cA:(n) (3.26) 

n=0 

and 

where 

AT-l 

n=0 

TV-l Ar-2 AT-l 
= + E]^t(2)ct(j)(^(%,;) (3.27) 

i=0 i=0 j=i+l 

l/'(%) = &(%) * A(—%) 
AT-l 

= :r(M)/i(M — %) For 2 = 0 - - - N — 1 (3.28) 

and 
jV-l 
Z A(n-2)A(n—j) For%,j = 0- -A/^—1. (3.29) 

n=nKiz(i,j) 

The functions '̂ (%) and (̂%, j) can be calculated once per sub-frame, but then and Ct 

must be calculated for each codeword. This involves a large number of additions and 
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Pulse Number i Amplitude Possible Position 
0 +1 0,8,16,24,32,40,48,56 
1 -1 2,10,18,26,34,42,50,58 
2 + 1 4,12,20,28,36,44,52 
3 -1 6,14,22,30,38,46,54 

3.1: Pulse Amplitudes and Positions for the 4.7 kbits/s 

Pulse Number i Amplitude Possible Position 
0 +1 1,6,11,16,21,26,31,36 
1 -1 2,7,12,17,22,27,32,37 
2 + 1 3,8,13,18,23,28,33,38 
3 -1 4,9,14,19,24,29,34,39 

Table 3.2: Pulse Amplitudes and Positions for the 7.1 kbits/s Codec 

multiplications by the elements of ct(M). Several schemes, for example binary pulse 

excitation [42], have been proposed to simplify these calculations by using codebooks 

where most of the entries ct(M) are zero, thus greatly reducing the number of additions 

necessary to End and C^. Also if the non-zero elements of the codebook are equal 

to -t-1 or -1 then no multiplications are necessary and Ct and can be calculated by 

a series of additions and subtractions. 

In our codecs we use the algebraic codebook structure which was originally pro-

posed in [43]. Each codeword %(») has only 4 non-zero pulses, which have amplitudes 

of either +1 or -1. Also each non-zero pulse has a limited number of positions within 

the codeword where it can lie. The amplitudes and possible positions within the code-

word for each of the four pulses are shown in Table 3.1 for our sub-frame size 60 4.7 

kbits/s codec, and in Table 3.2 for our sub-frame size 40 7.1 kbits/s codec. In both 

codecs each pulse can take up eight positions, and so the chosen positions can be rep-

resented with three bits each, giving a total of twelve bits per sub-frame to represent 

the codebook index. The gain sign is represented with one bit and its magnitude is 

quantized with four bits using logarithmic quantization. This gives a total of 17 bits 

per sub-frame for the hxed codebook information. 

The algebraic codebook structure haa several advantages - it does not require any 

storage and is robust to channel errors. Most importantly it allows the values C^ and 

to be calculated very e@ciently. From Equations 3.26 and 3.27 

Ct = - V 'W) + V 'W) - (3.30) 
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and 

Line Spectrum Frequencies 34 
Adaptive Codebook Delays 28 (4*7) 

Adaptive Codebook Gains Ci 12 (4*3) 
Fixed Codebook Index A 48 (4*12) 

Fixed Codebook Gains (?2 20 (4*5) 
Total 142 

Table 3.3: Bits Allocated per Frame 

+ mi) - 2<;6(mi, mo) 

+ <;6(m2,m2) + 2^(m2,m,o)-2(;6(m2,mi) 

+ ms) - 2(;!,(m3, m,o) + 29!»(m3,mi) - 2(;6(m3, mg) (3.31) 

where m^ is the position of the pulse number i By changing only one pulse position 

at a time Ct and can be calculated using four nested loops. In the inner loop Ct is 

updated with one addition, and with three multiplications and four additions. This 

allows for a very efhcient codebook search. 

3.7 Decoder Structure 

The previous four sections have described the structure of our encoder. In the decoder 

the codebook information transmitted from the encoder is used to hnd an excitation 

signal 'u(M). If there are no channel errors this will be identical to the excitation 

signal 16(7%) in the encoder. It is then passed through a synthesis Alter 1/A(z) to give 

the reconstructed speech signal g(M) as shown in Figure 3.1. The parameters of the 

synthesis filter are determined from the line spectrum frequencies transmitted from 

the coder, using interpolation as described in Section 3.3. 

The number of bits allocated per frame for the various pieces of information to 

transmitted from the encoder to the decoder is summarized in Table 3.3. A total of 

142 bits per frame are transmitted, which with a 20 ms frame length gives a rate of 

7.1 kbits/s, and with a 30 ms frame length gives a rate of just over 4.7 kbits/s. 
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CELP Codebook Search 300,000 
ACELP Codebook Search 15 

LPC Analysis 0.75 
Adaptive Codebook Search 7 

Table 3.4: Encoder Complexity (MFLOPs) 

3.8 Conclusion 

In this chapter we have described in detail the general framework of CELP codecs, and 

a particular codebook structure which allows an e@cient codebook search. Table 3.4 

shows the approximate complexity, in terms of millions of Soating point operations per 

second (MFLOPs), of the various stages of the encoding procedure for the 7.1 kbits/s 

codec. Also shown is the complexity for a non-sparse 12-bit Exed codebook search. 

As can be seen the fixed codebook search accounts for the majority of the complexity 

in the encoder, and the algebraic codebook structure gives a huge reduction in this 

complexity. In total the encoding procedure we have described requires approximately 

23 MFLOPs, with most operations being spent on the two codebook searches. The 

decoder does not have to do any codebook searches but merely hlters the selected 

excitation through the synthesis filter. As a result it is much less complex and requires 

only about 0.2 MFLOPs. 

The two codecs described here were tested with the speech file described earlier. 

The 4.7 kbits/s codec produced good communications quality speech with a segmental 

SNR of 10.5 dB while the 7.1 kbits/s codec produced speech which was noticeably 

more transparent and had a segmental SNR of 12.1 dB. 



Chapter 4 

Optimization of the CELP Codec 

Parameters 

4.1 Introduction 

In the previous chapter we discussed the general structure of CELP codecs. This 

largely closed-loop structure is used in order to produce reconstructed speech which 

is as close as possible to the original speech. However there are two exceptions to an 

entirely closed-loop approach which are used in most CELP codecs. The hrst is in the 

determination of the synthesis hlter which is simply assumed to be the inverse 

of the short-term linear prediction error Alter v4(z) which minimises the energy of the 

prediction residual. This means that although the excitation signal 1̂ (71) is derived 

taking into account the form of the synthesis Alter, no account is taken of the form of 

the excitation signal when the synthesis Alter parameters are determined. This seems 

like an obvious deAciency, and means for example that the synthesis Alter may try 

to take account of long-term periodicities which would be better left to the adaptive 

codebook to deal with. 

The second departure from a strict closed-loop approach in most CELP codecs 

is in the determination of the codebook parameters. Rather than the adaptive and 

Axed codebook parameters being determined together to produce an overall minimum 

in the weighted error signal, the adaptive codebook delay and gain are determined 

Arst by assuming that the Axed codebook signal is zero. Then, given the adaptive 

codebook signal, the Axed codebook parameters are found. This approach is taken 

48 
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in order to reduce the complexity of CELP codecs to a reasonable level. However 

it seems obvious that it must lead to some degradation in the reconstructed speech 

quality. 

In this chapter we discuss ways of overcoming the two exceptions to the closed-

loop approach described above, and try to improve the quality of the reconstructed 

speech from our codecs while maintaining a reasonable level of complexity. We have 

concentrated our studies on the 4.7 kbits/s forward adaptive ACELP codec described 

in the previous chapter, although the techniques described will be applicable to other 

AbS codecs. 

4.2 Calculation of the Excitation Parameters 

In this section we discuss the procedure traditionally used for the adaptive and Gxed 

codebook searches in CELP codecs, and ways in which this procedure can be im-

proved. First the theory behind a full search procedure is given. Then we describe 

how the equations derived for a full search reduce to those in Sections 3.5 and 3.6 

derived for the usual sequential determination of the codebook parameters. In Section 

4.2.3 we describe the full search procedure, its complexity and the results it gives. 

Section 4.2.4 describes various sub-optimal approaches which can be used, and hnally 

Section 4.2.5 describes the quantization of the codebook gains. 

4.2.1 Fiill Codebook Search Theory 

Consider the weighted error 6,̂ (71) between the weighted input speech and the weighted 

reconstructed speech. This is given by 

e^(M) = (4.1) 

= - Ci2/aW - C2[ct(M) + A(M)] 

where the symbols used here have the same meaning as in Chapter 3. To recap 

is the weighted input speech, is the zero input response of the weighted 

synthesis Alter due to its input in previous sub-frames, Ci is the adaptive codebook 

gain, 1/0 (») = — a) is the Altered adaptive codebook signal, C2 is the Sxed 

codebook gain, ct(M) is the fixed codebook codeword and is the impulse response 

of the weighted synthesis Alter. 
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The search procedure attempts to End the values of the adaptive codebook gain 

Ci and delay a and the hxed codebook index A; and gain Gg which minimise the mean 

square error Ê ,̂ taken over the sub-frame length This is given by 

1 7V-1 

n=0 
2 N-l 

n=0 

2 

i / TV—1 TV—1 TV—1 iV—1 
: I Z Z ] + <̂ 2 H [ct W * - 2Ci ^ a:W2/«W 

\n~0 n=0 n=0 n=0 

TV—1 TV—1 \ 
-2C2 ^ z(M)[ct(M) * A(M)] + 2C1C2 Z i/aW[ct(n) * j (4.2) 

?i=0 n=0 / 

where a;(M) = — 5o(M) is the target signal for the codebook search, referred to 

as the LTP target in Section 3.5. We can rewrite this formula as 

1 /N=l \ 

Ew = ^ ^ — 2CiCa — 2G2Ct + 2CiC2}^A: j 

" ^ ( 1 
where 

Tjitk = 2 (CiCa + C2Ck — CiC2y^k) — (4 4) 

is the term to be maximised by the codebook search. Here 
AT-l 

(a = IZ Z/a(^) (4.5) 

n—0 

is the energy of the filtered adaptive codebook signal and 

TV-l 

Ca = a;(M)^(,(n) (4.6) 

n=0 

is the correlation between the Altered adaptive codebook signal and the codebook 

target a;(M). Similarly is the energy of the Altered Axed codebook signal [ct(M)*/̂ (M)], 

and Ct is the correlation between this and the target signal. Finally 
AT-l 
Z i/a(M)[cA:(n) * /l(M)] (4.7) 

n=0 

is the correlation between the Altered signals from the two codebooks. With this 

notation we have tried to emphasis what codebook the variables are dependent on. 
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For example, once the weighted synthesis filter parameters are known, depends 

only on which delay a is chosen for the adaptive codebook, whereas depends on 

the indices o; and A; used for both the adaptive and fixed codebooks. 

The codebook search must And the values of the indices a; and A, and the gains Ci 

and Cg, which maximise 7^^ and so minimise E^,. For a given pair of indices a and 

A; we can And the optimum values for Ci and C2 by setting the partial derivatives of 

with respect to Ci and Cg to zero. This gives 
% 

aCi 

and 

— 2Ca — — 0 (4 8) 

i9T 
= 2Ct — — 2C2& = 0. (4 9) 

Solution of these two linear simultaneous equations gives the optimum values of the 

gains, for given codebook indices, as 

Gi = (4.10) 
SaSA ^ at 

and 

' " U , - ' 

The full search procedure must for every pair of codebook indices a. A; hnd the terms 

& & Cg Ct and use these to calculate the gains Ci and Cg. These gains 

can then be quantized and substituted into Equation 4.4 to give which the coder 

must maximise by the proper choice of a and A;. 

4.2.2 Sequential Search Procedure 

In this section we discuss how the equations derived above relate to those in Sections 

3.5 and 3.6 for the sequential search procedure which is usually employed in CELP 

codecs. In this sequential search the adaptive codebook parameters are determined 

first by assuming C2 = 0. Substitution of this into Equation 4.8 gives 

c . UT)\ 

ag in Equation 3.16. If we then substitute the values Ci = Ca/^a and Cg = 0 into 

Equation 4.4 the term to be maximised becomes 

CI Z . J . X(n)y„(n)^ 
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as in Equation 3.18. 

Once the adaptive codebook parameters have been determined they are assumed 

constant during the hxed codebook search. The LTP target is updated to give 

the 8xed codebook target where 

z(n) = 3;(n) - (4.14) 

and for each codebook index A; the energy and the correlation Ct between and 

the Altered codewords are found. The correlation term C* is given by 

;v-i 
Ct = 

? i = 0 

= H [CA(M) * A(M)] 
71=0 

= Ct — (4 15) 

Substitution of this into Equation 4.9 gives 

G2 = ^ (4.16) 

as in Equation 3.22, and the term to be maximised becomes 

= 2CiCa + 2C2(Ct — Cil^t) — 
= 2CiCa — + 2C2Ct — (4 17) 

Now as Ci and a are hxed we can ignore the first two terms above and write the 

expression to be maximised by the hxed codebook search as C2(2Ck — C2&), as in 

Section 3.6. 

4.2.3 Full Search Procedure 

We describe here the procedure used to perform a full codebook search to hnd the 

minimum possible weighted error E^. Although such a full search is not a prac-

tical method for use in real speech coders, it does give us an upper bound to the 

improvements which can be obtained over the sequential search approach. 

In order to perform a full search of the two codebooks the coder must calculate the 

value of using Equation 4.4 for every possible pair of codebook indices a and A;, 

and select the indices which maximise This means we must calculate and Cg 
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for every adaptive codebook codeword, and C^ for every 6xed codebook codeword, 

and for every pair of codewords. All the necessary values of C^, Ct and 

are calculated in the normal sequential search procedure. The extra complexity of the 

full search comes from calculating foi: Eill values of CK and A. 

Using a similar approach to that used to End Q in the normal search, can be 

written aa 

AT-l 
^ I ] 1/aW[ct(n) * 

n=0 

;v-i 

n=0 

AT-l 
= 1 ] (4.18) 

n=0 

where is given by 
AT-l 

- 7%). (4.19) 

Thus, once ^^(72) is known, using the algebraic codebook structure allows to be 

calculated using four additions for each hxed codebook index A;. Using four nested 

loops and updating the position of one pulse only in each loop allows us to hnd 

very efficiently. Also because of the nature of the Altered adaptive codebook signal 

^a(n,) we can 6nd ^̂ (̂M) efficiently using an iterative procedure. 

We simulated a full search codec in order to see what degradation the sequential 

approach gave compared to the ideal full search. We measured the performance of the 

codec using the segmental SNR and the weighted SNR measures as dehned in Chapter 

2. The delay a of the adaptive codebook was allowed to take any integer value between 

20 and 147, and a twelve bit algebraic hxed codebook was used as described in Section 

3.6. We found that quantizing the codebook gains with quantizers designed for the 

normal codec masked the improvements obtained with the full search. Therefore for 

all our simulation results reported here and in the next section neither Ci nor C2 were 

quantized. We consider quantization of the gains in Section 4.2.5. 

We found, for four speech-hies containing speech from two male and two female 

speakers, the full search procedure improved the average segmental SNR of our 4.7 

kbits/s ACELP codec from 9.7 dB to 10.8 dB. A similar improvement was seen in the 

average weighted SNR - it increased from 7.3 dB to 8.2 dB. The reconstructed speech 
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using the full search procedure sounded more full and natural than that obtained using 

the sequential search procedure. 

However these gains are obtained only at the expense of a huge increase in the 

complexity of the codec. Even with the techniques described above to allow the full 

search to be carried out eGiciently, such a codec is almost sixty times more computa-

tionally demanding than a codec using the standard approach. Therefore in the next 

Section we describe some sub-optimal approaches to the codebook search, with the 

aim of keeping the improvement in the reconstructed speech quality we have seen with 

the full codebook search, but reducing the complexity of the search to a reasonable 

level. 

4.2.4 Sub-Optimal Search Procedures 

The full search procedure described in the previous section allows us to End the best 

combination of the codebook indices a and /c. However this method is unrealistically 

complex, and in this section we describe some sub-optimal search strategies. 

One such search procedure, which we refer to here as "Method A", is to follow the 

sequential approach and And Oi and a by assuming 0% = 0, and then hnd Gg and /c 

while assuming and a are Axed. Then once a and A; have been determined we can 

use Equations 4.10 and 4.11 to jointly optimize the values of the codebook gains. To do 

this we need to know O^, C*, and for the chosen indices. The values of O^, 

and will be known from the codebook searches, and can be found from 

and Ct using Equation 4.15. The main computational requirement for the update of 

the gains is therefore the calculation of for the given a and /c, and this is relatively 

undemanding. In fact updating of the codebook gains given the codebook indices 

increases the complexity of the codec by about only two percent. Using the same 

speech-hies described earlier we found this update of the gains increased the average 

segmental SNR of the codec from 9.7 dB to 10.1 dB, and the average weighted SNR 

from 7.3 dB to 7.5 dB. 

Another possible sub-optimal approach to the codebook searches is to hnd the 

adaptive codebook delay a using the usual approach (ie by assuming Gg = 0), and 

then use only this value of a during the hxed codebook search in which Gi, (̂ 2 and A; 

are all determined. This is similar to an approach suggested in [44] where a very small 

(32 entries) hxed codebook was used, and a one tap HR Alter was used instead of the 
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adaptive codebook. For our codec we 6nd C^ and for every Gxed codebook 

index A; using the approach with four nested loops described in Sections 3.6 and 4.2.3. 

The values of and C^ are known from the adaptive codebook search, and so we can 

use Equations 4.10 and 4.11 to And Ci and C2, and then calculate using Equation 

4.4. The value of A; which maximises is chosen as the fixed codebook index. We 

refer to this joint codebook search procedure as "Method B". 

This Method B search allows the Sxed codebook entry to be selected taking full 

account of the possible variations in the magnitude of the adaptive codebook signal. If 

we could trust the initial value of a calculated assuming G2 = 0 to be correct, then it 

would give identical results to the full search procedure. However it is much less com-

putationally demanding than the full codebook search, and increases the complexity 

of the normal codec by only about 30%. In our simulations we found that it increased 

the average segmental SNR from 9.7 dB to 10.3 dB. Similarly the average weighted 

SNR increased from 7.3 dB to 7.8 dB. Thus this approach gives signihcant gains over 

the normal sequential search, but still does not match the results of the codec using 

the full search procedure. 

The diEerences between the results using the full codebook search, and those 

described above, must be due to differences in the adaptive codebook delay a chosen. 

We therefore tried a procedure to recalculate, or update, this delay once the 6xed 

codebook index A: is known. We refer to this hnal sub-optimal search procedure as 

"Method C", and it works as follows. The adaptive codebook delay is initially chosen 

assuming C2 = 0. Then the hxed codebook index is found by calculating Ci, C2 and 

for every A;, and choosing the index A; which maximises as in the Method B 

search. Then once A: is known we update the delay a by 6nding Ci, C2 and for 

each possible a, and choosing the delay a which maximises To do this we need 

to know Ca, Ct and for all values of a and the value of A; chosen during the 

fixed codebook search. As explained previously C^, and C^ will all be known 

already, and so we must calculate for all possible values of a and a hxed A;. 

This procedure to update the adaptive codebook delay once the Sxed codebook 

index is known increases the complexity of the codec by about a further 10% relative 

to the complexity of the normal codec. It improved the average segmental SNR for 

our four speech-Gles to 10.6 dB, and the average weighted SNR to 7.8 dB. 

The performance of the search procedures we have described in this section, along 
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Segmental SNR Weighted SNR Complexity 
Normal Sequential Search 9.7 7.3 1 

Method A 10.1 7.5 1.02 
Method B 10.3 7.8 1.3 
Method C 10.6 7.8 1.4 

Full Search 10.8 8.2 60 

Table 4.1: Performance and Complexity of Various Search Procedures 

with the normal and the full search methods, is shown in Table 4.1 in terms of the 

average segmental and weighted SNRs. Also shown are the complexities of codecs 

using these search procedures relative to a codec using the normal sequential search. It 

can be seen that the joint codebook search Method A gives a signiEcant improvement 

in the codec's performance with very little extra complexity. Also we can see that 

Method C, the most complex sub-optimal search procedure tried, increases the codec's 

complexity by only 40% but gives reconstructed speech, in terms of the segmental SNR 

at least, very similar to that using the much more complex full search procedure. 

The investigations we have reported in this section have ignored the effects of 

quantization of the codebook gains (?i and C2. However in any real coder we must 

somehow quantize these gains for transmission to the decoder. This is discussed in 

the next section. 

4.2.5 Quantization of the Codebook Gains 

In this section we study ways of quantizing the codebook gains and Cg to try and 

maintain the improvements we see with our various codebook search procedures. This 

was necessary because we noticed, especially for female speakers, quantization of the 

gains had a much more serious effect in the codecs with improved search procedures 

thnn for the normal codec. This meant that the improvement which arose from the 

new search procedures was largely lost when quantization was considered. For ex-

ample for one of our speech-Sles, containing the sentence "To reach the end he needs 

much courage" spoken by a woman, the segmental SNR of the normal codec with 

no quantization was 11.45 dB. With quantization of both gains this was only slightly 

reduced to 11.38 dB. The codec using the joint search procedure Method C gave a 

segmental SNR with no quantization of 12.45 dB. However with quantization this fell 

to 11.67 dB, meaning that the increase in the segmental SNR due to the improved 
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search procedure fell from 1 dB without quantization to 0.3 dB with quantization. 

There are several possible reasons for this effect. The most obvious is that when 

the gains are calculated in a different way their distributions change and so quant-

izers designed using the old distributions will be less effective. Also it may just be 

that the gains calculated with the improved search procedures are more sensitive to 

quantization than those calculated normally. 

Notice that Equation 4.10 gives the optimum value of only if C2 is given by 

Equation 4.11. When we quantize Cg the optimum value of Ci will change. We 

can Gnd the best value of Ci by substituting the quantized value of C2, ie Cg, into 

Equation 4.8. This gives 

Ci = (4.20) 

SO 

Similarly if the adaptive codebook gain hag been quantized to give Ci then the op-

timum value of C2 becomes 
a, = (4,21) 

We set about improving the quantization of the gains for the codec using our best 

sub-optimal search procedure ie Method C. A speech-hie, containing about eleven 

seconds of speech spoken by two men and two women, was used to train our quantizers. 

None of the speakers, or the sentences spoken, were the same as those used to measure 

the performance of the codec. Distributions for the two gains were measured using 

our training data when neither of the gains were quantized. We were then able to 

train quantizers using the Max-Lloyd algorithm [16]. 

There is a problem with the adaptive codebook gain Ci because while most values 

of Ci are between -t-1.5 and -1.5, a few values are very high. If we use all these 

values with the Max-Lloyd algorithm then the resulting quantizer will have several 

reconstruction levels which are very high and rarely used. We found that for an eight 

level quantizer trained using all the unquantized values of Ci, half the reconstruction 

levels were greater than 3 or less than -3. Using such a quantizer gives a serious 

degradation in the segmental SNR of the reconstructed speech. To overcome this 

problem the values of Ci must be cut down to some reasonable range. The DoD [24] 

codec uses the range -1 to -t-2, and we tried this and also the range -1.5 to +1.5, which 

was suggested by the PDF of our data. 

Another problem when using the Max-Lloyd algorithm to design a quantizer for 
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Segmental SNR Weighted SNR 
Normal Codec 9.5 7.1 

Improved Search and Quantization 10.0 7.5 

Table 4.2: Performance of Search Procedures with Quantization 

Ci is that one reconstruction level tends to get allocated very close to zero where the 

PDF of the gains is low. We overcame this problem by splitting the values of Ci 

into positive and negative values, and running the Max-Lloyd algorithm separately on 

each half of the data. Using these techniques we were able to design quantizers for Ci 

which outperformed the quantizer designed for the normal codec. 

Our normal codec used a four bit logarithmic quantizer for the magnitude of C2, 

with the sign being allocated an additional bit. We also used the Max-Lloyd algorithm 

to design a five bit quantizer for Cg using the distribution derived from our training 

data. 

We ran our simulation of the codec with Ci calculated using Equation 4.10, and 

quantized, and then Cg calculated using Equation 4.21. Using this technique we were 

able to derive distributions for Cg when Ci was quantized with various quantizers. 

Similarly we were able to hnd distributions for when was quantized with various 

quantizers. These distributions were then used to train quantizers for to use in 

conjunction with those already designed for (?2, and vice-versa. We tried quantizing 

Ci first using various different quantizers, and then using the specially trained quant-

izer for C2. Similarly we tried quantizing C2 hrst and then using various specially 

trained quantizers for Ci. The best results were obtained when C2 was calculated first 

and quantized with the normal logarithmic quantizer, before Ci was calculated using 

Equation 4.20 and quantized using a Max-Lloyd quantizer trained with gains cut to 

the range -1 to 4-2. Such a quantization scheme improved the segmental SNR for 

the female speech Gle described earlier from 11.67 dB to 11.97 dB. The improvement 

was less significant for the two male speech-Sles, but on average using the improved 

quantization scheme gave a segmental SNR of 10.0 dB and a weighted SNR of 7.5 

dB. These Sgures should be compared to an average segmental SNR of 9.9 dB, and a 

average weighted SNR of 7.4 dB, when using the normal quantizers. 

The average segmental SNR and weighted SNR for our four speech-files using the 

codec with the normal search procedure and gain quantizers, and the codec with the 

improved search procedure (Method C) and quantization, are shown in Table 4.2. It 



CHAPTER 4. OPTIMIZATION OF THE CEI,P CODEC PARAMETERS 59 

can be seen that on average the improved search procedure and quantization gives an 

increase in the segmental SNR of about half a decibel, and the weighted SNR increases 

by 0.4 dB. The improvements are similar for both the male and female speech-hies, 

and in informal listening tests we found that the reconstructed speech for the improved 

search procedure again sounded more full and natural than that for the normal search 

procedure. 

Next we discuss methods of improving the performance of our 4.7 kbits/s forward 

adaptive ACELP codec by re-calculating the synthesis hlter parameters after the ex-

citation signal has been determined. However in Chapter 7 we return to joint 

codebook search procedures, and discuss using Method A and Method B described 

earlier to improve the performance of low delay backward adaptive CELP codecs. 

4.3 Calculation of the Synthesis Filter Parameters 

In the previous section we discussed ways of improving the determination of the code-

book parameters which give the excitation signal ^(n). At the decoder this excitation 

signal is passed through the synthesis hlter to give the reconstructed speech 

As described in Chapter 3 is usually simply assumed to be the inverse of 

the prediction error Alter A(z) which minimises the energy of the prediction residual. 

It is well known that this is not the ideal way to determine the synthesis hlter para-

meters. For example when the pitch frequency is close to the frequency of the hrst 

formant, which commonly happens for high-pitched speakers, the methods of spectral 

analysis described in Chapter 3 tend to give spectral envelopes with sharp and narrow 

resonances [45]. This leads to amplitude booms in the reconstructed speech which 

can be annoying. 

In this section we discuss ways of improving the synthesis filter to maximise 

the SNR of the reconstructed speech. Initially for simplicity the Alter coefhcients were 

not quantized. Also the technique described in Chapter 3 of overlapping the LPC 

analysis frames, and interpolating the Line Spectrum Frequencies between frames, 

was not used. This discarding of LSF interpolation means that the hlter coefEcients 

for the weighted synthesis filter change only once per frame rather than every sub-

frame. Therefore the energy of the Altered Axed codebook signals, ie needs to be 

computed only once per frame, and so the complexity of the Axed codebook search is 
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dramatically reduced. This reduces the overall complexity of the codec by about 40%. 

4.3.1 Bandwidth Expansion 

One well known and relatively simple way of improving the synthesis hlter parameters 

is to use bandwidth expansion [45]. In this technique the 61ter coe&cients at, produced 

by the autocorrelation or covariance analysis of the input speech, are replaced by 

where 'y is some constant less than one. This has the effect of expanding the bandwidth 

of the resonances in the transfer function of the synthesis Elter, and therefore helps 

reduce the problems mentioned above which occur when the pitch frequency is close 

to the drst formant frequency. 

The constant 'y can be expressed as [45] 

'y = exp(—(TTrT) (4.22) 

where T is the sampling interval and cr is the bandwidth expansion in Hertz. We 

tried using a 15Hz expansion, which corresponds to 'y =0.9941, and found that this 

improved the segmental SNR of our 4.7 kbits/s codec (with no LSF quantization or 

interpolation) from 9.90 dB to 10.59 dB. Also it is reported [46] that such an expansion 

improves the robustness of a codec to channel errors, and so we used bandwidth 

expansion in our studies on error sensitivity in Chapter 5. Note that like all the 

results quoted in this section those above were obtained for a speech-Ele containing 

one sentence each from two male and two female speakers. 

4.3.2 Least Squares Techniques 

Given an excitation signal (̂M) and a set of filter coeGcients ot, ^ = 1, 2 - p, the 

reconstructed speech signal g(M) will be given by 

p 

g(M)='u(M)4-^ot'S(M' —A:). (4.23) 
k~\ 

We wish to minimise E, the energy of the error signal e(M) = 5(7%) — 5(M), where 

5(72) is the original speech signal. E is given by 

^ = I ] (5(4 - g(M))̂  
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= 1 ] I - i z - A;) 
2 

t=l 
P 2 

= ^ f a;(n) - ^ - A) ) (4.24) 
n \ / 

where a;(n) = a(M) - 16(72) is the 'target' signal. For a given frame this target is 

hxed once the excitation signal haa been determined. The problem with Equation 4.24 

is that E is given in terms of not only the filter coefRcients but also the reconstructed 

speech signal 5(71) which of course also depends on the 61ter coeSBcients. Therefore 

we cannot simply set the partial derivatives ^E/^Oi to zero and obtain a set of p 

simultaneous linear equations for the optimal set of coefBcients. 

One approach which has been used in Multi-Pulse Excited codecs [47, 48] is to 

make the approximation 

s(M — A;) a(M — A;) (4.25) 

in Equation 4.24, which then gives 

E % ^ 3̂7(72,) - ^ 0̂ 5(7% - A;)l . (4.26) 
M \ &=i / 

We can then set the partial derivatives 9E/9ai to zero for % = 1,2 - -p to obtain 

a set of p simultaneous linear equations as shown below 

9E / A \ 
= —2 ^ f 3;(7i) — ^ ^^5(72 — A;) j 5(7% — %) = 0 (4.27) 

71 \ t=i / 

so 
p 

^ ^ 5(7% — 2)5(7% — A;) = 37(72)5(71 — %) (4.28) 
k=l n Ti 

for 2 = 1,2, - ,p. Similarly to Chapter 3 two different approaches are possible 

depending on the limits of the summations in Equation 4.28. If we consider 5(71) and 

16 (71) to be of inGnite duration and minimise the energy of the error signal 6(72) from 

72 = 0to77, = _L — 1, where is the analysis frame length, the summations in Equation 

4.28 are from 71 = 0 to T — 1 and we have a covariance like approach [1]. Alternatively 

we can consider 5(72) and 7/(72) to be non-zero only for 0 < 72 < I, — 1, which leads 

to an autocorrelation like approach [1] where the simultaneous equations to be solved 

become 
p L—l — \k~il L-l-i 

^ ^ 5(72)5(724- I A; — % I) = ^ 5(72)37(72 4- 2) . (4.29) 
k=l n=0 n=0 
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We tried these two approaches, both with and without windowing of &(?%) and ^(71), 

in our 4.7 kbits/s codec. We found that the updated hlter coeiBcients were, in terms 

of the SNR of the reconstructed speech, usually worse than the original coeGicients. 

This is because of the inaccuracy of the approximation in Equation 4.25. To obtain 

any improvement in the segmental SNR of the reconstructed speech it was necessary 

in each frame to And the output of the synthesis filter with the original and updated 

Alter coe&cients, and transmit the set of coefficients which gave the best SNR for that 

frame. Using this technique we found that the updated filter coefhcients were better 

than the original coefBcients in only about 15% of frames, and the segmental SNR of 

the codec was improved by about 0.25 dB. 

These results were rather disappointing, so we tried to End an improved method 

of updating the synthesis hlter parameters. One possibility comes to light if we write 

Equation 4.24 in a matrix notation 

where 

X 

a(0) — 'u(O) 

g(l) — M(l) 

(4.30) 

(4.31) 

5 = 

and 

^ s(ij — 1) — u[L — 1) y 

^ s(—1) s(—2) • • • s(—p) 

g(0) 'S(-l) a ( - p + l) 

^ s[L — 2) s(Z/ — 3) • • • s(^L — 1 — p) y 

02 

y Op y 

(4.32) 

(4.33) 

Note that here we have set the elements of i and ^ assuming that we are using the 

covariance like approach, but similar equations can be written for the autocorrelation 

approach. We must try to hnd a set of coe&cients a such that 

g a X (4.34) 
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Similar problems occur in many areas of science and engineering and are solved 

using Least Squares (LS) methods [49]. The usual technique is to assume that the 

'data' matrix ^ is known perfectly, and that the 'observation' vector ^ is known only 

approximately. Then a set of coefficients g are found such that 

= T + (4.35) 

and |A^|^ is minimised. One method of solving the LS problem is to use what are 

called the 'normal equations' 

^ ^ G = ^ (4.36) 

These equations are equivalent to those in Equation 4.28. However in our problem 

it is the data matrix ^ which is known only approximately, and the observation vector 

z which is known exactly. Therefore it seems obvious that the usual Least Squares 

technique will not be ideal for our purposes. 

In recent years a relatively new technique called Total Least Squares (TLS) [50] 

has been applied to several problems, see for instance [51]. In this method errors are 

assumed to exist in both ^ and ^ and we hnd a set of coefRcients a such that 

a = a; + Ax (4.37) 

where fAS || is minimised. Here | . |^ denotes the squared Frobenius norm 

of a matrix ie the sum of the squares of the matrix's elements, and f^A^ || Aa;̂  is a 

matrix constructed by adding A^ to ^ as the p + 1th column of the new matrix. 

The solution g of the TLS problem can be found using the singular value decompos-

ition of II [50]. We tried this technique, but found that it was not useful because 

a very large number (about 95%) of the sets of Alter coefficients it gave resulted in 

unstable synthesis hlters. 

One Anal Least Squares method we tried was the Data Least Squares (DLS) tech-

nique [52]. Here all the errors are assumed to lie in the data matrix and a set of 

coe@cients are found such that 

+ AS^ a = x (4.38) 

This is much closer to what we want in our situation, and again the solution can be 

found using singular value decomposition. However we found that the Slter coefRcients 

produced were very similar to those given by the TLS technique, with again about 

95% of the updated synthesis Slters being unstable. Therefore unfortunately neither 

the TLS nor the DLS update are practical solutions for our problem. 
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Figure 4.1: Powell Optimization Performance 

4.3.3 Optimization via Powell's Method 

Given our input speech signal g(M), the Biter's excitation and the reconstructed 

speech memory 5(-p), a ( -p + 1), - " , 5 ( - l ) , the error energy E is a function of the 

p filter coeSicients. Thus we can consider E as a p dimensional function which we 

wish to minimise. There are many different methods [49] for the minimisation of 

multidimensional functions, and we tried using the direction set, or Powell's, method 

[49]. This method works by iteratively carrying out a series of one dimensional line 

minimisations, and attempting to hnd a series of 'conjugate' directions for these min-

imisations so that the minimum along one direction is not spoiled by subsequent 

movement along the others. At each iteration a line minimisation is carried out along 

each of p directions, and then the p directions are updated to try and obtain the ideal 

conjugate directions. See [49] for details. The process ends when the decrease in E 

during a particular iteration is less than some given fractional tolerance. When this 

happens it is assumed that we have settled into a minimum, which we hope is the 

global minimum of E. In our simulations the line minimisations were carried out us-

ing Brent's method [49]. This does a series of evaluations of E for various sets of hlter 

coeScients, and hunts down the minimum along a particular direction using either a 

golden section search or parabolic interpolation. 

We tried this Powell optimization for various values of the fractional tolerance 
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Segmental SNR 
Codec with no Interpolation or BW Expansion 9.90 

Codec with Least Squares Optimization 10.13 
Codec with LSF Interpolation only 10.49 

Codec with Bandwidth Expansion Only 10.59 
Codec with Interpolation and BW Expansion 11.29 

Codec with Powell Optimization 11.85 

Table 4.3: Performance of Various Synthesis Filter Determination Techniques 

which controls when the process of iterations should end. A good indicator of the 

complexity of minimisation procedures, such as Powell's method, is the number of 

times the function E to be minimised is evaluated. Every 100 evaluations are ap-

proximately as complex as the whole encoding process in our standard ACELP codec. 

Figure 4.1 shows how the segmental SNR of our 4.7 kbits/s codec with a Powell op-

timization of the synthesis Glter varies with the number of evaluations of E carried 

out. The best SNR we were able to obtain was 11.85 dB, which was about 2 dB better 

f.hA,n the segmental SNR of the codec without interpolation of the LSFs. However as 

shown in Table 4.3 this difference is much reduced if we use bandwidth expansion 

and interpolation of the LSFs in the codec, and these method are much less complex 

thA.n the Powell's update. The Powell optimization is not a realistic option for a real 

codec, but it does give us an idea of the absolute best performance we can expect from 

updating the synthesis filter parameters. We see that without LSF quantization this is 

only about half a decibel better than a codec with LSF interpolation and bandwidth 

expansion. 

4.3.4 Simulated Annealing and the Effects of Quantizat ion 

In any real coder it is necessary to quantize the synthesis filter parameters for trans-

mission to the decoder. It is not clear whether this need for quantization will make 

updating the LPC parameters more or less worthwhile. On one hand the quantization 

may mask and reduce the improvement due to the update, but on the other hand the 

updating algorithm can take account of the quantization when it is choosing a set of 

hlter parameters and this may lead to the update having more eSect. 

We decided to start our investigation of the effects of updating the synthesis filter 

parameters with quantization of the LSFs by hnding an upper limit to the improvement 



COMPTER 4. OPTIMIZATION OF THE CEIP CODEC PAEAMETEPg 66 

possible. The Powell optimization method is meant to work on functions of continuous 

variables and so is not suitable when we consider quantization of the LSFs. Instead 

we used the technique of simulated annealing [49], which is more suitable for discrete 

optimization. 

Simulated annealing works, as its name suggests, in analogy to the annealing (or 

slow cooling) of metals. When metals cool slowly from their liquid state they start 

in a very disordered and high energy state and reach equilibrium in an extremely 

ordered crystalline state. This crystal is the minimum energy state for the system, 

and simulated annealing similarly allows us to find the global minimum of a complex 

function with many local minima. The procedure works as follows. The system starts 

in an initial state, which in our situation is an initial set of quantized LSFs. A 

temperature like variable T is defined, and possible changes to the state of the system 

are randomly generated. For each possible change the diEerence AE in the error 

energy between the present state and the possible new state is evaluated. If this is 

negative, ie the new state has a lower energy than the old state, then the system always 

moves to the new state. If on the other hand AE is positive then the new state has 

higher energy than the old state, but the system may still change to this new state. 

The probability of this happening is given by the Boltzmann distribution 

prob = exp (4 39) 

where A; is a constant. The initial temperature is set so that A;T is much larger 

than any AE that is likely to be encountered, so that initially most offered moves will 

be taken. As the optimization proceeds the 'temperature' T is slowly decreased, and 

the number of moves to states with higher energy reduces. Eventually A;T becomes so 

small that no moves with positive AE are taken, and the system comes to equilibrium 

in what is hopefully the global minimum of its energy. 

The advantage of simulated annealing over other optimization methods is that it 

should not be deceived by local minima and should slowly make its way towards the 

global minimum of the function to be minimised. In order to guarantee that this 

happens it is important to ensure that the temperature T starts at a high enough 

value, and is reduced suitably slowly. We followed the suggestions in [49] and reduced 

T by 10% after every lOOp oEered moves, or every lOp accepted moves. The initial 

temperature was set so that AT was equal to ten times the highest value of AE that was 

initially encountered. The random changes in the state of the system were generated 
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Figure 4.2: Performance of Quantized L8F Update Scheme 

by randomly choosing an LSF and then moving it up or down by one quantization 

level, provided that this did not lead to an LSF overlap, as it is necessary to avoid 

unstable synthesis hlters. 

We found that we were able to improve the segmental SNR of our 4.7 kbits/s 

codec with quantization of the LSFs from 9.86 dB to 10.92 dB. Note furthermore that 

we were able to achieve almost the same improvement with a much simpler search 

technique described below. Rather than choose an LSF at random to modify, and 

accept some changes which increase the error energy as well as all those which reduce 

the energy, we cycled sequentially through all p LSFs in turn. Each LSF was moved 

up and down one quantizer level to see if we could reduce the error energy. Any 

changes which reduced the error energy, but none which increased it, were accepted. 

This process can be repeated any number of times, with every testing of all p LSFs 

counting as one iteration. The segmental SNR of our codec against the number of 

update iterations used is shown in Figure 4.2 

We see that this method of updating the quantized synthesis filter parameters 

produces a segmental SNR of 10.8 dB after just three iterations. This is almost 

equal to the improvement produced by simulated annealing of the LSFs, and yet the 

complexity of the codec is increased by only about 80%. The improvement obtained 

(about 1 dB) is similar to that quoted in [48] of 10% in Multi-Pulse codecs at segmental 

SNRs of around 10 dB. However the method used in [48] required recalculating the 
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Figure 4.3: Effect of Update on Variation of SNR 

excitation after the update of the synthesis filter parameters, and so approximately 

doubled the complexity of the codec. 

As mentioned in [48] not only does the updating of the synthesis hlter help to 

increase the average segmental SNR, but it also helps remove the very low minima 

in SNR that occur for some frames. This effect is shown in Figure 4.3 which shows 

the variation of SNR for a sequence of fifty frames for 4.7 kbits/s codecs with and 

without update of the synthesis filter. The update used three iterations of the scheme 

described above. These low minima that occur can be subjectively annoying and so 

it is helpful if they can be partially removed 

It is also possible to update the synthesis hlter so as to try and increase the weighted 

SNR for each frame. We tried this using the iterative scheme described above, and 

found that the improvement in the weighted segmental SNR available through an 

update saturated after just one iteration. The weighted segmental SNR increased 

from 7.18 dB to 7.43 dB, and the conventional segmental SNR increased from 9.86 
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Segmental SNR 
Codec with no Interpolation or BW Expansion 9.86 

Codec with Bandwidth Expansion Only 9.89 
Codec with LSF Interpolation only 10.31 

Codec with Interpolation and BW Expansion 10.76 
Codec with Iterative Update 10.75 

Codec with Simulated Annealing Update 10.92 

Table 4.4: Performance of Synthesis Filter Techniques with Quantization 

dB to 10.08 dB. 

The results described above comparing codecs with updated synthesis hlter para-

meters to a codec with no update are reasonably good. However, as noted earlier for 

the codecs with no quantization of the LSFs, the results are not so impressive when 

compared to codecs using the techniques of bandwidth expansion and interpolation 

of the LSFs. This is shown in Table 4.4 Using both bandwidth expansion and inter-

polation of the LSFs gives a segmental SNR almost identical to that achieved using 

the iterative update algorithm. Also the interpolation and bandwidth expansion help 

remove the very low minima in the SNR in the same way that the update does. Al-

though several papers [48, 53, 54] have appeared reporting reasonable improvements 

using various methods of update, to our knowledge none of them have considered the 

effects of LSF interpolation and bandwidth expansion. Our codec with the iterative 

update of the LSFs is about 10 % more complex than the codec with interpolation and 

bandwidth expansion. However the LSF interpolation scheme described in Section 3.3 

increases the delay of the codec by two sub-frames, or 15 ms. Both interpolation (when 

used along with bandwidth expansion) and the iterative update scheme give very sim-

ilar improvements in the performance of the codec. If a 15 ms increase in the delay of 

the codec is not important then the LSF interpolation can be invoked. However our 

iterative update scheme provides an alternative which gives similar results without 

increasing the delay of the codec, and is only slightly more complex. 

The work reported in this chapter is summarised in [55]. In the next chapter we 

move on to investigating the error sensitivity of our 4.7 kbits/s ACELP codec. 



Chapter 5 

The Error Sensitivity of CELP 

Codecs 

5.1 Introduction 

As described in Chapter 3 CELP [2] seems to offer the most promising codecs for 

the next generation of mobile communication networks. CELP codecs are capable 

of producing good toll quality speech at low bit-rates with reasonable complexity. 

However almost equally important for a codec which is to be used over a radio channel 

is its ability to cope with random bit errors between the encoder and decoder. A mobile 

radio channel is particularly hostile [1] and when there is no line of sight path between 

the receiver and transmitter multi-path propagation leads to a channel which can be 

described by the Rayleigh distribution. Such a channel is not memory-less and deep 

fades of -20 dB, or more, are common. Such fades lead to error bursts and therefore 

it is necessary to use either interleaving, which attempts to randomise the bit errors, 

or a channel coder with good burst error correcting abilities. In any case a channel 

coder is essential for any speech coder which is to be used over a mobile radio channel 

at reasonable channel signal to noise ratios. However no channel coder will be able 

to remove all the bit errors without requiring an unreasonable bandwidth, and so 

even with channel coding it is important that the speech codec should be as robust as 

possible to errors. 

In this chapter we describe several methods for improving the bit error sensitivity 

of our coder, and also how to measure the error sensitivity of the speech encoder 

70 
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output bits 80 that the matching channel coder can be carefully designed to give most 

protection to the bits which are most sensitive. The results of simulations which are 

reported refer to our 4.7 kbits/s codec, and similar results were found to apply to the 

7.1 kbits/s codec. 

5.2 Improving the Spectral Information Error Sens-

itivity 

It has been noted [56, 57] that the spectral parameters in CELP coders are particularly 

sensitive to errors. There are many diSerent ways to represent these parameters, but 

Line Spectral Frequencies (LSFs) [40] oSer some deSnite advantages in terms of error 

robustness. One advantage is that the spectral sensitivities of the LSFs are localized 

[41], so that an error in a given LSF produces a change in the resulting spectrum 

only in the neighbourhood of the corrupted LSF. Another advantage is the ordering 

property of the LSFs. This means that for the synthesis Slter to be stable, it is 

a necessary and sufhcient condition that the LSFs from which it was derived are 

ordered, ie Z,<S'Ei < etc. Therefore if a set of LSFs are received which 

are not ordered, the decoder knows that there must be at least one error in the bits 

that represent these LSFs, and some action must be taken to rectify this error and 

produce a stable synthesis Elter. It is this action which is studied here. 

5.2.1 LSF Ordering Policies 

There is a high correlation between the LSFs of successive frames. This means that, as 

reported in [57], occasionally the LSF set for a given frame can be replaced by the set 

from the previous frame without introducing too much audible distortion. Therefore 

one possible policy for dealing with frames where non-monotonic LSFs are received 

is to completely discard the LSFs which were received for that frame, and use those 

from the previous frame. 

A better policy is to try and replace those LSFs which need to be, rather than all 

of them. In [58] when a non-monotonic set of LSFs is received, the two particular 

frequencies which cross over are replaced by the corresponding frequencies from the 

previous frame. Only if the resulting set of LSFs is still not ordered is the whole set 
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replaced. 

Several attempts have been made to try and identify which particular LSF is 

causing the instability, and then replace only it. In [59] use is made of the long-

term statistics of the differences between adjacent LSFs in the same frame. If two 

frequencies cross over then an attempt is made to guess w^hich one was corrupted, and 

in general the guess is right about eighty percent of the time. This "hit ratio" can be 

improved by including a voicing decision - in a frame of voiced speech the formants 

are sharper than in unvoiced frames, and so the spacings between adjacent LSFs are 

generally smaller. 

Instead of trying to guess which LSF from a non-monotonic set is corrupted, and 

then replacing this LSF with the corresponding frequency from a previous frame, we 

tried to produce a monotonic set of LSFs by inverting various bits in the received bit-

stream. Initially we try to determine which set of bits should be examined. For 

example if then we know that either 2,6"]^ or has been 

corrupted. When such a crossover is found we take the following steps 

1. We check to see if If it is we assume that is corrupted 

and select the bits representing this LSF as those to be examined. 

2. We check to see if If it is we assume is in error and 

select these bits to be examined. 

3. If neither of the checks above indicate whether it is 1 , 5 ' o r which is cor-

rupted then the bits representing both these LSFs are selected to be examined. 

4. We try to correct the LSF crossover by inverting each bit, one at a time, from 

those to be examined. After each bit inversion the new value of 2/5'̂ ^ or 

is decoded and checked to see if the crossover haa been removed, and no new 

cross-overs introduced. If several possible codes are found then the one which 

gives the corrected LSFs as close as possible to their values in the previous frame 

is chosen. 

5. If, as occasionally happens at high bit error rates, no single bit inversion can be 

found which corrects the LSF crossover, and introduces no new crossover, then 

we adopt the policy which is recommended in [60]. First then 

then both, and hnally the entire LSF set, is replaced by those in the previous 

frame until a monotonic set is found. 
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Figure 5.1: The CD Degradation Produced By Random Corruption of LSF Bits 

We simulated the eEect of the error correction scheme described above over a 

set of four sentences spoken by diSerent speakers. The predictor coeSicients were 

determined in a 4.7 kbits/s coder using the autocorrelation approach and a 15Hz 

bandwidth expansion was used. The LSFs were non-uniformly quantized with 34 

bits. The Cepstral Distance (CD) [9] degradation produced by errors in the bits 

representing the LSFs is shown in the Figure 5.1. The dotted curve represent the eEect 

of the scheme described in [58]. As can be seen our correction policy gives consistently 

better results, and a definite subjective improvement was heard in informal listening 

tests. 

Also in [59] a table of "Hit ratio" figures is included to indicate how often the 

correct LSF for replacement was chosen at various bit error rates. The figures for the 

improved hit ratio which resulted when the voicing decision was used are reproduced 

in Table 5.1. Also shown in this table is the hit ratio for our scheme, ie how often the 

bit which was inverted was part of the codeword for the LSF which had actually been 
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Bit error rate (%) 0.1 1 2 2.5 3 4 
Atungsiri's Scheme 100 80 80 82 79 80 

Our Scheme 100 88 92 93 93 92 
Correct Bit Hit 83 81 80 77 78 78 

Table 5.1: Hit Ratios For Various Algorithms 

corrupted. As can be seen our scheme performs signihcantly better than that reported 

in [59]. In the hnai row of the table are the hgures for how often the correct bit is 

inverted when a non-monotonic set of LSFs is received. As can be seen the bit causing 

the LSF overlap is corrected about eighty percent of the time, and when this happens 

the effect of the bit error is completely removed. As about 30 percent of corrupted 

LSF bits produce LSF cross-overs, this means that about twenty five percent of all 

LSF errors can be entirely removed by the decoder. 

5.2.2 The Effect of F E C on the Spectral P a r a m e t e r s 

Although our scheme described above can remove the effect of channel errors on the 

LSF bits about twenty hve percent of the time, the reconstructed speech is unaccept-

ably distorted if the bit error rate among the LSF bits is above about one percent. 

Therefore some sort of error correction code is necessary if the coder is to be used at 

higher bit error rates. We found which of the LSF bits were most susceptible to errors 

by taking one LSF bit at a time and corrupting it ten percent of the time. The result-

ing degradations in the segmental SNR and the Cepstral Distance of the reconstructed 

speech were noted. The 13 bits which were least sensitive in terms of CD degradation 

all gave a degradation of less than 0.05 dB when corrupted ten percent of the time, 

and were left unprotected. The remaining 21 bits were protected with a (31,21,2) 

BCH code which was simulated as follows. If two or less errors were generated in the 

31 bit code word then they were corrected, and if more than two errors were generated 

then we assumed that although the BCH code would be unable to correct these errors, 

it would at least be able to detect that the protected 21 bits may contain errors. Then 

in the decoding of the speech if an LSF crossover was found the decoder attempts to 

put it right by examining only unprotected bits, unless the BCH code indicates that 

the 21 protected bits may contain aa error. 

Thus the eHect of including FEC on some of the LSF bits is not only that the most 

sensitive bits are completely protected (unless the code fails), but also when an LSF 
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crossover occurs because of an error in one of the less sensitive bits, the bit Sipping 

algorithm is much more likely to select the correct bit to toggle. In fact we found that 

for frames where the FEC had not failed, if an LSF crossover occurred it was correctly 

fixed almost one hundred percent of the time. In informal listening tests we found 

that for a bit error rate of 2.5% among the LSF bits the distortions produced were 

barely noticeable, and at 5% although the distortions were noticeable the reproduced 

speech was still of acceptable quality. 

Recently an alternative means of improving the performance of speech and channel 

codecs, based on similar ideas, has been proposed [61]. This uses the ordering property 

of the LSFs, along with a specific property of multi-band excited codecs, to feed back 

information from the speech decoder to the channel decoder. The speech decoder 

indicates to the channel decoder if a set of received bits results in an LSF crossover, or 

is otherwise unlikely to be correct. The channel decoder can then use this information 

to help it decode the correct information from the received bit stream. Good results, 

in terms of the error correcting capability of the source aided channel decoder, are 

reported. 

5.2.3 The Effect of Interpolation 

In our codec the usual practice of employing interpolation between the present and 

the previous set of LSFs is used. This helps minimize sudden sharp changes in the 

short-term predictor Alter coefRcients between one frame and the next. However, aa 

can be seen from Figure 5.2, it also leads to increased propagation of the effect of an 

LSF error from one frame to the next. The upper graph shows the average effect, in 

terms of degradation of the frame SNR and CD, of an error in one of the LSF bits 

in the coder with LSF interpolation.The bit is corrupted in frame 0 and the graph 

shows how the resultant degradation dies out from one frame to the next. In frame 1 

the corrupted set of LSFs is used along with the present set to form the interpolated 

LSFs. Hence the effect of the error is almost as serious in the frame following the error 

as it is in the corrupted frame. After this the effect of the error quickly disappears. 

Because of this error propagation it might be expected that the error sensitivity 

of the bits representing the LSFs could be improved by removing the interpolation. 

However we found that removing interpolation from the codec reduced its clear chan-

nel segmental SNR by about 0.5 dB, and at various error rates between 0.1% and 
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Figure 5.2: The Effect of Interpolation on Error Propagation 

10% the resultant degradations are almost identical to those found in the coder with 

interpolation. The lower graph in Figure 5.2 shows the effect of an error (on the same 

LSF bit as was used in the upper graph) in the coder in which interpolation is not 

used. It can be seen that although the error propagation is reduced, the degradation 

in the frame which was corrupted is increased. This is because interpolation helps to 

smooth out the effect of an LSF error in the corrupted frame. 

5 .3 Improving the Error Sensitivity of the Excitation 

Parameters 

Most of the bits transmitted by a CELP coder are used to represent the excitation for 

the synthesis Alter. In our coder the information which must be sent to the decoder is 

1. The fixed codebook index. Twelve bits per sub-frame are used. 
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2. The hxed codebook gain. Four bits are used to represent the magnitude, which 

is logarithmically quantized, and one bit is used to represent the sign. 

3. The adaptive codebook delay. The delay can vary between 20 and 147 samples 

and so seven bits per sub-frame are needed to represent this information. 

4. The adaptive codebook gain. Three bits per sub-frame are used. 

The error sensitivity of this information, and ways of improving it, are discussed 

below. 

5.3.1 The Fixed Codebook Index 

The algebraic codebook structure used in our codec is inherently quite robust to 

channel errors. This is because if one of the codebook index bits is corrupted, the 

codebook entry selected at the decoder will differ from that used in the encoder only 

in the position of one of the four non-zero pulses, ie the corrupted codebook entry 

will be similar to the original. This is in contrast to traditional CELP coders which 

use a non-structured, randomly filled, codebook. In such codecs when a bit of the 

index is corrupted a new codebook address is decoded and the codebook entry used 

is entirely different to the original. Hence errors in the codebook index in such coders 

will be more signiAcant than in ours. Such a codebook is used in [57] where SNR 

degradations of about 8 dB are recorded when a codebook index bit is corrupted in 

every frame. In our coder the corresponding degradation is only about 4 dB. 

It is generally reported [58, 60] that errors in the hxed codebook index produce 

reconstructed speech in which the degradations are not perceptually annoying. There-

fore the fixed codebook index is often left unprotected. 

5.3.2 The Fixed Codebook Gain 

The magnitude of the hxed codebook gain tends to vary quite smoothly from one 

sub-frame to the next. Therefore errors in the codebook gain can be spotted using a 

smoother to indicate, from the neighbouring gains, what range of values the present 

codebook gain should lie within. If a codebook gain is found which is not in this range 

then it is assumed to be corrupted, and replaced with some other gain. 



CHAPTER 5. ERROR SENSITiyfTY Of CELP CODECS 78 

We want a scheme which will spot as many errors in the codebook gain as possible, 

without introducing too many new errors by replacing gains which were not originally 

corrupted by the channel. After careful investigation of the eSFects of bit errors on 

the Exed codebook gain magnitude we implemented the following scheme. Every 

codebook gain quantizer level at the decoder is checked by calculating the mean and 

standard deviation of its two nearest neighbours. If the standard deviation of these 

neighbours is less than two quantizer levels then it is set equal to two. We then check 

to see if the present level is within 2.25 standard deviations of the mean calculated 

from its neighbours. If not it is assumed to be corrupted. When the codebook gain 

bits are corrupted with an error rate of 2.5% then this scheme spots almost 90% of 

the errors in the Most Signi&cant Bit (MSB) of the gain level, while in error free 

conditions it falsely spots errors in only about 0.5% of the sub-frames. This false 

error spotting produces a small degradation in the decoder performance at zero bit 

error rate. However if some feedback between the channel decoder and the speech 

decoder is implemented so that the smoother is disabled in error free conditions, as 

suggested in [57], then this degradation is removed. 

Another important aspect of the smoother is how gains which are thought to be 

corrupted are replaced. In [57] when a gain magnitude is thought to be in error it 

is replaced with the mean of its neighbours' magnitudes. However we found that a 

bit flipping scheme, similar to that used to correct LSF cross-overs, produced better 

results. When an error is spotted the decoder inverts all four bits, one at a time, in the 

received codeword for the gain magnitude. The single bit inversion which produces a 

decoded gain level as close as possible to the mean of its neighbours is chosen. 

The effect of our smoother on the error sensitivity of the four bits per sub-frame 

representing the Sxed codebook gain magnitude is shown in Table 5.2. This table 

shows the SNR degradation produced in 4.7 kbits/s codecs with and without smoothing 

when the bits shown are corrupted in every frame (the bits are corrupted for one sub-

frame only per frame). As can be seen the smoothing improves the error sensitivity 

of all the bits, most especially the MSB in which most of the errors are spotted and 

corrected by the smoother. 

The hxed codebook gain sign shows erratic behaviour and is not suitable for 

smoothing. This bit is among the most sensitive of the coder and should be well 

protected by the channel codec. 
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Gain Bit SNR Deg (dB) No Smoothing SNR Deg (dB) With Smoothing 
LSB 1.4 1.3 
Bit 2 3.0 2.8 
Bit 3 6.2 4.8 
MSB 10.5 2.1 

Table 5.2: SNR Degradations For Fixed Codebook Gain Bits With and Without 
Smoothing 

5.3.3 Adaptive Codebook Delay 

Seven bits per sub-frame are used to encode the adaptive codebook delay, and most of 

these are extremely sensitive to channel errors. An error in one of these bits produces 

a large degradation not only in the frame in which the error occurred, but also in 

subsequent frames, and generally it takes more than ten frames before the effect of 

the error dies out. 

If the adaptive codebook delay is chosen by the encoder by merely minimising 

the weighted mean square error of the reconstructed speech, its behaviour will be 

erratic and not suitable for smoothing. The delay can be forced to take on smooth 

behaviour by modifying the encoder to choose slightly sub-optimal delays. This then 

allows the decoder to use smoothing to minimise the effect of errors. However there 

is a noticeable clear channel degradation due to the sub-optimal delays chosen by the 

encoder. 

Another approach [62, 57] is to use simulated annealing to assign codewords to 

delays so that common codewords have good neighbours. This means that when 

a common codeword is corrupted the new delay selected is such that the resultant 

degradation is minimised. This approach, along with smoothing, is used in the DoD 

4.8 kbits/s standard [24], but as it has been studied extensively already we did not 

try it. 

5.3.4 Adapt ive Codebook Gain 

The pitch gain is much less smooth than the Exed codebook gain, and is not suitable 

for smoothing. However its error sensitivity can be slightly increased by coding the 

quantizer level with a Gray code rather than the Natural Binary Code (NBC). The 

e%ct off this is shown in Table 5.3, which gives the SNR degradation for the two codes 

caused by bit errors (at a rate of 10%) in the three bits used to represent the gain in 
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Gain Bit SNR Deg (dB) NBC SNR Deg (dB) Gray Code 
Bit 1 1.9 1.9 
Bit 2 3.0 1.7 
Bit 3 5.3 4.8 

Table 5.3: The EEect of Using A Gray Code For The LTP Gain 

Bit Numbers Represents 
1 to 34 LSFs 

35 to 41 Adaptive Codebook Delay (Sub-frame 1) 
42 to 44 Adaptive Codebook Gain (Sub-frame 1) 
45 to 56 Fixed Codebook Index (Sub-frame 1) 

57 Fixed Codebook Gain Sign (Sub-frame 1) 
58 to 61 Fixed Codebook Gain (Sub-frame 1) 

Table 5.4: Bit Numbering 

one sub-frame. 

5.4 Matching Channel Coders to the Speech Coder 

It is very clear that some bits are much more sensitive to channel errors than others, 

and so should be more heavily protected by the channel coder. However it is not 

obvious how the sensitivity of diSerent bits should be measured. One commonly used 

approach [57] is, for a given bit, to invert this bit in every frame and measure the 

segmental SNR degradation which results. The error sensitivity of various bits for 

our coder measured in this way is shown in Figure 5.3. What information various 

bits represent is given in Table 5.4. Another similar approach [56] is to measure the 

degradations in both the SNR and the Cepstral Distance which result from systematic 

inversion of a given bit in every frame, and combine these measures to give an overall 

sensitivity measure. 

The problem with these approaches is that they do not take adequate account of 

the different error propagation properties of different bits. This means that if instead 

of corrupting a bit in every frame it is corrupted randomly with some error probability 

then the relative sensitivity of different bits will change. We propose a new measure 

of error sensitivity. For each bit a graph similar to that in Figure 5.2 is found, ie 

we hnd the average SNR degradation for a single bit error in the frame in which the 

error occurs and in the following frames. The total SNR degradation is then found 
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20 30 40 
Bit Index 

Figure 5.3: The 8NR Degradations Due To 100% Bit Error Rate 

by adding together the degradations in frames 0,1,2 etc. This total degradation is 

equivalent to the average 8NR degradation which will be produced by a single error 

in a given bit. Of course the effect of a single error on the segmental SNR will be 

averaged out over all the frames of the speech hie, so that for example if a bit with a 

total SNR degradation of 10 dB is corrupted once in a speech-file of 100 frames then 

the overall degradation in the segmental SNR will on average be 0.1 dB. The exact 

degradation depends very much on which frame the bit is corrupted in - corrupting a 

given bit in one frame of a speech-hie can produce a much larger degradation in the 

segmental SNR for that hie than corrupting the same bit in a different frame. This 

is shown in Figure 5.4 which gives the degradation in the segmental SNR produced 

by a single bit corruption, versus the frame in which the corruption takes place, for 

various diEerent bits. 

Figure 5.5 shows, for various bits, the average effect of a bit error in the frame in 

which the error occurred and in the following frames. The different error propagation 
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Figure 5.6: The Total SNR Degradation Due To Single Errors In Various Bits 

properties of different bits can be clearly seen. For example an error in a bit repres-

enting an LSF has a signihcant effect only in the frame in which the error occurred 

and in the next two frames. Conversely an error in a bit representing the LTP delay 

gives a large degradation in the frame SNR, and this degradation is still signihcant 10 

frames later. Figure 5.6 shows the total SNR degradation for single bit errors of the 

various bits. This graph is signiScantly different to that in Figure 5.3, in particular the 

importance of the adaptive codebook delay bits, because of their memory propagation 

properties, is much clearer. 

Our error sensitivity hgure is based on the total SNR degradation described above 

and on a similar measure for the total CD degradation. The two sets of degradation 

hgures are combined and given equal weight by scaling each total SNR degradation 

by the maximum such degradation, and similarly for the total CD figures. The two 

sets of scaled degradation hgures are then added together to give an overall sensitivity 

hgure between 0 and 2. The higher this hgure is the more sensitive the bit is deemed 
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to be. 

Our new scheme was tested as follows. The twelve most sensitive bits were de-

termined using our scheme and that reported in [56]. These two sets of twelve bits 

contained four in common, which were removed to give two sets of eight bits. The 

two diEerent sets were corrupted at a 5% bit error rate for various different speech 

hies, and in all cases we found that both objectively (CD and 8NR degradations), and 

in informal listening tests, the bits our scheme predicted would be most sensitive were 

much more sensitive than those predicted using the approach in [56]. 

5.5 Conclusion 

In this chapter we have discussed the error sensitivity of the forward adaptive ACELP 

codec described in earlier chapters. We investigated various ways of improving the 

error sensitivity of the codec, and how the sensitivity of different bits could be com-

pared in order to correctly match a channel coder to the speech coder. We have also 

shown how the degradations produced by errors propagate from one frame to another, 

and may persist for more than ten frames, and how the sensitivity of a given bit can 

vary signihcantly from frame to frame. 

The error sensitivity improvement and measurement techniques we have described 

in this chapter were used to match our 4.7 kbits/s speech codec with a set of BCH 

error-correcting codes. The speech and error-correction codecs were used with 16-level 

QAM and a Packet Reservation Multiple-Access (PRMA) scheme to simulate a com-

plete multiple-user mobile communication system. Similar studies were also carried 

out for a 6.5 kbits/s codec, which was identical to the 7.1 kbits/s codec described 

in Chapter 3 except it used six 5 ms sub-frames to make up a 30 ms frame instead 

of using four sub-frames per 20 ms frame. This extension of the frame length of the 

higher rate codec to be equal to the frame length of the low-rate codec was carried out 

for reasons of ease of implementation of the PRMA scheme. These simulations and 

our results are described in [63, 64]. 



Chapter 6 

A Variable Rate Low Delay CELP 

Codec 

In this chapter our work moves on from the forward adaptive, high delay, algebraic 

CELP codecs described earlier to higher rate and higher quality low delay codecs. In 

the next section we discuss why the delay of a speech codec is an important parameter, 

methods of achieving low delay coding and problems with these methods. Much of the 

work in this section is based on the recently standardised 16 kbits/s G728 Low Delay 

CELP codec [65, 3], and this is described in Section 6.2. We then describe our attempts 

to extend the G728 codec to produce a low delay, variable bit rate codec operating 

between 8 kbits/s and 16 kbits/s. In Section 6.4 we describe the improvements that 

can be achieved in such a codec by adding a Long Term Predictor, and in Section 6.5 

we discuss means of training the codebooks used in our variable rate codec to optimise 

its performance. Section 6.6 describes an alternative variable rate codec which has a 

constant vector size. Finally in Section 6.7 we describe the postfiltering which is used 

to improve the perceptual quality of our codecs. 

6.1 Introduction 

The delay of a speech codec can be an important parameter for several reasons. In the 

public switched telephone network 4 to 2 wire conversions lead to echoes, which will 

be subjectively annoying if the echo is suSciently delayed. Even if echo cancellers are 

used, a high delay speech codec makes the echo cancellation more di&cult. Therefore 

86 
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if a codec is to be connected to the telephone network it is desirable that its delay 

should be aa low as possible. Also the total delay introduced by any communications 

network must be below a certain limit, around O.ls, before it becomes noticeable to 

the users of the network. When designing a communications system the delay will be 

kept below this limit if possible, and if the speech codec used has a low delay then 

other elements of the system, such as bit inter-leavers, will have more Hexibility and 

should be able to improve the overall quality of the system. 

The one-way coding delay of a speech codec is defined as the time from when 

a sample arrives at the input of the encoder to when the corresponding sample is 

produced at the output of the decoder, assuming the bit-stream from the encoder 

is fed directly to the decoder. This one-way delay is typically made up of three 

main components [3]. The first is the algorithmic buffering delay of the codec - the 

encoder operates on frames of speech, and must buSer a frame-lengths worth of speech 

samples before it can start encoding. The second component of the overall delay is 

the processing delay - speech codecs typically operate in just real time, and so it takes 

almost one frame length in time to process the buffered samples. Finally there is 

the bit transmission delay - if the encoder is linked to the decoder by a channel with 

capacity equal to the bit rate of the codec then there will be a further time delay equal 

to the codec's frame length while the decoder waits to receive all the bits representing 

the current frame. 

Prom the above description the overall one-way delay of the codec will be equal 

to about three times the frame length of the codec. However it is possible to reduce 

this delay by careful implementation of the codec. For example if a faster processor 

is used the processing delay can be reduced. Also it may not be necessary to wait 

until the whole speech frame has been processed before we can start sending bits to 

the decoder. Finally a faster communications channel, for example in a time division 

multiplexed system, can dramatically reduce the bit transmission delay. Other factors 

may also result in the total delay being increased. For example the one sub-frame 

look-ahead used to aid the interpolation of the LSFs in our ACELP codecs described 

earlier will increase the overall delay by one sub-frame. Nonetheless, typically the 

one-way coding delay of a speech codec is assumed to be about 2.5 to 3 times the 

frame length of the codec. 

It is obvious from the discussion above that the most effective way of producing a 
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low delay speech codec is to use as short a frame length as possible. Traditional CELP 

codecs have a frame length of 20 to 30 ms, leading to a total coding delay of at least 

50 ms. Such a long frame length is necessary because of the forward adaption of the 

short-term synthesis Alter coefhcients. As explained in Chapter 3 a frame of speech is 

buffered, LPC analysis is performed and the resulting hlter coefhcients are quantized 

and transmitted to the decoder. As we reduce the frame length, the hlter coeScients 

must be sent more often to the decoder and so more and more of the available bit 

rate is taken up by LPC information. Although efhcient speech windowing and LSF 

quantization schemes have allowed the frame length to be reduced to 10 ms (with 

a 5 ms look-ahead) in a candidate codec [66] for the CCITT 8 kbits/s standard, a 

frame length of between 20 and 30 ms is more typical. If we want to produce a codec 

with delay of the order of 2 ms, which was the objective for the CCITT 16 kbits/s 

codec [67], it is obvious that we cannot use forward adaption of the synthesis filter 

coefBcients. 

The alternative is to use backward adaptive LPC analysis. This means that rather 

than window and analyse present and future speech samples in order to derive the 

filter coefficients, we analyse previous quantized and locally decoded signals to derive 

the coe@cients. These past quantized signals are available at both the encoder and 

decoder, and so no side information about the LPC coeScients needs to be transmit-

ted. This allows us to update the hlter coefficients as frequently as we like, with the 

only penalty being a possible increase in the complexity of the codec. Thus we can 

dramatically reduce the codec's frame length and delay. 

As explained above backward adaptive LPC analysis has the advantages of allowing 

us to dramatically reduce the delay of our codec, and removing the information about 

the filter coefhcients that must be transmitted. This side information is usually about 

25 % of the bit rate of a codec, and so it is very helpful if it can be removed. However 

backward adaption has the disadvantage that it produces filter coeGicients which are 

typically degraded in comparison to those used in forward adaptive codecs. The 

degradation in the coefhcients comes from two sources [68]: 

1. Noise Feedback - In a backward adaptive system the filter coefficients are derived 

from a quantized signal, and so there will be a feedback of quantization noise 

into the LPC analysis which will degrade the performance of the coefhcients 

produced. 
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2. Time Mismatch - In a forward adaptive system the Alter coefBcients for the 

current frame are derived from the input speech signal for the current frame. 

In a backward adaptive system we have only signals available from previous 

frames to use, and so there is a time mismatch between the current frame and 

the coefBcients we use for that frame. 

The effects of noise feedback especially increases dramatically aa the bit rate of the 

codec is reduced and means that traditionally backward adaption haa only been used 

in high bit rate, high quality, codecs. However recently, as researchers have attempted 

to reduce the delay of speech codecs, backward adaptive LPC analysis has been used 

at bit rates aa low as 4.8 kbits/s [69]. 

In the next section we describe the 16 kbits/s G728 low delay CELP codec, and 

in particular the ways it differs from the ACELP codecs we have used previously. We 

also attempt to quantify the effects of both noise feedback and time mismatch on the 

backward adaptive LPC analysis used in this codec. 

6.2 The G728 16 kbits/s Low Delay CELP Codec 

Block diagrams of the G728 encoder and decoder are shown in Figures 6.1 and 6.2. 

This codec operates on vectors of 5 speech samples, which are equivalent to the 40 

or 60 sample sub-frames used in our ACELP codecs. However, as the LPC analysis 

in G728 is backward adaptive, there is no further buffering and so its algorithmic 

buffering delay is 0.625 ms, and its total delay will typically be less than 2ms. At 

16 kbits/s there are 10 bits which can be used to represent each hve sample vector, 

and as no LPC side information is needed these bits can be used entirely to quantize 

the excitation signal A seven bit excitation shape codebook, equivalent to the 

12 bit algebraic codebooks in our ACELP codecs, is used together with a 3 bit gain 

quantizer and backward gain adaption [70]. The shape and gain codebook indices are 

chosen in a closed-loop Analysis-by-8ynthesis type search to minimise the weighted 

error between the reconstructed speech g(n) and the input speech g(M). 

The various parts of the G728 codec, and their performances, are described in 

more detail below. All the codec performance hgures quoted are averaged over four 

different sentences, two of which are spoken by males and two by females. Each 

sentence is between two and three seconds long. 
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Figure 6.1: G728 Encoder 

6.2.1 The Synthesis Filter and Backward L P C Adapt ion 

The basis of the G728 codec is a high order all-pole backward adapted synthesis hlter. 

As can be seen from Figures 6.1 and 6.2, no long term predictor or adaptive codebook 

is used. Instead a synthesis hlter of order 50 is used to introduce long-term as well 

as short-term correlations into the reconstructed speech signal 5(71). As no LPC side 

information needs to be transmitted, the only penalty in using such a high order hlter 

is the resultant increase in the codec's complexity. 

The synthesis hlter coefRcients are updated every four vectors, or 20 samples, 

from the previous reconstructed speech signal 5(72). A hybrid recursive window, 

as shown in Figure 6.3, is used to window 5(7%) and End its autocorrelation values 

J((0), A(l), - - .R(50). The 'optimum' set of filter coeScients o(A;) is then computed 

from 
5 0 

(6 .1) ^ 2 - A: I) Gt = for i = 1, 2 . . . 50. 
k=l 

This equation is solved using the Levinson-Durbin algorithm. Finally, to improve the 

performance of the codec over noisy channels, a 30Hz bandwidth expansion is applied 

to give the hlter coefficients which are used for the next 4 vectors. 

As can be seen from Figure 6.3 the windowing of the previous reconstructed speech 

samples places most weight on recent samples. The hrst 35 values of the windowing 
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Figure 6.2: G728 Decoder 
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Filter Order p A Prediction Gain (dB) A Codec Segmental SNR (dB) 
10 0.0 0.0 
25 +0.68 +0.70 
50 +1.05 +1.21 
75 +1.12 +1.41 
100 +1.11 +1.46 
150 +1.10 +1.42 

Table 6.1: Relative Performance of the Synthesis Filter as p is Increased 

function are non-recursive, but for M = —36, —37, —38, - - - its values are given by 

^Q,-(n+Z'+i) where a and are constants between 0 and 1, and Z, is the length of the 

non-recursive section of the window. The window is eSectively of inhnite length, but 

due to its recursive nature it allows the autocorrelation values to be calculated very 

efficiently [65, 71]. 

The performance of the synthesis hlter, in terms of its prediction gain and the 

segmental SNR of the G728 codec using this 61ter, is shown against the hlter order 

p in Figure 6.4 for a single sentence spoken by a female. Also shown in Table 6.1 

is the increase in performance obtained when p is increased above 10, which is the 

value most commonly used in AbS codecs. It can be seen that there is a signihcant 

performance gain due to increasing the order from 10 to 50, but little additional gain 

is achieved aa p is further increased. 

We also tested the degradations in the synthesis filter's performance at p = 50 due 
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Figure 6.3: Windowing Function Used in the Backward Adaption of the Synthesis 
Filter 

to backward adaption being used. This was done aa follows. To measure the eEect of 

quantization noise feedback we updated the synthesis hlter parameters exactly as in 

G728 except we used the previous speech samples rather than the previous reconstruc-

ted speech samples. To measure the overall effect of backward adaption we updated 

the synthesis hlter using both past and present speech samples. The improvements 

obtained, in terms of the segmental SNR of the codec and the Alter's prediction gain, 

are shown in Table 6.2. We see that due to the high SNR of the G728 codec noise 

feedback has relatively little effect on the performance of the synthesis hlter. The 

time-mismatch gives a more signiAcant degradation in the codec's performance. Note 

however that the forward adaptive hgures given in Table 6.2 could not be obtained in 

reality because they do not include any effects of the LPC quantization that must be 

used in a real forward adaptive system. 
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Figure 6.4: Performance of the Synthesis Filter in a G728-Like Codec 

A Prediction Gain (dB) A Codec Segmental SNR (dB) 
No Noise Feedback +0.50 +0.18 
No Time Mismatch +0.74 +0.73 

Use Forward Adaption +1.24 +0.91 

Table 6.2: EEects of Backward Adaption of the Synthesis Filter 

6.2.2 Backward Gain Adaption 

The performance of the gain quantization of the excitation vectors is enhanced by 

the backward gain adaption [70], as shown in Figures 6.1 and 6.2. This operates as 

follows. For each vector a predicted gain value & is found, and the excitation signal 

'u(M) for the synthesis hlter is then given by 

n = 0 - - - fg — 1 (6,2) 

where is the vector size in samples (5), g'i % = 1 - - 8 is the 3-bit quantized gain, 

and Ck(7i) /u = 1 - - -128 is the /c'th entry from the 7 bit shape codebook. The predicted 
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gain o" is found using an adaptive tenth order linear prediction filter in the logarithmic 

domain operating on values of the previous vectors' actual excitation gains cr. These 

excitation gains cr are defined as the RMS of the excitation signal, ie 

(7 = 
2 tis—i 

— ^ (6.3) 
»=o 

where is the quantized excitation as given in Equation 6.2. The gain predictor 

itself is adapted once every four vectors or 20 samples using backward adaption on 

the previous values of the excitation gains in the logarithmic domain. A hybrid-

recursive window very similar to that shown in Figure 6.3 is used to End a set of 

autocorrelation values, which are then used by the Levinson-Durbin algorithm to give 

a set of predictor coefficients. A bandwidth expansion of 250Hz is then applied to 

make the gain adaption more robust to channel errors. 

The effectiveness of the backward gain adaption can be seen from Figure 6.5 . 

This shows the PDFs, on a log scale for clarity, of the excitation vector's optimum 

gain both with and without gain adaption. Here the optimum vector gain is dehned 

as 

\ 
1 

(6.4) 
n=0 

where ^ is the unquantized gain chosen in the codebook search. For a fair comparison 

both PDFs were normalised to have a mean of one. It can be seen that gain adaption 

produces a PDF which peaks around one and has a shorter tail and a reduced variance. 

This makes the quantization of the excitation vectors signihcantly easier. Shown 

in Figure 6.6 are the PDFs of the optimum unquantized codebook gain and its 

quantized value, when backward gain adaption is used. It can be seen that most 

of the codebook gain values have a magnitude less than or close to one, but it is 

still necessary to allocate two gain quantizer levels for the infrequently used high 

magnitude gain values. 

By training a split 7/3 bit shape/gain codebook, as described in Section 6.5, for 

G728-like codecs both with and without gain adaption we found that the gain adaption 

increased the segmental SNR of the codec by 2.7 dB, and the weighted segmental SNR 

by 1.5 dB. These are very signihcant improvements, especially when it is considered 

that the gain adaption increases the encoder complexity by only about 3%. 
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Figure 6.5: PDFs of the Normahsed Codebook Gains With and Without Backward 
Gain Adaption 

6.2.3 The Weighting Filter 

The G728 encoder uses a weighting hlter to improve the perceptual quality of the 

reconstructed speech by emphasising noise in the frequency regions where the speech 

has low energy, and de-emphasising noise in the formant regions. The weighting filter 

W(z) has the form 
1 - E l l i ^ ( z ) = (6.5) 

where are hlter coefhcients derived through LPC analysis of the input speech, and 

'Yi and ^̂ 2̂ are constants which control the amount of weighting. The values 'yi = 0.9 

and 'Yz = 0 6 are used. A filter order of 10 rather than 50 was used because a 50th 

order weighting filter was found to cause artifacts in the synthesised speech [3]. 
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Figure 6.6: PDFs of the Optimum and Quantized Codebook Gain Values 

6.2.4 Excitation Vector Quantization 

At 16 kbits/s there are 10 bits which can be used to represent every 5 sample vector, 

and aa the LPC analysis is backward adaptive these bits are used entirely to code 

the excitation signal ^̂ (7%) which is fed to the synthesis filter. The 5 sample excitation 

sequences are vector quantized using a 10 bit split shape-gain codebook. Seven bits 

are used to represent the vector shapes, and the remaining 3 bits are used to quantize 

the vector gains. This splitting of the 10 bit vector quantizer is done to reduce the 

complexity of the closed-loop codebook search. To measure the degradations that were 

introduced by this splitting we trained codebooks for a 7/3 bit shape/gain split vector 

quantizer, and a pure 10 bit vector quantizer. We found that the 10 bit vector quant-

izer gave no significant improvement in either the segmental SNR or the segmental 

weighted SNR of the codec, and increased the complexity of the codebook search by 

about 550% and the overall codec complexity by about 300%. Hence this splitting of 

the vector quantizer is a very efhcient way to signihcantly reduce the complexity of 
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the encoder. 

The closed-loop codebook search is carried out as follows. For each vector the 

search procedure Ends values of the gain quantizer index % and the shape codebook 

index A; which minimise the squared weighed error Ê ^ for that vector. E^ is given by 

vs—l 

- 50(71) - (6.6) 
n=0 

where gw()̂ ) is the weighted input speech, 5(,(n) is the zero-input response of the 

synthesis and weighting hlters, o" is the predicted vector gain, /i(M) is the impulse 

response of the concatenated synthesis and weighting hlters and and (m) are the 

entries from the gain and shape codebooks. This equation can be expanded to give 

E^(M) : o-^^(3;(M)-^i[/^(M)*Ct(n)])^ (6.7) 
71 = 0 

1 fg—1 775—1 
= 6-̂  ^ Z (̂M) + ^ [A(M) * Ct(n)]^ - 26-^^, ^ a;(M)[A(M) * 0̂ (7%)] 

71=0 71=0 71=0 

Ifg —1 
= ^ a;̂ (M) + <7̂  - 2giCt) 

n=0 

where 27(71) = (ai,,(M) — go(M))/<^ is the codebook search target, 

1 
Ct = ^ a;(M)[/i(M) * ct(n)] (6.8) 

n—O 

is the correlation between this target and the filtered codeword /i(n) * ct(M), and 

DS —1 
5 = 1 ] [/^(4 * Ck(M)]̂  (6.9) 

is the energy of the hltered codeword A(n) *ct(M). Note that this is almost identical to 

the form of the term in Equation 3.25 which must be minimised in the hxed codebook 

search in our ACELP codecs. 

In the G728 codec the synthesis and weighting filters are changed only once every 

four vectors. Hence must be calculated for the 128 codebook entries only once 

every four vectors. The correlation term Ct can be rewritten as 

tia—1 
Ct = ^3;(M)[/i(M)*ct(M)] (6.10) 

71=0 

"ua—1 
= I ] Ct(M)l/'(M) 

n=0 
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where 
DS — 1 

V'W = ^ a;(2)/i(% - n) (6.11) 

is the reverse convolution between /i(n) and a;(n). This means that we need to carry 

out only one convolution operation for each vector to End and then we can hnd C^ 

for each codebook entry /c with a relatively simple series of multiply-add operations. 

The codebook search Ends the codebook entries 2=1-8 and A;=l-128 which minim-

ise Eu, for the vector. This is equivalent to minimising 

- 2piCt. (6.12) 

For each codebook entry A, C^ is calculated and then the best quantized gain value 

is found. The values and 2pi are pre-computed and stored for the 8 quantized gains, 

and these values along with and Ct are used to End Di;;.' The codebook index A; 

which minimises this, together with the corresponding gain quantizer level z, are sent 

to the decoder. These indices are also used in the encoder to produce the excitation 

and reconstructed speech signals which are used to update the gain predictor and the 

synthesis Elter. 

6.2.5 The Complexity and Performance of the G728 Codec 

In the previous sub-sections we have described the operation of the G728 codec, except 

for its post-hlter which is described in Section 6.7. The associated complexities of the 

various sections of the codec are shown in Table 6.3 in terms of millions of arithmetic 

operations (mostly multiplies and adds) per second. The weighting hlter and codebook 

search operations are carried out only by the encoder, which requires a total of about 

12.4 million operations per second. The post hltering is carried out only by the decoder 

which requires about 8.7 million operations per second. The full duplex codec requires 

about 21 million operations per second, and haa been implemented on a single hxed 

point DSP (the Texas Instruments TMS320C50 for example). 

We found that the codec gave an average segmental SNR of 20.1 dB, and an 

average weighted segmental SNR of 16.3 dB. The reconstructed speech was difhcult 

to distinguish from the original, with no obvious degradations. 

In the next section we discuss our attempts to modify the G728 codec to produce 

a variable bit rate 8-16 kbits/s codec which gives a graceful degradation in speech 

quality as the bit rate is reduced. 
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Synthesis Filter 5.1 
Backward Gain Adaption 0.4 

Weighting Filter 0.9 
Codebook Search 6.0 

Post Filtering 3.2 
Total Encoder Complexity 12.4 
Total Decoder Complexity 8.7 

Table 6.3: Millions of Operations per Second Required by G728 Codec 

6.3 Reducing the Bit Rate of a G728-Like Codec By 

Varying the Vector Size 

Having detailed the G728 codec in the previous section we now describe our work in 

reducing the bit rate of this codec and producing an 8-16 kbits/s variable rate low-

delay codec. The G728 codec uses 10 bits to represent each 5 sample vector. It is 

obvious that to reduce the bit rate of this codec we must either reduce the number of 

bits used for each vector, or increase the number of speech samples per vector. If we 

were to keep the vector size hxed at 5 samples then in an 8 kbits/s codec we would 

have only 5 bits to represent both the excitation shape and gain. Without special 

codebook training this leads to a codec with unacceptable performance. Therefore 

initially we concentrated on reducing the bit rate of the codec by increasing the vector 

size. In Section 6.6 we discuss the alternative approach of keeping the vector size 

constant and reducing the size of the codebooks used. 

In this section at all bit rates we use a split 7/3 bit shape/gain vector quantizer 

for the excitation signal 1/(71,). The codec rate is varied by changing the vector size 

f s used, from f s = 5 for the 16 bits/s codec to = 10 for the 8 kbits/s codec. 

For all the codecs we used the same 3 bit gain quantizer as in G728, and for the 

various shape codebooks we used randomly generated Gaussian codebooks with the 

same variance as the G728 shape codebook. Random codebooks with a Gaussian PDF 

were used for simplicity and because in the past such codebooks have been shown to 

give a relatively good performance [2]. We found that replacing the trained shape 

codebook in the G728 codec with a Gaussian codebook reduced the segmental SNR of 

the codec by 1.7 dB, and the segmental weighted SNR by 2 dB. However these losses 

in performance are recovered in Section 6.5 when we consider closed-loop training of 



CHAPTER 6. A ^^RfABLE RATE LOW DEIAY CELP CODEC 100 

our codebooks. 

In the G728 codec the synthesis filter, weighting hlter and the gain predictor are all 

updated every four vectors. With a vector size of 5 this means the hlters are updated 

every 20 samples or 2.5m8. Generally the more frequently the hlters are updated the 

better the codec will perform, and we found this to be true for our codec. However 

updating the Glter coeGicients more frequently signihcantly increases the complexity 

of the codec. Therefore we decided to keep the period between hlter updates as close 

as possible to 20 samples as the bit rate of our codec is reduced by increasing the 

vector size. This means reducing the number of vectors between hlter updates aa the 

vector size is increased. For example at 8 kbits/s the vector size is 10 and we updated 

the hlters every 2 vectors, which again corresponds to 2.5ms. 

The segmental SNR of our codec against its bit rate as the vector size is increased 

from 5 to 10 is shown in Figure 6.7. Also shown in this figure is the segmental 

prediction gain of the synthesis hlter at the various bit rates. It can be seen from 

this figure that the segmental SNR of our codec decreases smoothly as its bit rate is 

reduced, falling by about 0.8 dB for every 1 kbits/s drop in the bit rate. 

As explained in the previous section, an important part of the codec is the backward 

adaptive synthesis hlter. It can be seen from Figure 6.7 that the prediction gain of 

this filter falls by only 1.3 dB as the bit-rate of the codec is reduced from 16 to 8 

kbits/s. This suggests that the backward adaptive synthesis filtering copes well with 

the reduction in bit rate from 16 to 8 kbits/s. We also carried out tests at 16 and 8 

kbits/s, similar to those used for Table 6.2, to establish how the performance of the 

filter would be improved if we were able to eliminate the effects of using backward 

adaption ie the noise feedback and time mismatch. The results are shown in Tables 

6.4 and 6.5 for the 16 kbits/s codec (using the Gaussian codebook rather than the 

trained G728 codebook used for Table 6.2 ) and the 8 kbits/s codec. As expected 

the effects of noise feedback are more signihcant at 8 than 16 kbits/s, but the overall 

effects on the codec's segmental SNR of using backward adaption are similar at both 

rates. 

It has been suggested [68] that high order backward adaptive linear prediction is 

inappropriate at bit rates as low as 8 kbits/s. However we found that this was not the 

case for our codec and that increasing the hlter order from 10 to 50 gave almost the 

same increase in the codec performance at 8 kbits/s as at 16 kbits/s. This is shown 
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Figure 6.7: Performance of a Variable Rate G728 Like Codec 

in Table 6.6. 

Another important part of the G728 codec is the backward gain adaption. Figure 

6.5 shows how at 16 kbits/s this backward adaption makes the optimum codebook 

gains cluster around one, and hence become easier to quantize. We found that the 

same was true at 8 kbits/s. To quanti^ the performance of the gain prediction we 

defined the following signal to noise ratio 

cr \2 • 
(6.13) 

A Prediction Gain (dB) A Codec Segmental SNR (dB) 
No Noise Feedback +0.74 +0.42 
No Time Mismatch +0.85 +0.83 

Use Forward Adaption +1.59 +1.25 

Table 6.4: Effects of Backward Adaption of the Synthesis Filter at 16 kbits/s 
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A Prediction Gain (dB) A Codec Segmental SNR (dB) 
No Noise Feedback +2.04 +0.75 
No Time Mismatch +0.85 +0.53 

Use Forward Adaption +2.89 +1.28 

Table 6.5: EEects of Backward Adaption of the Synthesis Filter at 8 kbits/s 

A Prediction Gain (dB) A Codec Segmental SNR (dB) 
8 kbits/s p=10 0.0 0.0 
8 bits/s p=50 +0.88 +1.00 

16 kbits/s p=10 0.0 0.0 
16 kbits/s p=50 +1.03 +1.04 

Table 6.6: Relative Performance of the Synthesis Filter as p is Increased at 8 and 16 
kbits/s 

Here do is the optimum excitation gain given by 

— 

7̂ 5 
I ] (6.14) 
n=0 

where ^ is the miquantized gain chosen by the codebook search and & is the predicted 

gain value. We found that this gain prediction SNR was on average 5.3 dB for the 16 

kbits/s codec, and 6.1 dB for the 8 kbits/s codec. Thus the gain prediction is even 

more effective at 8 kbits/s than at 16 kbits/s. 

In the next section we discuss the addition of long term prediction to our variable 

rate codec. 

6.4 The Effects of Long Term Prediction 

In this section we describe the improvements in our variable rate codec that can be 

obtained by adding backward adaptive Long Term Prediction (LTP). This work was 

motivated by the fact that we found significant long term correlations remained in 

the synthesis hlter's prediction residual, even when the pitch period waa lower than 

the order of this 61ter. This can be seen from Figure 6.8, which shows the prediction 

residual for a segment of voiced female speech with a pitch period of about 45 samples. 

It can be seen that the residual has clear long term redundancies, which could be 

exploited by a long term prediction hlter. 
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Figure 6.8: Synthesis Filter Prediction Residual in G728 

In a forward adaptive system the short term synthesis filter coefScients are de-

termined by minimising the energy of the residual signal found by filtering the original 

speech through the inverse synthesis filter. Similarly for open-loop LTP we minimise 

the energy of the long term residual signal which is found by filtering the short term 

residual through the inverse long term predictor. If r(n,) is the short term residual 

signal, then for a one tap long term predictor we want to determine the delay L and 

gain which minimise the long term residual energy given by 

Ez,T = ^ (f W - - L))' (6.15) 

The best delay L is found by calculating 

X = (6.16) 

for all possible delays, and choosing the value of L which maximises X. The best 



CffAPTER 6. A VARfABlE RATE LOW DELAY CEEf CODEC 104 

long term gain /) is then given by 

In a backward adaptive system the original speech signal g(M) is not available, 

and instead we use the past reconstructed speech signal 5(72) to End the short term 

synthesis filter coeHicients. These coefEcients can then be used to Alter g(n) through 

the inverse Alter to And the "reconstructed residual" signal f(n). This residual signal 

can then be used in Equations 6.16 and 6.17 to hnd the LTP delay and gain. Altern-

atively we can use the past excitation signal in Equations 6.16 and 6.17. This 

approach is slightly simpler than using the reconstructed residual signal because the 

inverse filtering of 5(n) to hnd f (/%) is not necessary, and we found in our codec that 

the two approaches gave almost identical results. 

Initially we used a one tap LTP in our codec. The best delay L was found by 

maximising 

_ (E;l_ioo _ 

over the range of delays 20 to 140 every frame. The LTP gain was updated every 

vector by solving 

T.-U^n'(u-L) • 

We found that this backward adaptive LTP improved the average segmental SNR of 

our codec by 0.6 dB at 16 kbits/s, and 0.1 dB at 8 kbits/s. However the calculation 

of % as given in Equation 6.18 for 120 different delays every frame dramatically 

increases the complexity of the codec. The denominator — L) for delay L 

need not be calculated independently, but instead can be simply updated from the 

equivalent expression for delay L — 1. Even so if the frame size is 20 samples then to 

calculate % for all delays increases both the encoder and the decoder complexity by 

almost 10 million arithmetic operations per second, which is clearly unacceptable. 

Fortunately the G728 post-hlter requires an estimate of the pitch period of the 

current frame. This is found by Altering the reconstructed speech signal through a 

tenth order short term prediction filter to And a reconstructed residual like signal. This 

signal is then low pass Altered with a cut-oE frequency of 1 kHz and 4:1 decimated, 

which dramatically reduces the complexity of the pitch determination. The maximum 

value of the auto-correlation function of the decimated residual signal is then found to 
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Segmental SNR (dB) Segmental Weighted SNR (dB) 
No LTP 18.43 14.30 

1 Tap LTP 19.08 14.85 
3 Tap LTP 19.39 15.21 
5 Tap LTP 19.31 15.12 

Table 6.7: Performance of LTP at 16 kbits/s 

Segmental SNR (dB) Segmental Weighted SNR (dB) 
No LTP 11.86 8.34 

1 Tap LTP 12.33 8.64 
3 Tap LTP 12.74 9.02 
5 Tap LTP 12.49 8.81 

Table 6.8: Performance of LTP at 8 kbits/s 

give an estimate of the pitch period. A more accurate estimate is then found by 

maximising the autocorrelation function of the undecimated residual between — 3 

and Tj + 3- This lag could be a multiple of the true pitch period, and to guard 

against this possibility the autocorrelation function is also maximised between Vo — 6 

and To + 6, where is the pitch period from the previous frame. Finally the pitch 

estimator chooses between 7̂  and the best lag around To by comparing the optimal 

tap weights ^ for these two delays. 

This pitch estimation procedure requires only about 2.6 million arithmetic op-

erations per second, and is carried out at the decoder as part of the post-filtering 

operations anyway. So using this method to hnd a LTP delay has no eEect on the de-

coder complexity, and increases the encoder complexity by only 2.6 million arithmetic 

operations per second. We also found that not only was this method of calculating the 

LTP delay much simpler than finding the maximum value of % from Equation 6.18 for 

all delays between 20 and 140, it also gave better results. This was due to the removal 

of pitch doubling and tripling by the checking of pitch values around that used in the 

previous frame. The average segmental SNR and segmental weighted SNR for our 

codec at 16 kbits/s both with and without one tap LTP using the pitch estimate from 

the post-filter is shown in Table 6.7. Similar hgures for the codec at 8 kbits/s are 

given in Table 6.8. We found that when LTP was used, there was very little gain in 

having a hlter order any higher than 20. Therefore the figures in Tables 6.7 and 6.8 

have a short term hlter order of 20 when LTP is used. 



CffAPTER 6. A VARIABLE RATE LOW DELAY CELP CODEC 106 

Tables 6.7 and 6.8 also give the performance of our codec at 16 and 8 kbits/s 

when we use multi-tap LTP. As the LTP is backward adaptive we can use as many 

taps in the hlter as we like, with the only penalty being a slight increase in complex-

ity. Once the delay is known, for a (2p + l)'th order predictor the filter coefhcients 

6_p, 6_p+i, - - , 6o, ' ' , 3,re given by solving the following set of simultaneous equa-

tions 

j=P n = - l 

^ — L — — L — %) = ^ — L — 2) (6.20) 
j=—p n=~100 n=:~100 

for % = —p, —p -t-1, - - ,p. The LTP synthesis Biter is then given by 

(^) ^ _ . . . — _ . . . (G 21) 

It can be seen from Tables 6.7 and 6.8 that at both 16 and 8 kbits/s the best 

performance is given by a 3 tap filter which improves the segmental SNR at both bit 

rates by almost 1 dB. Also because when LTP is used the short term synthesis Alter 

order was reduced to 20, the complexity of the codecs is not signiGcantly increased by 

the use of a long term prediction Hlter. 

We found that it was possible to slightly increase the performance of the codec 

with LTP by modifying the signal i6(?T,) used to find the filter coefBcients in Equation 

6.20. This modihcation involves simply repeating the previous vector's excitation 

signal once. Hence instead of using the signal M(—l),ii(—2),- 100) to find 

the LTP coefhcients, we use l),'u(—2),---,it(—'ug),'u(—l),i6(—2),-- 100 + 

t;g). This single repetition of the previous vector's excitation in the calculation of the 

LTP coeScients increased both the segmental and the weighted SNR of our codec at 

16 kbits/s by about 0.25 dB. It also improved the codec performance at 8 kbits/s, 

although only by about 0.1 dB. The improvements that this repetition brings in the 

codec's performance seem to be due to the backward adaptive nature of the LTP -

no such improvement is seen when a similar repetition is used in a forward adaptive 

system. 

Shown in Figure 6.9 is the variation in the codec's segmental SNR as the bit rate 

is reduced from 16 to 8 kbits/s. The codec uses 3 tap LTP with the repetition scheme 

described above and a short term synthesis filter of order 20. Also shown in this fgure 

is the equivalent variation in segmental SNR for the codec without LTP, repeated here 

from Figure 6.7. It can be seen that the addition of long term prediction to the codec 
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Figure 6.9: Performance of a 8-16 kbits/s Low Delay Codec With LTP 

gives a uniform improvement in its segmental SNR of about 1 dB from 8 to 16 kbits/s. 

The effectiveness of the LTP can also be seen from Figure 6.10 which shows the long 

term prediction residual, in the 16 kbits/s codec, for the same segment of speech as 

was used for the short term prediction residual in Figure 6.8. It is clear that the 

long term correlations have been significantly reduced. It should be noted however 

that the addition of backward adapted long term prediction to the codec will degrade 

its performance over noisy channels. This aspect of our codec's performance is the 

subject of ongoing work [72]. 

Finally we tested the degradations in the performance of the long term prediction 

due to backward adaption being used. To measure the effect of quantization noise 

feedback we used past values of the original speech signal rather than the reconstructed 

speech signal to End the LTP delay and coefficients. To measure the overall eH'ect of 

backward adaption as opposed to open-loop forward adaption we used both past and 

present speech samples to End the LTP delay and coefhcients. The improvements 
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Figure 6.10: Long Term Filter Prediction Residual at 16 kbits/s 

obtained in terms of the segmental SNR and the segmental weighted SNR are shown 

in Table 6.9 for the codec at 16 kbits/s, and Table 6.10 for the codec at 8 kbits/s. 

It can be seen that the use of backward adaption degrades the codecs performance 

by just under 1 dB at 16 kbits/s, and just over 1 dB at 8 kbits/s. At both bit rates 

noise feedback has very little effect, with most of the degradation coming from the 

time mismatch inherent in backward adaption. 

A Segmental Weighted SNR (dB) A Segmental SNR (dB) 
No Noise Feedback -0.03 +0.01 
No Time Mismatch +0.87 +0.85 

Use Forward Adaption +0.84 +0.86 

Table 6.9: EEects of Backward Adaption of the LTP at 16 kbits/s 



6. A RATE LOW DELAY CEEP CODEC 109 

A Segmental Weighted SNR (dB) A Segmental SNR (dB) 
No Noise Feedback -0.18 +0.02 
No Time Mismatch +1.17 +1.17 

Use Forward Adaption +0.99 +1.19 

Table 6.10: EEects of Backward Adaption of the LTP at 8 kbits/s 

6.5 Closed-Loop Codebook Training 

In this section we describe the training of the shape and gain codebooks used in our 

codec at its various bit rates. In Sections 6.3 and 6.4 Gaussian shape codebooks 

were used, together with the G728 gain codebook. These codebooks were used for 

simplicity, and in order to provide a fair comparison between the different coding 

techniques used. 

Due to the backward adaptive nature of the gain and synthesis filter and LTP 

adaption used in our codec it is not sufficient to generate a training sequence for the 

codebooks and use the Lloyd algorithm [73] to design the codebooks. This is because 

the codebook entries required from the shape and gain codebooks depend very much 

upon the effectiveness of the gain adaption and the LTP and synthesis hlters used. 

However, because these are backward adapted, they depend on the codebook entries 

that have been selected in the paat. Therefore the effective training sequence needed 

changes as the the codebooks are trained. Thus it is reported in [70] for example 

that in a gain-adaptive vector quantization scheme unless the codebook is properly 

designed, taking into account the gain adaption, the performance is worse than simple 

non-adaptive vector quantization. 

We used a closed-loop codebook design algorithm similar to that described in [74]. 

A long speech hie consisting of four sentences spoken by two males and two females is 

used for the training. Both the sentences spoken and the speakers are different from 

those used for the performance hgures quoted in this chapter. The training process 

commences with an initial shape and gain codebook and codes the training speech as 

usual. The total weighted error from all the vectors that used the codebook entry 

ct(M) is then given by 

/ ra—1 \ 
Ek = ^ H * Ck(M)])N (6.22) 

mENk V n=0 / 

where JV* is the set of vectors that use is the backward adapted gain for 
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vector m, is the gain codebook entry selected for vector 771 and is the impulse 

response of the concatenated weighting Glter and the backward adapted synthesis filter 

used in vector m. Finally is the codebook target for vector m, which with 

(2p + l)'th order LTP is given by 

X, (6.23) 

Here awm(M) is the weighted input speech in vector m, is the zero input response 

of the weighting and synthesis hlters, 2/^ (fz) is the previous excitation and and 

are the backward adapted LTP delay and coefEcients in vector m. 

Equation 6.22 giving can be expanded to give 

/ ra-l \ 
Et = ^ (6.24) 

niENk \ n=0 J 

Ct)s—1 us—1 

Z 37̂  ()̂ ) + E * Ct(M)]̂  
„ n=0 n=0 

iia —1 \ 
E 3;̂ (71) [Am (n) * Ct(M)] 
n=0 / 

(fa—1 ra—1 ua—1 \ 

I ] Z * Ck(M)]̂  - 2&^gm E Pm(M)cA:(7t) 
„ n—0 n=0 n=0 / 

where Pm(j) is the reverse convolution between ^^(M) and the target a;m(?̂ )- This ex-

pression can be partially diSFerentiated with respect to element M = j of the codebook 

entry Ck(M) to give 
1 

E 
meNk \ n=0 

E ct(M)B^(n,;) - 2&^Wm(; ) ) (6 25) 

where j ) is the autocorrelation of the delayed impulse response /tm(?T') is 

given by 
us —1 

^m(2, j ) = E " j)- (6-26) 
n = 0 

Setting these partial derivatives to zero gives the optimum codebook entry c]^(n) for 

the cluster of vectors as the solution of the set of simultaneous equations 

/ 1 \ 
I ] H c;;(M)nm(M, ;) = E for j = 0, 1, ' , - 1-

\ n=0 / 
(6.27) 
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A similar expression for the total weighted error E^ from all the vectors that use 

the gain codebook entry g'i is 

Ciia—1 \ 

* CmW])^ I (6.28) 
- . m=0 / 

1 rf—1 
Z W + Z 

_ ^ 71=0 T1=0 
vs — 1 \ 

2 ^ : ^ 1 ] * CmW] I 
ra=0 / 

where A/, is the set of vectors that use the gain codebook entry and Cm(M) is the 

shape codebook entry used by the m'th vector. DiEerentiating this expression with 

respect to g'i gives 

a p / Ds —1 fg —1 \ 
^ Z I ] * Cm(n)]̂  - 26-^ * c^W] (6.29) 

9i m^Ni \ n=0 n=0 / 

and setting this partial derivative to zero gives the optimum gain codebook entry 

for the cluster of vectors M as 

, 3;̂ (M)[A;,,(M) * Cm (ft)] 
q = ^ ; r ^ (D.dUj 

The summations in Equations 6.27 and 6.30 over all the vectors that use Cjt(M) or 

Pi are carried out for all 128 shape codebook entries and all 8 gain codebook entries as 

the coding of the training speech takes place. At the end of the coding the shape and 

gain codebooks are updated using Equations 6.27 and 6.30, and then the codec starts 

coding the training speech again with the new codebooks. This closed loop codebook 

training procedure is summarised below 

1. Start with an initial gain and shape codebook. 

2. Code the training sequence using the given codebooks. Accumulate the summa-

tions in Equations 6.27 and 6.30. 

3. Calculate the total weighted error of the coded speech. If this distortion is less 

than the minimum distortion so far keep a record of the codebooks used as the 

best codebooks so far. 

4. Calculate new shape and gain codebooks using Equations 6.27 and 6.30. 

0 v: 
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Figure 6.11: Codec's Performance aa the Codebooks are Trained 

5. Return to step 2. 

Each entire coding of the training speech 61e counts as one iteration, and Figure 

6.11 shows the variation in the total weighted error energy E , and the codec's segmental 

SNR, as the training progresses for the 16 kbits/s codebooks. From this hgure it can 

be seen that this closed-loop training sequence does not give a monotonic decrease in 

the total weighted error from one iteration to the next. This is because of the changing 

of the codebook target as well as the other backward adapted parameters, from 

one iteration to the next. However it is clear from Figure 6.11 that the training does 

give a signiBcant improvement in the codec's performance. Due to the non-monotonic 

decrease in the total weighted error energy it is necessary during the codebook training 

to keep a record of the lowest error energy achieved so far, and the corresponding 

codebooks. If a certain number of iterations passes without this minimum energy 

being improved then the codebook training can be terminated. It can be seen from 

Figure 6.11 that we get close to the minimum within about 20 iterations. 
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An important aspect in vector quantizer training can be the initial codebook used. 

In Figure 6.11 we used the G728 gain codebook and the Gaussian shape codebook 

as the initial codebooks. We also tried using other codebooks such as the G728 hxed 

codebook, and Gaussian codebooks with different variances, as the initial codebooks. 

However, although these gave very diHerent starting values of the total weighted error 

E, and took different numbers of iterations to give their optimum codebooks, they all 

resulted in codebooks which gave very similar performances. Therefore we concluded 

that the G728 gain codebook, and the Gaussian shape codebook, are suitable for use 

as the initial codebooks. 

We trained different shape and gain codebooks for use by our codec at all of its bit 

rates between 8 and 16 kbits/s. The average segmental SNR given by the codec using 

these codebooks is shown in Figure 6.12 for the 4 speech sentences which were not 

part of the training sequence. Also shown in this figure for comparison is the curve 

from Figure 6.9 for the corresponding codec with the untrained codebooks. It can be 

seen that the codebook training gives an improvement of about 1.5 to 2 dB across the 

codec's range of bit rates. 

It can be seen from Figure 6.11 that a decrease in the total weighted error energy 

E does not necessarily correspond to an increase in the codec's segmental SNR. This 

is also true for the codec's segmental weighted SNR, and is because the distortion D 

calculated takes no account of the different signal energies in different vectors. We 

tried altering the codebook training algorithm described above to take account of this, 

hoping that it would result in codebooks which gave lower segmental SNRs. However 

the codebooks trained with this modihed algorithm gave very similar performances 

to those trained by minimising E. 

We also attempted training different codebooks at each bit rate for voiced and 

unvoiced speech. The voicing decision can be made backward adaptive based on 

the correlations in the previous reconstructed speech. A voiced/unvoiced decision 

like this is made in the G728 post-Alter to determine whether to apply pitch post-

hltering. We found however that although an accurate determination of the voicing of 

the speech could be made in a backward adaptive manner, no significant improvement 

in the codec's performance could be achieved by using separately trained voiced and 

unvoiced codebooks. This agrees with the results in [68] when fully backward adaptive 

LTP is used. 
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Figure 6.12: Performance of the 8-16 kbits/s Codec with Trained Codebooks 

6.6 A Variable Rate Codec with a Constant Vector 

Size 

In the previous sections we discussed a variable rate codec based on G728 which 

varied its bit rate by changing the number of samples in each vector. The excitation 

for each vector was coded with 10 bits. In this section we describe the alternative 

approach of keeping the vector size constant and varying the number of bits used to 

code the excitation. The bit rate of the codec is varied between 8 and 16 kbits/s with a 

constant vector size of 5 samples by using between 5 and 10 bits to code the excitation 

signal for each vector. We used a structure for the codec identical to that described 

earlier, with backward gain adaption for the excitation and backward adapted short 

and long term synthesis filters. With 10,9 or 8 bits to code the excitation we used a 

split vector quantizer, similar to that used in G728, with a 7 bit shape codebook and 

a 3,2 or 1 bit gain codebook. For the lower bit rates we used a single 7,6 or 5 bit 
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Figure 6.13: Performance of Variable Rate Codec with Constant Vector Size 

vector quantizer to code the excitation. Codebooks were trained for the various bit 

rates using the closed loop codebook training technique described in Section 6.5. 

The segmental SNR of this variable rate codec is shown in Figure 6.13. Also shown 

in this graph is the segmental SNR of the codec with a variable vector size, copied 

here from Figure 6.12 for comparison. At 16 kbits/s the two codecs are of course 

identical, but at lower rates the constant vector size codec performs worse than the 

variable vector size codec. The diHerence between the two approaches increases as 

the bit rate decreases, and at 8 kbits/s the segmental SNR of the constant vector size 

codec is about 1.75 dB lower than that of the variable vector size codec. 

However, although the constant vector size codec gives lower reconstructed speech 

quality, it does have certain advantages. The most obvious is that it has a constant 

delay equal to that of G728, ie less than 2m8. Also the complexity of its encoder, 

especially at low bit rates, is lower than that of the variable vector size codec. This is 

because of the smaller codebooks used - at 8 kbits/s the codebook search procedure 
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Figure 6.14: The G728 Adaptive PostFilter 

has only to examine 32 codebook entries. Therefore for some applications this codec 

may be more suitable than the higher speech quality variable vector size codec. 

6.7 PostFilter ing 

An adaptive posthlter is used with the G728 codec to improve the subjective quality 

of its reconstructed speech. Such postGlters have been used for several years with 

various speech codecs, and are described in detail in [75]. They work by emphasizing 

the formant and pitch peaks in the speech, and attenuating the valleys between these 

peaks. This reduces the audible noise in the reconstructed speech because, even with 

the noise shaping of the error weighting Alter, it is in the valleys between the formant 

and pitch peaks that the noise energy is most likely to cross the masking threshold 

and become audible. Therefore attenuating the speech in these regions reduces the 

audible noise, and because our ears are not very sensitive to the speech intensity in 

these valleys only minimal distortion is introduced to the speech signal. 

A block digram of the post filter used in the G728 codec, and our variable rate 

codecs, is shown in Figure 6.14. The long term posthlter has a transfer function 

1 

1 + b 
(1 + (6.31) 

where p is the backward adapted estimate of the pitch period, calculated as explained 

in section 6.4, and the coeScient 6 is given by 

b = 

0 if /) < 0.6 

A/) if 0.6 < ^ < 1 

A if ^ > 1 

(6.32) 
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where A is a parameter which controls the amount of long term posthltering and /) is 

the tap weight for a single tap predictor with delay p, given by 

If /) is less than 0.6 then the speech is assumed to be nnvoiced and 6 is set to zero, 

eEectively tuning off the long term posthlter. 

The short term post Alter is given by 

where 'yi and 'yg are tunable parameters which control the short term posthltering and 

Gi = 1,2 - 10, are backward adapted short term synthesis filter parameters for a 

Glter of order 10, which are derived as a by product of calculating the coefBcients for the 

higher order synthesis Slter. The all pole section of 7ifa(z) emphasizes the formants in 

the reconstructed speech, and attenuates the valleys between these formants. However 

this Altering operation introduces an undesirable spectral tilt in the posthltered speech, 

which leads to it sounding muBled. This spectral tilt is partially oifset by the all zero 

section of (z). 

The all zero section of (z) signihcantly reduces the mufRing effect of the post-

hlter. However the postEltered speech is still slightly mufBed, and so a spectral tilt 

compensation block is used to further reduce this effect. This is a hrst order filter with 

a transfer function 1 — w h e r e is a tunable parameter between 0 and 1, and A;i 

is the Erst rejection coeScient calculated from the LPC analysis of the reconstructed 

speech. During voiced speech the posthlter introduces a low pass spectral tilt to the 

speech, but Ai is close to -1 and so the spectral tilt compensation block introduces 

high pass Altering to offset this spectral tilt. During unvoiced speech the postElter 

tends to introduce a high pass spectral tilt to the speech, but becomes positive and 

so the spectral tilt compensation block automatically changes to a low pass hlter and 

again oEsets the spectral tilt. 

The Bnal section of the posthlter scales the output so it has approximately the 

same power aa the original decoded speech. The long term postfilter has its own gain 

control because of the factor 1/(1 + 6) in 77; (z). However the short term posthlter 

tends to ampli:^ the posthltered speech when the prediction gain of the short term 

filter is high, and this leads to the output speech sounding unnatural. The output 



CJfAPTER 6. A T R I A B L E RATE LOW DEI/AY CELP CODEC 118 

scaling blocks remove this effect by estimating the average magnitudes of the decoded 

speech and the output from the spectral tilt compensation block, and determining a 

scaling factor based on the ratio of these average magnitudes. 

The tunable parameters A, 'yi, ^2 a^d must be chosen to control the amount 

of postfiltering used. We want to introduce enough postfiltering to attenuate the 

audible coding noise aa much as possible without introducing too much distortion to 

the posthltered speech. In the G728 codec the parameters were chosen to minimise the 

coding noise after three tandems of the codec [3] because of the CCITT requirements 

regarding tandeming of the codec. The parameters were set to A = 0.15, 'yi = 0.65, 

^2 = 0.75 and // = 0.15. This posthlter does give some improvement to the speech 

quality of our variable rate codec after just one stage of coding of the speech, ie with no 

tandeming. However a greater improvement can be achieved by tuning the parameters 

for the best performance after one stage of coding. We used the parameters A = 0.5, 

"Yi = 0.5, 'y2 = 0 8, and = 0.5, and found that with these parameters the posthlter 

produced a signihcant improvement in the subjective quality of the reconstructed 

speech. 

6.8 Conclusion 

In this chapter we have described a variable rate low delay codec which is compat-

ible with the 16 kbits/s G728 codec at its highest bit rate, and exhibits a graceful 

degradation in speech quality down to 8 kbits/s. The bit rate can be reduced while 

the buffering delay is kept constant at 5 samples (0.625 ms), or alternatively better 

speech quality is achieved if the buffering delay is increased to 10 samples as the bit 

rate is reduced down to 8 kbits/s. 



Chapter 7 

Low Delay CELP Codecs at 8 to 4 

kbi ts /s 

7.1 Introduction 

In the previous chapter we described the 16 kbits/s G728 low delay codec, and dis-

cussed modifying this codec to produce an 8-16 kbits/s variable rate codec. In this 

chapter we consider methods of improving the performance of the 8 kbits/s codec, 

while maintaining as low a delay and complexity as possible. The 8 kbits/s codec 

developed in Chapter 6 uses a 3 bit gain codebook and a 7 bit shape codebook with 

backward adaption of both the long and the short term synthesis hlters, and gives an 

average segmental SNR of 14.29 dB. In Section 7.2 we describe the effect of increasing 

the size of the gain and shape codebooks in this codec while keeping a vector length of 

10 samples. This is followed by Sections 7.3 and 7.4 where we consider the improve-

ments that can be achieved, again while maintaining a vector length of 10 samples, by 

using forward adaption of the short and long term synthesis Alters. Then in Section 

7.5 we show the performance of three codecs, based on those developed in the earlier 

sections, operating at bit rates between 8 and 4 kbits/s. Finally in Section 7.6 we 

describe a codec, with a vector size of 40 samples, based on the algebraic codebook 

structure we described in Chapter 3. The performance of this codec is compared 

to the previously introduced low delay codecs from Section 7.5 and the higher delay 

ACELP codec described in Chapter 3. 

119 
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Figure 7.1: Scheme One Low Delay CELP Codec 

Cain Codebook Bits Shape Codebook Bits Segmental SNR (dB) 
3 7 14.29 
4 7 15.24 
5 7 15.62 
3 8 15.33 
3 9 16.12 
4 8 16.01 

Table 7.1: Performance of the Scheme One Codec with Various Size Gain and Shape 
Codebooks 

7.2 Improvements Due to Increasing Codebook Sizes 

In this section we use the same structure for the codec as was developed in Chapter 

6 but increase the size of the shape and the gain codebooks. This codec structure is 

shown in Figure 7.1, and we refer to it as "Scheme One". We used 3 tap backward 

adapted LTP and a vector length of 10 samples with a 7 bit shape codebook, and varied 

the size of the gain codebook from 3 to 4 and 5 bits. Then in our next experiments 

we used a 3 bit gain codebook and trained 8 and 9 bit shape codebooks. Finally we 

attempted increasing the size of both the shape and the gain codebooks by one bit. In 

each case the new codebooks were closed-loop trained using the technique described 

in Section 6.5. 

The segmental SNRs of this Scheme One codec with various size shape and gain 

codebooks is shown in Table 7.1. It can be seen that adding one bit to either the 

gain or the shape codebook increases the segmental SNR of the codec by about 1 dB. 
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Figure 7.2: Scheme Two Low Delay CELP Codec 

Adding two extra bits to the shape codebook, or one bit each to both codebooks, 

increases the segmental SNR by almost 2 dB. 

7.3 Forward Adaption of the Short Term Synthesis 

Filter 

In this section we consider the improvements that can be achieved in the vector size 

10 codec by using forward adaption of the short term synthesis hlter. In Table 6.5 

we examined the eEects of backward adaption of the synthesis hlter at 8 kbits/s. 

However these Bgures gave the improvements that can be achieved by eliminating the 

noise feedback and time mismatch that are inherent in backward adaption when using 

the same recursive windowing function and update rate as the G728 codec. In this 

section we consider the improvements that could be achieved by significantly altering 

the structure used for the determination of the synthesis Slter parameters. 

The codec structure used is shown in Figure 7.2, and we refer to it as "Scheme 

Two". Its only difference from the 8 kbits/s codec developed in Chapter 6 is that we 

replaced the recursive windowing function shown in Figure 6.3 with an asymmetric 

analysis window which was used in a candidate codec for the CCITT 8 kbits/s standard 

[66, 76]. This window, which is shown in Figure 7.3, is made up of half a Hamming 

window and a quarter of a cosine function cycle. The windowing scheme uses a frame 
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Figure 7.3: LPC Windowing Function Used in Candidate CCITT 8 kbits/s Codec 

length of 10 ms (or 80 samples), with a 5 ms look-ahead. The 10 ms frame consists 

of two sub-frames, and a Line Spectral Frequency (LSF) interpolation scheme similar 

to that described in Chapter 3 is used. 

We implemented this method of deriving the LPC coefEcients in our codec. The 

vector length was kept constant at 10 samples, but instead of the synthesis Biter 

parameters being updated every 20 samples, as in the Scheme One codec, they were 

updated every 40 samples using either the interpolated or transmitted LSFs. In the 

candidate 8 kbits/s CCITT codec [66] a filter order of ten is used and the ten LSFs 

are quantized with 19 bits using differential split vector quantization. However for 

simplicity, and in order to see the best performance gain possible for our codec by 

using forward adaption of the short term synthesis hlter, we used the ten unquantized 

LSFs to derive the hlter coefficients. A new 3 bit gain codebook and 7 bit shape 

codebook were derived for this codec using the codebook training technique described 

in Section 6.5. We found that this forward adaption increased the segmental SNR of 
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the codec by only 0.8 dB, and even this rather small improvement would of course 

be reduced by the quantization of the LSFs. Using a 19 bit quantization scheme to 

transmit a new set of LSFs every 80 sample frame would mean using on average about 

2.4 bits per 10 sample vector. 

Traditionally codecs employing forward adaptive LPC are more resilient to channel 

errors than those using backward adaptive LPC. However a big disadvantage of using 

such a forward adaptive LPC scheme is that it would increase the delay of the codec 

by almost an order of magnitude. Instead of a vector length of 10 samples we would 

need to buffer a frame of 80 speech samples, plus a 40 sample look-ahead, to calculate 

the LPC information. This would increase the overall delay of the codec from under 

4 ms to about 35 ms. 

7.4 Forward Adaption of the Long Term Predictor 

7.4.1 Initial Exper iments 

In this section we consider the gains in our codec performance which can be achieved 

using forward adaption of the Long Term Predictor (LTP) gain. Although forward 

adaption of the LTP parameters would improve the codec's robustness to channel 

errors, we did not consider forward adaption of the LTP delay because to transmit 

this delay from the encoder to the decoder would require around 7 extra bits per 

vector. However we expected to be able to improve the performance of the codec, at 

the cost of signiGcantly fewer extra bits, by using forward adaption of the LTP gain. 

The codec developed in Chapter 6 uses a three tap LTP with backward adapted 

values for the delay and Alter coefhcients. Initially we replaced this LTP scheme with 

an adaptive codebook arrangement, where the delay was still backward adapted but 

the gain was calculated as described in Section 3.5. This calculation assumes that 

the fixed codebook signal, which is not known until after the LTP parameters are 

calculated, is zero. The "optimum" adaptive codebook gain Gi, which minimises 

the weighted error between the original and reconstructed speech, was then given by 

Equation 3.16, which is repeated here for convenience: 

Here z(n,) = is the target for the adaptive codebook search, Siu(M) is 
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the weighted speech signal, ,§0(72) is the zero input response of the weighted synthesis 

hlter, and 

= 12 - %) (7.2) 
1 = 0 

is the convolution of the adaptive codebook signal — ck) with the impulse response 

of the weighted synthesis hlter, where o: is the backward adapted LTP delay. 

Again we trained new 7/3 bit shape/gain hxed codebooks, and used the unquant-

ized LTP gain Ci as given by Equation 7.1. However we found that this arrangement 

improved the segmental SNR of our codec by only 0.1 dB over the codec with 3 tap 

backward adapted LTP. Therefore we decided to try some of the joint adaptive and 

Axed codebook optimization schemes described in Section 4.2.4. These joint optimiz-

ation schemes are described below. 

The simplest optimization scheme. Method A from Section 4.2.4, involves calcu-

lating the adaptive and Sxed codebook gains and indices as usual, and then updating 

the two gains for the given codebook indices A; and a; using Equations 4.10 and 4.11, 

which are repeated here for convenience: 

^ ^ ^ < y , k fry Q\ 

^ Ck^a ~ CcfYak A\ 

Uk-Y'i, • ' ' 

Here is the LTP gain, Gg is the hxed codebook gain, 

vs—l 

= E y ' M (7-5) 
71=0 

is the energy of the Altered adaptive codebook signal and 

ws~l 

C'a = ^ (7.6) 

is the correlation between the Altered adaptive codebook signal and the codebook 

target z(M). Similarly is the energy of the hltered hxed codebook signal [cA:(M)*/i(M)], 

and Ct is the correlation between this and the target signal. Finally 

«s —1 

^ 2/a(M)[ct(n) * /i(M)] (7.7) 
m=0 

is the correlation between the hltered signals from the two codebooks. 
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We studied the performance of this gain update scheme in our vector length 10 

codec. A 7 bit Axed shape codebook was trained, but the LTP and Bxed codebook 

gains were not quantized. We found that the gain update improved the segmental 

SNR of our codec by 1.2 dB over the codec with backward adapted 3 tap LTP and no 

hxed codebook gain quantization. This is a much more signihcant improvement than 

that reported in Section 4.2.4 for our 4.7 kbits/s ACELP codec, because of the much 

higher update rate for the gains used in our present codec. In our low delay codec the 

two gains are calculated for every 10 sample vector, whereas in the 4.7 kbits/s ACELP 

codec used in Chapter 4 the two gains are updated only every 60 sample sub-frame. 

Encouraged by these results we also invoked the second sub-optimal joint codebook 

search procedure described in Section 4.2.4. In this search procedure the adaptive 

codebook delay a is determined hrst, by backward adaption in our present codec, 

and then for each Sxed codebook index A; the optimum LTP and fixed codebook gains 

and C2 are determined using Equations 7.3 and 7.4 above. The index A: which 

maximises 7]̂ ,̂ given below in Equation 7.8, will minimise the weighted error between 

the reconstructed and the original speech for the present vector, and is transmitted to 

the decoder. This codebook search procedure was referred to as Method B in Section 

4.2.4. 

= 2 (CiCa + 6'C2Ct — ^ (7 8) 

We trained a new 7 bit Gxed shape codebook for this joint codebook search al-

gorithm, and the two gains Ci and Cg were left unquantized. We found that this 

scheme gave an additional improvement in the performance of the codec so that its 

segmental SNR was now 2.7 dB higher than the codec with backward adapted 3 tap 

LTP and no hxed gain quantization. Again this is a much more signihcant improve-

ment than that which we found for our 4.7 kbits/s ACELP codec. 

7.4.2 Quantizat ion of Jointly Optimized Gains 

The improvements quoted above for our vector size 10 codec when we use an adaptive 

codebook arrangement with joint calculation of the LTP and fixed codebook gains, 

and no quantization of either gain, are quite promising. Next we considered the 

quantization of the two gains Ci and Cg. In order to minimise the number of bits 

used we decided to use a vector quantizer for the two gains. A block diagram of the 

coding scheme used is shown in Figure 7.4. We refer to this arrangement as "Scheme 
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Figure 7.4: Scheme Three Low Delay CELP Codec 

Three". 

This Scheme Three codec with forward adaptive LTP was tested with 4,5,6 and 

7 bit vector quantizers for the fixed and adaptive codebook gains and a 7 bit shape 

codebook. The vector quantizers were trained as follows. For a given vector quantizer 

level % the total weighted energy E; for speech vectors using this level will be 

—1 

mEATi \n=0 
(7.9) 

Here are the signals 3;(n), ^0(7%), and in the m'th 

vector, is the value of the backward adapted gain & in the m'th vector, is 

the hxed codebook entry 0̂ (7%) used in the m'th vector, Gii and C2i are the values of 

the two gains in the %'th entry of the joint vector quantizer, and TVi is the set of speech 

vectors that use the f th entry of the vector quantizer. As before 'ug is the vector size 

used in the codec, which in our present experiments is ten. 

Expanding Equation 7.9 gives 

(7.10) 



CffAPTER 7. l o w DEIAY CEIP CODECS AT 8 TO 4 A:BITS/S 127 

where 3;̂ (M) is the energy of the target signal 2:^(72), and 

Ctm and are the values in the m'th vector of C^, C^ and defined 

earlier. 

DiEerentiating Equation 7.10 with respect to Ci^ and setting the result to zero 

gives 

y i — 2Cam + = 0 H ) 

or 

Gli ^ âm + Cai ^ ^ Cam- (7 12) 
mGATf 

Similarly differentiating with respect to Cgi and setting the result to zero gives 

^ + ^ ^ (713) 
mENj mEN, 

Solving these two simultaneous equations gives the optimum values of and Ggi 

for the cluster of vectors TV, as 

(Y^meNi Cam^ (SmeiV; (^meNi (^meNi ^vnXakrn^ . . 
(jii — 7 r~7 \ (7.14j 

y12meNi ^amj \ Y2meNi ^m^kmj ~ (EmE% ^mYakm)'^ 

and 

^ ^ ^̂ mEATi 

(%2mE7V{ (Z]mE//i (EmETVi <̂ m Â:77i)̂  

Using Equations 7.14 and 7.15 we performed a closed-loop training of the vector 

quantizer gain codebook along with the hxed shape codebook similarly to the training 

of the shape and single gain codebooks described in Section 6.5. However we found a 

similar problem to that which we encountered when training scalar codebooks for (?i 

and C2 in Section 4.2.5. Specihcally although almost all values of Ci have magnitudes 

less than 2, a few values have very high magnitudes. This leads to a few levels in 

the trained vector quantizers having very high values, and being very rarely used. 

Following an in-depth investigation into this phenomenon we solved the problem by 

excluding all vectors for which the magnitude of Ci was greater than 2, or the mag-

nitude of (?2 was greater than 5, from the training sequence. This approach solved the 

problems of the trained gain codebooks having some very high and very rarely used 

levels. 
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Figure 7.5: Values of Gi and C2 in the 4 Bit Gain Quantizer 

We trained vector quantizers for the two gains using 4, 5, 6 and 7 bits. The values 

of the 4 bit trained vector quantizer for Ci and C2 are shown in Figure 7.5. It can 

be seen that when Ci is close to zero the values of have a wide range of values 

between -3 and +3, but when the speech is voiced and Gi is high the fixed codebook 

contribution to the excitation is less significant, and the quantized values of Cg are 

closer to zero. 

Our trained joint gain codebooks are searched ag follows. For each fixed codebook 

entry /c the optimum gain codebook entry is found by trying each pair of gain values 

in Equation 7.8 to test which level maximises and hence minimises the weighted 

error energy. The segmental SNR of our Scheme Three codec with a trained 7 bit 

shape codebook and trained 4,5,6 and 7 bit joint Cl/Cg vector quantizers is shown 

in Table 7.2. The segmental SNRs in this table should be compared with the value of 

14.29 dB obtained for the Scheme One codec with a 3 bit scalar quantizer for C2 and 

3 tap backward adapted LTP. 
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Gain Codebook Bits Segmental SNR (dB) 
4 Bits 14.81 
5 Bits 15.71 
6 Bits 16.54 
7 Bits 17.08 

Table 7.2: Performance of the Scheme Three Codecs 

It can be seen from Table 7.2 that the joint C1/C2 gain codebooks give a steady 

increase in the performance of the codec as the size of the gain codebook is increased. 

In the next section we describe the use of backward adaptive voiced/unvoiced switched 

codebooks to further improve the performance of our codec. 

7.4.3 Voiced /Unvoiced Switched Codebooks 

In Section 6.5 we discussed using different codebooks for voiced and unvoiced segments 

of speech, and using a backward adaptive voicing decision to select which codebooks 

to use. However we found that in the case of a codec with fully backward adaptive 

LTP no significant improvement in the codec's performance was achieved by using 

switched codebook excitation. In this section we discuss using a similar switching 

arrangement in conjunction with our Scheme Three codec described above. 

The backward adaptive voiced/unvoiced switching is based on the voiced/unvoiced 

switching used in the postAlter employed in the G728 codec [65]. In our codec the 

switch uses the normalised autocorrelation value of the past reconstructed speech 

signal 5(72) at the delay a which is used by the adaptive codebook. This normalised 

autocorrelation value is given by 

(7.16) 
^n=-100 ^ 

and when it is greater than a set threshold the speech is clagsihed as voiced; otherwise 

the speech is classiEed as unvoiced. In our codec, as in the G728 posthlter, the 

threshold is set to 0.6. 

Figure 7.6 shows a segment of the original speech and the normalised autocorrela-

tion value calculated from the reconstructed speech of our 8 kbits/s codec. To aid 

the clarity of this graph the values of 8̂̂  have been limited to lie between 0.05 and 

0.95. It can be seen that the condition > 0.6 gives a good indication of whether 

the speech is voiced or unvoiced. 
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Figure 7.6: Normalised Autocorrelation Value During Voiced and Unvoiced Speech 

The backward adaptive voicing decision described above was incorporated into 

our Scheme Three codec shown in Figure 7.4 to produce a new coding arrangement 

which we referred to as "Scheme Four". Shape and joint gain codebooks were trained 

as described earlier for both the voiced and unvoiced modes of operation in a vector 

length 10 codec. The quantized values of Gi and Cg in both the 4 bit voiced and 

unvoiced codebooks are shown in Figure 7.7. It can be seen that similarly to Figure 

7.5 when Ci is high the range of values of C2 is more limited than when Ci is close to 

zero. Furthermore, as expected, the voiced codebook has a group of quantizer levels 

with Ci close to one, whereas the values of the LTP gain in the unvoiced codebook 

are closer to zero. 

The results we achieved with seven bit shape codebooks and joint gain codebooks 

of various sizes are shown in Table 7.3. It can be seen by comparing this to Table 7.2 

that the voiced/unvoiced switching gives an improvement in the codec's performance 

of about 0.25 dB for the 4 and the 5 bit gain quantizers, and a smaller improvement 
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Figure 7.7: Values of Ci and (?2 in the 4 Bit Voiced and Unvoiced Gain Quantizers 

for the 6 and 7 bit gain quantizers. 

7.5 Low Delay Codecs at 4-8 kbits/s 

In the previous three sections we have considered the improvements that can be 

achieved in our vector size 10 codec by increasing the size of the shape and gain 

codebooks, and by using forward adaption of the short term predictor coefBcients and 

Gain Codebook Bits Segmental SNR (dB) 
4 Bits 15.03 
5 Bits 15.92 
6 Bits 16.56 
7 Bits 17.12 

Table 7.3: Performance of the Scheme Pour Codecs 
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Synthesis Long Term Shape Gain Extra A Segmental 
Filter Predictor C.B. C.B. Bits SNR 

Scheme One Backward 3 Tap 7 Bits 3 Bits 0 0 dB 
Adapted Backward 7 Bits 4 Bits 1 +0.95 dB 

p=20 Adapted 8 Bits 3 Bits 1 +1.04 dB 
7 Bits 5 Bits 2 +1.33 dB 
8 Bits 4 Bits 2 +1.72 dB 
9 Bits 3 Bits 2 +1.83 dB 

Scheme Two Forward 3 Tap 
Adapted Backward 7 Bits 3 Bits % 2.4 < +0.82dB 

p=10 Adapted 
Scheme Three Backward Forward 7 Bits 4 Bits 1 +0.52 dB 

Adapted Adapted 7 Bits 5 Bits 2 +1.42 dB 
p=20 7 Bits 6 Bits 3 +2.25 dB 

7 Bits 7 Bits 4 +2.79 dB 
Scheme Pour Backward Switched 7 Bits 4 Bits 1 +0.74 dB 

Adapted Forward 7 Bits 5 Bits 2 +1.63 dB 
p=20 Adapted 7 Bits 6 Bits 3 +2.27 dB 

7 Bits 7 Bits 4 +2.83 dB 

Table 7.4: Improvements Obtained Using Schemes One to Four 

the long term predictor gain. The improvements obtained by these schemes are sum-

marised in Table 7.4, which shows the various gains in the codec's segmental SNR 

against the number of extra bits used to represent each ten sample vector. 

In this table the Scheme One codec (see Section 7.2) is the vector size 10 codec 

developed in Chapter 6, with three tap backward adapted LTP and a 20 tap backward 

adapted short term predictor. The table shows the gains in the segmental SNR of the 

codec that are achieved by adding one or two extra bits to the shape or the scalar gain 

codebooks. 

The Scheme Two codec (see Section 7.3 ) also uses 3 tap backward adapted LTP, 

but uses forward adaption to determine the short term synthesis hlter coefficients. 

Using these coefBcients without quantization gives an improvement in the codecs seg-

mental SNR of 0.82 dB, which would be reduced if quantization were applied. In 

reference [66], where forward adaption is used for the LPC parameters, 19 bits are 

used to quantize a set of LSFs for every 80 sample frame; this quantization scheme 

would require us to use about 2.4 extra bits per 10 sample vector. 

The Scheme Three codec (see Section 7.4 ) uses backward adaption to determine 

the short term predictor coefficients and the long term predictor delay. However 
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forward adaption is used to find the LTP gain, which is jointly determined along with 

the hxed codebook index and gain. The LTP gain and the hxed codebook gain are 

jointly vector quantized using 4, 5, 6 or 7 bit quantizers, which implies using between 

1 and 4 extra bits per 10 sample vector. 

Finally the Scheme Four codec uses the same coding strategy as the Scheme Three 

codec, but also implements a backward adapted switch between specially trained 

shape and vector gain codebooks for the voiced and unvoiced segments of speech. 

It is clear from Table 7.4 that, for our vector size 10 codec, using extra bits to 

allow forward adaption of the synthesis hlter parameters is the least efhcient way of 

using these extra bits. If we were to use two extra bits the largest gain in the codec's 

segmental SNR is given if we simply use the Scheme One codec and increase the size 

of the shape codebook by 2 bits. This gain is almost matched if we allocate one extra 

bit to both the shape and gain codebooks in the Scheme One codec, and this would 

increase the codebook search complexity less dramatically than allocating both extra 

bits to the shape codebook. 

In order to give a fair comparison between the diSerent coding schemes at bit rates 

between 4 and 8 kbits/s we tested the Scheme One, Scheme Three and Scheme Four 

codecs using 8 bit shape codebooks, 4 bit gain codebooks and vector sizes of 12, 15, 

18 and 24 samples. This gave three different codecs at 8, 6.4, 5.3 and 4 kbits/s. Note 

that as the vector size of the codecs increase, their complexity also increases. Methods 

of reducing this complexity are possible [77], but have not been studied in our work. 

The segmental SNRs of our three 4-8 kbits/s codecs against their bit rates is shown 

in Figure 7.8. 

Several observations can be made from this graph. At 8 kbits/s, as expected from 

the results in Table 7.4, the Scheme One codec gives the best quality reconstructed 

speech, with a segmental SNR of 14.55 dB. However as the vector size is increased and 

hence the bit rate reduced it is the Scheme One codec whose performance is most badly 

aSected. At 6.4 kbits/s and 5.3 kbits/s all three codecs give very similar segmental 

SNRs, but at 4 kbits/s the Scheme One codec is clearly worse than the other codecs, 

which use forward adaption of the LTP gain. This indicates that although the three 

tap backward adapted LTP is very elective at 8 kbits/s and above, it is less effective 

as the bit rate is reduced. Furthermore the backward adaptive LTP scheme is more 

prone to channel error propagation. 
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Figure 7.8: Performance of Schemes One Three and Four Codecs at 4-8 kbits/s 

Similarly, as indicated in Table 7.4, the backward adaptive switching between 

specially trained voiced and unvoiced gain and shape codebooks improves the per-

formance of our Scheme Four codec at 8 kbits/s so that it gives a higher segmental 

SNR than the Scheme Three codec. However as the bit rate is reduced the gain due 

to this codebook switching is eroded, and at 4 kbits/s the Scheme Four codec gives 

a lower segmental SNR than the Scheme Three codec. This is due to inaccuracies in 

the backward adaptive voicing decisions at the lower bit rates. Figure 7.9 shows the 

same segment of speech as was shown in Figure 7.6, and the normalised autocorrela-

tion value calculated from the reconstructed speech of our Scheme Four codec at 4 

kbits/s. It can be seen that the condition > 0.6 no longer gives a good indication 

of the voicing of the speech. Again for clarity of display the values of have been 

limited to between 0.05 and 0.95 in this hgure. 

In listening tests we found that all three codecs gave near toll quality speech at 8 

kbits/s, with differences between the codecs being difhcult to distinguish. However at 
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Figure 7.9: Normalised Autocorrelation Value During Voiced and Unvoiced Speech 

4 kbits/s the Scheme Two codec sounded clearly better than the Scheme One codec, 

and gave reconstructed speech of communications quality. 

7.6 A Low Delay ACELP Codec 

In this 6nal section of our work on Low Delay CELP codecs operating between 4 and 

8 kbits/s we implemented a low delay version of our Algebraic CELP (ACELP) codec 

which wag described in Chapter 3. We developed a series of low delay codecs with a 

frame size of 40 samples or 5 ms, and hence a total delay of about 15 ms, and with 

various bit rates between 5 and 6 kbits/s. All of these codecs use backward adaption 

with the recursive windowing function described in Section 6.2.1 to determine the 

coeScients for the synthesis Elter, which has an order p = 20. Furthermore they use 

the same weighting hlter, which was described in Section 6.2.3, as our other low delay 

codecs. However apart from this they have a structure similar to the codecs described 
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Pulse Number i Amplitude Possible Position rrii 
0 +1 1,6,11,16,21,26,31,36 
1 -1 2,7,12,17,22,27,32,37 
2 +1 3,8,13,18,23,28,33,38 
3 -1 4,9,14,19,24,29,34,39 

Table 7.5: Pulse Amplitudes and Positions for the 12 bit ACELP Codebook 

in Chapter 3. An adaptive codebook is used to represent the long term periodicities 

of the speech, with possible delays taking all integer values between 20 and 147 and 

being represented using 7 bits. As described in Chapter 3 the best delay is calculated 

once per 40 sample vector within the Analysis-by-Synthesis loop at the encoder, and 

then transmitted to the decoder. 

Initially we used the 12 bit ACELP hxed codebook structure shown in Table 3.2 

which is repeated here in Table 7.5. Each 40 sample vector has a fixed codebook signal 

given by 4 non-zero pulses of amplitude +1 or -1, whose possible positions are shown 

in Table 7.5. Each pulse position is encoded with 3 bits giving a 12 bit codebook. As 

explained in Section 3.6, the pulse positions can be found using a series of four nested 

loops, leading to a very efficient codebook search algorithm [78, 1]. 

In our first low delay ACELP codec, which we refer to as Codec A, we used 

the same 3 and 5 bit scalar quantizers as were used in the codecs in Chapter 3 to 

quantize the adaptive and Axed codebook gains Ci and (^2- This meant that 12 bits 

were required to represent the Axed codebook index, 7 bits for the adaptive codebook 

index and a total of 8 bits to quantize the two codebook gains. This gave a total 

of 27 bits to represent each 40 sample vector, giving a bit rate for this codec of 5.4 

kbits/s. We found that this codec gave an average segmental SNR of 10.20 dB, which 

should be compared to the average segmental SNRs for the same speech hies of 9.83 

dB and 11.42 dB for our 4.7 kbits/s and 7.1 kbits/s forward adaptive ACELP codecs 

described in Chapter 3. All of these codecs have a similar level of complexity, but the 

backward adaptive 5.4 kbits/s ACELP codec has a frame size of only 5 ms, compared 

to the frame sizes of 20 and 30 ms for the 7.1 and 4.7 kbits/s forward adaptive 

systems. Furthermore it can be seen from Figure 7.10 that, upon interpolating the 

segmental SNRs between the two forward adaptive ACELP codecs, the backward 

adaptive ACELP codec at 5.4 kbits/s gives a very similar level of performance to the 

forward adaptive codecs. In this hgure we have marked the segmental SNRs of the two 
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Figure 7.10: Performance of Low Delay ACELP codecs 

forward adaptive ACELP codecs with circles, and the segmental SNR of our low delay 

ACELP codec at 5.4 kbits/s with a black diamond. Also marked with diamonds are 

the segmental SNRs and bit rates of other backward adaptive ACELP codecs which 

will be described later. For comparison the performance of the Scheme Three low 

delay codec, described in Section 7.5 and copied from Figure 7.8, is also shown. 

It can be seen from Figure 7.10 that although the 5.4 kbits/s low delay backward 

adaptive ACELP codec described above gives a similar performance in terms of speech 

quality to the higher delay forward adaptive ACELP codecs, it performs signihcantly 

worse than the Scheme Three codec of Table 7.4, which uses a shorter vector size and 

a trained shape codebook. We therefore attempted to improve the performance of our 

low delay ACELP codec by introducing vector quantization and joint determination 

of the two codebook gains Gi and (72- Note that similar vector quantization and joint 

determination of these gains was used in the Scheme Three and Scheme Four codecs 

described in Section 7.5. We also re-introduced the backward adaption of the Sxed 
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codebook gain Cg which was used in our other low delay codecs and is described in 

Section 6.2.2. We replaced the 3 and 5 bit scalar quantizers for Ci and Cg with a 6 

bit joint vector quantizer for these gains, which resulted in a total of 25 bits being 

used to represent each 40 sample vector and therefore gave us a 5 kbits/s codec. We 

refer to this as Codec B. The joint 6 bit vector quantizer for the gains was trained as 

described in Section 7.4.2. A joint codebook search procedure was used so that for 

each 6xed codebook index A; the joint gain codebook was searched to hnd the gain 

codebook index which minimised the weighted error for that fixed codebook index. 

The best shape and gain codebook indices are therefore determined together. This 

codebook search procedure results in a large increase in the complexity of the codec, 

but also signihcantly increases the performance of the codec. 

We found that our 5 kbits/s Codec B, using joint vector quantization of Ci and C2 

and backward adaption of C2, gave an average segmental SNR of 10.58 dB. This is 

higher than the segmental SNR of the codec with scalar gain quantization, ie Codec A, 

despite codec B having a lower bit rate. The performance of this Codec B is marked 

with a diamond in Figure 7.10, which shows that it falls between the segmental SNRs 

of the ACELP codecs with scalar gain quantization and the Scheme Three codecs. 

Next we replaced the 12 bit algebraic codebook detailed in Table 7.5 with the 

15 bit codebook recommended in the 8 kbits/s ACELP codec [66, 76] submitted as a 

candidate for CCITT standardisation. This codebook also uses only 4 non-zero pulses 

per 40 sample vector, but the pulses have a greater range of potential positions they 

can take within the vector. Furthermore, rather than all the pulses having a hxed sign, 

one of them can be either +1 or -1. This 15 bit algebraic codebook structure is shown 

in Table 7.6. The hrst two pulses can take any one of ten positions each, and their 

positions are encoded with 7 bits. The third and fourth pulses can take one of eleven 

positions each, and their positions are also encoded with 7 bits. Notice that the last 

possible position for these two pulses falls outside the vector boundary. When this 

position is chosen by the codebook search it indicates that the pulse is missing and 

that the vector has only three or even two non-zero pulses. Finally one bit is used to 

encode the sign of the fourth pulse. This results in a total of 15 bits being used to 

represent the output from the codebook. 

This 15 bit codebook structure increases the bit rate of the codec by 600 bits per 

second, and gives a signihcant increase in the performance of the codec. We trained 
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Pulse Number i Amplitude Possible Position 
0 +1 0,4,8,12,16,20,24,28,32,36 
1 -1 1,5,9,13,17,21,25,29,33,37 
2 + 1 2,6,10,14,18,22,26,30,34,38,(42) 
3 +1 or -1 3,7,11,15,19,23,27,31,35,39,(43) 

Table 7.6: Pulse Amplitudes and Positions for the 15 bit ACELP Codebook 

a 6 bit joint gain vector quantizer for use with this 15 bit codebook, and found that 

the average segmental SNR of the resulting 5.6 kbits/s codec, referred to as Codec 

C, was 11.78 dB. This is marked by another diamond on Figure 7.10. It can be seen 

from the 6gure that the use of the 15 bit codebook has resulted in a codec with very 

similar performance to the Scheme Three codec. 

Note that the use of a 15 bit algebraic codebook increases the complexity of the 

codec by approximately a factor of 8 in comparison to the 12 bit codebook used in 

Codec B. Together with the use of a fairly large vector quantizer, which is searched 

for every fixed codebook index, to represent the two gains and Gg this results 

in an extremely complex codec. However in [78] a focused search procedure for an 

algebraic codebook is described, and it is reported in [76] that only 4 % of the 15 bit 

codebook described above needs to be searched to give a " performance equivalent to 

that of the full search". Also after the adaptive codebook delay o; is found, the value 

for the adaptive codebook gain which would be used if and Cg were sequentially 

determined can be calculated. This sequential LTP gain value is given in Equation 

7.1 as = Ca/^a, where the symbols Cg and have their usual meanings. This 

gain value could then be used to limit the portion of the gain vector codebook that is 

searched to only those entries which have a Ci value close to With the use of 

this technique and a focused algebraic codebook search the codec complexity can be 

significantly reduced. 

Next we investigated the performance of our low delay ACELP codec with a 15 bit 

shape codebook at two slightly higher bit rates. First the size of the vector quantizer 

for the two gains was increased from 6 to 7 bits, resulting in the 5.8 kbits/s Codec D 

which gave an average segmental SNR of 12.01 dB. Finally aa described in reference 

[66] an extra sign bit waa introduced to represent the global sign of the algebraic 

codebook entry. This bit is effectively used to represent the sign of Gg, and therefore 

doubled the resolution of the quantization of Cg. The sign of Gg is determined by 
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Algebraic 
Codebook 

Gain 
Quantization 

Bit Kate 
(kbits/s) 

Segmental 
SNR 

Codec A 12 Bit 3+5 Bit Scalar 5.4 10.20 dB 
Codec B 12 Bit 6 Bit Vector 5 10.58 dB 
Codec C 15 Bit 6 Bit Vector 5.6 11.78 dB 
Codec D 15 Bit 7 Bit Vector 5.8 12.01 dB 
Codec E 15 Bit 74-1 Bit Vector 6 12.17 dB 

Table 7.7: Performance and Structure of Low Delay ACELP Codecs 

testing the sign of Ct for each codebook entry. This, along with the 15 bit algebraic 

codebook and the 7 bit joint gain codebook, gave a bit rate of 6 kbits/s. We found 

that the resulting codec, referred to as Codec E, gave an average segmental SNR of 

12.17 dB. The segmental SNRs of both these higher bit rate codecs are marked in 

Figure 7.10 with diamonds. It can be seen that increasing the bit rate of the codec as 

described above gives an almost linear increase in the segmental SNR of the codecs 

using a 15 bit algorithmic codebook. 

The characteristics of our low delay ACELP codecs are summarised in Table 7.7. 

We found that our 6 kbits/s low delay ACELP Codec E gave reconstructed speech of 

good communications quality. This codec is very similar to the 8 kbits/s low delay 

ACELP codec described in [66, 76] which is being considered for CCITT standard-

isation. The main difference is that the codec in [66] uses forward adaption of the 

synthesis hlter parameters, and as a result has a delay of more than double our codec 

as well as a bit rate 2 kbits/s higher. However for the cost of these disadvantages 

the forward adaption used for the LPC parameters in [66] results in both a lower 

vulnerability to channel errors, and a higher speech quality. Nonetheless our 6 kbits/s 

codec provides a useful alternative, when a lower speech quality is acceptable and a 

higher channel quality can be guaranteed. 

7.7 Conclusion 

In this chapter we have described several low delay coding schemes operating between 

4 and 8 kbits/s. Codecs using both forward and backward adaption of the long 

term filter have been considered, but all the codecs use backward adaption of the 

short term synthesis Glter and so have frame sizes of at most 5 ms. Both relatively 

small trained shape codebooks and large algebraic codebooks were used. We found 
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that the resulting codecs oEered a range of reconstructed speech qualities between 

communications quality at 4 kbits/s to almost toll quality at 8 kbits/s. 



Chapter 8 

Conclusions and Suggestions for 

Further Work 

8.1 Summary and Conclusions 

In this thesis we have studied the coding of narrow-band speech, which has been 

sampled at 8 kHz, at bit rates between 4 and 16 kbits/s. The work has concentrated 

on codecs using the Code Excited Linear Prediction (CELP) [2] algorithm. These 

codecs use an adaptive linear synthesis Alter to model the vocal tract of the speaker, 

and an Analysis-by-Synthesis (AbS) structure to determine the excitation signal which 

is fed to the synthesis filter to produce the reconstructed speech. The excitation signal 

is vector quantized typically using two codebooks. One of these codebooks is adaptive, 

and is used to model the long term periodicities which are present in voiced speech 

due to the periodic opening and closing of the vocal cords. The other codebook is very 

large, typically 1024 entries or more, and due to the complexity of the AbS search of 

such a large codebook special structures are used to simpli:^ the search. One such 

structure is the algebraic codebook structure [79], and we describe two low complexity 

Algebraic CELP (ACELP) codecs operating at 4.7 and 7.1 kbits/s. The 4.7 kbits/s 

codec gives an average segmental SNR of 9.83 dB, and produces reconstructed speech 

of good communications quality. The 7.1 kbits/s codec gives an average segmental 

SNR of 11.42 dB, and produces speech which is noticeably more transparent than the 

lower rate codec. 

142 
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An important aspect of CELP codecs is the AbS structure which is used to de-

termine the excitation signal for the synthesis Slter in such a way that the perceptual 

error between the original speech and the reconstructed speech is minimised. We in-

vestigated several ways of extending this AbS loop in our 4.7 kbits/s ACELP codec so 

that the signals from the two codebooks are optimized together. Several techniques of 

various complexities, and giving different improvements in the reconstructed speech 

quality, were proposed. We found that it was possible to improve the segmental SNR 

of our codec by 0.5 dB, and give a noticeable improvement in its perceptual qual-

ity, but at the cost of increasing the codec complexity by 40 %. We also studied 

methods of including the determination of the synthesis Elter parameters in the AbS 

loop by updating these parameters once the excitation signal which is fed to the hlter 

is known. However we found that although it was possible to produce a signihcant 

improvement in the codec's performance using such update schemes, similar improve-

ments could also be achieved using the common techniques of bandwidth expansion 

and Line Spectral Frequency (LSF) interpolation. 

A very important application of low bit rate codecs is in digital mobile telephony. 

Such codecs are used over the extremely hostile mobile radio channel, and so must 

be reasonably robust to errors introduced by the channel between the encoder and 

the decoder. We studied in detail this aspect of our ACELP codecs, and ways of 

making the transmitted parameters of these codecs less susceptible to errors. We also 

proposed a new method of measuring the sensitivity of various bits within a codec's 

bit stream to errors. This new method attempts to take proper account of the long 

memory of some codec parameters to errors, and allows speech and channel codecs to 

be hnely matched in order to achieve as high a system performance as possible. 

An important part of CELP codecs is the linear predictive synthesis Alter which 

is employed to model the effects of the vocal tract of the speaker [4]. This filter is 

adaptive, and we have studied codecs which use forward adaption of the filter, as 

well as other codecs which use backward adaption. The ACELP codecs above are 

examples of forward adaptive systems. Such codecs need to bu@er a frame of input 

speech at the encoder, typically 20 to 30 ms long, and this leads to codecs with a 

total delay of the order of 60 to 90 ms. Such a high delay can be unacceptable in 

some applications, for example in two way communication systems where echoes are 

present. Thus codecs with a lower delay are also important, and such codecs tend to 
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use backward adaption of the synthesis Elter parameters in order to avoid the need to 

buffer a long frame of speech at the encoder. We have studied in detail the recently 

standardised CCITT 16 kbits/s low delay CELP codec [3], and proposed an extension 

to this codec to allow it to operate as a variable rate codec between 8 and 16 kbits/s. 

At 8 kbits/s if the delay of the codec is kept constant at less than 2 ms then an average 

segmental SNR of 12.56 dB is achieved. If the delay of the codec is increased as its 

bit rate is decreased then at 8 kbits/s it has a delay of less than 4 ms, and gives an 

average segmental SNR of 14.29 dB. 

We conclude this thesis with a study of low delay codecs operating between 4 and 

8 kbits/s. Several coding schemes are introduced, and we show that it is possible to 

achieve a segmental SNR of 9.65 dB at 4 kbits/s with a total delay of less than 10 

ms. In listening tests this variable rate codec gives communications quality speech at 

4 kbits/s, which rises to close to toll quality speech at 8 kbits/s. We also propose a 

backward adaptive ACBLP codec with a delay of about 15 ms. At 6 kbits/s this codec 

gives reconstructed speech of good communications quality with an average segmental 

SNR of 12.17 dB. 

8.2 Suggestions for Further Work 

The low delay codecs we described in Chapters 6 and 7 offer reasonable speech quality 

at bit rates between 4 and 16 kbits/s. However one area in which backward adaptive 

systems traditionally suffer is their vulnerability to channel errors, and this aspect of 

our codecs needs to be investigated. Work is currently progressing in this area. Also 

as the bit rate of these codecs is reduced towards 4 kbits/s the complexity of the search 

of the trained codebooks used in some of the codecs increases. Methods of reducing 

this complexity need to be investigated before the codecs would be practical for real 

time systems. 

Despite hectic activity in speech coding research for the the past ten years there 

are still many problems which remain unsolved, and areas in which further work could 

yield good results. One such area is the integration of speech codecs into communic-

ations systems so that the speech codec, channel codec and modulation schemes are 

optimised together in order to provide the best possible system performance. An-

other useful area for further research is in our perception of the quality of coded 
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speech signals. Noise weighting Alters are already employed in CELP codecs, and 

lead to a signiScant improvement in the quality of these codecs. However although 

these weighting Alters go some way towards modelling the himian ear's perception of 

speech, much work remains to be done. 
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