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Static and Dynamic Phases in the Vortex State of the High 

Temperature Superconductor YBagCusOy a 

By Andreas Peter Rassau 

Transport measurements have been used to probe static and dynamic vortex states within clean single crystalline 

samples of the high temperature superconductor YBa2Cu307.5. A bespoke software tool has been designed to 

execute complex series of experimental instructions, facilitating the systematic investigation of a range of different 

history effects within the vortex system. A new approach has been developed for controlling the interaction of 

vortices with the underlying pinning potential, by means of the driving current modulation foiTn and magnitude, 

A wide range of evidence from both transport and ac-susceptibility techniques is presented in support of the 

existence of a finite width transition region (TR) in the vicinity of the melting line, over which vortex liquid and 

solid phases coexist. Dynamic behaviour in this TR has been explained in temis of the percolation of vortex liquid 

between vortex solid domains. Furthermore, within the TR we have observed current induced switching effects from 

low to high resistivity states and attributed this behaviour to a redistribution of vortex solid domains. A novel 

'history dependence' technique has been developed for probing relaxation processes across the phase diagram. We 

have demonstrated that the relaxation properties of the system change abruptly across the TR but that there is no 

relaxation over experimental time-scales at any point within this region. This is contrary to expectations for a model 

of glassy relaxation but entirely consistent with the notion of a region of coexistent vortex liquid and solid phases. 

We have found that the dynamics of this vortex solid are crucially dependent upon the modulation fomi of the 

driving current. In particular, we have demonstrated that the driven vortex system has the tendency to stabilise in 

two particular dynamic phases, one ordered the other relatively disordered, dependent on the nature of the applied 

drive. Transient responses observed on switching between drive modulation-forms were interpreted in terms of 

changeovers between these phases. In response to oscillatory drives that were asymmetric either with respect to 

their amplitude or to the positive and negative part of their period, we observed a highly unusual dynamic state. 

This state manifested itself in terms of large-amplitude oscillations of the voltage amplitude which were independent 

of the drive modulation-frequency but highly dependent on the asymmetry of the drive. This anomalous response 

has been explained in terms of distinct regions of ordered and disordered dynamic phases coexisting within the 

sample, their relative proportions changing periodically with time. From such observations we have demonstiated 

that the ordered dynamic state is inherently stable, in that it is easier to coherently drive an ordered-phase domain 

out of the sample than it is to break it apart. 
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CHAPTER 1. INTRODUCTION 

1.1 Historical Context 

Discovered by the Dutch physicist KamerUngh Onnes in 1911 [1], superconductivity has 

proved to be one of the most important physical phenomena of the 20^ century. Basic Type-I 

Superconductivity manifests itself as the simultaneous development at a critical temperature 

Tc, of zero resistivity and perfect diamagnetism, the diamagnetism being supported by 

screening currents flowing in the surface of the sample (the Meissner-Ochsenfeld effect [2]). 

Further to this, there is a distinct Type-II class of superconducting behaviour, whereby above 

a temperature dependent field //ci(T) magnetic flux penetrates the bulk of superconductor in 

the form of localised quantised lines, also known as vortices. 

Building upon a long history of development, to which London & London [3, 4] and 

Pippard [5] made major contributions, in 1950 Ginzburg and Landau (GL) published the first 

complete phenomenological theory of the type-I superconducting state [6]. This theory 

introduced many important concepts, most notably the idea that the superconducting state 

could be described in terms of a macroscopic effective wave function. Just a few years later, 

a physical explanation for this wave function arrived in the form of the Bardeen Cooper and 

Schrieffer (BCS) microscopic model [7]. In this theory superconductivity was explained in 

terms of a phonon-mediated pairing-interaction between electrons forming a so-called 

Cooper-pair condensate. At approximately the same time, following on from the GL theory, 

Abrikosov proposed the existence of the type-II superconducting state [8] and almost 

immediately a wealth of evidence emerged in support the Abrikosov concept. Over 

subsequent years a sound understanding of both type-I and II superconductivity has 

developed. 

At the same time as such major developments were being made towards understanding the 

physics of superconductors, considerable difficulties had been experienced in developing 
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economically viable applications. Throughout the 1960s and 1970s a number of 

demonstrators were constructed but while progress was made in terms of the engineering, 

cost-effective applications remained elusive [9]. This was largely due to the very low critical 

temperatures of the elemental and alloy superconductors known at the time {T̂  -10 K). By 

the start of the 1980s interest in the engineering applications had all but disappeared. 

Moreover, by this stage it seemed that the physics of the superconducting state had been more 

or less fully elucidated. It appeared, therefore, that the phenomenon of superconductivity 

would be relegated to the status of a topic which has been understood and explained and yet 

was without widespread practical application. Then, in 1987, something quite remarkable 

happened. 

Up until the late 1980s the record for the highest critical temperature in a superconductor 

was 23 K in NbsGe [10]. Over the 70 preceding years, progress towards increasing had 

been painstakingly slow. In March 1987, Georg Bednorz and Alexander Miiller of the IBM 

research laboratory in Zurich published a paper with the unassuming title ''Possible high Tc 

superconductivity in the Ba-La-Cu-0 system''' [11]. In this paper they presented evidence for 

superconductivity at a temperature of 30 K which, on the face of it, this did not seem to be 

particularly remarkable. Moreover, this was not the first time someone had claimed to 

observe "high temperature" superconductivity. In this context many scientists dismissed the 

findings as an improbable claim of no real interest. 

However, there was one important factor that attracted attention to the Bednorz-Miiller 

compound. Contrary to all previous observations the new superconducting compound was an 

oxide. The observation of superconductivity at relatively high temperatures within an oxide 

system pointed to the existence of a new class of superconducting compounds, potentially 

with higher critical temperatures than had previously been observed. Inspired by this logic, a 

number of groups around the world quickly sought to reproduce and build upon the Bednorz-

Milller results. A dramatic race ensued, and in the autumn of 1988 several papers were 

published virtually simultaneously, reporting superconductivity in the compound 

YBazCusOv^s with - 90K [12]. 
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The discovery of so-called "high-temperature" superconductors (HTS), with critical 

temperatures above the temperature of liquid nitrogen, stimulated a massive amount of 

interest in the field. Undoubtedly in many cases the original motivations were economic, as 

researchers sought to make a contribution to what they saw to be a burgeoning new 

technological area. However, as interest in this new class of compounds developed, it became 

increasingly apparent that there were many exciting and perplexing features in terms of the 

physics of this new class of compounds. Indeed, it is a remarkable fact, that in spite of over 

10 years of intensive investigation, the physics of high temperature superconductors remains 

far from fully elucidated. There is still no consensus as to the nature of the superconducting 

pairing mechanism in HTS [13]. Moreover, new physics continues to be discovered in 

relation to the vortex-state of HTS. 

It was in this context, that the work of this thesis was conducted. Contained within this 

document are contributions to the understanding of the equilibrium and dynamic properties of 

the vortex state in high temperature superconductors. In this chapter, an overview is provided 

of some of the key concepts required to understand the physics of vortices in general and in 

high temperature superconductors in particular. In Section 1.2, a brief introduction is 

provided to the various important length-scales within the type-I and II superconducting 

states. In Sections 1.3 and 1.4 the properties common to type-II superconducting materials 

are considered. In section 1.5, properties specific to high temperatures superconductors are 

discussed. Finally in section 1.6, an overview is provided of the content of the remainder of 

this thesis. 

1.2 Important Length-Scales in the Superconducting State 

A convenient phenomenological fi-amework for analysing superconducting systems was 

provided by the Ginzburg-Landau (GL) model [6]. Although only really applicable in the 

vicinity of Tc, a number of concepts which arise out of the this model have proved generally 

useful for characterising superconducting systems. An essential assumption of GL-theory is 
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that the superconducting system can be described in terms of an effective macroscopic wave-

function y/. It turns out that in conventional superconductors y/, is related to the local density 

of superconducting Cooper paired electrons = yAjf- The important length-scales which 

arise out of the GL model are: 

(i) Coherence length, length scale for variations in the superconducting wave-function 

(ii) Penetration depth, X\ length scale over which magnetic field penetrates into the bulk 

of a superconductor 

(iii) Ginzburg-Landau parameter, K = A.(T)/^{T) 

Whereas X and § vary with T, K is approximately constant making it useful in characterising 

superconducting materials. This is especially true, in terms of establishing the distinction 

between type-I and type-II superconducting behaviour. 

The GL-parameter is important since it controls the surface energy of the boundary 

between normal and superconducting regions, the crossover from positive to negative surface 

energies occurring for K = 1/V2 [14]. For pure elemental superconductors A,(T) « ^(T) thus 

K « 1. This leads to a positive surface energy for all fields and temperatures, consistent with 

the idea of a bulk-screened superconductor. The effect of alloying a superconducting material 

is to substantially reduce the coherence length At the same time X increases due to non-

local effects, thus the net result is a strong reduction in Ginzburg-Landau parameter K. Thus 

in alloyed or compound materials, for the majority of fields and temperatures in the 

superconducting region K > iNl. This implies a negative Normal-Superconducting surface 

energy and it follows that in this case it is energetically favourable to maximise the area of N-

S boundaries. Under such conditions the system undergoes a transition into the very different 

Type-II superconducting state. 
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1.3 Type-ll Superconductivity: The Vortex State 

While it was clear from Ginzburg Landau theory, that in certain superconducting materials, 

there should be a crossover into a regime with negative N-S surface energy, it was Abrikosov 

who first elucidated the nature of this regime [8]. Abrikosov reasoned that in order to 

maximise the N-S surface area, the normal region should penetrate into the bulk of the 

superconducting material, dividing up on the finest possible scale. In fact, this subdivision is 

limited by flux quantisation, the penetrating field being divided up into units of one flux 

quantum ((|)o = h/2e). Thus, a situation is attained whereby flux lines penetrate the 

superconductor, locally driving the system normal whilst the bulk of the system remains 

superconducting. These quantised lines of flux came to be known as vortex-lines or vortices, 

since they are screened from the bulk of the superconductor by vortices in the electron 

superfluid. In a pure material at zero temperature the vortices should be straight parallel lines 

arranged into a triangular or Abrikosov lattice also known as a flux-line-lattice (FLL). 

Thus, in certain types of superconducting compound, known collectively as type-II 

superconductors, above a lower critical field i^ciCT) it becomes energetically favourable for 

flux lines to penetrate into bulk of the superconductor. Above this critical field the state of 

the system is known variously as the Type II, Schubnikov phase or vortex state. This state 

extends up as far as an upper critical field ^ ( T ) , at which the system becomes normal. 

The structure of an individual vortex line is best visualised by considering the variation in the 

superconducting order parameter and local magnetic flux density in its vicinity (see Fig. 1.1, 

overleaf). Due to the circulating screening current, the magnetic induction falls off as 

exp(-r /A)/Vr on moving away from the centre of the vortex. Thus the Ginzburg-Landau 

penetration depth (1) provides an approximate dimension for the region over which flux 

It should be noted that the term flux-line-lattice is applied somewhat more generally than Abrikosov 
lattice, since it is used to describe configurations in which vortices are distorted away from their ideal 
lattice positions. 
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B.L.IV 

Fzg. 7.7 Schematic representation of an isolated vortex, showing the variation in the 
superconducting order parameter Ixf/I^ and local magnetic induction B. Also 
ZMffzcaW M m cwrrgMf (fg/wzYy 
the vortex core. 

penetrates. In terms of the screening action of the condensate electrons themselves, the 

circulation velocity diverges on approaching the centre of the vortex. This drives the local 

electron density, and hence the superconducting order parameter to zero at the axis of the 

vortex. Moving out from the centre of the vortex, the condensate wavefunction reaches its 

asymptotic value over a range defined by the superconducting coherence length The tube 

of diameter ^ around the vortex axis is commonly described as the vortex core. 

1.4 Forces Acting on Vortices within Type-II Superconductors 

Due to basic electrodynamic and superconducting state properties, a wide range of 

different forces act on vortices within the type-II superconducting state. Indeed, competition 

between such forces leads to a rich complexity of behaviour in the static and dynamic phases 

of the vortex system. In the following sections we will review some of the main interactions 

influencing the distribution and motion of vortices within type-II superconductors. 
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1.4.1 Intervortex Interactions 

In all real systems both impurities and thermal interactions influence vortex distributions. 

However, for simplicity we will initially consider an ideal pure system at zero temperature. 

In this case the vortex separation and distribution are controlled by the so-called inter-vortex 

interactions. In fact, there are two such interactions, each of which is important in different 

regions of the phase diagram: 

(i) Long range interaction of circulating screening currents (repulsive for parallel and 

attractive for anti-parallel flux lines). Extends out as far as the currents themselves, i.e. 

over an approximate range A,. 

(ii) Short range attractive interaction due to the fact that the order parameter drops off at 

vortex core (it is energetically favourable for two such cores to overlap). 

For the purpose of simulations these interactions are often approximated to a two body 

potential dU between flux line elements dl\ and dl2 separated by a distance rn [15]; 

. ( L I ) 

The first and second terms in this expression reflect the long and short-range interactions 

respectively. Here V and represent the effective field-dependent penetration depth and 

coherence length respectively (A' = A / ^ ' = ^ / ) - ^^ct, except in 

the immediate vicinity of Ha, the long range repulsive interaction dominates. 

It follows, that the long-range intervortex interaction should have consequences in terms of 

defining the rigidity of the vortex system. Any displacement of vortices away from their 

equilibrium positions results in a redistribution of screening currents and hence in a net force 

on the vortices. The force per unit length on any particular vortex line is given by: 

/ = Zs ^ Z? 5 where is the superimposed supercurrent density due to all the other vortices 

within the sample, (|)o represents one flux quantum and « is a unit vector along the vortex line. 
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This rigidity of the system is commonly expressed in terms a set of elastic moduli, reflecting 

the response to different kinds of distortion. These moduli are: the shear modulus Cee; tilt 

modulus C44; and compression modulus Cj 1 respectively 

1.4.2 Transport Current Lorentz Forces & Flux Flow Dissipation 

Just as the screening current redistribution that arises as a result of vortex system distortions 

exerts forces on individual vortices, a similar effect can be achieved by imposing an external 

transport current. The difference is that, in this case, all vortices within the system are 

subjected to a current flowing in a common direction.^ In this case the net Lorentz force on 

the system can be written as; - J x B . Here J is current density due to the externally 

imposed transport current. The change in flux linkage that arises as a result generates a 

dissipative emf E = v^xB, where is the flux-line-lattice velocity. It follows that in the 

absence of pinning, a transport current will always lead to dissipation. In the simple geometry 

5 the flux flow resistivity is approximately given by [14]: 

, (1.2) 
r/ 

where r| represents the viscous drag retarding the vortex motion. From a fundamental point 

of view, it is now believed that the dissipation arising from flux-line motion can be attributed 

to two distinct mechanisms providing approximately equal contributions: 

(i) Dipolar eddy currents surrounding each moving vortex and passing through the normal 

region at the vortex core [16]. 

(ii) Retarded recovery of the order parameter at places where the vortex core has just passed 

[17]. 
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1.4.3 Vortex Pinning Interactions 

Pinning is the name given to any mechanism that restricts the free motion of vortices, 

thereby preventing or inhibiting dissipative flux motion. In the case where there is no net 

motion of the vortex system, in spite of the application of a transport current, then the system 

is described as being pinned. If a sufficiently large transport current, known as a depinning 

current, is applied then the system will free itself from this pinning and dissipation will 

1-

develop as a result. 

In general, pinning occurs where a vortex's self energy is dependent on position. This 

positional energy dependence can arise due to material inhomogeneities or else as a result of 

structural features inherent to the superconducting compound. Some of the main sources of 

pinning with HTS compounds are summarised in the following table. 

(i) Pinning by point defects. Some time ago Tinkham predicted [18] that oxygen vacancies 

in HTS compounds should provide a doping dependent source of weak pinning. Recently 

it was demonstrated that in pure detwinned YBa2Cu307_8 single crystals, oxygen 

vacancies are indeed the dominant source of pinning [19]. 

(ii) Pinning by extended defects (e.g. ion tracks or twin-plane boundaries): The essential 

pinning mechanism is the same as for point defects but since the defects are extended, 

the overall pinning force may be considerably larger. The pinning effect of extended 

defects varies considerably with the orientation of the applied magnetic field relative to the 

defect. For example, in Ref. 20 Fleschler et al. present detailed transport studies on the 

angular dependence of twin boundary pinning. 

(ill) Intrinsic pinning: This type of pinning is unique to layered HTS, whereby the 

superconducting order parameter falls to a minimum between CuOg layers. Thus, when 

Here we make the simplifying assumption that the applied transport current is uniformly distributed 
across the sample cross-section. In practical transport measurements it is a major experimental 
consideration to ensure that this is indeed the case (see Chapter 3). 

The depinning current should not be confused with critical current density (J )̂ at which the kmetic 
energy of the Cooper pairs becomes equal to the superconducting condensation energy. 
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the magnetic field is oriented parallel to the superconducting layers this can lead to a 

variety of lock-in and commensurabiiity effects (see for example Ref. 21). 

The dominant source of pinning in a particular measurement will depend on the specific 

sample, as well as the magnetic field orientation. If a number of different types of pinning act 

in combination, it can often prove difficult to separate their relative contributions. 

Fundamentally speaking, vortex-core pinning arises due to two distinct mechanisms 

[22, 23, 24], namely: pinning by local variations in the superconducting order parameter 

{bTc pinning); and pinning by variations in the charge carrier mean fi-ee path (5/ pinning). 

Critical current studies by Griessen et al. on YBa2Cu307_g films have provided evidence that 

5/ pinning may be the dominant pinning mechanism at temperatures below 8OK and in 

moderate fields (< 2 T) [25]. 

Thus far we have considered pinning in terms of the forces acting between pinning sites 

and individual vortices. From an observational point of view, it often more important to 

understand how such individual pinning forces act in combination to pin the vortex system as 

a whole. This necessitates the statistical summation over individual pinning interactions, in 

order to obtain an expression for the overall pinning force. At the limit of strong intervortex 

interactions and weak randomly distributed point disorder, it is expected that the pinning 

interaction should average to zero. In practise, however in real systems there is always a 

finite pinning force. This occurs due to the distortion of the vortex system away from the 

ideal lattice configuration, since partial correlation between the vortex and pin distributions 

gives rise to a finite overall pinning interaction. Indeed at the limit of very weak intervortex 

interactions and strong pins, it is expected that vortices should correlate directly with pinning 

sites. In this case, the overall pinning force can be expressed as direct summation of the 

individual pin-interactions: 

y'cJS = (1.3) 

10 
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Here represent the pinning site density, and the r.m.s. force for a single pin on a given 

flux line. It has been recognised for some time, however, that this type of strong pinning 

behaviour is not relevant in most physical situations [26]. 

In most cases the effective overall pinning force arises out of a competition between 

intervortex and pinning interactions. The problem of carrying out a statistical summation 

over pin sites in such situations was first solved by Larkin and Ovchinnikov (LO) [27, 28], 

The most important idea to arise out of the LO theory, is that while pins do distort the FLL, 

short-range order persists over a correlated volume given by: 

« / / / • (14) 

Here represents the r.m.s. force for a single pin on a given flux line; reflects the density 

of pins; and Cee, C44 represent the shear and tilt moduli respectively. From Eqn. 1.4 it is 

apparent that the correlation volume decreases with increasing pin density and increases 

strongly with increasing intervortex interaction. 

From the LO model we obtain the idea that within each of these correlation volumes, /p 

acts randomly. Thus overall, the system effectively comprises a collection of elastic correlated 

domains, the volume of which will be determined by the competition between pinning and 

intervortex interactions. This leads quite naturally to the idea of collective pinning, as 

originally proposed by Pippard [29]. Here the essential idea is that rather than regarding 

pinning as an interaction between individual vortices and individual pins, we should think 

about it as a coupling of correlated volumes within the vortex system with the disorder 

potential across those volumes. That is to say, over a large range of parameter space the 

characteristic correlation length-scales are longer than the intervortex spacing, hence we 

should regard vortices as being collectively rather the individually pinned. 

11 
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1.4.4 Thermal Interaction 

Thermal interactions affect the vortex system in many different ways, from the temperature 

dependence of the intrinsic parameters to the thermal Langevin shaking force (for a more 

detailed discussion see Chapter 4). Indeed, by virtue of their high critical temperatures 

thermal effects are particularly important in HTS (see Section 1.5.1). From the point of view 

of visualisation is useful to think of the thermal interactions as a random shaking force upon 

the vortices. Mathematically, we can relate the mean-square amplitude of the shaking motion 

to the temperature via the expression: (u^'^ccT, where the constant of proportionality is 

determined by the elastic moduli of the FLL. Thus, if the shaking is sufficiently violent, then 

the vortex system should break apart. Above the point where this occurs, vortices will no 

longer bear any fixed relation to their nearest neighbours. By analogy with conventional 

systems, this transition has been denoted as the melting transitions from a vortex solid to a 

vortex liquid state. Melting lines have been deduced for these transitions using conventional 

Lindemann criteria. In terms of the thermal (isth) and intervortex {E^̂ ) interaction energies 

thermodynamic melting can be characterised as the point where: Eth ~ Above the melting 

transition vortex system responses are characterised by linearity and ohmic behaviour. In 

contrast, below the melting transition, a competition between intervortex and pinning and 

thermal interactions leads to a variety of different glassy regimes. 

1.5 Properties Specific to High Temperature Superconductors 

High temperature superconductors are a very special type-II superconductor, in that they 

manifest a range of vortex-state properties unobserved or only barely observable in 

conventional superconducting materials. The reason for this can be traced back to the unusual 

intrinsic parameters for HTS compounds, in particular their extremely short coherence lengths 

and high critical temperatures. In the following sections we will consider the three main areas 

in which HTS materials differ from their low temperature counterparts. 

12 
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1.5.1 Importance of Thermal fluctuations 

The fundamental parameter determining the strength of thermal fluctuations within the 

vortex state is the Ginzburg number [22]: 

#2(0)gf3(0)V2 
(1.5) 

Here g represents the sample anisotropy. Due in particular to their relatively short coherence 

lengths and high critical temperatures, HTS have much larger Ginzburg numbers than 

conventional low temperature superconductors. This has the following important 

consequences. 

(i) Increased width of the thermal fluctuation regime near to Hc2-

(ii) Increased area of the depinned region on the H-T phase diagram 

(iii) Increased area of the melted region on the phase diagram. 

Thus in HTS compounds, strong competition between the various energy scales leads to a rich 

phenomenology of behaviour. This is in contrast to low temperature superconductors, for 

which the melted and depinned regions are confined to a very narrow and virtually 

unobservable region in the immediate vicinity ofHa-

1.5.2 Influence of Anisotropy 

One obvious difference between HTS and conventional type-II superconductors arises due 

to the physical structure of the compounds themselves. Whereas conventional low 

temperature superconductors such as Nb are isotropic, HTS materials have an inherently 

layered structure consisting of CuO] planes separated by varying blocks of heavy elements 

(see Chapter 2). For HTS materials, anisotropics vary from what we might call moderate 

values in compounds such as YBazCusO?^ { s - 10) to the more extreme values seen in 

13 
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compounds such as Bi2Sr2CaCu20g { s - 100). Anisotropy has a number of important 

consequences for the properties of the vortex system, as summarised below. 

(i) Angular dependence of intrinsic properties. Values such as ^ and X depend on 

orientation relative to the layers within the NTS structure. For a sample with moderate 

anisotropy, the angular dependences of these parameters can be determined using the 

anisotropic forms for GL equations [22]. The parameter dependences have a number of 

effects, including distortions in the shape of the vortex core and variations in transport 

properties, dependent on the angle of orientation of the applied field to the CUO2 planes. 

(ii) Intrinsic pinning. As already mentioned in Section 1.4.3, vortices parallel to the layers of 

NTS materials tend to become locked between CuOg planes. This arises due to a 

modulation of the order parameter between successive superconducting planes [21]. 

(iii) Dimensionality crossover. In extremely anisotropic NTS materials a state can arise 

whereby adjacent superconducting layers are coupled only via a relatively weak 

Josephson interaction [30]. In such systems a decoupling transition is observed from a 

3D vortex line state into a 2D state comprising stacks of weakly coupled vortex pancakes. 

In Bi2Sr2CaCu208 it has been demonstrated, that the loss of long range correlation along 

the c-axis (the decoupling transition) occurs simultaneously to the thermodynamic melting 

transition [31]. This implies simultaneous sharp drops in both Cm and C44. 

1.5.3 Importance of Surface Barriers 

In addition to the effect of bulk pinning, there are a range of surface barriers which can 

potentially impede the motion of vortices into a superconducting sample. Brandt identifies 

seven distinct type of barrier [32], the most important of which are the Bean-Livingstone 

surface barrier which arises due to the spatial variation in the supercurrent density near to 

the sample surface [33] and the Geometric Barrier which is dependent on sample shape (See 

for example Ref 34). 

14 
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The Bean-Livingstone surface barrier is commonly described in terms of penetration field 

field //p (>//ci) at which vortices are able to overcome the repulsive Lorentz force due to the 

surface supercurrents. For a perfect surface it is possible to show that [35]: 

/ / e K / l n t C (L6) 

where He is the thermodynamic critical field and r is the Ginzburg Landau parameter. In HTS 

AT is exceptionally large (-100) and from this follows that so too must be the penetration field. 

In practise, this penetration field will be significantly suppressed due to sample surface 

impurities, and thus lie somewhere between Hc\ and He [36]. However, due to their high 

values of k, the HTS materials, are expected to have significantly greater Bean-Livingstone 

surface barriers than conventional superconductors. 

In the case of the geometric barrier, the main controlling factor is the sample shape. This 

barrier arises due the competition between the elongation energy of a vortex entering the 

sample and the Lorentz force. This type of barrier can be very important in HTS single 

crystalline samples, as a result of their thin platelet geometry/ Indeed in the case of highly 

anisotropic superconductors such barriers can be the controlling factor in the vortex 

dynamics. For example, in recent hall probe measurements by Fuchs et al. [37] on 

Bi2Sr2CaCu20g single crystals, it was demonstrated that under certain conditions strong 

geometric barriers can cause most of the current to flow around the edges of a sample, rather 

than through the bulk. Whilst many studies have demonstrated the importance of geometric 

surface barriers in the case of Bi2Sr2CaCu208 single crystals (see Ref 38 and references 

contained therein), in YBa2Cu307_g surface barriers are not thought to have such a large 

influence. This is due to the fact that edge and barrier effects are most pronounced at low 

§ 

Due their anisotropic layered structure the natural growth process for HTS materials tends to favour 

the formation crystals with a thin platelet geometry. 

15 
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fields, in the vicinity of Hc\ [32]. Whereas in the case of Bi2Sr2CaCu20g the main transitions 

within the system are in close proximity to the lower critical field line, for YBa2Cu307-s such 

transitions occur at significantly higher fields. It follows that surface barriers are much less 

pronounced in this case. Furthermore, magnetisation measurements have shown that the most 

important effects of surface barriers on vortex state properties are confined to the region of 

the phase diagram below the irreversibility line [36, 39, 40]. In transport measurements, 

sensitivity limitations ensure that observations tend to be constrained to the region above the 

irreversibility line (see Chapter 3). In follows, therefore, that in the case of transport 

measurements on YBa2Cu307_g, the subject of this thesis, the effect of surface barriers can 

reasonably be ignored. 

1.6 Outline Of Thesis 

Broadly speaking, this dissertation can be divided into two sections. In Chapters 2 through 

to 5 we consider the experimental and theoretical background to work, placing it in the 

context of other findings in this area and explaining the main difficulties experienced in 

obtaining our results. The experimental results themselves are to be found in Chapters 6, 7 

and 8. As far as possible I have attempted to indicate the interconnections between the results 

in these three chapters. In outline, the structure of the thesis is as follows. 

In Chapter 2 we consider the structural features of YBa2Cu307_g and how these are 

reflected in its physical properties. This chapter also includes a description of the techniques 

used for attaching electrical contacts to samples. In Chapter 3 we consider issues specific to 

the transport technique. Particular emphasis is placed on temperature measurement and 

control since a high degree of temperature control accuracy was a prerequisite for performing 

many of the experiments described in this thesis. Chapter 3 also includes a description of the 

experimental setups used in acquiring our results. 

In Chapters 4 and 5 we provide a theoretical context for the experimental results. Whereas 

Chapter 4 reviews the current understanding of the equilibrium phase diagram, Chapter 5 

16 
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attempts to review the still controversial area of vortex dynamics. In both cases I have chosen 

to constrain the discussion to theories specific to moderately anisotropic superconductors with 

weak random point disorder. 

Chapter 6 is the first of the experimental results chapters, and in this chapter we will 

consider a range of evidence, from both transport and ac-susceptibility techniques, supporting 

the idea of a well-defined transition region in the vicinity of the melting line. An 

interpretation of the behaviour of the vortex system across this transition region, is presented 

in terms of a model of coexistent vortex liquid and sohd phases. 

Chapter 7 builds on the results presented in Chapter 6 by focussing on the variation of 

vortex pinning interactions across the region of the melting transition. In this chapter we 

introduce a novel technique for probing relaxation and history dependence within the vortex 

system. We show that the history dependence observations provide strong support for the 

coexistent phase model of the melting transition region. 

In Chapter 8 we present detailed investigations on the drive modulation dependence of the 

voltage response for the driven vortex solid state. We provide an interpretation for this drive 

dependent behaviour in terms of dynamic phases with varying degrees of relative disorder 

arising in response to different types of drive. 

In Chapter 9, we review the main conclusions arising from his thesis. A brief discussion is 

also provided that could potentially be conducted in the future in order to build upon this 

work. 

Finally at the end of this thesis there are three appendices. Appendix A contains a 

summary of the characteristics of the samples used within this thesis. In Appendix B, the 

characteristics of the various different temperature sensors used within our studies are 

summarised. Appendix C contains excerpts from the manual of the GENDAT, the software 

used in acquiring many of the results presented within this thesis. This software was 

developed by the author of this thesis, in order to meet the requirement for executing complex 

series of experimental steps. 
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CHAPTER 2. STRUCTURE, GROWTH AND PREPARATION 
OF YBAzCUsOy^ SINGLE CRYSTALS 

2.1 YBa2Cu307.6 as a Member of the HIS Class 

The high temperature superconductors (HTS) comprise a class of compounds clearly 

distinct from their low-temperature superconducting cousins. Indeed, they differ so radically 

in basic structure from the conventional elemental, intermetallic and simple-alloy 

superconductors that initially it came as a surprise that they should superconduct at all. It 

took a great deal of insight on the part of pioneers in the field, Bednorz and Mtiller of the IBM 

Research Laboratory in Zurich [1], to realise that it is precisely became of their unusual 

structure that not only would they superconduct but that they would do so at much higher 

temperatures than had previously been observed. 

The HTS compounds (notably La2.^Sr^Cu04, YBa2Cu307^, BizSr^CaCuzOg, and 

HgBa2Ca2Cu30g) share many structural features in common, and this is reflected in their 

physical properties. All of the compounds in the class have a layered structure comprising 

modified perovskite units (stoichiometry ABO3), separated by variable thickness and spacing 

rock-salt layers (stoichiometry AO). From the point of view of their physical properties, these 

systems can simplistically be considered as consisting of superconducting CUO2 layers or 

sheets separated by variable thickness insulating metallic-oxide blocks. Since their 

discovery, it has become clear that the superconducting properties of the HTS materials arise 

due to a complicated interplay between the sheets and the blocks. 

One idea has been that the blocks exert a kind of "chemical pressure" confining charge on 

the sheets. Following the discovery by Bednorz and Miiller of superconductivity in a La-Ba-

Cu-0 system (7^ ~ 35 K) [1], several groups had the idea that an improvement in 7̂  might be 

achieved by increasing the chemical pressure on substituting Y for La. Indeed, it was as a 
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result of this guesswork, that the YBaiCusO?^ system {T̂  ~ 90 K) was discovered [2], 

Subsequently, evidence has amassed, revealing the importance of externally imposed pressure 

in determining the critical temperatures of HTS materials [see for example Ref 3], Indeed, 

the current record, Tc = 147 K, is held the mercury based compound HgBa2Ca2Cu30g+8 under 

a pressure of 150 kBar [4]. In addition to such pressure effects, it has become apparent that 

both normal and superconducting properties of the cuprates are dependent on coupling 

between the sheets and chain-like structures running through the blocks (see for example 

Ref 5). 

As a consequence of their layered structure, the cuprate materials exhibit a pronounced 

anisotropy perpendicular and parallel to the CuOz planes (following crystallographic 

conventions denoted the c-axis and a6-plane respectively). In terms of their superconducting 

properties, this anisotropy can be characterised by the ratio of their charge carrier effective 

masses : y ={mjm^^7^ Anisotropics vary considerably between the different HTS materials, 

ranging from y - 1 0 0 in BizSrzCaCuzOg [6] to the value of y~% for optimally doped 

YBa2Cu307-8 [7]. These effective mass anisotropics are reflected in other intrinsic parameters 

such as the coherence length and as such have an effect on the properties of the vortex state. 

For example, the difference in anisotropy between YBaaCuaOy-g and Bi2Sr2CaCu20g means 

that whereas the c-axis oriented vortex system in YBa2Cu307_s is essentially 3D in character, 

for the same field orientation vortices in Bi2Sr2CaCu208 exhibit a crossover from 2D to 3D 

behaviour [8]. 

The studies presented in this thesis focus on one particular member of the HTS class, the 

moderately anisotropic compound YBa2Cu307.g. In this chapter, we describe the structure 

and preparation methods of the single crystalline samples used in our studies. Sections 2.2 

and 2.3 discuss the structural properties of YBaiCusO?^. In section 2.4 we review issues 

related to the growth and preparation of high quality YBa2Cu307-8 single crystals. Section 2.5 

describes the techniques used for attaching electrical contacts to YBa2Cu307_g single crystals. 
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2.2 structure of YBa2Cu307.5 

YBaaCusOy-s (often abbreviated to YBCO) is a nonstoichiometric compound whose 

properties vary markedly with its oxygen deficiency 5. In all cases, the compound is based 

upon a tripled perovskite structure, but as 6 is varied from 0 to 1 the structure changes from 

orthorhombic to tetratragonal. The two limiting cases (fully oxygenated and fully 

deoxygenated) are depicted in Fig 2.1. 

Orthorhomic 
Y B 3 2 C U 3 0 7 

Tetragonal 
Y B a 2 C u 3 0 5 

Chain No 
Chain 

O Y Ba Cu 0 0 
Fig. 2.1 Unit cell structures of orthorhombic and tetragonal 

In fact, the system only displays superconducting behavior in the orthorhombic phase. The 

structural transition between phases occurs at an oxygen deficiency of 6 = 0.65 [9], Indeed, it 

was for this reason that all of the samples used in our studies had values for the oxygen 

deficiency § < 0.6. The lattice parameters vary with oxygenation, but at the orthorhombic 

limit they have the values fl = 0.381 nm, 6 = 0.388 nmandc= 1.165 nm. 
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Referring to the previous discussion of common features in the HTS materials, the two 

main structural features to note from Fig. 2.1 are: 

(i) The CUO2 sheets in the ad-plane. In the orthorhombic phase these are the site of the 

superconductivity. Note, the puckering of the sheets is due to the strong attraction from 

the ions as a result of their small ionic radius. 

(ii) The CuO chains, present along the b-axis direction in the orthorhombic but not in the 

tetragonal case. Changes in oxygenation only affect the oxygen atoms in these chains. 

The marked dependence of the properties of the system on oxygenation is also reflected in 

the effective mass anisotropy. As demonstrated by Chien et al. [10], between 5 = 0.60 and 

5 = 0.07, the anisotropy varies between y=105±7 and 8.7+2. One of the main effects of 

oxygenation at this limit is the attainment of ordering and connectivity within the chains. 

Thus, although they are not in themselves inherently superconducting, it seems that the CuO 

chains play an important role in determining the superconducting properties of overall system. 

One idea is that they act as a charge reservoir, providing Cooper pair vacancies for the 

superconducting planes [11]. Other studies have indicated that such chains might in 

themselves become superconducting, by virtue of proximity effects [12]. Indeed it is 

certainly not correct to regard the chains and the planes as separate entities, since the detailed 

properties of the YBaiCugO?^ system are now widely believed to originate from coupling 

between the planes and the chains (see for example Refs. 5 and 13). 

Even within the orthorhombic phase, the properties of the superconducting system vary 

markedly with oxygenation. The effect of oxygenation upon the intrinsic parameters of the 

system is most obviously reflected in the marked variation of the critical temperature (Jc) 
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Schematic representation of the variation of critical temperature YBa2Cus07.^. single 
crystals, as function of oxygen deficiency 5. 

with 5. Fig. 2.2 is a schematic representation, depicting the approximate form of the versus 

oxygen deficiency dependence, based upon the results of several different studies [9, 14, 15]. 

The main features are: 

(i) The peak in Tc close to 5 = 0.07. 

(ii) The plateau in Tc for 5 in the approximate range 0.3-0.5, which has been associated with 

a plateau in the effective valence of the Cu atoms within the planes [15]. 

(ill) The sharp drop-off in Tc close to 8 = 0.6 marking the crossover from the orthorhomic 

superconducting phase into a tetragonal anti-ferromagnetic phase. 

Samples with 5 values in the region of the peak in Tc are normally described as being 

optimally doped. Correspondingly, samples with doping levels above and below this peak 
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are described as overdoped and underdoped respectively. The majority of studies on 

YBaaCusOy-s single crystals, including those presented in this thesis, have been carried out on 

optimally doped samples. As such, the behaviour of the system at the overdoped and 

underdoped limits is much less well understood. Indeed, recent studies carried out by our 

group have indicated that at the underdoped limit the system may manifest highly unusual 

behaviour, possibly in part a reflection of the low carrier concentrations [16]. 

In the region of optimal doping, oxygenation also plays an important role in determining 

the pinning properties of the vortex system. In relatively pure single crystals oxygen 

vacancies often act as the main pinning site for vortices. Hence, within the optimally doped 

regime the main effect of changing the oxygenation is a change in the density of such pinning 

sites [17]. In the underdoped regime (S>0.08) variations in oxygenation also have an effect 

upon pinning properties but at this limit the dominant contribution is due to variations in 

intrinsic parameters such as the coherence length ^ and the penetration depth A. [18]. 

2.3 Twin Boundary Pinning 

A further important structural feature of YBazCugOy.g is related to the tetragonal to 

orthorhombic transition, which takes place during growth. As a consequence of the slight 

mismatch between the in-plane lattice parameters for the orthorhombic phase (a = 0.381 nm, 

b = 0.388 nm), on undergoing this transition crystallites develop with two different 

orientations. This leads to a number of distinct domains within the sample the boundaries 

between which are known as twin planes. These twin boundaries act as pinning sites for 

vortices. Indeed, due to the their extended 2D nature, twin planes can often be the dominant 

source of pinning in optimally doped YBazCusO?^ single crystals. As such, twin boundary 

(TB) pinning can have a pronounced effect on the dynamics of vortices, often masking more 

subtle physical effects due to point disorder. For this reason it is often desirable to remove the 

effect of TB-pirming. 
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As shown in Fig. 2.3 the presence of twin planes can be revealed under polarised light 

microscopy. From this figure it can be seen that the planes occur in two possible orthogonal 

orientations. Samples with twin planes in just one orientation are described as being simply 

twinned. Others, such as the sample depicted in Fig. 2.3, contain both possible twin plane 

orientations and are thus described as having complex twinning. 

\\\ 

Fig. 2.3 Photograph of twin planes revealed under polarised light microscopy in a densely 

twinned s single crystal. Note that the planes occur in two orthogonal 
orientations corresponding to the crystallographic (110) and (1 -1 0) directions 
respectively. 

There are two ways to eliminate twin boundary pinning, in order to reveal more subtle 

underlying physical effects. In the first place, we can attempt to remove the twin planes 

altogether, by application of a uniaxial pressure at high temperatures [19, 20]. The problem 

with this approach, is that there is a high probability of shattering the sample, especially if 

there are any irregularities in its shape. For this reason, truly detwinned sample are rare. An 

alternative method for getting around this problem takes advantage of the 2D nature of TB 
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pinning. It has been demonstrated that if the angle of inclination between the applied field 

and the twin planes exceeds a certain angle («15°), then the effect of the TB-pinning [21] can 

be removed. Hence, TB-pinning can be avoided, simply by tilting the sample relative to the 

applied field. 

2.4 Sample Preparation 

The single crystalline samples used in our studies were produced by Robert Gagnon and 

Louis Taillefer of McGill University, Canada. Samples were grown using a self-flux method 

in yttria stabilised crucibles, thereby minimising the inclusion of impurities and the growth of 

secondary phases [22]. Oxygen diffusivity studies on YBaiCusOy-g single crystals have 

demonstrated a clear reproducible dependence of a sample's ultimate oxygenation, on 

annealing temperature [23, 24]. As such, we were able to vary the oxygen deficiency of our 

samples by annealing them at a carefully controlled temperature and pressure (see Fig. 2.4). 

Such annealing was normally carried out over several days in order to ensure that the 

oxygenation as uniform as possible. It should be noted, however, that even after annealing for 

such a length of time, it is unlikely that the oxygen distribution will be entirely uniform. This 

is due to the complexities of the diffusion dynamics [23] and in particular the effect that twin 

planes can have on the ultimate oxygen distribution [25]. 

As standard, the samples used in our studies were oxygenated for 6 days in flowing O2 at 

500°C and then quenched in air at room temperature. According to Ref 23 this should 

produce optimally doped samples, with oxygen deficiencies close to 0.07. Indeed, this has 

been confirmed by measurements the critical temperature, which yielded values close to the 

peak value 7^™*= 93.6K. Where different oxygenations were required, this was achieved by 

reannealing at a temperature determined by the calibration data of Ref 24 (see Fig. 2.4). 

Samples were annealed for at least seven days in flowing O2, using quartz furnace tubes. Such 

tubes are thought to introduce significantly less impurities than glazed or unglazed ceramic 

equivalents, especially when annealing at high temperatures [26]. 
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Where detwinned samples were required for our studies, this was achieved by applying a 

pressure ~50MPa at a temperature of 550°C for 30 minutes. The original oxygenation was 

then restored by reannealing at 500°C in flowing oxygen for one day. An initial check for the 

presence of twin planes can be made using polarised light microscopy. This revealed that 

detwinning was not always completely successful and in some cases a few twin planes 

remained, concentrated around irregularities on the edges of the sample. Such partially 

detwinned samples will henceforth describes as being sparsely twinned. The absence of 

visible twin-planes under polarised light microscopy does not of course guarantee their 

absence on the sub-micrometer level. However, since twin-boundary pinning always leads to 

a pronounced dip in the angular dependence of the transport resistivity [28], this allowed us to 

definitively test for their presence or absence. 
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2.5 Electrical Contacts to YBa2Cu307_s Single Crystals 

2.5.1 General Problems of Attaching Contacts to YBazCugOy g Single Crystals 

In order to carry out transport measurements on YBaaCusOy-g single crystals it is first 

necessary to manufacture rugged, ohmic, low resistance electrical contacts. Contact 

resistances are important for a number of reasons, but in particular because they control the 

maximum current which can be passed without Joule heating (see also Chapter 3, Section 

3.3.2.1). In fact, various properties of YBa2Cu307.5, contrive to make this task extremely 

difficult. The three main factors affecting contact manufacture can be summarised as follows: 

(i) As a reflection of their anisotropy, YBazCusOy-g single crystals tend to grow in a thin 

platelet geometry. Furthermore, the high purity crystals used in our samples were all fairly 

small (typical dimensions 1mm x 0.5mm x 50 |nm). Thus, from a purely practical point of 

view, it is very challenging to attach the contacts. 

(ii) The complicated chemistry of HTS materials means that their surfaces tend to degrade 

over time, especially on reacting with atmospheric water [29]. Contacts attached to such 

a degraded surface will tend to have a very high electrical resistance. To try to prevent 

such problems arising, samples are usually stored in an anhydrous atmosphere. Some 

improvement may also be affected by abrading, etching, or cleaving the sample surface 

prior to attaching contacts. 

(iii) There is no ideal material for use in contact manufacture. In order to preserve the 

samples' oxygen stoichiometry, it is vitally important that the contact material does not 

readily oxidise and thereby draw oxygen out of the HTS compound thus changing its 

stoichiometry. This means that the Noble metals such as gold and silver are the only 

really suitable contact materials. However, this lack of reactivity also means that such 

metals do not form strong chemical bonds at the sample's surface. This can lead to 

contacts which are weak both physically and in terms of electrical connection. 
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From these practical factors, it follows that there are two main areas of difficulty, when 

attempting to manufacture contacts to YBa2Cu307.5 single crystals. Firstly, it is vitally 

important to ensure that the sample surface is sufficiently "clean" before attaching contacts. 

If the surface is degraded then the quality of the electrical contact is almost irrelevant since 

the contact resistances will be high in any case. Having obtained a sufficiently clean surface 

the next stage is to ensure an adequate connection. As mentioned above, the noble metals are 

only weakly reactive and specifically, it has been demonstrated that they have very low 

solubility in YBa2Cu307.g [30]. Indeed, high resolution transmission microscopy studies have 

revealed that in some cases the interface between an YBazCugO?^ sample and noble metals 

contacts may be atomically sharp [31]. Certainly, it is still not precisely clear how the ultimate 

properties of contacts relate to the interfacial microstructure. From practical experience, 

however, we have found that the quality and robustness of electrical contacts can be improved 

by using a noble metal epoxy. 

2.5.2 Method of Contact Manufacture 

In all cases for the samples used in our transport studies contacts were attached in a 

standard four point configuration (see also Section 3.2.1), with current contacts along the 

edges of the sample so as to ensure uniform current flow along the aZ^-plane. Voltage pads 

were placed between the current contacts, taking care to ensure that there was no connection 

between them. A typical example of such a contact configuration is shown in 

Figure 2.6 (overleaf). 

In terms of the practicalities of contact manufacture, the following standard method was 

employed. Crystals to which contacts were to be attached, were fixed in place on a sapphire 

mount by placing small drops of silver paint under the edges of the sample to which the 

current contacts were to be eventually attached. The purpose of the silver paint was merely to 

fix the sample in place and not to form an electrical contact. Care was taken to ensure that 

paint did not run under the sample creating an alternative path for current flow. Having 
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% 

Fig. 2.5 Typical four point contact-configuration, attached to a partially detwinned 
YBa2Cus07.g single crystal as photographed under polarised light microscopy. Notice 
the region of residual twin-planes in the bottom right-hand corner of the sample. 

allowed the silver paint to dry, electrical contacts were then painted onto the sample using a 

particular silver epoxy (Dupont 6838). The contacts were then annealed in flowing oxygen 

(1 Atm) at a temperature chosen to maintain the sample's original oxygenation (see Fig. 2.4). 

Both our own experience and studies by other groups [30, 32, 33] have indicated that, in the 

absence of such annealing, contacts tend to have very high resitivities. Following annealing, 

samples were quenched in air at room temperature before attaching fine gold wires (diameter 

25 |Lim) to the contact pads, again using silver epoxy. The final stage was to cure these 

connections at a temperature of 150°C in flowing oxygen. This temperature is high enough to 

provide the contacts with rigidity, whilst at the same time being sufficiently low for oxygen 

out-diffusion from the sample to be negligible. Contacts produced in this way typically had 

resistances ~1Q. 
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CHAPTER 3. DETAILS OF THE IVIAGNETO-TRANSPORT 
TECHNIQUE 

3.1 Introduction to the Transport Technique 

As explained in the introductory chapter, when a sufficiently large current flows through 

the vortex state of a type-II superconductor then the resultant motion of vortex lines generates 

a dissipative emf In the case of the magneto-transport technique, this emf is measured in the 

most direct way possible, by attaching current and voltage contacts to the sample and 

measuring the voltage arising in response to an applied current. Both the amplitude and the 

noise levels of this response can provide useful clues about the nature of the transport-current-

induced vortex motion. 

In this chapter we will consider the experimental and instmmentational factors affecting 

transport measurements on the vortex state. In section 3.2, the role of the transport technique 

is considered in the context of other types of experimental technique. Section 3.3 addresses 

some of the major instrumentational factors affecting low-level transport measurements. In 

section 3.4, issues relating to temperature measurement and control are addressed. Finally, in 

Section 3.5, descriptions are provided of the specific experimental setups used to acquire the 

data presented in this thesis. The methods used for attaching electrical contacts to the single 

crystalline samples are considered elsewhere in Chapter 2. 
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3.2 Role of the Transport Measurements in the Context of Other 
Techniques 

A wide variety of different experimental techniques can be used to explore the static and 

dynamic properties of vortices in type-II superconductors. These methods can be loosely 

categorised as follows: 

(i) Transport measurements 

(ii) Local and Bulk Magnetization measurements: including dc-magnetization, ac-

susceptibility, local liall probe measurements, torque magnetometry and mechanical 

oscillator experiments 

(ill) Calorimetric measurements: include specific heat and entropy measurements 

(iv) Structural studies: including neutron diffraction and scanning hall-probe microscopy 

Each of these techniques has its own particular area of usefulness and they are to some 

extent complementary. Transport and ac-susceptibility measurements can be useful for 

identifying and characterising phase transitions within the vortex system. However, to 

unequivocally determine whether a transition is first or second order, very sensitive 

thermodynamic measurements are required. Structural measurements provide uniquely 

unambiguous information about vortex distributions, but are for the most part limited to the 

observation of static vortex configurations at relatively low fields. The precise details of all 

of these various different methods will not be considered here. There is, however, some value 

in making a direct comparison between the transport and magnetization techniques. 

By definition, it is the calorimetric and DC magnetisation techniques which provide us with 
thermodynamic information. 
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3.2.1 Comparison of Transport and Magnetization Techniques 

To understand the relationship between transport and magnetization measurements, it is 

necessary to consider the responses that they generate, as well as the practical limits on 

measuring such responses. In transport measurements an E-field is induced by an externally 

applied current of density J, typically in a constant applied field H. In contrast, in a "sweep-

creep" magnetization measurement the applied field is swept, inducing a current density J 

proportional to the irreversible magnetization. From basic electromagnetic theory, it is 

implicit that this magnetic screening current must arise in direct response to an E-field. 

Indeed, Zhukov has demonstrated that for an annular ring-like sample of outer radius r, at the 

sample periphery, this E-field takes a value [1]. This notion of an E-field 

within a "sweep-creep" magnetization measurement allows us contemplate direct comparison 

of the two techniques. However, as pointed out by Caplin et al. [2] and summarised below in 

the following table, practical constraints are such that the transport and magnetization 

techniques access entirely different regions of the is-J-if parameter space. 

Practical Limit on J Practical Limit on E 

Transport 
measurement 

Maximum applied current density due 
to Joule heating effects, dependent on 
sample contact resistance (see 
Section 3.3.2,1). 

Jmax~10' Am ' 

Minimum measurable voltage 
determined by noise levels in the 
measurement circuitry and the 
sensitivity of measurement devices 
(see section 3.3.2). 

Conventional measurement electronics 
Emin - 10"= Vm-' [3] 

SQUID voltmeter 

"Sweep-Creep" 
Magnetization 
measurement 

Minimum measurable current density 
as determined by the noise floor in 
terms of the measurement of the 
magnetic moment. For a typical 
vibrating sample magnetometer [5]. 

Am"' 

Maximum field sweep rate and hence 
maximum applied E-field. 

Emax~10"®Vm-' 

35 



Chapter 3, Experimental Details 

In general, transport techniques are limited to measuring responses in the weakly pinned 

regime, above and in the immediate vicinity of the transition into the true superconducting 

state. In the strongly pinned state, sufficiently far below this transition, the maximum 

transport currents that can be applied are insufficient to produce a voltage response 

measurable by the transport technique. In contrast, it is in precisely this strongly pinned 

region that magnetization measurements are most useful. To our knowledge, there is just one 

instance in the literature where a simultaneous measurement was made of magnetization and 

resistivity responses [6]. In this paper by Fendrich et at., magnetization was measured by 

means of a SQUID sensor, with static position in relation to the sample. As pointed out by 

the authors, however, this particular technique can only really be used to identify relative 

changes in the magnetization, since SQUID sensors are subject to a low-frequency drift in 

their voltage base-line. 

3.2.2 Applications of the Transport Technique 

In addition to the clues provided about underlying thermodynamic interactions, transport 

measurements are useful for revealing behaviour unique to the dynamic system. Simply by 

varying the driving current modulation form and magnitude it is possible to access a wide 

range of different dynamic regimes. In summary, therefore, the main benefits of using a 

magneto-transport techniques are as follows: 

(i) Relative straightforwardness of interpretation; provided that samples are contacted 

appropriately, current should flow in well controlled manner through the sample.^ 

(ii) Helps to explain the complex competing interactions in the region of the vortex 

liquid to solid melting transition. 

(ill) Provides unique information about the phenomenology of the dynamic vortex 

system. 

i* 
This makes the assumption that single crystalline samples are being used: for polycrystalline samples 

transport behaviour is governed by a more complex mixture of inter- and intra-granular properties. 
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3.3 Low Level Voltage Measurement Considerations 

One of the major hmitations of the transport technique is its inabihty to measure a response 

deep in the superconducting state. Whilst, by definition, it is not possible to measure a 

voltage in the true superconducting state, clearly it is desirable to measure as far as possible 

down the transition to the zero resistivity. In order to achieve this, it is necessary to minimise 

noise contributions in the measurement circuit and eliminate any spurious offsets. In the 

following sections we will examine the main sources of noise and errors in low level transport 

measurements, providing details of how they can be minimised or eliminated. 

3.3.1 Lead Resistance Offset 

One of the most obvious and easily eliminated sources of error in low-level transport 

measurements, is that associated with the voltage drop across the contacts and measurement 

leads. Clearly it is desirable to measure only the voltage or resistance contribution originating 

from the sample itself For this reason transport measurements are typically carried out using 

a four-point contact configuration. As schematically represented in Fig 3.2, the four point 

configuration avoids measuring the lead resistance by using one pairs of contacts to pass a 

current and a separate pair to measure the voltage (see also Fig. 2.5 of Chapter 2). 

TWO POINT 

^Contactl ^Sample ̂ Contact! 

FOUR POINT 

^MeasurecT" ̂ Sample 

^Measured ^Sample ^Contacts ^Leads 

Fig. 3.1: Comparison of two and four point configurations for transport measurements. 
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3.3.2 Intrinsic Noise 

It is well known that the sensitivity of any voltage measurement is limited by noise 

generated in the resistive components of the measurement circuit. There are two main 

components to this noise, namely 1//noise and Johnson noise. The former noise source, as its 

name suggests, is strongly frequency dependent and arises due to fluctuations of the 

measurement circuit resistance. There is no general expression for Hf noise, since it 

dependent on the precise details of measurement circuit construction. However, this 

component of the noise can be effectively avoided by carrying out a.c. lock-in measurements 

at higher frequencies (see Section 3.3.2.3). In fact, it is for this reason that transport 

measurements are not usually carried out using a.c. driving currents with frequencies lower 

than about 10 Hz. 

Whilst 1// noise can be limited by operating at higher frequencies, Johnson noise is truly 

intrinsic to all current carrying measurement systems. This type of noise arises due to thermal 

fluctuations in the electron density within the resistive components of the measurement 

circuit. The r.m.s. Johnson noise voltage developed in a resistor at temperature 7 is given by: 

where k is the Boltzmann constant, and A/is the noise bandwidth in Hz [3]. Equation (3.1) 

reflects the three main ways in which Johnson noise can be limited. 

(i) Operating at lower temperature: This works to our advantage, since measurements on 

superconductors are in any case carried out at cryogenic temperatures. 

(ii) Reducing circuit resistance: Resistive noise components arise due to sample contacts, 

the measurement leads and the measurement devices themselves (see section 3.3.2.1). 

(Ill) Reducing noise bandwidth: Johnson noise is white noise, with a uniform power 

distribution across the frequency spectrum. As such, effective reductions of noise power 

can be achieved by using signal processing techniques to reduce the noise bandwidth 

(see sections 3.3.2.2 and 3.3.2.3). 
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j . j.2.7 ZzTMfYzMg Meâ wre/MeM^ CzrcwzY anc/ CoMfac^ 

As mentioned above, one of the simplest ways of limiting intrinsic noise is to reduce the 

resistance of the measurement circuit. The two main areas to be addressed are the lead 

resistance (typically i?iead~10Q) and the sample contact resistances (for high quality 

contacts i?con - 1 Q) . In practice, it is very difficult to reduce the lead resistance below a 
^ + 

certain level due to conflicting requirements of system design.* For this reason, it is 

particularly important to limit the resistance of the sample contacts. A further important 

reason to limit sample-contact resistance is Joule heating. In the cryogenic regime, even 

relatively small currents could result in a local heating effect, if contact resistances are 

insufficiently low. This can lead to temperature gradients across a sample, which in turn lead 

to highly unpredictable vortex-state behaviour. Thus, the onset of joule heating defines the 

limiting current for a particular sample. 

3.3.2.2 Simple Signal Processing Techniques for reducing noise bandwidth 

Since Johnson noise is uniformly distributed across a wide range of frequencies, an 

effective reduction in the resistive noise contribution can be achieved by reducing the noise 

bandwidth [see Eqn. (3.1)]. On the simplest level, a reduction in noise bandwidth can be 

achieved by averaging adjacent time-series data points. This can be carried during the 

acquisition process, or else on subsequent analysis of the measured data. Up to a point, this 

technique can be very useful and in fact a large proportion of the data presented in this thesis 

were either 5 or 10 point adjacent averaged. However, simple adjacent point averaging suffers 

from an important limitations, in that it obscures the variation in time of the signal. This 

limits the amount of data point averaging that can be applied without distorting the form of 

the measured dependences. Indeed, when attempting to measure particularly sharp features 

such as peaks in the measurement response, adjacent point averaging is not usually applied. 

^ From the point of view of noise limitation, it is better to use wires with larger cross-sectional areas so 
as minimise their resistance. However, in cryogenic systems very small diameter wires are used so as 
to limit heat transfer and hence the boil-off rate. 
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3.3.2.3 Lock-in Detection Measurements 

In addition to the simple methods described above for achieving effective reductions of 

noise, the noise bandwidth can be actively limited through the action of measurement devices 

or specially introduced filtering components. One of the most effective ways of separating a 

signal fi-om the noise background is to use an a.c. lock-in detection technique. The basic 

arrangement for a lock-in transport measurement is illustrated in Fig. 3.2. 

MAIN 

SIGNAL OUTPUT • 

GENERATOR CURRENT 
/ — \ TTwnnnm^ SOURCE 

REFERENCE 
OUTPUT 

REFERENCE INPUT 

Fr= cat + 

/ 

LOCK-IN AMPLIFIER 

SAMPLE SIGNAL 

V= KigSin(tyf+ 6'sig) 

LOCK-IN OUTPUT 

Vx f̂ igCOS ( ̂ sig ~ r̂ef) 
~ f̂ igSin ( ̂ sig" r̂ef) 

Vr 

Fig. 3.2 Standard lock-in detection scheme for the measurement of alternating voltages. Here 
a sinusoidal current has been applied to a sample in the linear response regime. In 
this case the reference signal and the response signal have exactly the same angular 
frequency co. The lock-in amplifier separates the signal into in-phase (V^ and out-of-
phase (Vy) components. 

Essentially a lock-in amplifier (LIA) is just a very high Q (/7A/) filter. Q-factors for LIAs 

can be as high as 10^ as compared to 10^ for a very good band-pass filter [7], Further to this, 

lock-in detection is useful for eliminating any low-frequency drift in measurement base-line, 

such as that arising from thermal EMFs (see Section 3.3.3.3). 
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3.3.3 External Noise Sources : Synchronous and Asynchronous 

It is important to distinguish between noise sources which are intrinsic to the process of 

current flow (Johnson and 1//noise) from those which are generated by external interference. 

Whereas the intrinsic noise sources, as discussed above, introduce noise over a range of 

frequencies, external sources typically introduce a noise component at a particular frequency 

or narrow range of frequencies. Examples of external noise sources are rotary pump motors 

and switch-mode power-supplies. 

Usually, noise sources are asynchronous, i.e. they couple to the system at frequencies 

unrelated to that of the measurements signal. This type of external noise can be effectively 

removed by using frequency filtering techniques such as the lock-in amplification (see 

preceding section). It is clear, however, that care should be taken not to carry out a.c. 

measurements at a frequency coincident with a known environmental noise frequency, such 

as the mains frequency.^ Some types of external noise are directly related to the measured 

signal and as such are synchronous to it. These types of noise are much more problematic, 

since they add directly to the measured signal and cannot be removed by frequency filtering 

techniques. Earth loop currents are one veiy common source of synchronous noise (see 

Section 3.3.3.2). 

External noise arises due to the way in which a measurement system couples to its 

environment and as such can be effectively screened-out by appropriate system design. In the 

following sections, the main sources of external noise affecting low level-voltage 

measurements will be discussed. We will also consider the specific design-steps taken to 

minimise the effects of external noise on our transport rigs. 

Many lock-in amplifiers include notch filters for 50Hz noise. 
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3.3.3.1 Inductive Coupling 

Generally speaking, inductive coupling arises due to changes in the magnetic flux 

threading a measurement-circuit. This can arise as a result of a time-varying magnetic fields 

or else due to the motion of the measurement-circuit cables within a static field. Even in the 

earth's magnetic field (~ 0.1 mT), noise voltages of the order of nV can be generated in 

response to moving cables. Clearly this has a major impact on measurements of the vortex 

state of HTS, since the applied magnetic fields in this case are typically ~ 1 T. When 

operating at such high fields, the stray-field from the magnetic-coils has the potential to 

generate large inductive voltages, particularly when the field is being swept. Since the 

inductive emf is proportional to the area of the pick-up loop, the main way in which it can be 

limited is reducing the area of the measurement circuit. Twisted pair cabling was used 

throughout our measurement systems and further to this, steps were taken to minimise the 

overall cable lengths. Where possible, cables were well-fastened, to prevent them from 

moving within the magnetic field. In the case of the magnets used at the Grenoble High 

Magnetic Field Laboratory (see Section 3.5.2), special bridges had been constructed to hold 

the cables static in the magnetic field. 

3.3.3.2 Resistive Coupling 

Resistive coupling arises when currents flow through ground connections. Such currents 

are a particular problem when they originate in the measurement circuit itself and thus are 

synchronous with the measured signal. In an experiment on a superconductor, it becomes 

apparent that ground loops are present when a large voltage signal persists deep into the 

superconducting state. The effect arises due to different devices on the measurement circuit 

being connected to points on the ground bus with slightly different potentials. Where possible, 

in our measurement systems, we have used floating earth devices to avoid ground loop 

connections. Other devices without a floating earth option had their chassis grounds wired to 

a common earthing point. 

42 



Chapter 3, Experimental Details 

3.3.3.3 Thermal EMFs 

Thermal EMFs arise due to thermal gradients across connections between conductors in 

the measurement circuit (the effect is largest for connections between dissimilar metals). Any 

connector in the measurement circuit should be considered a potential source of thermal 

EMFs. From a physical design point of view, thermal EMFs can be limited by using clean 

crimped on copper-to-copper connectors. Efforts should also be made to keep ambient 

temperatures constant by avoiding direct sun-light and preventing air-flows across the 

instrumentation. Such precautions can be very important when making DC measurements. 

However, by far the simplest method to remove the effect of thermal EMFs is to use a current 

reversal method. From a diagnostic point of view, thermal EMFs can be identified by simply 

switching the current connections to the measurement circuit. Although the signal voltage 

changes direction on current reversal, thermal EMFs are independent of the current direction. 

Thus the signal voltage (Fsig) that we actually wish to measure can be readily separated from 

the thermal EMF (Femf) simply by measuring the two voltages V+ and Vs. 

In an a.c. measurement, thermal EMFs manifest themselves as a driAing offset to the 

alternating signal. Provided that measurements are not conducted at very low frequencies, 

frequency selection techniques such as lock-in detection are very effective at removing this 

type of spurious contribution. The majority of the results described within this thesis were 

obtained using a.c. lock-in techniques hence in such cases the effect of thermal EMFs can be 

reasonably disregarded. In the few cases where d.c. measurements were made contact 

switching techniques were employed to estimate the magnitude of the thermal EMF. This 

offset voltage was then subtracted from the measured data. 

43 



Chapter 3, Experimental Details 

3.4 Temperature Measurement & Control 

Well-designed temperature measurement and control systems are a prerequisite to 

performing meaningful transport measurements on the vortex state. Without sufficient 

accuracy or reproducibility, it is impossible to repeat measurements and obtain the same 

results. Furthermore, if we are to measure the response of the system at as particular 

temperature then it is important that this temperature should be stable, otherwise it becomes 

difficult to separate the underlying physics from effects arising due to thermal drifts. 

Temperature control issues are of particular importance when investigating complex history 

dependences (see Chapter 7). If we are to understand the differences which arise due to 

subtle changes in measurement history, then it is clear that this history should be extremely 

well controlled. 

In the following sections, the importance of each of the main aspects of temperature 

measurement and control will be considered. The practical steps taken to ensure that that 

optimal temperature performance was achieved in our experiments will also be described. 

3.4.1 Temperature measurement accuracy 

Before attempting to control the thermal environment of a sample it is first necessary to 

have an accurate means of determining temperature. Here we ought to distinguish between 

absolute and relative accuracy. Absolute accuracy is the degree of agreement between a 

particular reading of temperature and a primary standard, as related to an absolute gas 

thermometer scale [8]. Formally, relative accuracy is defined as the accuracy of a measuring 

instrument relative to a secondary standard. However, here we will consider relative accuracy 

in a broader sense as the ability of a temperature measurement system to have a well-defined 

and reproducible response. This response should reflect the thermal state of the system in 

isolation, prior to the measurement being made. Whilst it is clearly desirable to measure 

temperature to a high absolute accuracy, it is far more important that we always measure the 

same temperature when the system is under the same thermal conditions. 
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Clearly the choice of sensors is one of the most important decisions to be made in 

designing a reliable temperature measurement and control system. The main factors to take 

into account are as follows. 

(i) Temperature range of maximum sensitivity: sensors should be chosen to have a good 

sensitivity over the temperature range of interest. For transport measurements on HTS 

this typically encompasses the range 60-1OOK. 

(ii) Magneto-resistance (IVIR): it is crucial that the sensor should not have a strong response 

to magnetic field. This can be particularly important when operating at very high fields 

above 10 T. 

(iii) Packaging: the sensor size and shape may determine both the ease with which it can be 

fitted into the measurement system and also how easy it is to obtain a good thermal 

contact between the sensor and its environment. 

(iv) Compatibility witfi measurement devices: not all sensors can be readily measured. It 

is relatively easy to measure the response of resistance and diode thermometers. In 

contrast, capacitative and thermocouple sensors require specially designed measurement 

devices. 

For reasons of varying requirements we have used a variety of different temperature sensors 

in our experiments. See Appendix B for a summary of the important characteristics of the 

different types of sensors used in our studies. 

At this stage a distinction should be drawn between sensors used for sample temperature 

measurement or primary-control, and those used to control the cryostat environment 

temperature. The requirements for these two types of function differ, since in the former case 

much higher sensitivity and reproducibility are required. For environment-temperature 

control-sensors, it is sufficient to know how fast the temperature of the system is changing 

and hence to modify the control-loop output accordingly. 
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For reasons of their low magneto-resistance and high sensitivities over the relevant 

temperature range, Cemox sensors (Lakeshore 1050 and 1080) were used for most of our 

measurements of sample temperature. In the case where a secondary environment 

temperature control loop was employed, as for our 16 T magnet setup (see Section 3.5.1), a 

carbon glass sensor provided sufficient reproducibility and sensitivity. For the SQUID pV-

meter arrangement (see Section 3.5.3), where magnetic fields were limited to 5T a GaAlAs 

sensor (LakeShore TG-120) was used. In the special case where very high magnetic fields 

were applied, in our measurements at the Grenoble High Magnetic Field Laboratory, a 

specialised capacitative bridge set-up was used for temperature control. 

3.4.1.2 Important Sources of Error in temperature measurements 

Temperature sensor resistances are usually measured using a four point technique 

analogous to that employed in transport measurements (see Section 3.3.1). Temperature 

sensor data are also affected by drifting offsets due to thermal EMFs (see Section 3.3.3.3). To 

obtain reliable temperature measurements, these offsets should be removed using current 

reversal techniques. In the SQUID pV-meter (see Section 3.5.3), the control electronics 

measured the temperature by averaging responses obtained in forward and reverse bias 

directions. A similar procedure is employed by the Lakeshore 340 temperature controller [9], 

as used in conjunction with our 16T transport rig (see Section 3.5.1). 

Another problem affecting temperature measurement is that of inductive pick-up in the 

cables connecting the temperature sensor to the measurement device (see also Section 

3.3.3.1). This is a particular problem in the case of sensors used for precise control of the 

sample temperature, since inductive coupling, especially at high fields, can lead to instability 

of the sample temperature. As with all low-level measurements, the standard precaution is to 

minimise the area of the induction loop, and for this reason twisted pair cabling was used in 

all of our experimental arrangements when making connections to temperature sensors. 

A final important factor affecting temperature measurements is that of Joule heating in the 

sensor. Manufacturers provide data on the maximum excitation voltage that can be applied to 
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a given sensor without significantly raising its temperature. Since such parameters are 

dependent on the environment temperature, special care should be taken when operating at 

low temperatures. Normally there is a balance to be drawn between the higher measurement 

accuracies obtained by using higher currents or voltages and the potential for Joule heating 

effects. This is best understood by considering an illustrative example. 

At 77 K a typical Cemox temperature sensor has a resistance ~ 200 Q. On its 999 kQ 

measurement range, a Keithley 196 multimeter produces a current - 5 0 pA. If a Keithley 196 

set to its 999kQ scale were used to perform a four point resistance measurement on a typical 

Cemox sensor at 77 K, then an excitation voltage of lOmV would be developed. Since the 

Keithley 196 has a 5 digit display, this would be displayed in the format 000.10 V. The 

temptation, therefore, would be to increase the measurement sensitivity by adjusting the 

Keithley to a lower measurement scale. However, Lakeshore recommend that (for 

temperatures above IK) excitation voltages across their Cemox series sensors do not exceed 

~5mV [10]. Thus, even on the 999kQ scale at 77K there could be significant Joule heating 

effects. This problem would become much worse as sensor resistance increased at lower 

temperatures. Also, the adjustment of the Keithley to a lower measurement scale would 

further exacerbate the problem since increases of accuracy on going to a lower scale are 

achieved by using a higher measurement current (-ISOpA in the case of the 99kO scale). The 

advanced read-out electronics of the Lakeshore 340 temperature controller allowed us to 

avoid such problems by automatically adjusting sensor-excitations dependant on the 

temperature range. In other cases, where this particular device was not available, Joule 

heating effects were avoided by using measurement devices with a larger number of digits of 

accuracy. This obviates the need to perform measurements on the lower resistance ranges, 

where measurement currents are correspondingly higher. 
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3.4.2 Sample Temperature Control 

Being able to accurately measure temperature is only half the problem, since if we are to 

be able perform meaningful transport measurements then we must be able to actively control 

the sample temperature. This implies that we should be able to both; 

(i) Stabilize on a particular point and maintain this temperature constant to a very high 

accuracy. This is required to measure V{l) and R{B) dependences. 

(ii) Sweep the temperature across a particular range at a constant rate. This is required to 

measure R{T) dependences. 

On a simplistic level, it might seem that all that is required to achieve this is some sort of 

heater with a means to modify its output according to the reading of an accurate temperature 

sensor. In practice, the situation is far from simple, since factors such as thermal masses and 

response times need to be taken into account. As such, there are a number of key 

experimental considerations for achieving reliable temperature control in cryogenic systems. 

3.4.2.1 Physical Design Techniques for Temperature Control 

The first thing to ensure, in any temperature control setup, is that the temperature at the 

thermometer is as close as possible to the actual sample temperature. It is no use having an 

accurate temperature sensor if the reading that it provides does not reflect the temperature that 

we actually want to measure. In order to minimise thermal gradients, both the sample and the 

sensor, together with their contact leads, should be well thermally anchored to the sample 

mounting. Normally this mounting is made from highly conductive metals such brass or 

ultra-pure copper. If thermal contact is poor, then the temperature at the sample may show 

a non-linear dependence on the sensor temperature. 

It is essential that the sample-mount assembly has a very low density of magnetic impurities 
otherwise this could significantly distort the magnetic field profile experienced by the sample. 
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Another vital physical design consideration in that of passive temperature stabilisation. 

Whilst we can compensate for a certain amount of variation in the sample-environment 

temperature by means of an actively controlled heater output (see below), clearly it is 

desirable to minimise external temperature fluctuations before we even get to the stage of 

active control. In a typical cryostat arrangement this is achieved by means of a combination 

of: 

(i) Vacuum shielding 

(ii) Radiation shielding 

(iii) Cryogenic liquid jackets (often an inner liquid helium jacket is contained within an outer 

liquid nitrogen jacket). 

These practical measures help to minimise temperature fluctuations arising due to conduction 

or radiation. Further to this, steps are usually taken to prevent heat flows due to convection. 

Within our experimental arrangements this was achieved by incorporating baffles onto the 

sample insert, which split up the sample space into cells insufficiently large to support 

convection. In a gas flow cryostat there is further potential for temperature instability arising 

due turbulent flow of the gas across the sample. This can be prevented by enclosing the 

sample in a casing which prevents it from coming into direct thermal contact with the coolant 

gas. 

A further important issue for consideration, is that of thermal response times. Suppose, for 

the purposes of understanding, we consider a copper block at temperature of 100 K, in contact 

via a thermal link to a helium bath at a temperature of 4.2 K. If the copper block has a 

thermal capacity C JK ' and the link to the block presents a thermal resistance R KW"', then 

product r = CR is the thermal time-constant for cooling-down the system [11]. Suppose we 

have 1 mole of copper, then at 100 K its heat capacity C= 16 JK"' [12]. To achieve a time 

constant r = 300 s we would require a thermal link resistance of » 20 K/W. Since thermal 

resistance is related to thermal power via the expression f = AT / R , where AT « 100 K is the 
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temperature differential between the copper block and the heat sink, this implies a rate of heat 

flow down the thermal link of 5 W. This heat flow will boil off 11 of liquid helium in 1 hour 

[13], which is far too high for all practical purposes. There are a number of different ways to 

work around this problem. 

(i) Reduce the mass to be cooled by reengineering the sample mount to have a more light-

weight construction. This can be achieved by using materials with a lower heat capacity 

such as tufnol, or alternatively by using thinner parts. 

(ii) Accept much longer time-constants. This will increase the cool-down time at the 

beginning of experiments and reduce the maximum rate at which the temperature can be 

swept. 

(ill) Increase the temperature of the heat sink. Often this is achieved by cooling the sample 

with He gas in a continuous flow cryostat. In such an arrangement we can control the 

cooling power by means of a needle valve. To warm-up the system quickly, the needle 

valve can be closed completely. Typically, optimal responsiveness for temperature 

control is achieved with the needle valve just slightly open. 

Just as the system can be cooled by means of a heat sink, it can also be heated by means of 

some sort of heating coil. The thermal time-constants of the system imply that there will 

always be some delay between applying an output to heater and the desired increase in 

temperature being experienced at the sample. To heat the system at a similar rate to that at 

which it naturally cools, the applied heater-power should be twice that required to maintain 

the system at a steady temperature. 

From the discussion outlined above, it should be apparent that thermal response times are a 

key consideration in designing a sample mounting for insertion within a cryostat. From the 

point of view of reducing response times, it might seem that we would want to make the insert 

as light-weight as possible. However, there is a compromise to reached, since any reduction 

in the thermal response time is achieved at the expense of stability to environmental 

temperature fluctuations. As such, inserts can be designed with a bias towards either 
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responsiveness of stability, depending on the type of measurements that are to be performed. 

In transport experiments, we frequently need to measure resistivity as a function of 

temperature, hence sample inserts are typically of a relatively light-weight thermally-

responsive construction. 

Irrespective of sample mount design, some thermal lag always persists between the sample 

temperature and that measured at the temperature sensor. This lag is dependent on the 

temperature sweep rate. For a typical sweep at rate - 0 . 2 K/min it is normal to expect an 

offset ~ 20 mK due to the thermal lags. If it is desired to measure a p(T) dependence entirely 

without thermal lags, then it is necessary to reduce the sweep rate to such an extent that the 

lag becomes negligible. To estimate the offset for a particular setup, resistivity curves can be 

measured on warming and cooling at the same constant rate across the region of the 

superconducting transition. The offset is then deduced 6om the shiA between these two 

curves. For all of the results presented within this thesis, the offsets due to thermal lags have 

been subtracted. 

3.4.2.2 Feedback Systems for A ctive Temperature Control. 

In the previous section we suggested that the sample temperature could be controlled by 

means of a heater, the output of which is varied according to the reading obtained from the 

sample temperature sensor. On the simplest level, we could attempt to achieve this by means 

of an ON-OFF system, whereby the heater is switched on when T< Target and switched off 

when T> T̂ arget- It is evident that in this case, however, that the system would always 

overshoot the target temperature and further to this, that it would never stabilize on this target. 

Instead the temperature would oscillate up and down past the target-level as the heater 

switched repeatedly on and off 

The next level of sophistication would be to vary the output to the heater proportional to 

the temperature difference between the sample temperature and the target temperature. This 

type of proportional control will, however, always lead to an offset between the temperature 

fixed upon and the actual target temperature. At the target temperature itself the error 
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correction [error (e) = Target Temperature - Feedback Reading] falls to zero and it follows 

that for a purely proportional feedback this would result in zero output to the heater coil. 

Clearly the temperature cannot be maintained constant if the heater output is zero. As such, 

there should always be some minimum offset, at which the output from the heater is a well-

defined fraction of full-scale power. This offset can be reduced by increasing the gain of the 

feedback system, however there is a limit in how far this can be applied, since if the gain is 

too high then this will again lead to oscillations about the target temperature.^^ Identifying 

suitable values for the proportional control parameter is normally a matter of trial and error. 

In order to remove the temperature offset error, it is necessary to incorporate a further type 

of feedback into the system whereby an adjustment is made to the heater signal which is 

proportional to the integral over time of the out-of-balance signal. Where the error is zero, 

this integral contribution maintains the heater-output constant. Finally, there a third type of 

control known as derivative (or rate) control, which applies a correction to the heater output 

proportional to the rate at which the target temperature is being approached. Analogous to a 

viscous damping term, this type of control minimises the temperature overshoot on 

approaching the target temperature. This can be useful in fast changing systems but is often 

turned off in steady state control since it tends to react too strongly to small changes in the 

environment temperature. 

All electronic temperature control units, such as the Oxford Instruments ITC4 or the 

Lakeshore 340 incorporate proportional (P), integral (I) and differential (D) feedback 

parameters. Precise definitions of the parameters vary from instrument to instrument, but in 

the case of the Lakeshore 340 the PID equation can be written as [9]: 

Heater Output = P 
J (3.3) 

A very high gain proportional feedback arrangement can be considered effectively equivalent to a 
simple ON-OFF system 
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Regardless of the precise controller used, PID parameters must be carefully tuned to suit the 

characteristics of a particular measurement system. Normally different PID parameters are 

appropriate over different temperature ranges. Further to this there is the additional 

complication that the best choice of parameters will depend on the type of measurement to be 

made. For example, when measuring temperature sweeps the optimal parameter choices are 

different to those when measuring responses at fixed temperature. For more details on how to 

select appropriate PID parameters for particular measurement on a particular measurement 

system see Ref 9. 

3.4.2.3 Procedural Steps for Reducing Temperature Overshoots 

In Chapter 7 we describe experiments in which we explore in detail the response of the 

vortex system to thermal cycling in the vicinity of the vortex solid to liquid melting transition. 

To perform this type of experiment we needed to be able to sweep to a target temperature-

point with an absolute minimum of overshoot past this point. In the previous section we saw 

that temperature overshoots can be minimised by the introduction of a carefully chosen 

differential feedback parameter. In many cases this is sufficient for all practical purposes. 

However, to carry out a detailed investigation of history dependences in the immediate 

vicinity of the vortex liquid to solid melting transition, then even a small overshoot (> 10 mK) 

may prove crucial. The virtual elimination of such overshoots was a key step towards 

performing meaningful temperature-histoiy measurements. Both reproducible and 

unreproducible overshoots can compromise results, respectively by generating spurious 

trends, or entirely masking the history-dependent systematics. 

We have developed a set of procedures for reducing temperature overshoots on 

approaching a target temperature. Due to differences in the thermal response of the system on 

warming and cooling, the procedure adopted for ramping-up to a given temperature differed 

slightly from that on ramping-down. In addition, the number of intermediate steps required to 

minimise the temperature overshoot, depended on the magnitude of the difference between 
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the start temperature and the target temperature. The principle features of the procedures 

adopted are be summarised in the schematic representation of Fig. 3.3. The constant rate 

sweep [stage (i)] is used to reduce the length of time taken to reach the target temperature. 

On reaching the end of this sweep at ftarget + 0.2 K there is a significant overshoot past this 

end point. However, by then stabilising the system on t̂arget + 0.1 K [stage (ii)] we ensure 

that the temperature does not fall below Jiarget- By stabilising on ftarget + 0.1 K before finally 

dropping to Tlarget [stage (iii)], we significantly reduce the height of the temperature-step 

down to the final target temperature. Thus, as schematically illustrated in the figure, while 

there may still some temperature overshoot past T̂ arget it should now be minimal. Following 

this type of procedure we managed to limit temperature overshoots to less than 5 mK. 
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3.5 Details of Specific Experimental Arrangements Used 

3.5.1 Oxford Instruments 16 T Transport Rig 

The Oxford Instruments (01) cryomagnet is a high field superconducting magnet system 

that can provide a field of 14 T at T= 4.2 K and 16 T at T= 2.2 The cryogenic system is 

contained within a vacuum insulated liquid helium cryostat with an additional liquid nitrogen 

jacket. Enclosed within this cryostat is a standard gas-flow variable temperature insert (VTI) 

into which the sample rod is inserted. 

Needle valve 

Helium pic%up 
tube 

Helium level in main hath , 

Needle valve heater 

Sample space vacuum 
pump line 

Inner vacuum chamber (IVC) 
isolated from cryostat 

Radiation shield 

Heat Exchanger with helium 
capillary feed from needle_%alve 

Sample space 

sample space (sample space diameter 20 mm). 

Field homogeneity at coil centre : 1% over 10 mm. 
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The rate of gas flow across the sample is controlled by means of a needle valve, which in 

most cases was left just slightly open in order to provide maximum responsiveness to heater 

output variations. 

The sample insert itself was of a standard design, with rotating sample platform fixed in 

such a way as to maintain the sample centrally within the field coil. We optimised the system 

for maximum responsiveness and reproducibility in terms of temperature control, by 

incorporating the following key features: 

(i) Dual stage temperature control : Sample-space temperature is regulated within a 

standard flowing gas variable temperature insert (VTI) [14]. This is effected by means of 

a temperature-sensor/heater combination attached to a needle valve controlling the flow 

of gas into the sample space. The temperature in the immediate vicinity of the sample is 

regulated by means of a temperature-sensor/heater pair attached to the high thermal 

conductivity brass sample-platform. In order to obtain the best possible estimate of 

sample temperature, the temperature sensor was placed in a groove directly underneath 

the sample and well thermally-anchored to both the sample and the underlying platform 

using thermally conductive glue. To minimise thermal gradients the heater was thermally 

anchored to the sample platform as close as possible to sample. 

(ii) Fully optimised dual channel temperature control unit: The heater outputs to the 

temperature control loops were controlled by means of a dual channel Lakeshore 340 

temperature controller. This was fully optimised in terms of its Proportional (P), Integral 

and Differential (D) feedback parameters. Different parameters were applied to each of 

the two loops and for each loop across different temperature ranges (the Lakeshore 340 

has the facility to store ranging information). 

(iil) Closed cap around sample platform: Minimises temperature fluctuations due to turbulent 

gas flow within the VTI (see Section 3.4.2.1). 

A schematic layout of the full experimental arrangement is shown overleaf in Fig. 3.5. 
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Fig. 3.5 Schematic Representation of equipment used in conjunction with the Oxford 
Instruments 16T magnet VTI. 

The setup is basically a standard lock-in detection arrangement, with an additional 

transformer (gain -100) to amplify the voltage signal from the sample. The arrangement was 

controlled by means of purpose written control-software, as developed by the author of this 

thesis. This software allowed for the execution of a complex series of experimental steps, by 

means of a purpose written scripting language (see Appendix C). 
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3.5.2 Grenoble High-Field Transport Arrangement 

A few of the results presented in this thesis were obtained at the Grenoble High Magnetic 

Field Facility (GHMFL)[15]. At GHMFL various magnets are available providing fields of 

up to 30 T [16]. The magnets that we obtained access to at Grenoble (providing fields of up 

0 

Cooling Water 

Current 

Bitter Plate 

Insulation 

Cooling Hole 
Contact Area 

Housing 

Tie Rod 

Bottom End Plate 

Current 

Fig. 3.6 Bitter magnet construction as implemented at the Grenoble High Magnetic field 
laboratory [16]. 
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to 23 T in a bore of 50 mm) were all based upon a resistive Bitter coil design, as illustrated in 

Fig. 3.7. The Bitter coil comprises a stack of circular copper plates insulated from each other 

except along a radial slit in the insulation. Current is then passed from plate to plate within 

this coil in a spiral-like fashion. In order to dissipate the heat produced in this arrangement 

cooling water is passed through at a variable rate, dependent on the applied current. Notice 

that, as shown in Fig. 3.4, the holes through which the cooling water is passed are 

concentrated towards the centre of the plates, where the current density is expected to be at its 

highest. The power supply used to drive such coils is quoted to have a stability of 10 parts per 

million over a period of 10 minutes. Due to the very high fields applied, extra precautions 

had to be taken to fix cables so that they did not move within the field and thereby induce 

noise voltages at the output (see Section 3.3.3.1). 

The device arrangement for the transport measurements was exactly the same as that 

described in relation to the Oxford Instrument 12T magnet setup (see Fig. 3.6). Basic 

temperature control was, however, on a simpler level with single temperature-control-loop, 

controlled by means of an Oxford Instruments ITC4 temperature controller. This device does 

not allow for the PID parameters to be dynamically varied across different temperature 

ranges. Hence the temperature control was not nearly so well-refined as for the systems used 

at the University of Southampton. A further factor which needed to be taken into 

consideration, was the magnetoresistance of Cemox temperature sensor used in conjunction 

within the GHMFL arrangement (see Appendix B). Had this been the sole means for 

controlling the sample temperature, then it would not have been possible to maintain the 

temperature constant whilst sweeping the magnetic field up to highest levels. In order to 

combat this problem an additional control loop was employed when measuring field sweeps, 

which utilised a single channel Lakeshore temperature-controller, connected to a capacitative 

temperature sensor. This type of sensor has the clear advantage of having virtually zero 

magnetoresistance (see Appendix B). While this control-loop was not particularly well 

calibrated in terms of accuracy or reproducibility, it did allow for the temperature to be 

maintained at a constant level while sweeping the magnetic field. 
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3.5.3 Purpose Built 5T SQUID Picovoltmeter 

As has already been discussed (see Section 3.3), intrinsic noise places a fundamental limit 

on the sensitivity of conventional measurement systems. For example, if we desire to 

measure a voltage with output impedance - 1 CI, room temperature voltage measurements are 

intrinsically limited to a sensitivity ~ 1 nV [3]. However, when carrying out studies on 

superconductors at low temperatures, it desirable to resolve voltages at much lower levels. In 

order to meet this metrological requirement, voltmeters have been developed based around 

Superconducting Quantum Interference Devices (SQUIDs) [4]. Following these advances, 

the University of Southampton Condensed Matter Physics Group in collaboration with the 

Moscow Institute of Radioengineering and Electronics developed a SQUID-voltmeter 
Kg 

arrangement, capable of measuring voltages -10-100 pV, 

In terms of its construction, a dc-SQUID consists of a pair of Josephson junctions wired in 

parallel, such that together they form a superconducting loop broken by two weak links. The 

particular SQUID sensor used in our apparatus was manufactured at the Institute of Radio-

Engineering and Electronic in Moscow and comprised a pair of N b - A l x O y - N b resistively 

shunted tunnel junctions [17]. From a metrological point of view, such a SQUID sensor can 

be simply regarded as a sensitive flux to voltage transducer. It follows that an important 

figure of merit for SQUID sensors is the spectral density of the flux-noise,^ at 4.2 K. 

Equivalently, this can be expressed as an energy sensitivity s(/) = ^*(/)/2Z,, where L is the 

SQUID ring inductance. This energy sensitivity can be quoted for the SQUID ring alone 

[s(f)] or else for the SQUID coupled with its associated measurement circuitry [ S c ( f ) ] . The 

energy sensitivities quoted for the SQUID sensor used in our picovoltmeter arrangement 

The SQUID pv-meter was built by A.Volkozub, formerly of our group, working in collaboration 
with the Institute of Radioengineering and Electronics, Moscow. 
*** 

Dependent on contact resistance : the sensitivity is higher for lower contact resistances. 
t t t 

Here we refer to white noise : this is distinct from the Hf noise which arises for frequencies below 
about 1 Hz. 
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were: s(/) = 5 X 10"^^ J/Hz and Sc(/) = 5 x 10~ '̂ J/Hz [17]. These values are comparable to 

those quoted for other SQUID sensors in the literature [18]. Since the V-^ dependence of a 

SQUID sensor is highly non-linear, to simphfy readout it is normal to linearise the output by 

means of feedback circuitry. In such an arrangement the SQUID operates as a null detector, 

changes in the external magnetic field being compensated by the feedback response. Hence, 

the SQUID-detection system is maintained at a so called working point on the transfer 

characteristic. In the case of the pV-meter arrangement used in our studies this was carried 

out by a current nulling method, the basic form of the feedback circuitry being illustrated 

below in Fig. 3.4. 

Sample 

SQUID 
Amplification 
Electronics 

V, our 

Hg. j.7 Simplified representation of the current-nulling feedback arrangement used in the 
SQUID pV-meter. 

Using this SQUID feedback circuitry it was possible, under optimal conditions,"^^^ to 

measure the sample voltage to an accuracy of between 20 and 50 pV. However, the 

impedance of the input circuit was such that this was to some extent limited by the sample 

resistance. The higher the sample resistance, the lower was the accuracy that was attainable. 

This provided an additional justification for minimising contact resistances. A further 

important limitation to the arrangement is that its output saturates for sample voltage signals 

Ml Without, for example, excessive source of external noise 
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~1 |J,V. The setup does, however, benefit from a wide frequency bandwidth ~3 kHz. This 

proved important, in that it allowed for the distortion free measurement of signals with a 

variety of different modulation-forms and frequencies. 

IEEE Data Input 

Magenetic 
Field Coil 
Current 

c o m p u t e r d a t a 
a c q u i s i t i o n & c o n t r o l 

d c s q u j d 
e l e c t r o n i c s 

p r e - a m p l i f i e r 

OUT 

REF 

o x f o r d 
i n s t r u m e n t s 

p o w e r s u p p l y 

f u n c t i o n 
g e n e r a t o r 

k e i t h l e y 
m u l t i m e t e r 

s q u i d 
c o n t r o l u n i t 

g e n e r a l 
c o n t r o l u n i t 

Sensor control 
(field and temp.) 

Tennp. control 
Current Source 

l o c k - i n a m p l i f i e r 

Fzg. j.,! Basic circuit layout for the the SQUID pv-meter arrangement. 

The overall device configuration of the picovoltmeter is depicted above in Fig. 3.8. The 

cryogenic system used in conjunction with this arrangement comprised a simple liquid helium 

cryostat without a gas flow VTI or outer liquid nitrogen insulation jacket. Temperature 

control responsiveness and reproducibility were improved by enclosing the sample within a 

closed cap and manufacturing the components of the sample insert to be as lightweight as 

possible (see Section 3.4.2.1). 
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CHAPTER 4. EQUILIBRIUIVI PHASE DIAGRAfVI 

4.1 Introduction 

Shortly after the discovery of high temperature superconductors (HTS), it became apparent 

that the phase diagrams of these materials were significantly more complicated than those of 

their low temperature counterparts. This complexity of behaviour can be attributed to the 

dual effect of anisotropy and the increased role of thermal fluctuations due to the elevated 

critical temperatures [1, 2], This leads to strong competition between the intervortex, thermal 

and pinning interactions over a large region of the parameter space. Increasingly, over recent 

years, a consensus has been reached as to the structure of the equilibrium vortex phase 

diagram [3, 4]. Some differences have been identified between the phase diagrams for 

moderately anisotropic compounds such as YBa2Cu307^ as compared to the more strongly 

anisotropic compomids such as Bi2Sr2CaCu208. Since all of the experiments in this thesis 

were conducted on samples of YBa2Cu307.8, in this chapter we will focus on features specific 

to the essentially 3D limit. For an excellent summary of the importance of 2D behaviour and 

decoupling effects in highly anisotropic compounds such as Bi2Sr2CaCu20g see Ref. 5. 

In spite of the differences between the various HTS compounds, a "universality" has begun 

to emerge in terms of the essential structure of the vortex phase-diagram. In the following 

sections we review the present understanding of the "generic" vortex phase diagram for high 

temperature superconductors. In Section 4.2 we begin by considering the simplest case of a 

system at the clean limit, i.e. in the absence of significant pinning disorder. In Section 4.3 we 

then progress to an consideration of the more complicated (and realistic) case of a system in 

the presence of point disorder. Finally in Section 4.4 we present an overview of the structure 

of the equilibrium phase diagram as it is presently understood. 
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4.2 Vortex Phase Diagram at the Clean Limit 

Since disorder significantly complicates the vortex phase diagram, for the purposes of 

understanding we start by considering the simplified case of a clean system. From a practical 

point of view, this limit would only apply to systems without extended defects and with only 

a very low (effectively zero) density of point defects. In the conventional picture of a clean 

superconductor the phase diagram comprises a Meissner phase region up to a lower critical 

field line Hc\, within which there is perfect bulk diamagnetic screening (see Fig. 4.1). 

Between Hc\ and the upper critical field Ha magnetic flux penetrates into the bulk of the 

superconductor in the form of quantised flux lines. In this conventional picture, throughout 

the region between Hc\ and H^, vortices are arranged in a hexagonal close packed Abrikosov 

lattice phase. Furthermore it is predicted [6] that the transition from the superconducting 

phase into the normal state at H^i should be continuous. Physically this reflects the point at 

Normal State 

HczT) 

Vortex State 

Meissner Phase 

Traditional picture of the vortex phase diagram for a clean isotropic superconductor. 
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which vortex cores start to overlap. Intuitively, however, in addition to the phase lines shown 

in Fig. 4.1, we would also expect to cross a line within the vortex phase region between Hc\ 

and Hc2, above which thermal fluctuations are sufficiently large to break up the ideal 

Abrikosov lattice i.e. a type of melting transition. Indeed, this turns out to be the case, 

although in conventional superconductors the melting transition line lies so close the upper 

critical field line as to be virtually indistinguishable from it [7]. 

It was Nelson [8] who first predicted that, due to the increased importance of thermal 

fluctuations, the vortex melting transition should be observable distinct from the upper critical 

field line in high temperature superconductors. Indeed, Houghton, Pelcovits and Sudbg 

(HPS). [9] subsequently demonstrated that the vortex la#ice is in fact much softer than is 

predicted by a purely local model. As such, in HTS the melting transition is predicted to lie 

substantially below the upper critical field line. In both Refs. 4 and 5 the shape of the melting 

line was deduced from within the 6amework of a conventional semi-quantitative Lindemann 

analysis. The central assumption of this analysis is that the Abrikosov lattice become 

unstable to thermal fluctuations, when the mean square amplitude of these thermal 

fluctuations exceeds a certain critical faction ( c j of the lattice spacing. That is to say : 

= (4.1) 

Here, the triangular brackets are taken to denote a thermal average and Go represents the 

vortex spacing within the ideal Abrikosov lattice. For vortex lattice melting in HTS the 

Lindemann criterion CL is normally chosen to be between 0.1 and 0.2 and is any case only 

weakly dependent on the specific material [1]. In a Lindemann analysis, the essential 

problem is, therefore, to calculate the dependence of on the temperature. Nelson 

performed this calculation by considering a single vortex within a cage potential due its 

nearest neighbours, expressing the shear modulus in terms of the curvature of the harmonic 

confining potential [8]. In this way he arrived at the following expression: 
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4̂4̂ 66 
(4.2) 

As usual, C44 and represent the shear and tilt moduli respectively and Ag is the Boltzmann 

constant. In their more rigorous analysis, taking into account the full ^-vector dependences of 

the elastic moduli, HPS used the form [9]: 

) = 
dk_ rdA, 

0 0 

1 1 

6̂6 (^)^, + C44 (^) + % + Q4 
(4.3) 

Here the integration is performed over a Brillouin zone in A-space of radius A. Note that in 

the case of both equations 4.2 and 4.3 the mean square displacement is proportional to the 

temperature. The differences arise in terms of the constant of proportionality, reflecting the 

different ways in which the elastic moduli are calculated. The final result of the HPS 

calculation is an implicit equation relating the reduced melting field 6,̂  (^) = (7) / ^ (^) 

the reduced temperature f = 7 / 7^: 

l -6„,(0 Vl-z" 

4 V 2 - 4 
+1 (4.4) 

Here Gi represents the Ginzburg number, a measure of the importance of thermal fluctuations 

(see section 1.5.1 of the Introductory Chapter). It should be noted that Eqn. 4.4 applies only 

in the case of an isotropic material or in the special case of an anisotropic material with HII c. 

A full solution of Eqn. 4.4, substituting in typical parameter values for a specific HTS 

compound, yields a prediction for the shape of the melting transition line. The form of the 

curve derived 6om such analysis is illustrated schematically in Fig. 4.2, overleaf. Here, the 

parameter values used in constructing the figure correspond to typical values for 

YBa2Cu307_8, namely: i^ci(O) =730 G, H^iO) =230 T, 16 A, 2 l = 1400 A and effective 

mass anisotropy s = =1/5. 
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Vortex 
Lattice 

Fig. 4.2 Schematic representation of the phenomenological phase diagram for a clean HTS 
rAe para/Merer q/" m rAe gxrefiyzve 

/-ggjOM /Ag /p/iayg ove/- M/AzcA /Ag ^ Mg/ZzMg 
occur either by increasing thermal fluctuations on increasing temperature or else by 
reducing magnetic field. [Based on Fig. 2 of Ref. 11] 

The re-entrant melting behaviour in the lower region of the phase diagram can be accounted 

for in terms of an exponentially vanishing shear modulus at low fields. Recently, evidence of 

such re-entrant behaviour was provided by Ravikumar et al. in the case of the LTS, 

NbSe2 [10]. In HTS such as YBaaCuaOy-s it is still an open question whether or not it will be 

possible to observe a reentrant melting transition. 

Commonly, an approximate form of Eqn. 4.4 is used in order to model experimental result 

in the temperature region close to T .̂ In this region the melting line falls well below the upper 

critical field (see Fig. 4.2) and we can therefore assume 6^ (?) « 1 . At this limit Eqn. 4.4 can 
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be approximated to : 

(4-5) 

where the power law index a = 2 and the numerical factor ~ 5.6 [11]. In the case of 

YBa2Cu307.g this simple power law relation is expected to be vahd in the regime extending 

down to a few kelvin below 7̂  [11]. Further away from Tc, Eqn. 4.4 predicts that the melting 

line should move closer to the line. From a phenomenological point of view, this amounts 

to an effective reduction in the power law index a of equation 4.5. Following this motivation, 

a number of attempts have been made to fit experimental data obtained &om YBa2Cu307_5 

samples to melting lines with more general power law form: (7) oc (1 - T / TJ" . In this 

way a wide range of values for the power law exponent have been obtained, extending over 

the approximate range 1 < ( Z < 2 [12]. In fact, this merely serves to illustrate that the 

attribution of a general power law dependence to the melting line should be regarded as 

convenient method for describing the data rather than an fundamental physical concept [1]. 

All of the result described thus far were derived within the fi-amework of a 

phenomenological Lindemann analysis. At this point it is important to clarify the limitations 

of this technique. In the first place, the Lindemann analysis cannot tell us anything about the 

order of the melting transition. It should be mentioned, however, that there is now a range of 

evidence from calorimetric [13] and magnetisation [14] studies to indicate that in pure single 

crystals the melting transition is first order. Equally, Lindemann calculations such as those 

discussed in the preceding section, cannot reveal the nature of the fluctuations which actually 

lead to melting, e.g. dislocations or disinchnations. Within the conventional Kosterlitz-

Thouless theory, melting is supposed to be mediated by unbinding of dislocation pairs [15]. 

On attempting to apply a similar approach to melting of the 2D vortex system, Ma and Chui 

obtained evidence of a mechanism for FLL melting involving the proliferation of edge 

dislocations [16]. They showed that the negative energy contribution of dislocations increases 

with increasing temperature such that the overall energy of the dislocation vanishes at the 
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melting temperature. More recently Feinberg [17] proposed a phenomenological model for 

melting of FLL melting based on screening of the elastic shear modulus by mobile or partially 

pirmed dislocations. 

Note that thus far we have considered a system free from pimiing disorder: the extension of 

melting theory to systems with disorder will be considered below in Section 4.4.2. Even in 

the clean limit, to determine the form and order of the melting transition with absolute rigour 

it would be necessary to find a method of calculating from first principle the point at which 

the homogeneous shear modulus falls to zero. Such a calculation has not yet successfully 

been performed for any 3D system [18]. 

4.3 Vortex Phases in the Presence of Point Disorder 

In the preceding section we considered structure of the phase diagram for an ideal clean 

material with typical parameters such as those of YBa2Cu307_5. From this we arrived at the 

essential concept of vortex lattice melting. By using an analysis based upon a standard 

Lindemarm criterion, we were able to predict the approximate form of the melting transition 

line. Questions now arise as to how the vortex solid phase and the melting transition are 

affected by the sort of pinning disorder present in all real samples. Given that the 

experiments presented in this thesis were performed on detwinned samples or twinned 

samples with the field tilted at such an angle as to remove the effect of twin boundary 

pinning, we will limit the discussion here to the case of point disorder. For samples with 

significant pinning due to extended defects it is expected that additional phases will arise (see, 

for example, Ref 19). 

In the preceding discussion of the vortex solid phase we assumed an ideal Abrikosov 

lattice throughout the vortex solid phase. Even from a purely intuitive point of view it is clear 

The short wave-length shear modulus remains non-zero, even m the liquid phase, 

70 



Chapter 4, Equilibrium Phase Diagram of High Temperature Superconductors 

that there should some distortion from the ideal configuration in the presence of disorder. 

Indeed, if the vortex solid did remain an ideal Abrikosov lattice phase, then even in the 

presence of pinning disorder, we would expect it to remain effectively unpinned: Without 

any correlation between the vortex and pin distributions the net overall pinning force would 

average to zero. As a consequence, we would expect the vortex system to be more strongly 

pinned in the vortex liquid phase than in the vortex solid phase, contrary to experimental 

observations (see for example Ref 20). 

Instead of a straightforward melting line, early observations on HTS indicated the presence 

of a so called irreversibility line [21]. Below this line the system exhibited strongly non-

linear V(I) curves together with history dependences and irreversibility in the magnetic 

properties. Moreover, from initial indications it seemed that the transition into the liquid 

phase at the irreversibility line was second order [22]. This seemed to hint towards the 

existence of some sort of glassy solid phase in which there are many low-lying metastable 

states. In the following sections we will review the various theories which have been used to 

describe the so-called "glassy" vortex solid phases arising in the presence of disorder. 

4.3.1 Theory of Collective Pinning: the Larkin-Ovchinnikov Model 

Up until the advent of high temperature superconductors it was assumed that there was a 

unique disordered state of the vortex system in the presence of pinning disorder. As 

mentioned briefly in Section 1.4.3 of the introduction, within this picture it was thought that 

the effect of varying disorder was to vary the correlation volumes within this disordered state. 

It is now believed that this so-called Larkin-Ovchinnikov (LO) picture of pinning is only 

valid as a limiting case of the more complete theory of the vortex state [41]. However, in 

order to better understand current theories of the disordered vortex state it is useful to review 

some of the concepts arising out of the LO theory. 
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The LO model was the first attempt to consider the effect of pinning on a system in the 

presence of weak random point disorder [23]. LO proposed that the vortex system comprises 

correlated volumes (Fc) within which the system is short range ordered. The criterion used to 

define the linear dimension associated with such domains (i?c) was that the relative shifts of 

the of the FLL across a domain should be less than the action force radius Vf of the pinning 

sites i.e.: 

= (4.6) 

Regions whose relative shifts exceed rf can be regarded as responding independently to 

pinning centres. Thus, when a transport current is applied to system of Larkin domains, 

each domain is expected to displace independently, as a correlated unit. These domains may 

therefore be considered as large collective pinned regions of the vortex solid. 

A full elastic theory derivation for the typical dimensions of a Larkin domain is provided 

within Ref. 24. This derivation is, however, reasonably complicated and an order of 

magnitude estimate of the various length-scales can be obtained from simple energy 

considerations [23]. Consider a system with a density of pinning centres n and a typical 

force / d u e to individual pinning centre. Given that pinning centres are randomly distributed 

then the pinning per unit volume force acting within a Larkin domain is given by : 

(4.?) 

We have already seen that within a domain the relative vortex displacement is of the order of 

the pinning force action radius /-f. There are many different cases where namely [23]: 

close to Hc2', in the case of small defects; and in the case of defects with sharp edges. 

Assuming that we are referring to one of these regimes then we can write the fi-ee-energy of 

the Larkin domain as [23]: 

By weak disorder we mean the case where each individual pinning centre causes only a weak 
deformation of the FLL. 
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where and represent the fractional distortions parallel and perpendicular to the 

a6-plane respectively. On minimisation with respect to and the following expressions 

for the correlation length scales can be obtained: 
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The key point to note here is that the volume of the correlated regions increases with the 

elastic rigidity of the system, as reflected by the shear and tilt moduli C66 and C44 

respectively. However, the correlation volume decreases strongly ( / "^ ) with the pinning 

strength. 

Using the expression for the correlation volume given by Eqn. 4.9 we are now in a position 

to obtain an expression for the critical current density. Equating the applied-current Lorentz 

force to the pinning force, we can write : 

n 
(4.10) 

Thus, remarkably, merely by considering the length-scales of the static problem we are able 

arrive at estimate for a crucial parameter in the dynamic situation, namely the critical 

currenty'c. It should be noted that in spite of the elegance of the LO model, it has a major 

restriction, in that it is only truly valid at zero temperature. 

4.3.2 Theories of Vortex Creep 

In general we use the term creep to describe a type of motion of the vortex system 

whereby there is a significant interaction due to pinning. Within the framework of the LO 

model this would apply at length-scales greater than R .̂ It is only recently that a full 

understanding has emerged of what happens within the so-called flux-creep regimes. 
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However, an initial attempt to understand this in the context of HTS, was provided within the 

framework collective creep model of Feigel'man et al. [25]. The collective creep model was 

based an earlier theory of Anderson and Kim [26] which had successfully been used for many 

years to describe the form of current-voltage dependences in the case of conventional 

superconductors. Here we will briefly consider the Anderson-Kim theory before progressing 

to the more advanced model of collective creep. 

Anderson and Kim considered dynamics in the creep regime in terms of thermally 

activated hopping of flux bundles between adjacent pinning wells [26] and this theory has 

subsequently been developed by other authors [28, 29]. Taking into account the motion of 

bundles in both the forward and reverse directions with respect to the drive, Dew-Hughes was 

able to write an expression for the net hopping rate as [28]: 

exp 
f 

I k . sinh (4.11) 

Here Oo represent the attempt frequency (typically - 10^ Hz [1]) and (To represents the depth 

of the potential well in zero current. The parameter A PF represent the effective tilt of potential 

well due to applied current, and is given by the expression : AfF = where F is the 

volume of the unpinned flux-bundle and represents the distance by which the bundle moves 

as it jump across the barrier. Using Eqn. 4.11 it is possible to deduce an expression for the .E-

field arising as a result of the net flux motion; 

y V j 
^ exp 

In two limiting cases this can be reexpressed as: 

AW»kgT\ E = 2Bb^Q.^exp 

sinh 

k j 

J - J 

(4.12) 

J 

(4.13) 

J J 
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exp 
k j 

(4.14) 

Equation 4.13 reflects the limit of high current densities or low temperatures conventionally 

described as the flux creep regime. In the vicinity of Jc this leads to a resistivity dependence 

of the form p oc e x p ( / / . A variety of experiments have indicated that this is the relevant 

regime in the case of low temperature superconductors [27]. 

In contrast, Eqn. 4.14 reflects the limit of low-current densities or high temperatures, often 

called the thermally assisted flux flow (TAFF) regime. In low temperature superconductors 

it had always been considered that operating temperatures were sufficiently low for any TAFF 

resistivity to be negligible. In the context of HTS, however, it appeared that TAFF might be 

very important, following the observation of theimal depinning over a large temperature 

interval below [28, 29]. This so-called giant flux creep has been associated with reversible 

behaviour above an irreversibility line in the H(T) plane [30]. 

Following these studies, Griessen et al. considered in detail the implications of the 

Anderson-Kim model at the APT « limit [31]. The main conclusions of this analysis 

were that the elevated critical temperatures of the HTS imply that should be comparable 

to Uq over a significant proportion of the parameter space. Hence, according to the TAFF 

model there could be significant thermally activated motion even for veiy small driving forces 

( J « Jc): 

=2/7,—^exp (4.15) 

The important point to note here is that Eqn. 4.15 implies non-zero resistivity at all finite 

temperatures. It was in response to this apparent paradox that the collective creep theoiy of 

Feigel'man et al. was developed [25]. The collective creep model is an elastic theory which 

considers the activated motion of correlated vortex bundles across potential barriers. The size 

of these activated flux bundles was assumed to increase with decreasing applied current, again 

75 



Chapter 4, Equilibrium Phase Diagram of High Temperature Superconductors 

conceptually consistent with the Larkin-Ovchinnikov model. Within the framework of this 

model rather than energy barriers being Axed, they scaled with the same exponent as the flux 

bundle size. Based upon such arguments it is possible to arrive at a current density dependent 

expression for the activation barrier height: 

= - [ /« . (4.16) 

Where or is a scaling exponent. It has been demonstrated theoretically that the scaling 

exponent increases with decreasing current density (and therefore increasing bundle size) 

from a limiting value of a = 1/7 for single vortex lines to a maximum value a ~ 7/9 for vortex 

bundles [25, 32, 33]. Significantly the collective creep model of Feigel'man et al. [25] 

predicts that U(J) -> co as J ^ 0 . It follows that within the vortex solid phase diverging 

energy barriers should lead to true vanishing linear resistivity even at Unite temperatures. 

4.3.3 Vortex Glass Theory 

In parallel to the work of Feigel'man et al., efforts were being made at the same time to 

understand the effect of disorder in HTS within the 6amework of a glassy-model. The 

concept of a glassiness was well known 6om spin-glass systems, in which a range of different 

interactions arise within a dilute solution of magnetic impurities. Due to the structure of such 

materials spins are constrained to lie on a regular translationally invariant lattice. The 

glassiness arises due to the positional disorder of the magnetic impurities. This leads to a 

corresponding random distributions in the coupling terms between adjacent spins. Spin-

glasses are characterised a wide range of characteristic behaviour, including relaxation 

dynamics, irreversibility andmetastability [34]. 

In the vortex glass theory, developed by Fisher, Fisher and Huse (FFH) [35, 36], it was 

postulated that the introduction of quenched disorder into the vortex system could give rise to 

a glassy state in some ways analogous to that observed in spin-glasses. It is a basic 

assumption of this model that both translational and topological order are completely 
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destroyed by the introduction of pinning disorder. This is sharp contrast to the approach taken 

within the collective-creep model, in which disorder was considered as acting on line objects 

within a classical elastic system. Although the two models are based upon fundamentally 

different assumptions, their main conclusion is the same: both predict a vortex solid phase 

characterised by diverging energy barriers U{j) at small current densities j. 

The essential idea of the vortex glass model was that melting should be regarded as a 

continuous phase transition between a glassy solid phase and an entangled liquid phase. 

Within the framework of a critical scaling analysis FFH were able to demonstrate the 

divergence of correlation length-scale (4) and relaxation time-scales (%) on approaching the 

glass transition temperature Tg. 

(0 

(zV) fg oc 

r - r 

T-T 
(4.17) 

Here K and z represent critical scaling exponents. The glassy solid phase was expected to 

manifest highly nonlinear current voltage dependences, and it was proposed that within the 

vortex glass the mechanism of dissipation should be via the nucleation of vortex loops. 

Within the 6amework of such a model of dissipation it is possible to arrive at an expression 

for the energy barriers to flux motion: 

^(y) oc exp 
V J 

L 
J J 

(4.18) 

Here // is a scaling exponent, which FFH predicted be less than one for 7 < 7^. Also arising 

out of the vortex-glass model is a scaling relation for the resistivity within the vortex liquid 

phase: 

Pi oc (4.19) 

Here = lim^̂ ĝ p(y) represents the linear resistivity measured on approaching the glass 

transition from above. A number of attempts have been made to fit experimental resistivity 
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data to the vortex glass model [22, 37], In general, in the earlier studies performed on 

samples with relatively high densities of point defects [22, 37], it was found that there was a 

reasonable correspondence between the scaling relation and the experimental data across the 

full experimental range. 

However, problems arose when attempts were made to apply this theory to samples with 

much lower defect densities [38]. In such cases, it is generally found that whereas the 

resistivity scaled well with Eqn 4.19 at high fields and lower temperatures, in the low field 

region, scaling broke down. A wealth of evidence has subsequently emerged from 

thermodynamic measurements to indicate that in this low-field region, the transition is in fact 

first order [13,14]. These observations seem to hint towards the existence of a distinct and 

considerably more ordered solid phase at low fields. Thus for samples with relatively low 

pin-densities, whereas at high fields we can successfully describe the system in terms of 

"vortex glass" model this description cannot be extended down to low-fields. Indeed, a range 

of transport measurements on YBa2Cu307.8 have indicated that there is a well-defined 

crossover at a multicritical point between a regime at low fields and high temperatures 

where the melting transition is first order, to a entirely different regime at high fields and low 

temperatures where the transition is continuous [39]. This crossover into a qualitatively 

different regime at low fields and high temperatures seems to imply that an entirely different 

theory is required. 

4.3.4 Bragg Glass 

A number of recent theoretical investigations have attempted to elucidate the nature of the 

low-field solid phase [3, 4, 40, 41, 42, 43, 44]. In particular, Giamarchi and Le Doussal 

(GLeD), have made a number of predictions within the framework of an elastic model 

entirely free from topological defects [3, 40, 41]. This approach is in contrast to both the 

vortex-glass [35] and collective creep [25] models, which both allow for some degree of 

topological disorder. The collective creep theory predicts a power law growth of 
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displacement leading to topological defects over a length scale ^a, whereas the vortex glass 

theory assumes disorder always favours the presence of dislocations. 

GLeD started by questioning the assumption that even weak disorder always leads to the 

generation of topological defects. They cited in support of this elastic medium hypothesis 

both the observation of a first order melting transition (as discussed above) and the evidence 

of large dislocation free regions in decoration experiments at low fields [45]. In a subsequent 

paper GLeD went on to demonstrate, on the basis of energy arguments, the existence of 

dislocation free phase at weak disorder [41]. In particular GLeD demonstrated that the 

wandering exponent <^of flux lines falls to zero over large length-scales. This is crucial for 

the existence of a topologically ordered phase, otherwise dislocations would appear 

spontaneously at arbitrarily small disorder, as was predicted in Refs. 46 and 47. This result, 

that dislocations are not favoured in the case of weak disorder, has subsequently been 

corroborated via the refined energy and scaling arguments of D. S. Fisher [43]. Additional 

support has been provided by both numerical simulations [48] and analytical calculations [44] 

in a layered geometry. 

The essential prediction of the GLeD model was that while disorder produces algebraic 

growth of displacements over short length scales, periodicity has a strong effect over longer 

length-scales. This suggests the existence of a vortex solid phase with perfect topological 

order and nearly perfect translational order i.e. a quasi-long-range ordered phase. Since this 

phase is nearly a perfect lattice it is expected that it should melt via a first order phase 

transition. However, given that there is some degree of "glassiness" in terms of translational 

ordering, unlike a perfect Abrikosov lattice, this phase would be expected to interact with the 

underlying pinning potential. These predictions correspond very closely to the observations 

for the low-field solid phase. Given that such a phase is expected to manifest Bragg peaks in 

its diffraction spectrum, GLeD have described it as a Bragg-glass phase. 

The GLeD findings were based upon model of the vortex system comprising stacks of 2D 

triangular vortex lattices. The starting point for their calculation is an expression for the total 

energy of the system: 
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^ , (4.20) 

where the former term represents the elastic energy contribution whereas the latter reflects the 

coupling between the disorder potential F(rz) and the vortex density distribution Here 

r represents in the in-plane position whereas z is the coordinate perpendicular to the 

superconducting planes. In principle this equation could be solved using the full wave-vector 

dependent expressions of the elastic moduli. However, as we shall see below, in terms of 

understanding the stability of the elastic phase it is only really necessary to consider nearest 

neighbour interactions. Certainly order of magnitude estimates of the scales involved can be 

obtained by using simple constant elastic moduli [3]. 

In order to describe the structure of the phase diagram, the essential problem is to solve the 

elastic energy description of Eqn. 4.20 to obtain expressions for the translational and 

displacement correlation function, ^ ( f ) = ^[w(0,0)-w(f,0)]^y To study their model GLeD 

mainly used the Gaussian variational method as originally developed to study elastic 

manifolds in random media [49]. The validity of this approach was demonstrated using 

independent renormalization group calculations [41]. One of the most surprising results of 

the GLeD analysis was the fact that Ck(f) decays as a power law at large distances. This 

suggests the existence of a highly unusual quasi-long-range-ordered state which has the 

peculiar property of being a glass with many metastable states, whilst at the same time 

manifesting Bragg-peaks very much Hke an ideal lattice. Note that this so-called Bragg glass 

is a much more special case than the hexatic phase often referred to in the literature (see for 

example Ref. 45) which merely reflects the absence of topological defects. 

To determine the region of stability of the topologically perfect Bragg phase GLeD 

assumed that the elasticity would be destroyed when the displacement of nearest neighbour 

vortices became of the order of the lattice spacing. Therefore using a modified Lindemann 

criterion the stability of the Bragg phase can be determined according to : 
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= a) = ([w(0,0)-w(a,0)]") = cfof". (4.21) 

Here the implicit assumption is made that the Lindemann constant CL is independent of the 

Held. Eqn. 4.21 reflects the combined displacement due to both disorder and thermal 

fluctuations and these two contributions can be conveniently separated : 

= a) « 2 (/- = a) (4.22) 

It follows from Eqns. 4.21 and 4.22 that the crossover into the Bragg-glass phase should be 

pushed downwards by increasing point disorder. Furthermore Eqn. 4.22 demonstrates that 

there are two ways in which the topological ordering of the Bragg glass phase can be 

destroyed. On increasing temperature thermal fluctuations increase such that a point is 

reached where the translational order is broken. In this case a melting transition occurs which 

is analagous to the vortex-lattice to vortex-liquid transition of the pure system (see Section 

4.2). Alternatively, on increasing the magnetic field, disorder induced displacements increase 

(this argument will be re-examined in Section 4.4.1). As such, a point will be reached where 

the system becomes sufficiently disordered that, even at short length scales, ordering will be 

lost. 

Thus, these observation predict the existence of two transition lines, a vortex solid-to-

liquid melting and a vortex solid-to-solid entanglement line, delimiting the region of phase 

space over which the Bragg-glass phase is expected to be stable. The full implications in 

terms of the phase diagram will be considered in the following sections. 
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4.4 Equilibrium Phases Diagram in the Presence of Weak Random 
Point Disorder 

Increasingly, over recent years, a consensus has emerged from theoretical studies as to the 

structure of the vortex phase diagram in the presence of weak random point disorder [40-44], 

As outlined in the discussion of the preceding sections it now seems that there are two distinct 

phases of the vortex solid namely: a quasi-long-range ordered Bragg glass phase at low-fields 

(see Section 4.3.4) and a topologically disordered glassy phase at high fields (Section 4.3.3). 

A variety of experimental support for this basic idea has been provided by neutron diffraction 

studies [50], magnetisation experiments [51, 52] on Bi2Sr2CaCu20g, as well as more recently 

from magnetisation studies on YBaaCuaOy-s [53, 54]. Additional support for the notion of 

two distinct phases of the vortex solid has been provided by numerical studies [48]. From 

these various theoretical, experimental and numerical findings an understanding of the 

structure of the phase-diagram has emerged, as schematically illustrated in Fig. 4.3 . 

Hczcn Vortex Liquid 

Vortex 
Glass 

Bragg Glass 

Fig. 4.3 Schematic representation of the theoretically predicted vortex phase diagram in the 
presence of weak random point disorder. Indicated in this diagram are the distinct 
phases expected, together with the transition lines between them. 
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From this diagram three phase-transition lines can be identified, namely : 

(i) The lattice melting line, HJJ), between the quasi-long-rang-ordered Bragg-glass 

phase and the vortex liquid; 

(ii) The glass melting line, Hg{T) between the topologically disordered "vortex-glass" 

phase and the vortex liquid; 

(iii) The vortex-solid entanglement line He{T) between the Bragg-glass and vortex glass 

phases. 

A number of theoretical studies have attempted to elucidate the position of the transition 

lines, on the basis of Lindemann criteria, generalised to the case of systems with disorder 

[3, 44, 55]. A further important question relates to the order of the phase transitions. 

Although this cannot be confirmed within the framework of the Lindemann models, it is now 

believed that whereas the lattice melting transition is first order, the vortex glass 

transition [Hg{T)] is second order [41, 55]. Indeed, there is a wide range of experimental data 

to support this supposition [12-14, 20]. The situation is less clear in the case of the 

entanglement transition. From purely qualitative arguments it has been proposed that this 

transition may be second order [3, 4]. However, recent magnetisation measurement by 

Kokkaliaris et al. provided evidence of history dependences in the vicinity of the 

entanglement transition of YBa2Cu307^, of a type typically observed in the vicinity of first 

order phase transitions [54]. Furthermore, magnetisation measurements on Bi2Sr2CaCu208 

[52] provided indications that the entanglement transition is in fact very sharp: a feature 

normally only associated with first order transitions. 

Many basic methods and results of the various Lindemann criterion models are essentially 

the same [3-44]. However, here we will consider in more detail the model of Nelson and 

Vinokur [55]. We have chosen this particular for two reasons. Firstly it is the only model 

thus far to consider the effect on the phase diagram of the anisotropy intrinsic to the layered 

HTS materials. Secondly it provides a useful framework for visualising the essential physics 
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of the various transitions within the phase diagram. Nelson and Vinokur modelled vortex-

interactions in terms of a mean-field-like model in which any given vortex-line is constrained 

within a "cage-potential" with respect to its nearest neighbours. Lindemann criteria were 

described in terms of the characteristic energies of the various transitions. Vortex lattice 

melting was supposed to occur when T = Ef̂ \. that is to say when the energy of thermal 

fluctuations becomes equal to the elastic energy barriers maintaining vortices in their 

equilibrium positions. Following similar arguments, vortex glass melting should occur when 

the characteristic pinning energy matches the energy of thermal fluctuations, i.e. 7 = .Epm. At 

low temperatures the influence of quenched disorder increases with increasing field. Thus at 

this limit we expect a transition from the quasi long-range ordered Bragg-glass phase into a 

highly entangled and topologically disordered vortex solid where = ^et- hi the following 

sections, we will consider each of the three main transitions in turn within the framework of a 

generalised Lindemann analysis. 

4.4.1 Solid Entanglement Transition 

Against a background of random point disorder at low temperatures vortices follow an 

optimal path determined by a balance between elastic and pinning energies. The mean-square 

transverse displacement of points along such line, separated by a lateral distance Z, provides a 

useful characteristic measure of roughness for the vortex lines [55]: 

w(Z) = ([«(!) - M(0)]') « ^ ( 1 / 4 ) ^ . (4.23) 

The latter approximate equality in this expression refers to the limit of large Z. Here the 

roughness exponent i^= 3/5; Zc is the Larkin correlation length along the direction of the 

vortex lines (representing the typical length of a coherently pinned vortex segment); and ^ is 

the coherence length. 

Considering a vortex line within a cage-potential of transverse size oo it is possible to 

arrive at an expression for the characteristic elastic energy of the vortex [55]: 
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(4.24) 

where g is the anisotropy parameter and fg =^Q^/(4;r^y/). We identify the entanglement 

transition as the point at which the typical vortex displacement becomes of the order of the 

lattice parameter. Hence the value of the elastic energy at the entanglement transition can be 

established according to the Lindemann criterion = c]al as: 

E^i = (4.25) 

Minimisation of the full elastic energy expression with respect to L provides us with a 

measure of the characteristic size of the longitudinal fluctuations[55]: 

J&0 == fS 2E<Zo (4-.26) 

That is to say for Z » Zo local distortions of the vortex line become independent. In this 

sense Zo can be regarded as a longitudinal dimension of the confining cage potential. 

Ertas and Nelson [56] predicted that in the case of moderately anisotropic HTS such as 

YBa2Cu307-8, the transverse correlation length should lie within the range d < (where 

d is the interlayer spacing). In this case the characteristic pinning energy can be expressed as: 

(4.27) 

where 7^ is the depinning temperature for a single vortex line. 

On comparing expression 4.25 and 4.27 it can be seen that whereas the elastic energy 

varies with the magnetic flux density as E ,̂ oc Og oc the pinning energy varies as 

^-(2c-i)/2 ^ 3 / 5 this implies that the pinning energy decays much less 

rapidly with magnetic fields, as Thus this implies that at low fields elastic forces 

dominate, providing support for the notion of a quasi long-range ordered Bragg-glass phase at 

this limit. In contrast, at high fields, the pinning energy dominates, hence the system is found 

to be in a highly disordered state. Simply by comparing elastic and pinning energy equations 
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4.25 and 4.27 it is now possible to derive an expression for the solid entanglement transition 

field : 

1-f 
where j' < < Z,,. (4.28) 

Here ;8o=c^^Q/^^and 7^=c^ggQ<^/2. Given that at low temperatures Epin(7) is 

approximately constant, this results in a flat dependence in the low temperature regime. 

With increasing temperature, however, iipin is expected to decrease therefore an upturn is 

expected in the transition line at intermediate temperatures. This prediction is consistent with 

the form observed for the entanglement transition line, deduced from magnetisation 

experiments on both YBa2Cu307^ [53] and Bi2Sr2CaCu20g [52]. A further important 

prediction arising out of equation 4.33 is that oc and should therefore strongly decrease 

with crystal anisotropy. This has been confirmed by observations on Bi2Sr2CaCu20g crystals 

with a range of anisotropics [52, 57]. 

4.4.2 Lattice and Glass Melting Transitions 

It is a relatively straightforward matter to describe the melting transition at high 

temperatures and low-fields. Within this regime disorder-induced displacements are 

negligible on the level of the nearest neighbours, hence thermal fluctuations dominate. At this 

limit, using a standard Lindemann criterion, it is relatively easy matter to recover a field-

dependence analogous to the conventional melting line for a pure system by setting 

EG] = 7 [ 5 5 ] : 

(K p'p" 
(4.29) 

If we assume that the effect of disorder-induced and thermally-induced fluctuations can be 

summed directly, then at any given field, the lattice mehing transition in the presence of 

disorder should occur at a lower temperature than in the clean limit. It follows that the effect 
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of increased pinning disorder should be to push the melting line down to slightly lower 

temperatures [3, 4], This is in agreement with transport studies on untwinned YBa2Cu307_5 

single crystals which have observed systematic slight suppression of the first order melting 

line following both electron-irradiation [58] and reduction in oxygen doping [59]. 

In addition to the effect of varying the inherent disorder, following the arguments outlined 

in the preceding section it is expected that the effective disorder should increase with 

increasing magnetic Geld. Hence, just as there a transition line between a quasi long-range 

ordered Bragg glass and a disordered glass, there should be a corresponding point along the 

melting transition line at which the melting transition changes its fundamental character. This 

seems to correspond closely to the so called multicritical point 7I:p observed in transport 

measurements [39], at which the melting transition crosses over from being first to being 

second order. From qualitative arguments 7^ should correspond to the point at which the 

.%(%) and 7:^(7) lines meet [4]. At present, however, a rigorous description of the 

transition lines in the vicinity of Tcp is not available. Further to this, from the experimental 

point of view there is a problem in determining the crossover point between the Bragg-glass 

and lattice-melting transitions. Whereas the melting transition is typically deduced from 

transport measurements, the Bragg-glass line is normally obtained from magnetisation 

measurements. Due to experimental limitations, there is typically no overlap in the windows 

of accessibility of the two techniques in the vicinity of the Bragg glass transition (see Section 

3.21). Thus, studies which have attempted to compare transport and magnetisation 

measurements in the vicinity of the critical point were not able to link the entanglement 

transition line directly to the meeting point of the two melting transition Hnes [52, 53]. 
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CHAPTER 5. THEORIES OF VORTEX DYNAIVIICS 

5.1 Introduction 

In the preceding Chapter we saw how the static or equilibrium properties of the vortex 

system vary across the different regions of the H(T) phase diagram. The key question to now 

ask, is how this can be related to the results of transport experiments in which the dynamic 

response of the system is probed by applying an external Lorentz force? In fact, it is crucial to 

recognise that the dynamic response of the vortex system cannot simply be regarded as an 

extension of the equilibrium regime [23]. Indeed, there are a number of effects such as drive-

induced anisotropy and non-linearities due to interaction of the driven system with disorder 

which have no direct analogue in the equilibrium regime. It is important to realise, that for 

any given thermodynamic phase of the system there are a number of different dynamic 

phases. The elucidation of the detailed nature of these phases and their relation to the 

underlying thermodynamic and pinning conditions is a highly complex problem. Indeed, 

whereas increasing consensus is now being reached on the equilibrium phase-diagram, there 

are still very many open questions in relation to the detailed nature of driven vortex phases. 

Vortex dynamic responses are fundamentally different in the vortex liquid and solid states. 

Since the work of this thesis is predominantly concerned with dynamic responses within the 

vortex solid regime (see Section 5.3), in this chapter we will mainly focus on this area. 

However, in section 5.2 we will briefly overview some of the important physics of the 

dynamic vortex liquid state. 
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5.2 Vortex Liquid Dynamics 

Above the melting transition the dynamics of the vortex system are characterised by 

linearity and reversibility. In transport measurements, this manifests itself in terms of 

reproducible ohmic responses. It follows that the influence of pinning on the vortex liquid 

state must be relatively weak. Indeed, it was supposed until relatively recently that the vortex 

liquid phase was, in all cases, effectively unpinned. Recent studies, however, have provided 

evidence of pinning induced viscosity in the vortex liquid state. In the following sections we 

will consider the physics of both pinned and unpinned vortex liquid states. 

5.2.1 Unpinned Liquid 

Dynamic responses within the vortex liquid regime are characterised by linearity and 

reversibility, reflecting the mobility of vortices in the liquid state. In the complete absence of 

pinning such vortex liquid dynamics can be described within the framework of the Bardeen-

Stephen flux flow behaviour as [1]; 

where is the measured resistivity and represents the linear extrapolation of the normal 

state resistivity down to the measurement temperature. The response in this case should 

therefore be characterised not only by ohmicity, but also by scaling with the magnetic field B. 

Indeed, Tinkham argued from the point of view of qualitative arguments that in the presence 

of weak point-disorder this relation should remain valid [2]. The essential point made by 

Tinkham was that at elevated temperatures, flux-lines should have no shear rigidity at long-

wavelengths, hence following such simplistic arguments no interaction with the pinning 

should be expected. As we will now see, however, the real situation is substantially more 

complicated. 
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Early transport measurements by Worthington et al. provided the first evidence of pinning 

within the vortex liquid regime of YBaiCugOy-s [3]. Moreover, Worthington et al. 

demonstrated that this pinning influence appeared to increase with decreasing temperature on 

approaching the melting transition from above. Following this early indication, a succession 

of studies found resistivities substantially lower than the flux flow values even at 

temperatures close to (see for example Ref 4). More recent studies, however, have 

indicated that it is possible to observe pure flux flow behaviour in relatively clean 

YBa2Cu307^ single crystals [5, 6]. 

In their recent analysis of the time-dependent Ginzburg-Landau equation Ivlev and Kopnin 

obtained a more rigorous expression for the resistivity in the regime B u 5 ,̂, [7]: 

where rj = 1.45 and (7) is a linear extrapolation of the normal state resistivity from the 

high temperature regime. This equation is essentially the same as Eqn. 5.1 as obtained from 

qualitative considerations by Bardeen and Stephen [8]. The difference is that the Ivlev 

Kopnin calculation provides a value for the numerical factor 77. Using a type of p{T,B) 

scaling analysis based upon Eqn. 5.2, Langan et al. were able to determine the limits of the 

flux flow regime [5], In this way they showed that the resistivity dependences exhibit flux 

flow scaling for the majority of the temperature range above the 7^. Only in the immediate 

vicinity of 7^ was deviation from pure-flux-flow observed. More recently this scaling 

analysis was extended by Gordeev et al. [9] to quantify the development of the pinning 

contribution at the onset of the freezing transition. 

5.2.2 Pinned Liquid 

The dynamics of the vortex liquid in the presence of significant pinning disorder are 

crucially dependent on the relative values of three time scales, namely: pinning time 

thermal time % and plastic time r̂ \ [1, 10]. The first of these parameters, Tpin, represents the 
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typical time taken for a vortex-line to move a distance equal to the effective range of the 

pinning potential. The second parameter is the characteristic time-scale of thermal-phonon-

like fluctuations. The final time-scale is the characteristic plastic-smoothening time over 

which spatial inhomogeneity is preserved in the liquid. In a regime where Tpi« the 

averaging over thermal fluctuations leads to a completely homogeneous structure. This is the 

case in conventional liquids such as water and is attributable to low-viscosity. In the case of 

the vortex liquid state of HTS, however, it can be shown that [1]; 

'^P'" ^ Jo • oc • 

^th Jc 
(5.3) 

where jo and jc are the densities of the depairing and depinning critical currents respectively. 

However, it is not obvious what value is taken by the plastic smooth ening time t^] in the case 

of vortex liquid dynamics. Certainly that there is a possibility of significant viscosity arising 

due to the entanglement of the 2D vortex lines, as originally proposed by Nelson and 

Seung [11], Such a viscous liquid regime would be expected to be characterised by 

relaxation times such that . Indeed the recent scaling analysis of the transport 

resistivity data by Gordeev et al. provided strong evidence for a viscous vortex liquid regime 

in the case of YBaiCusOy-s [9], 

Theory predicts that a viscous vortex liquid should be pinned effectively by random 

disorder, this pinning arising due to the large characteristic smoothening time of the 

plastically deformed structure [10]. The liquid nature of a highly viscous system is only 

expected to manifest itself over time-scales greater than Over shorter time-scales it 

behaves effectively like a solid. At the limit the system is expected to be highly 

inhomogeneous and should, therefore, be very effectively pinned. On increasing temperature 

above the melting transition T),] is expected to drop rapidly following the relation [1, 10]: 

(5 4) 
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where the plastic energy barrier U \̂ is very large in comparison to 7. At a temperature Tk 

where rpi = Tpin a crossover from a pinned to an unpinned state is expected to occur. This 

crossover can also be described as a transition from viscous to a conventional liquid. Below 

7k the vortex motion should be controlled by the large energy barriers associated with short-

wavelength plastic deformations of the vortex system. Indeed, Geshkenbein et al. were able 

to estimate the associated energy barrier as , - gf-oa,,, where g is the anisotropy and 6b 

represents the vortex-line tension [12]. The height of such activation barriers is expected to 

decrease with increasing temperature following the form Up, = U q { \ - T I T ^ ) and therefore 

becomes zero at T .̂ 

Blatter et al. have considered the effect of disorder on the dynamic properties of a viscous 

liquid, within the framework of a perturbative analysis [1]. This analysis lead to an 

expression for the resistivity of the form: 

Here is the conventional flux-flow resistivity and =exp[-[/o (1-7/7^)/]"] is the 

component of the resistivity arising due to activation across plastic barriers. Recent transport 

studies on YBa2Cu307.5 have revealed an excellent fit to Eqn. 5.5 over a broad resistivity 

window above [5, 9]. 

The plastic energy at the melting temperature can be used to distinguish between various 

different models of vortex viscosity. This energy can be expressed in the form (7^/(7^) = , 

where the value of the constant c is determined by the detailed mechanism of vortex liquid 

pl^ticity. If plasticity within the vortex system were due to entanglement, then it follows that 

activation energy barriers should be determined by the vortex cutting and reconnection 

energies. Carraro and Fisher have calculated vortex cutting energies for a system consisting 

of a twisted vortex pair [13]. Their calculations yielded a value for Up, = 0.8 f-goOg, for 

B - 5T. On substituting in a value 7̂  = 0.098 , obtained from the numerical simulations 
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of Ref. 14, then the result for a twisted-pair can be re-expressed as: 8. A 

similar calculation by Schonberger et al. considered the case of a twisted triplet configuration 

[15], and from the outputs of their analysis it is possible to deduce a value for the activation 

constant «18. These values can be compared with values in the approximate range 

10.8 < c < 12.8 derived from our transport resistivity data [9]. Since the values deduced from 

the numerical simulations represent upper-limit estimates, it seems experimental data are in 

potential agreement with the twisted triplet model of vortex cutting but not the twisted pair 

model. Thus the implication is that the twisted-pair is unstable and that the basic entangled 

configuration within the vortex liquid is more likely to be a twisted-triplet. 

5.3 Dynamics of the Vortex Solid 

The dynamic response of the vortex solid regime is considerably richer than that of the 

liquid. Transport studies of the vortex solid regime have revealed a wide range of non-ohmic 

behaviour, history dependence and criticality contingent not only on the underlying 

thermodynamic conditions but also on the modulation form and magnitude of the driving 

force (see also Chapter 8). Indeed, vortex solid dynamics provides just one example of the 

complicated generic problem, namely that of an interacting system driven against a 

background of random disorder. This problem is of relevance to a diverse range of physical 

systems, from charge density waves in disordered conductors [16] to fluids in porous media 

[17]. In fact, by virtue of the tuneability of the intervortex interaction via changes in the 

magnetic field, the FLL provides an excellent test environment for answering general 

questions about the physics of such systems. 

In very general terms, the complexity of the vortex solid dynamics, especially in the 

immediate vicinity of the melting-line, can be attributed to a strong competition between the 

various characteristic energy scales of the vortex system. A vast range of experimental, 

numerical and theoretical studies have attempted to elucidate the detailed nature of the 

various dynamic regimes of the vortex solid. For simplicity, we will restrict our discussion to 
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the case of random point disorder. A number of different studies have attempted to ascertain 

the influence of extended defects on the dynamics of the driven system, such as randomly 

distributed columnar defects [18], twin boundaries [19] or periodic pinning centres [20, 21]. 

These studies will not be considered here, since pinning by point defects represented the most 

important source of pinning for the samples investigated within this thesis. 

5.3.1 Basic Dynamic Regimes : Plasticity, Elasticity and Criticality 

Although the precise structural details of the various dynamic phases remains 

controversial, it is now becoming increasingly accepted that there are three broad regimes in 

the dynamics. As illustrated in Fig 5.1 (overleaf) these can be classified as 

(i) Creep regime; At low driving forces, far below the zero temperature threshold of the 

system, there is a regime within which the response arises solely due to thermal 

activation effects. This regime has been described within the collective creep theory of 

Feigel'man [22]. 

(ii) Critical regime; Generally speaking, in the vicinity of the depinning transition the system 

response exhibits non-linear behaviour and criticality reflecting strong competition 

between the pinning and driving forces. 

(iii) Large velocity regime; At high driving forces, impurities appear as weak barriers that 

deflect portions of the vortex lines without impeding the overall drift. As such, at this limit 

the driven vortex system displays a much higher degree of ordering than it does in the 

vicinity of the depinning transition. 

In the following sections we will focus on regimes (ii) and (iii). The Creep regime is 

discussed elsewhere in Section 4.3.2. Indeed the approach taken in the case of the creep 

Although some of the crystals contained twin-planes, the effect of twin boundary pinning was avoided by 
tilting samples at an angle in excess of the locking angle (see Section ... of Chapter 2) 
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Fig. 5.1 Generalised driving forve (F) versus voltage response (V) characteristics f o r the 

driven vortex system both at zero temperature and in finite temperature. Notice that 

the system is expected to depin much more abruptly in the zero temperature case 

(based on Fig. 4 of R e f . 23) 

regime differs fundamentally from that applied in the other two cases; since whereas creep 

can be regarded as an extension on the static limit the responses in regimes (ii) and (iii) are 

inherently dynamical in nature. 

Commonly regimes (i) and (ii) are referred to in the literature as the plastic and elastic 

dynamic regimes respectively. In the context of vortex dynamics an elastic dynamic regime 

is one in which vortices do not change their lattice position within the moving frame. Hence 

in a purely elastic regime, a given vortex within the system will always retain the same 

nearest neighbours. From an experimental point of view, this type of coherent motion is 

expected to give rise to reversible linear responses with low noise levels. In a plastic 

dynamic regime, in contrast, vortices are expected to move through the system with a range 
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of different velocities. This leads to a highly incoherent mode of motion characterised by the 

presence of mobile dislocations. There are expected to be a variety of signatures of a plastic 

dynamic regime, ranging from non-linearity and irreversibility, to metastability and history 

dependence, 

In fact these "broad-brush" categorisations should be applied with caution, since in reality 

the distinction between the various regimes is seldom so sharp. As we will see in Section 

5.3.2.2, even in the so-called "high-driving-force elastic-regime" local plasticity may 

remain.' Equally, it remains an open question whether as to depinning should always occur 

via a plastic mechanism such as the opening of channels, or whether in a relatively clean 

system can depin coherently into an elastic dynamic regime. As a further word of caution, it 

should be noted that the term "elastic regime" is used somewhat loosely in the literature, to 

indicate a regime overall elastic in terms of its dynamic response, but may displaying some 

degree of local plasticity. For consistency we will adhere to the same convention of 

nomenclature. It should, however, be borne in mind that a regime described as elastic may 

not be entirely elastic in nature. 

In terms of modelling the dynamic vortex response, it is clear that the elastic dynamic 

regime is by far the simplest case. Indeed, as we will see in the following sections, 

considerable progress has been towards developing a theoretical understanding of the nature 

of the elastic dynamic regime at the high driving force limit. In contrast, the dynamics of the 

vortex system in the critical regime are far less well understood. Such is the complexity of 

the competing interactions immediately above the depinning threshold, that thus far this 

situation has only proved tractable to modelling via numerical methods. In Section 5.3.3 we 

will review some of the main findings arising out of these simulations. 

f 
Local plasticity is expected to have a far more subtle effect than the bulk proliferation of dislocations 

which occurs in a true plastic regime. 
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5.3.2 Dynamics at the Elastic Limit 

At the elastic limit it is assumed that the driven system is entirely free from dislocations. 

Although in some cases this regime may persist down to the depinning threshold, the general 

approach is to start from the high velocity expansion. As in the case of the equilibrium phase 

diagram, strictly speaking such an approach can only really be used as a self consistency test 

of the limits of the "true elastic" flow regime. Nonetheless, the simplified dislocation free 

case has proved a very useful starting point for understanding the more general physics of the 

system at the elastic limit as utilised in a number of recent studies [24, 25, 23]. 

5.3.2.1 Shaking E f f e c t of Disorder & Dynamic Reordering at the High Driving Force Limit 

In a pioneering study, Koshelev and Vinokur (KV) [26] investigated the dynamics of a 2D 

model vortex system with analytical and numerical techniques. Prior to the KV investigation, 

studies of vortex dynamics had considered the effect of pinning in terms of statistically 

calculated overall average [22, 27, 28]. Koshelev and Vinokur (KV) had the insight to 

recognise that on driving an interacting system against a background of quenched disorder 

fluctuating pinning force component arises, which has implications for the nature of the 

overall dynamics. KV noted that in the lowest-order perturbation expansion over disorder, 

these fluctuations resemble a thermal Langevin force. They therefore argued it should be 

possible to characterise the statistical properties of the pinning force in terms of an 

effective shaking temperature Tsh- If we assume that this shaking temperature superimposes 

directly onto the real temperature then we can write an expression for the effective 

temperature = Given that the effective temperature decreases with 

increasing driving force then at the limit of large driving forces, 7̂ ^ -> 7 . Within the driven 

vortex solid regime (?< 7;̂ ) this implies that a threshold force (FJ will be reached such that 

a 

According to these arguments, for forces Ft we would expect the driven system to be 

effectively in a vortex-liquid state. As such, the dynamics of the system at this limit are 
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expected to be disordered and incoherent. On increasing the driving force to above Fx then we 

would the expect some sort of dynamic crystallisation transition to occur, into a more 

coherent dynamic regime. In fact KV were able to demonstrate that the threshold (Ft) for this 

crossover increases with increasing temperature and diverges on approaching Tm, according to 

the form: 

where = 5 / Op represents the vortex density. This is in contrast to the critical depinning 

force Fc which is predicted to decrease with increasing temperature, on account of the 

increased importance of thermal fluctuations. This seems to imply that, for sufficiently weak 

disorder, Fc should merge with F at some finite temperature. 

Above the dynamic crystallisation transition KV found that the Thermal Langevin 

approximation was no longer applicable and that instead the motion was better described 

within the framework of an elastic medium approximation. At this limit, it was found that 

effective pinning could be described in terms of a different fictive temperature, with 

substantially lower values than shaking temperature Fsh that applied below 7^. Furthermore, 

KV demonstrated that the driving force dependences of the respective fictive temperatures did 

not converge on a common value in the vicinity of F,. In combination these findings seemed 

to imply that at transition at Ft should be a first order. 

KV went on to perform molecular dynamics simulations of vortices by solving the 

Langevin equations of motion for the vortices at different values for Fext and T. In these 

simulations they used a triangulation procedure to calculate the number of vortices with 

triangulation numbers greater than or lesser than six, thereby characterising the degree of 

irregularity within the moving system. Starting from high velocities where the system was 

assumed to be homogeneous they calculated the dependence of the defect concentration and 

the average velocity on the applied external force at different temperatures. In this way they 

obtained a dynamic phase diagram of the form depicted in Fig. 5.2, overleaf 
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Vinokur in R e f . 26 on the basis of numerical simulations. 

Within this figure the threshold force f (lower case notation used to distinguish from the 

analytical result) represents a transition at which the concentration of defects was observed to 

increase sharply and then saturate. In addition, at low temperatures this sharp transition into a 

disordered state was found to be accompanied by an increase in the dynamic frictional force. 

In the vicinity this reordering transition, hysteresis was observed in both the dynamic friction 

and the density of defects. This supports the analytical prediction that the dynamic reordering 

transition should be first order. 

One of the first papers to follow on from the dynamic melting idea of Koshelev and 

Vinokur, was that of Moon et al. [29]. Based on overdamped molecular dynamics 

simulations at zero temperature. Moon et al. developed a dynamic phase diagram very similar 

in basic structure to that of Koshelev and Vinokur. Moon et al. chose to approach the 

problem by measuring the structure factors S{k) for particular dynamic regimes. In this way 

they found a sharp transition on increasing driving force between a dynamic phase in which 

S{k) was characterised by a structureless ring to one in which sharp six-fold Bragg-peaks 

developed. This provided a clear evidence of a transition from a topologically disordered 
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plastic dynamic-phase into a phase with a high degree of ordering. In the case of weak 

disorder, Moon et al. found no evidence of an intervening plastic flow regime between the 

pinned and coherently moving dynamic phases. They interpreted this, in the context of then 

recent findings of Giamarchi and Le Doussal on the static system [30], as a transition directly 

from a pinned Bragg-glass into an ordered dynamic phase. 

A key prediction of this model of Moon et al. was that, even in the case of relatively strong 

disorder, at the high driving force limit there should exist a dynamic state of the system 

characterised by a very high degree of ordering as manifested by the appearance of Bragg 

peaks in its structure factor. This is, of course, a prediction which can be tested in diffraction 

experiments and one which was confirmed to be relevant in real physical systems by the 

neutron dif&action studies of Yaron er aZ. on the vortex state of the layered LTS NbSe] [31]. 

In transport experiments, the high driving force ordered dynamic phase has been associated 

with the convergence of the differential resistivity on an asymptotic value [32]. 

5.3.2.2 Detailed Nature of the High Driving Force Dynamic Phase 

It is evident from the combined theoretical and experimental evidence presented thus far, 

that the dynamic-phase of the system at the high driving force limit should display a 

considerable degree of ordering. However, the precise nature of this ordering is not clear 

from these observations. From the analysis of the Burger's vectors Moon et al. [29], arrived 

at a picture of the system at the high driving force limit in terms of a series of elastic domains 

separated by phase slip lines. This moving glass picture of the vortex solid rests on the 

argument that certain components of the disorder do not average out but rather present a static 

perturbation to the otherwise coherent motion. In this case vortices are expected to move 

along static elastic channels separated by lines of dislocations. This moving glass picture also 

implies the existence of a finite transverse critical current. 

A similar picture of the dynamic phases and phase transitions was obtained in the 

Langevin dynamics simulations of Ryu a/. [33] (again on a 2D system). In this case, a 

dramatic enhancement was observed in the hexatic order parameter at the high driving force 
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limit. Within this dynamic regime, however, translational ordering was observed to be 

disrupted by a co-moving pattern of neutral disinclination pairs. As such, Ryu et al. dubbed 

this state a moving hexatic vortex glass. 

Whilst numerical simulations provide a useful framework for visualisation, a full 

understanding of the high driving force limit dynamic phases should of course arise out of a 

3D analytical theory. A major development in the theory of the dynamic vortex solid was 

made by Giamarchi and Le Doussal (GLeD) in their 1996 paper [34]. GLeD reconsidered the 

shaking effect of disorder, as originally investigated by Koshelev and Vinokur (KV) [14]. 

However, unlike KV, GLeD also incorporated the effect of vortex periodicity into their model 

system. Indeed, it was following this consideration of the effects of periodicity that GLeD 

made their original prediction of the Bragg-glass phase within the static regime [30]. The 

main finding of GLeD was that some modes of disorder are not affected by the motion, even 

at the limit of large velocity. As such they made a prediction than rather that being a perfect 

lattice, as was suggested by KV calculation, the high driving force phase was some sort of 

moving glass. This is an agreement with the predictions of the 2D pancake vortex simulations 

of Moon et al. and Ryu et al., as discussed above. 

In the investigation of Ref 34, GLeD focussed on the simplest case of the dynamics, 

namely that of the fully topologically ordered system at the high driving force limit. GLeD 

recognised that, in the case where the system is driven along one of its internal directions 

then, in common with any general moving lattice structure, this should lead to a static non-

linear pinning force in the transverse direction. This transverse force component 7̂ ^̂ ' persists 

even in a fast moving system. By considering the density modes of a system moving along 

the x-direction it is possible to obtain an equation of motion in terms of the transverse 

displacement. In the laboratory frame this can be expressed in the following form [34] 

= c V \ (5.7) 

Here 77 is the coefficient of friction, i^(r,t) represents force component due to the thermal 

noise and c is an isotropic elastic constant (this simplified model does not consider the effect 
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of anisotropy). A key point arising from the result expressed in Eqn. 5.8, is that transverse 

displacements of the system are to a large extent independent of the structure of the system 

along the direction of motion. This results in pinning of the transverse displacements into 

preferred static configurations within the laboratory frame. It follows that the dynamics of the 

system can be described in terms of rough time-independent channels, along which vortices 

I 

follow each other in lines . The structure of the channel configuration is determined by static 

disorder. This indicates that contrary to the "shaking temperature" concept of Koshelev and 

Vinokur, the transverse shaking effect on vortices a is, in fact, highly correlated in space and 

time. 

There is of course the possibility of coupling between particles in different channels (Eqn. 

5.7 does not assume anything about such coupling). In fact there are two potential scenarios: 

The first possibility is for there to be full elastic coupling between particles in different 

channels. This would lead to a fully topologically ordered moving structure, in spite of the 

roughness of the channels. Such a structure is reminiscent of a static Bragg glass phase, 

hence GLeD dubbed this potential dynamic phase a moving Bragg glass. The alternative 

scenario is that of decoupling of channels by means of dislocations occurring beyond a certain 

length-scale The phase arising in this case has been dubbed the moving transverse glass. 

Note the marked similarity between the moving glass phase observed in the simulations of 

Moon et al [29] and the moving transverse glass phase. It was not, however, possible from 

the original GLeD paper to decide which of these two regimes was the relevant or whether 

they could both occur at different points in the parameter space. These issues were 

considered in more detail in a subsequent paper by GLeD [23], the results of which will be 

reviewed in Section 5.4. 

Although not mentioned explicitly above, a key point to note is that the GLeD model was 

based upon the assumption that that the dominant effect on the dynamics arises due to the 

^ Note that this "elast ic" channel regime, is distinct f rom the types of channell ing predicted to occur 
within the plastic dynamic phase (see Section 5.3.3, below). 
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static (time-independent) component of the displacement field, Fstat- This implies that the 

effect of the time varying component F̂ yn can be considered to be negligible. In a recent 

comment by Balents, Marchetti and Radzihovsky [35] (BMR), this basic assumption was 

called into question. BMR argued that the longitudinal dynamic force Ff'" does not in fact 

average to zero in a coarse grained model. Instead they suggested that this dynamic force 

component should give rise to effective random static drag force, {r), which can be 

physically understood in terms of spatial variations in the impurity density. These arguments 

lead to a modified elastic description of the dynamics, as expressed in terms of the following 

equation of motion (c.f Equation 5.7) [35]: 

776,+77V. = c, v w + ( / " ) (5.8) 

Here thermal fluctuations have been neglected. The solution of this equation of motion 

yielded an expression for the longitudinal displacement correlator, 

(5.9) 

which indicates that in d < 4 there should be algebraic growth in displacements along the 

longitudinal direction. It follows that even within the framework of the elastic description, 

translational correlations along the x-direction are very short range. BMR therefore argued 

that the at the high driving force limit, the system arranges into a moving smectic phase with 

vortices moving via a stack of liquid-like channels. In their response to the Balents-

Marchetti-Radzihovsky comment [36], Giamarchi and Le Doussal agreed that there was 

indeed expected to be a w-independent random force (r) acting along the direction of 

motion, but disagreed on its significance. They pointed out the simplified perturbation theory 

employed by BMR could not be used as proof of the relevance of this force. Instead they 

pointed to their own renormalisation group calculations, as discussed in some detail in Ref 23 

We will consider some of the finding of Ref. 23 in Section 5.4, below. However, for the time 

being, it suffices to comment that on the basis of their modified calculations GLeD found, 

somewhat surprisingly, that /^(r) does not affect the transverse correlator B Xr) • 

106 



Chapter 5, Theories of Vortex Dynamics 

Following on from the work of GLeD, a paper by Spencer and Jensen (SJ) raised further 

questions about the nature of the high driving force dynamic regime [37]. The findings of 

Spencer and Jensen were based upon a finite temperature 2D molecular-dynamics simulation 

of pancake vortices, similar in concept to studies carried out by authors such as Koshelev and 

Vinokur [26] and Moon et al. [29]. However, in contrast to the predictions of previous 

simulations, SJ found that in the case of their model system, there was no topological ordering 

at any driving force. The main difference between the SJ method and that used in previous 

simulations, was that whereas in previous cases the starting point was a perfectly ordered 

lattice at driving force, SJ initialised their system by relaxing it into a pinning potential. 

Experimentally speaking, this corresponds to field cooling the system in the absence of an 

applied current. Following such an initialisation procedure, a vortex distribution was 

generated with a high degree of topological disorder (-50% miscoordination). On ramping up 

the applied driving force they found a strong peak in the defect density close to the threshold 

depinning value and thereafter a tendency towards an asymptotic finite value at high driving 

forces. In the asymptotic regime both the differential resistivity and defect density were 

found to be independent of the driving force, which implied an elastic dynamic phase. Hence 

this suggests a co-moving dynamic regime in which defects are frozen in within the 

coherently moving system. This serves to illustrate the fact that a system may behave 

elastically but still have a substantial degree of topological disorder. Following these results, 

SJ argued that the observation of topological order in previous simulations [26, 38] was 

merely an artefact of their original conditions. The final conclusion Aom the Spencer Jensen 

paper, was that the high driving force dynamic phase exhibits long-range orientational order 

but no topological ordering. 

5.3.3 Plasticity and Criticality in the Vicinity of the Depinning Threshold 

In the preceding section we saw that the high driving force phase of the driven vortex 

system is expected to display a some degree of ordering, although the precise nature of this 

ordering remains controversial. In the vicinity of the depinning transition, due to strong 
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competition between drive and disorder, the situation is expected to be considerably more 

complicated. On the simplest possible level, the depinning transition can be regarded as the 

point at which the energy associated with the applied transport current becomes comparable 

to the characteristic pinning energy In a real system there is of course an additional 

component of the response due to thermal activation, this being most important at low 

temperatures well below the melting transition. In the following section, however, we will be 

focusing on the dynamic critical behaviour and plasticity at the depinning threshold itself 

5 . 3 . 3 . 1 Notion o f Elastic Depinning 

The notion of collective pinning of the vortex system and thus, it follows, collective 

depinning was first examined within the framework of the Larkin-Ovchinnikov (LO) theory 

[27] (as considered in more detail in Section 4.3.1). Within, the LO approach, the depinning 

transition was identified as the point at which the applied driving force per unit volume 

became equal to the pinning force per unit volume of an elastically correlated domain of 

characteristic volume V̂ . The volume of these so called Larkin domains varied to reflect the 

degree of disorder of the pinned system, hence within the framework of the LO theory a more 

disordered system would simply manifest a higher degree of fragmentation and hence a 

higher depinning threshold. This is, of course, a highly simplified representation. Following 

on &om this early work, a number of studies to described the transition in terms of threshold 

critical phenomena [39, 40, 41]. This development was made by analogy with similar effects 

occurring in other physical system such as charge density waves [42] or interfaces in porous 

media [43]. Within the framework of this type of analysis, the depinning response is 

characterised in terms of divergent length scales and long relaxation times associated with 

reordering. 

An important drawback of the particular threshold critical approach used in Refs 39-41 is 

that it was based upon a mean-field elasticity theory. Such theories predict that in all cases 

the system will depin as a single coherently moving elastic medium. No allowance is made 

for the possibility of depinning being accompanied by the formation of topological defects. 
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As we will see below, there is now a wide range of evidence from both experimental and 

numerical studies to indicate that, in most cases, when the FLL depins it breaks apart and 

flows plastically. This does not preclude the possibility of coherent depinning in a relatively 

clean system. However, it is evident that any theory that does not allow for the presence of 

topological defects, cannot be used to provide a general description of the threshold depinning 

phenomena. 

5.3.3.2 Dynamic Criticality and Depinning 

Increasingly over recent years it has become apparent that in order to understand the 

depiiming of the vortex system, we must think in terms of dynamic critical phenomena. 

Insights into this area have come from studies on other physical systems such as charge 

density waves [44] and interfaces driven through random media [45]. For such systems, when 

the driving force is weak the system is trapped in a metastable state and therefore stationary. 

If a force in excess of a threshold critical value is then applied then the system begins to 

move. At this point, many elastically coupled degrees of freedom collectively depin. It 

follows that in such cases, depinning is a collective critical phenomenon, and therefore can be 

characterised by universal scaling laws. 

Recently the methods applied to CDW and interface systems were extended to full 3D limit, 

in order to describe the dynamics of FLL depiiming [46]. Considering a vortex line driven 

with a force slightly in excess of the depinning threshold, the motion is predicted to be highly 

nonuniform comprising of rapid jumps as portions of the line depin from pinning centres, 

superimposed onto gradual steady advance. These jumps are reminiscent of avalanches in 

other slowly driven systems. Further to this, the length-scale of avalanche sizes diverges on 

approaching the threshold as: ^ ~ ( F - F J ' " . Beyond ^ different regions of the FLL depin 

more or less independently. Hence it seems that on approaching Fc by monotonically 

increasing the drive force F we force the system into progressively higher energy metastable 

states. The actual depinning threshold itself corresponds to the point at which the last 

metastable state disappears. 
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In the case of CDWs and interfaces a so-called no-passing rule applies such that where one 

part of the system is moving it must all be moving [47]. It is crucial to recognise that due to 

dimensionality considerations, this rule does not apply in the case of FLL depinning. As 

such, near to the depinning threshold it is theoretically possible to have coexistent stationary 

and moving flux-lines or else lines moving with different net velocities i.e. a plastic dynamic 

phase. The precise distribution of vortices within this plastic dynamic phase is expected to be 

dependent on the form of the underlying disorder potential. It seems therefore from 

considerations of threshold criticality that it is theoretically possible for depinning to occur 

into a plastic dynamic phase. 

5.3.3.3 Experimental Evidence of Plasticity in the Depinning Response 

A wide variety of experimental observations have provided evidence of inhomogeneous 

plastic responses at the vicinity of the depinning transition. Whilst the plasticity of the 

dynamics at this limit are now more or less accepted, the precise nature of this plasticity is 

still very much an open question. Early indications of the highly non-linear dynamics came 

from the observation of non-monotonic critical-current dependences as a function of 

temperature (the peak effect) in conventional superconductors [48]; layered low temperature 

superconductors such as NbSe2 [32, 49, 50, 51]; as well as in YBa2Cu307-8, [52, 53]. 

Subsequent differential resistivity studies on NbSe2 have revealed so-called "fingerprint 

phenomena" in the vicinity of the depimiing threshold [49, 54]. Specifically, it was observed 

that depinning of the FLL proceeded via a series of reproducible steps in the V{I} curves. It 

was suggested that this behaviour arises due to fracturing of the system at the onset of 

depinning, into well-defined chunks characterised by a length scale Ly. It was supposed that 

each of these chunks depinned at different times and that following depinning that the time-

averaged velocity of the vortices was correlated across any given chunk. 

Further insights into the nature of vortex system plasticity were provided by experiments 

on the flux flow resistivity. One very clear result was that flux-flow noise levels were much 

higher in the "plastic regime" than in the high driving force ordered dynamic regime [55, 56, 

110 



Chapter 5, Theories of Vortex Dynamics 

57], In fact, more detailed analysis of the results of these flux-flow-noise experiments 

indicated the existence of a wide range of different plastic dynamic regimes. Safar et al. [56], 

for example, interpreted their results in terms of the motion of independent vortex bundles, in 

which case Poisson statistics are anticipated, with a single time constant for vortices moving 

across the width of the sample [58]. In contrast, noise measurements by D'Arma et al. [57] 

were interpreted in terms of the opening and closing of channels of "easy" vortex flow, 

yielding Lorentzian noise spectra. More recently, measurements by Merithew et al. [59] on 

NbSe2 provided evidence that neither flux bundles nor opening and closing channels could 

account for the non-Gaussian noise spectra in their observations. Instead they provided a 

description of the dynamics in terms of a network of persistent channels, the pattern of which 

was supposed to be determined by the background of disorder. 

One thing to note with respect to all of these observations is that the plastic response is 

inherently sample dependent. This is due to the intimate relation between plasticity and 

disorder. Furthermore, as we shall be examining in some detail in Chapter 8, responses 

depend not only on the magnitude but also on the precise modulation form of the applied 

drive. In this context, it is perhaps not surprising that entirely different descriptions of the 

plastic dynamic regime should be arrived at from different experiments. With this in mind it 

seems all the more important to obtain a single consistent theory to explain vortex dynamics 

within the plastic regime. 

J. j. j . TVwmencaZ m rAe F/c/MzYy 

In fact, the results of simulations are almost as confusing as the experimental results in 

terms of their diversity. Some of the earliest studies in this area were 2D molecular dynamics 

simulation, performed by Jensen and co-workers [60]. Jensen et al. demonstrated that that on 

driving the FLL against a background of quenched disorder, that in general the system depins 

plastically rather than in a single coherent chunk. Specifically, they found that in the vicinity 

of the depinning transition, the dynamic mode assumed by the system depended crucially on 

the strength of individual pins. For weak pinning, they found that the system deformed 
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elastically and reversibly. However, the size of this "weak pinning" region was found to 

shrink to zero for a system of macroscopic dimensions. For intermediate disorder it was 

found that the system could be reasonably well described within the framework of a Larkin 

Ovchinnikov model, reflecting the motion of correlated flux bundles (see Section 5.3.3.1 

above). This would correspond to a system with elastic instabilities but not plastic 

deformations. In fact, Jensen et al. predicted that plasticity should only occur at the limit of 

strong disorder. At this limit they found that individual vortices become trapped and as a 

consequence, highly defective plastic flow developed, as vortices moved along channels 

between pinned regions. Furthermore, the precise nature of this so-called channeling regime 

was found to be crucially dependent on the density of pinning sites. At high pin densities a 

sharp distinction was observed between vortices in moving and non-moving regions, leading 

to bottlenecks in the channels, the overall motion of the system being controlled by strings of 

vortices hopping through such bottlenecks. For lower pin densities, the channels became 

much broader and less distinct, with a distribution of velocities such that the velocity was 

highest at the centre of the channels. 

In a more recent simulation Faleski et al. [61] focussed on establishing a connection 

between the various different types of flow and the form of the macroscopic responses. As in 

the case of the studies by Jensen and co-workers, the studies of Faleski et al. were based on 

2D molecular dynamics simulations at r = 0. From these simulations Faleski et al. identified 

three different types of dynamics near to threshold, dependent on the level of disorder. 

(i) Weak disorder : FLL contained very few dislocations and moved via correlated patches 

of vortices making jumps at different times. In this so called crinkle mode defects are 

concentrated around the edges of the correlated regions. 

(ii) Intermediate disorder ; Crossover to a spatially inhomogeneous regime of flux flow in 

which vortices flow along channels around pinned islands. In this dynamic channelling 

regime the topology of channels is not fixed, hence channels continuously open and 

close over the course of time. This could be analogous to the regime observed in the 

experiments of D'Anna et al. [57]. 
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(iii) Strong Disorder: Individual channels become longer lived and at the limit of very strong 

disorder a filamentary dynamic structure develops, analogous to that proposed by 

Merithew et at. in order to account for their noise observations [59]. 

These various different regimes, as predicted by the numerical simulations of Faleski et al., 

were characterised by qualitatively different spatial distributions of vortex velocities. In the 

crinkle mode [regime (i)], the distribution of vortex velocities near to threshold had a single 

maximum which shifted to higher velocities with increasing driving force. In the plastic 

modes [regimes (ii) and (iii)], the distribution of velocities had a clear bimodal structure 

reflecting the coexistence of pinned and flowing vortices. 

More recently still. Spencer and Jensen performed 2D molecular dynamics simulations at 

finite temperature [37]. Their key finding was that pinning strength required to induce plastic 

flow vanishes logarithmically as the thermodynamic limit is approached. As a consequence, 

they deduced that, in the vicinity of the depinning threshold, the system is always in a plastic 

flow regime. Crucially, they argued that any distinction between strong and weak pinning 

should disappear at the thermodynamic limit. Indeed, it was an extension of these arguments 

that led to their suggestion that dislocations remain frozen-in, even at the limit of very high 

driving forces. This lead to the notion of a defective but nonetheless elastic regime (see 

Section 5.3.2.2, above). In terms of a description of the dynamic regime in the vicinity of the 

depinning threshold. Spencer and Jensen identified two different plastic regimes dependent on 

the value of the driving force Fd,- in relation to the critical depinning force Fc (at which a finite 

voltage response develops) as well as two other critical threshold forces of the driven system. 

(i) : At this limit the time averaged velocity distribution was observed to 

manifest a double peak structure with a strong peak at <i/> = 0. This indicated that 

some regions of the vortex lattice must have remained permanently trapped (pinned 

islands) while others vortices flowed around them. In this respect the prediction is 

similar to that made by Faleski et al. [61] in the intermediate disorder regime i.e a 
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frozen-in filamentary channeling regime. Equally this description can be compared to 

the description applied to the experimental results of Merithew et al. [59]. 

(ii) > Fv. The critical force Fi marks the point at which the peak in the velocity 

distribution at <!/> = 0 disappears hence by this point all of the vortices have become 

depinned. Within this regime the velocity distribution still has finite width. This is not 

inconsistent with the description of a time varying channeling regime, as previously 

proposed by Faleski et al. [61] and D'Anna et al. [57]. However, it is not possible to 

determine from the velocity distribution alone whether at any point in time some 

regions of the vortex system are pinned. An alternative description could be that all 

vortices move at all times, but with a range of different velocities. 

It seems, therefore, on the basis of evidence from numerical studies that there is the 

possibility of a wide range of different plastic dynamic regimes in the vicinity of the 

depinning threshold. 

5.3.4 Local Plasticity and Dislocations Dynamics 

5.3.4.1 Sources of Local Plasticity in Pin Free Systems 

From the results presented thus far we might make the assumption that vortex system 

plasticity arises only as a consequence of bulk-pinning disorder. In fact, further studies, have 

provided some evidence of plasticity in pure pin-free systems. Aranson and Vinokur (AV), 

for example, considered a thin defect free 2D strip and investigated the nucleation of vortices 

at the surface both analytically and numerically [62]. Naively we might assume that in this 

pure-system case the dynamics would always be elastic and coherent. In fact, even in this 

case, AV found evidence to suggest the existence of driving force dependent dynamic 

regimes, which they related to changes in the wavelength of perturbations. 

For currents just above the depinning threshold, instabilities were observed to have a long 

wavelength character, typically much larger than the bulk vortex spacing. This resulted in a 

local disordering of the hexagonal lattice as it nucleated across the sample surface. As a 

114 



Chapter 5, Theories of Vortex Dynamics 

consequence, the lattice flowed plastically via the motion of large coherent chunks of vortex 

lattice, separated by "cracks" or channels. Hence this leads to the a kind of plastic flow 

across the sample surface which AV dubbed ice-floe-like plastic regime. Note that this type 

of plastic dynamics, in which large sections of the vortex lattice slide with respect to each 

other, is entirely distinct from the various channelling regimes observed to arise in response to 

bulk pinning disorder (see preceding section). 

At higher currents, in excess of a threshold -15-30 % of /c, the spacing of nucleation sites 

became equal to the lattice spacing. As a consequence, the system underwent a transition into 

a regime within which the lattice moved coherently. Thus, it seems that the phenomenon of 

dynamic reordering is not merely a feature of systems containing bulk pinning disorder. A 

further point to note, although this is not something which AV themselves discussed, relates 

to the relative ordering of vortices within the bulk system, as opposed to those nucleating 

across the sample surface. On re-examining the vortex-distribution images arising out of the 

AV simulation it seems that whilst the nucleation of vortices across surfaces may be plastic in 

nature. The vortex system seems to become gradually more ordered as it is driven into the 

sample interior. Thus, it appears that there was some sort of dynamic healing of surface 

generated dislocations as the vortex system was driven across the bulk of the sample. Since 

the AV simulation considered only a very thin sample, it may be that this effect is even more 

pronounced in bulk samples. Thus in a pure system, the plasticity envisaged by Aranson and 

Vinokur could be confined to a thin layer on the surface of the sample. It is quite possible 

that this plasticity would then fail to manifest itself in experimental observations. 

An additional distinct mechanism for plasticity in a clean superconductor, was proposed by 

Braun et al. [63] following their time-dependent-Ginzburg-Landau calculations. Braun et al. 

argued that the self-field of current flowing through the bulk of a superconductor should 

induce a gradient of the magnetic induction and therefore of the vortex density. They 

proposed that a series of aligned dislocations would form in order to accommodate the 

resulting strains in the structure. Thus overall the system should contain fault lines, 

separating regions of approximately uniform structure, the close-pack direction alternating 
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across the fault lines. Clearly the number of fault lines required to support a particular 

dynamic structure will depend upon the gradient in the field induction and hence upon the 

applied current magnitude. Crucially, the fault-lines were observed to remain more or less 

stationary as the lattice moved. As a consequence, from an experimental point of view the 

dynamics response of this regime could well be virtually indistinguishable from the ideal 

coherently moving case. 

5.3.4.2 Studies of Dislocation Dynamics 

Thus far we have considered studies focussing on the dynamics of vortices, deriving the 

distribution and density of dislocations as an output of the simulations. An alternative and in 

some senses complementary approach is to consider a system with a fixed density of 

dislocations and then to study the interaction between these dislocations and the pinning 

centres. In this case the vortex system can be considered as a kind of elastic medium through 

which the dislocations propagate. Probably the first attempt to model the interaction of a 

dislocation field with pinning centres was made by Khalil [64]. At high temperatures, Khalil 

identified two key components in the equation of motion of dislocations, namely : 

(i) Interaction between the stress field of the pinning centres and the dislocation strain field. 

(ii) Viscous drag between dislocations and vortex lattice phonons 

Khalil's analyis suggested that the interaction of point defects with the dislocation field, 

generates clouds of vortex lattice defects, extending to a distance of the order on the 

interaction range. Within each of these clouds the forces acting on the FLL are uniform. 

Hence, it follows that the velocity of the FLL lattice should be correlated across these clouds. 

It seems, therefore, that the clouds predicted by the Khalil analysis, could correspond to the 

chunks proposed in Refs 50 and 51 in order to explain the observation of fingerprint 

depinning phenomena (see Section 5.3.3.3). 
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More detailed studies on the dynamics of dislocations in a 2D vortex lattice have 

subsequently been carried out by Scheidl, Aranson and Vinokur [65, 66]. Scheidl and 

Vinokur (SV) [65] considered the dynamics of dislocations in the presence of both thermal 

fluctuations and pinning disorder, under the influence of an external homogeneous drive. 

They pointed out that due to its homogeneity the drive itself cannot exert shear stresses on 

dislocations. Thus, the motion of dislocations relative to the FLL can only arise as a 

consequence of inhomogeneity induced shear-strains. In the absence of pinning disorder, 

lattice strains only arise due to thermal fluctuations, hence dislocations undergo diffuse 

undirected motion. In the presence of pinning disorder, however, shear strains develop in 

direct opposition to the applied drive. This leads to a directed motion of dislocations relative 

to the vortex lattice. 

Key to the SV approach was their demonstration that the dislocation dynamics is 

dominated by the elastic response of the vortex system over intermediate length-scales. If, in 

the elastic limit, we suppose vortices to move along static correlated channels^ then this 

favours dislocations with Burgers vectors parallel to the velocity. There is least resistance to 

dislocation motion along the glide direction parallel to the Burgers vector, whereby motion 

occurs due to the slips of individual vortices. Motion perpendicular to the to the velocity 

(climb) can only occur in combination with the creation of vacancies or interstitials. SV 

demonstrated that the drift or glide velocity of dislocations relative to. the vortex lattice 

Vj cc v"", where v is the vortex system velocity. 

The KV findings imply that there is always local plasticity in the driven vortex system due 

to directed dislocation glide. In fact, KV found that dislocations ghde in bound pairs moving 

in direction respectively parallel and antiparallel to v. Thus it is possible to have dislocation 

glide (plasticity) while still retaining the overall topological order of the system. This is 

clearly distinct from the large-scale plasticity due to multiple creation of defects occurring for 

Analogous to the dynamic Bragg glass regime proposed by Giamarchi and LeDoussal [23] (see 
Section 5.3.2.2, above) 
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driving forces below the dynamic reordering transition. Indeed, the SV result is are only 

strictly valid in the topologically ordered high driving force regime. The dynamics of 

dislocations in the various plastic channelling regimes are expected to be considerably more 

complicated. 

A final prediction arising out of the SV study is that, within the elastic phase at very high 

driving velocities, the system undergoes a transition at a critical velocity v̂ . into a comoving 

regime. Within this regime dislocations move with the same velocity as vortices. Whether or 

not this regime manifests itself should depend on the relative strength of pinning and 

specifically on the size of v̂ . relative to the dynamic reordering velocity (see 

Section 5.3.2). 

(i) Strong Pinning Case; and hence v ,̂ is meaningless since the lattice is not 

ordered at any velocity up to v^.. in this case on increasing driving force the vortex 

system is expected to undergo a single stage transition into an elastic co-moving phase 

atv*. 

(ii) Weak Pinning Case: thus a two stage ordering of the system should occur on 

increasing driving force. On exceeding the system should transform into a 

topologically ordered regime in which there is still some element of plasticity due to the 

glide of coupled dislocation pairs. On further increasing the driving force above v̂ . the 

system will undergo a transition into a regime within which dislocations are frozen relative 

to the moving-frame of the vortex system. 

It seems from this discussion that the SV comoving regime could well correspond to the 

regime of frozen in dislocations observed by Spencer and Jensen at high driving forces (see 

Section 5.3.2.2). 

In a subsequent paper Aranson, Koshelev and Vinokur (AKV) considered in more detail 

the mechanisms of dislocation interaction and proliferation [66]. As mentioned in Section 4.2, 
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even in the static case the fundamental mechanism of dislocation unbinding in relation to 

lattice melting has only been fully elucidated in 2D (within the Kosterlitz Thouless 

theory[67]). In the nonequilibrium situation it is not possible to apply energy balance 

considerations, hence the problem becomes even more complicated. AKV approached the 

problem from the point of view that dislocation unbinding is controlled by interaction over 

long length-scales. In this case it is possible to approximate the vortex lattice dynamics using 

a coarse grained description. 

AKV based their analysis on a dynamic model previously applied to 2D interfaces [68], 

which crucially lead to the introduction of a so-called Kardar-Parisi-Zhang (KPZ) nonlinear 

term in the equation of motion. This type of nonlinearity is intrinsic to the dynamic system 

and arises due to the nature of the disorder. AKV predicted that due to the KPZ term in the 

equation of motion an exponential screening interaction should arise between dislocations. 

As such, even an arbitrarily weak thermal noise or random force results in dislocation 

unbinding. This results in the destruction of topological order. In this situation the 

Kosterlitz-Thouless unbinding temperature for dislocations drops to zero, hence the main 

prediction of the AKV model is that topological order is always destroyed over large length-

scales. 

5.4 Overview of the Dynamic Phase Diagram for the Vortex Solid 
Regime 

In the preceding sections, we summarised a range of observations and predictions on the 

dynamics of the driven vortex system. In the recent paper by Le Doussal and Giamarchi 

(LeDG) [23], an attempt was made to correlate all the various findings into a unified picture 

of the phase diagram. Although the detailed structure of this phase diagram has yet to be fully 

verified or agreed in the literature, we will reproduce the main findings here. In Fig. 5.3 

(overleaf) we illustrate the effect of disorder strength on the phases of the driven system at 

zero temperature. Here the main uncertainty is in relation to the shaded region at centre of 
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A 

T = 0 

Vortex Glass Plastic Flow 

Moving Transverse 

Glass 

Bragg Glass Moving Bragg Glass 

Fig. 5.3 Schematic phase diagram for a 3D model of the vortex system at zero temperature, 
illustrating the effect of disorder strength, A (based on Fig. 17 of Ref 23) 

this diagram. Clearly apparent from this diagram is a crossover from coherent depinning at 

low disorder (Bragg-glass to moving-Bragg-glass) to incoherent depinning for stronger 

disorder (vortex-glass to plastic-flow). Further to this, at high drives the system is seen to 

undergo a transition into an at least partially ordered state. If the effect of a third parameter 

temperature is now included, then a representation can produced of the various phase 

boundaries within a three dimensional parameter space. The basic form of this dynamic 

phase diagram is illustrated in Fig. 5.4 (overleaf). 
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Liquid 

Vortex 

Glass 

Moving Bragg Glass 

Liquid 

Fzg. (/fagroTM, q/" fgm^era^wre (̂ 7), (/nvmgybrcg (f), 
and disorder(A) on the dynamic phase of the driven vortex system (based of Fig. 16 

This concludes the discussion of the dynamic of phases of the driven vortex system. 

However, we will return to many of the issues discussed in this chapter as we come to present 

our experimental results. 
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CHAPTER 6. VORTEX LIQUID TO SOLID TRANSITION 
REGION 

6.1 Introduction 

As was discussed in more detail in Chapter 1, due to their high transition temperatures and 

large anisotropics, thermal fluctuations play an extremely important role in the phase diagram 

of high temperature superconductors [1, 2], One consequence of this, is that unlike 

conventional superconductors, the thermodynamic melting transition falls substantially below 

the upper critical field. Over recent years, this melting transition has been extensively 

characterised both from the experimental [3] and theoretical [2] points of view. In spite of 

this, many questions remain to resolved with regard to the behaviour of the vortex system in 

the vicinity of this transition. 

In this chapter we will be considering various features of the dynamic behaviour of the 

vortex system across the region of the vortex solid to liquid melting transition. In addition to 

presenting new observations, we will attempt to re-examine well known features of the 

melting transition incorporating them into our overall understanding. In outline, the chapter 

will be organised as follows. In section 6.2 experimental details specific to the studies 

presented in this chapter are described. By way of an introduction, section 6.3 provides a 

description of the various ways in which the melting transition manifests itself in transport 

measurements. Sections 6.4 and 6.5 contain the main experimental results, describing 

respectively the hysteretic behaviour and finite width associated with the melting transition. 

In section 6.6 the various different results are interpreted in the context of a coexistent phase 

model. Finally, in section 6.7 the main findings of this chapter are summarised. 
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6.2 Specific Practical Details 

Presented in the chapter, are a combination transport and ac susceptibility data obtained 

on a range of different twinned and detwinned samples (for specific details of the samples 

used, see Appendix A). During transport measurements, the twinned samples were inclined at 

an angle of 15° to the applied field, in order to avoid the effect of twin boundary pinning (see 

Section 2.3). In the case of the detwinned samples, the field was applied parallel to the 

crystalline c-axis. 

Unless otherwise indicated, transport measurements were carried out using the SQUID 

picovoltmeter arrangement as described in Section 3.5.3. For the majority of the transport 

measurements, the driving currents (J 11 ab) had a double polarity square wave modulation 

form with a frequency 68 Hz. For the measurements described in Section 6.4 a single polarity 

square wave current (again with a frequency of 68 Hz) was used. With the exception of the 

data presented in Fig. 5.6, all resistivity versus temperature curves were measured on cooling, 

at a constant rate of 0.2 K/min. 

The ac susceptibility measurements were performed using a high field ac-susceptometry 

rig as described in detail elsewhere [4]. A primary coil was used to superimpose an AC 

magnetic field (/"= 2.978 kHz) onto the DC field background and the response was measured 

using a pair of secondary pick-up coils wound in serial opposition, coaxial to the primary coil. 

All of the ac-susceptibihty results presented in this chapter were measured in a DC field 

of2J!T. 

Measurements were performed by D. Bracanovic, formerly a member the University of Southampton 
Condensed Matter Physics Group. 
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6.3 Transport Signature of the Melting Transition 

Early transport measurements by Worthington et al. on YBaiCusOy-g provided some of the 

first evidence of a temperature induced transition occurring in the vortex system, well below 

the upper critical field line [5], The kinks observed in the tails of the low current (ohmic) 

resistivity dependences by Worthington et al. were not nearly as sharp as would be expected 

in the case of a first order phase transition. As such, these data seemed consistent with the 

idea of a continuous vortex glass transition, at a temperature Tg with diverging correlation-

lengths and characteristic relaxation times as proposed by Fisher, Fisher and Huse [6], More 

recent studies have demonstrated very sharp drops in the tail of the resistivity dependences 

when sufficiently pure single crystalline samples are used [7, 8, 9, 10, 11]. Indeed, the 

observation of such a sharp drop, together with associated hysteresis, was taken as the first 

compelling evidence in support of a first order vortex melting transition. As discussed above, 

unambiguous evidence came later, in the form of thermodynamic studies on the same and 

similar samples. Transport studies remain, however, a powerful tool for probing the detailed 

nature of processes occurring across the melting transition. 

From controlled studies of twin boundary [10, 11, 12] pinning and pinning by point 

disorder [13], it has become apparent that the first order melting transition is suppressed in the 

presence of significant pinning. In the highest purity single crystalline samples, a sharp 

melting transition is observable. However, for the majority of less pure samples a broader, 

more continuous glass-like transition is observed. In Fig. 6.1 low-current resistivity 

transitions are contrasted for two YBa2Cu307-8 samples with very different pinning properties. 

The data in Frame (a) were obtained on a sparsely twinned YBaiCusOy-g single crystal 

(Sample A) grown with particular regard to sample purity. In contrast the curves in Frame (b) 

reflect the resistive behaviour of a melt-grown sample (Sample E), with a significantly higher 

level of pinning disorder. 
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Sample E Sample A 

B = 0 - 5 T, Step 1 T 

B = 0 - 5 T, Step 1 T 

20.0 a 2 Q 

Fig. 6.1 Low current (I = 0.1mA) resistivity dependences of two different samples, for fields in 
the range 1-5 T. Frame (a) -.sparsely twinned single crystal (Sample A). Frame (b) : 
melt-grown sample (Sample E). Both samples were tilted at an angle of 15° to 
eliminate the effect of twin boundary pinning. 

For both samples, the low current ohmic resistivity transition broadens with increasing 

magnetic field. However, the nature of the ultimate transition to zero resistivity differs 

markedly in these two cases. For the single-crystalline sample [frame (a)] the sharp drops in 

tails of the resistivity dependences reflect an abrupt transition from a mobile vortex liquid to a 

static vortex solid state. No such sharp feature is apparent in the tails of the dependences for 

the melt-grown sample, instead there is only a slight change of slope at low temperatures, 

perhaps reflecting the onset on a continuous vortex-glass transition. In fact, samples 

exhibiting behaviour similar to that depicted in frame (b) are considerably more common than 

those which display a sharp drop in the resistivity at a vortex freezing transition. This more 

continuous transition towards zero resistivity is indicative of a relatively high degree of 

pinning disorder within a sample. Indeed, high quality twinned samples can be made to 

exhibit resistivity dependences analogous to those shown in both frames (a) and (b) simply by 

changing the inclination of the applied field with respect to the twin planes and hence the 

degree of effective of pinning within the sample [14]. This having been said, for the studies 

conducted within this thesis it was of paramount importance that pinning disorder was 

127 



Chapter 6, Vortex Liquid to Solid Transition Region 

carefully controlled. As such, the results presented within the remainder of this thesis 

correspond to the case exemplified by the curves in Frame (a). 

In addition to being sensitive to pinning disorder, the first order melting transition is also 

suppressed by sufficiently high magnetic fields [15, 16]. Indeed higher magnetic fields can in 

some senses be regarded as equivalent to increases of effective disorder [17]. Different 

criteria can be used to define the so-called multi-critical point, at which the transition crosses 

over from being first order to being second order. Unfortunately, the value obtained for the 

multicritical field Bmc is to some extent criterion dependent. From a purely qualitative point 

of view, however, the crossover point is normally apparent from examination of the p(T) 

dependences for a range of different fields (see, for example, curves of Fig. 6.2). 

I = 0.1 mA 

8 = 0, 1.2.25, 3. 4, 5, 
8, 10,12,14,16 

Z 0.6 
CL 

CL 0.5 

* 

Sample D, as measured at the Grenoble High Magnetic Field Laboratory. For fields 
above 14 T the first order melting transition is clearly suppressed. 
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In Fig. 6.3, we have used a simple 0.1 criterion to elucidate the field dependence of the 

transition temperature for the curves shown in Fig. 6.2. The transition line shows a clear kink 

at a field of 14 T, which we denote as the multi-critical field Bmc-

25 

20 

\ B,(T) 

\ / 

00 
Second Order 
Vortex Glass 
Transtion 

First Order 
Melting 
Transtion 

/Ae cwrvey Fzg J. 2 a 
0.7 yON cnYe/ioM. 7%e c m . y . y o v g r a fo a feco/ẑ f or<̂ gr 

rmnjzYf'oM w ay a cAamge m .y/qpe /Ag TMw/̂ fcnYzca/yZe/ff .Bmc /4/fo .y/zow/M 
ybr r^rence z.y rAe cnVzcaẐ ĝ/cf /iMg (fg(fwcg(/_;9"07M /^/jy. 

The multi-critical field Bmc is strongly dependent on pinning strength and can be pushed to 

lower fields via the controlled introduction of pinning sites such as oxygen vacancies [13]. In 

the remainder of this chapter we will be focussing on the region of the phase diagram below 

the multicritical point where the vortex freezing transition is first order. 
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6.4 Hysteresis and Switching Effects Associated with the First 
Order Vortex Freezing/Melting Transition 

6.4.1 Resistivity Hysteresis 

As we have seen, in resistivity measurements the first order melting transition manifests 

itself as a sharp drop in the ohmic resistivity at the transition line 5m(T). Is has been known 

for some time that this transition is hysteretic [7, 9, 11], however there has been considerable 

controversy concerning the precise nature of this hysteresis [18, 19, 20, 21]. In Fig. 6.4, we 

show the typical form of the resistivity hysteresis in the vicinity of the melting temperature 

Curves were measured at the extremely low rate of ±10mK/min, in order to distinguish the 

intrinsic hysteresis from the dynamic shifts between sample and sensor temperatures, always 

Cooled State 

Heated State 

00 8&01 8&02 
T(K) 

8&00 89.02 

T(K) 
89.04 

Fig. 6.4 Temperature dependence of the normalised resistivity at B=2T showing the hysteresis 
around 7^ (Sample B). 
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present when sweeping at higher rates (see Section 3.4.2). Notice, as is typically observed 

[18-20], the hysteresis is asymmetric: Whereas the curve obtained on warming is relatively 

smooth, the cooling curve is broader and contains a number of step-like features. For current-

densities less than a threshold value Jt = 0.6 A/cm^, the shape of the p(T) curves and the width 

of the hysteresis were independent of the current density. As would be expected for a 

thermodynamic transition, very similar hysteretic behaviour has also been observed in the 

p(B) dependences (see for example Ref 20). 

6.4.2 Hysteresis and Current Induced Switching Effects. 

It seems reasonably evident that the p(T) hysteresis described above should also manifest 

itself within E(J) dependences. Indeed, we recently presented the first observations of E(J) 

hysteresis, at temperature and fields in the vicinity of the vortex melting transition [21]. 

Associated with this hysteresis were current induced switching effects, reflecting externally 

driven changes in the structure of the system. From the detailed analysis of such switching 

effects, we have been able to obtain valuable clues about the structural changes occurring in 

the vicinity of the vortex liquid to solid melting transition. 

We have found that E-J curves, measured at the same temperature in the vicinity of T^, 

differ markedly dependent on whether they are obtained after cooling down from well above 

Tm, or following warming up from the vortex solid state below T^- We denote these two 

states of the system the cooled-state and warmed-state respectively. In Fig. 6.5 a set of 

isothermal E-J curves is shown fox B = 2 T. The isothermal cooled-state curves (lines) were 

obtained on sweeping 6om 0 to 10 A/cm .̂ At high temperature, above these curves have 

an ohmic form, reflecting the dynamics of a vortex liquid. In the vicinity of melting transition 

the curves take on a characteristic S-shaped form. 
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J (A/cm ) 

Fig. 6.5 E-J curves in the vicinity ofTmforB = 2 T. Lines: E-J curves obtained on cooling to 
temperatures in the range 88.955-89.01 K (step 5mK). Symbols: E-J curves obtained, 
ZM a q/" eac/z 

cwrvay /Ag cw/rg/ẑ  w/of zgro wp fo a AzgAgr /Moxz/MMTM/ 
Jmax ' /• ] 0.5 A/cm^: [x] 0.75 A/cm^; [o] 1,0 A/cm^ and [+] 1.5 A/cm^ (Sample B). 

The S-shaped form of the cooled-state curves in the transition region can be divided into three 
clear sections: 

(i) Ohmic response at low currents 

(ii) Non-ohmic response at intermediate currents 

(iii) Ohmic response at higin currents 

We will return to consider the nature of the dynamics in these three different regimes in 

Section 6.6.3.3. 
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Also shown in Fig. 6.5 are warmed-state curves (symbols) for one particular temperature 

(88.995K. The data-sets represented by different symbols were measured sequentially, on 

ramping to successively higher currents. As can be seen, for the initial run (closed circles), 

the warmed-state response was shifted relative to the E-J cooled-state curve for the same 

temperature. 

On comparison with Fig. 6.4, it can be seen that width of the p(T) hysteresis ~ 8 mK, 

corresponds closely to this effective temperature shift between the heated and cooled-state 

curves. In fact, we have found that provided that the current density did not exceed a specific 

threshold value Jt ~ 0.6 A/cm^, the heated-state curve was reproducible. This is illustrated by 

the initial section of the data-set represented by diagonal crosses. On exceeding the threshold 

value Jt, however, the resistivity jumped discontinuously to a much higher level (diagonal 

crosses, second part). Following this current induced switching effect, subsequent E-J 

dependences no longer retraced the same curve (open circles and vertical crosses). Instead, 

the low current ohmic section of the curves was shifted upwards. For currents in excess of the 

threshold value Jt, the higher the maximum probing current density, the larger was the low 

current ohmic resistivity on subsequent runs. Saturation occurred when currents in excess of 

approximately 2Jx were applied. Thereafter, the response once again retraced the same 

reproducible dependence, irrespective of the maximum current reached. The saturation E-J 

curve corresponded very closely to the "cooled state" curve for the same temperature, a small 

vertical shift being within the temperature reproducibility limits of the system (~ 2 mK over 

IK cycles for the SQUID picovoltmeter arrangement). 

In Fig. 6.6 (overleaf), we show that a similar switching effect can be observed in relation to 

the p(B) hysteresis i.e. after sweeping B at constant T. The solid lines are E(J) curves for 

cooled- states, obtained in the same way as for the data of Fig. 6.5. The data represented by 

Such effects could, in principle, be induced by Joule heating effects in the sample contacts. 
However, if this were the case, the consequent increase in temperature would lead to pronounced 
upward curvature of all the E(J) curves (the Joule heating effect increases with increasing current). 
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LU 

87.29 K 

J (A/cm 

Fig. 6.6 Isothermal E(J) curves, demonstrating hysteretic switching effects in relation to the 
p(B) hysteresis. Lines: cooled state curves prepared as for Fig. 6.5, but for B=3T 

ZH rAe roMgg g7.2P-(^7. .K J /MAT. Cfrc/gg/ ro a 
state equivalent to the "heated-state", obtained after dropping the field from 3 T to 
2. J r ya/Mpmg j 7] a// êTMpgrafwre r=&7. j jO AT. 7\vo 
successive ramps from 0 to 10 A/cm^ were obtained in the order, opened circles then 
closed circles. Crosses: correspond to a state equivalent to a "cooled-state", 

fAg y%gZ(f 3 j. j fAgw ro j 7̂  a/Z 
at constant temperature T=87.335 K. Two successive ramps from 0 to 10 A/cm' were 
obtained in the order, vertical then diagonal crosses (Sample B). 

symbols were obtained following field-cycling at constant temperature. The circles represent 

a state obtained (at T= 87.33 K) after dropping from 3.0 T down to 2.5 T and then ramping 

back up to 3 T. In view of the essential similarity of the hysteresis observed in the p(B) and 

p(T) dependences, it seems likely that the state obtained in this way should be in a certain 

sense equivalent to a state obtained on warming. Indeed, the two successive E(J) curves 

(open circles then closed circles) measured following this procedure, show remarkable 

similarity to the data represented by the diagonal and vertical crosses in Fig. 6.5. 
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Just as a state equivalent to the heated-state can be obtained on field ramping, one 

equivalent to the cooled-state can be obtained on dropping to the measurement field. The data 

represented by crosses in Fig. 6.6 represent a state obtained after increasing B up to 3.5 T and 

dropping back to 3 T (with constant T= 87.335 K). The stability of this state is demonstrated 

by the similarity of the E(J) curves for two successive current sweeps (vertical and diagonal 

crosses) and also their similarity to the cooled state E(J) dependence at the same temperature. 

It is clear that there are considerable similarities between the E(J) data obtained on 

temperature and field cycling. In both cases the data provide strong evidence of current 

induced switching occurring between two distinct states of the vortex system. Further to this, 

we have found that the threshold density Jt, at which current begins to affect the heated or 

field-ramped state almost coincides with J„ at which the E(J) curve (for the same 

temperature) deviates from ohmic behaviour. This implies that both effects are consequences 

of the same dynamic process. 

6.4.3 Discussion of Hysteresis in Transport Dependences 

Hysteresis of the resistivity dependences has been taken as direct evidence of the first 

order nature of the melting transition [7, 9,11] and specifically, attributed to a combination of 

superheating and supercooling effects [7]. Subsequently, Jiang et al. proposed an alternative 

non-thermodynamic interpretation of the hysteresis [19]. Their idea was, that on cooling, the 

vortex system remains mobile until the work done by the current exceeds the shear elastic 

energy. In contrast, Jiang et al. pointed out that on warming the system, the vortex velocities 

are lower and hence less work should be done by the transport current in this case. They 

argued that this should result in a current induced resistivity hysteresis, independent of the 

underling thermodynamic processes. 

In fact, as we will now outline below, our results provide clear evidence that the resistivity 

hysteresis cannot be due to the mechanism proposed by Jiang et al. The measurements 

presented in Sections 6.4.1 and 6.4.2 were performed using a single polarity square-wave 

current, thus for half of each modulation period the current flowing through the sample was 
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zero. During these half-periods, the work done by the current must also have been equal to 

zero. According to the interpretation of Jiang et al, for temperatures at which the shear 

modulus was finite, the vortex system should then have frozen. This should occur in the same 

way irrespective of whether temperature was increasing or decreasing. Thus, in this case of a 

single polarity driving current, the mechanism proposed by Jiang et al. cannot explain the 

difference between the curves obtained on warming and cooling. Since the mechanism of 

Jiang et al. cannot account for the resistivity hysteresis in this specific case, it follows that it is 

not the correct interpretation of the more general hysteretic behaviour. 

Further compelling evidence for the thermodynamic origins of the resistivity hysteresis 

at Txn, was provided by Crabtree et al. from their observation of sub-loops within a main p(B) 

hysteresis loop [20]. These data were particularly striking, since the partial loops had a shape 

similar to that of the main loop: partial transformation of the system close to a first order 

transition should follow the same thermodynamic pattern as when the system changes as a 

whole. An additional clue as to the nature of the resistivity hysteresis was provided by the 

work of Charalambous et al. [18], in which they demonstrated that changes in probing current 

only had an effect on the p(T) curves obtained on heating and not those obtained on cooling. 

They thereby concluded that the vortex system can be superheated but not supercooled. 

From within the context of our own data, it becomes clear that there are actually two 

distinct states of the system at any given temperature in the transition region, as reflected in 

both E(J) and p(T) dependences. These two states, whose resistivities can differ by more than 

an order of magnitude at some points in the transition region, are accessed via different 

thermomagnetic histories: 

(i) Low resistivity (LR) state: reached on warming or field ramping 

(ii) High resistivity (HR) state: reached by cooling or field-dropping. 

Furthermore as our data have a demonstrated, a sufficiently large transport current can be 

used to drive the system from the low to the high resistivity state. As schematically 
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represented in Fig. 6.7 this current induced switching effect corresponds to switching from the 

lower to the upper branch of the resistivity hysteresis loop. 

Our observation of switching from the LR to the HR state strongly suggests that these 

states reflect different structural configurations of the vortex system. This is as opposed to a 

purely thermodynamic model of the hysteresis, in which the two branches of the hysteresis 

curve reflect different degrees of relaxation with a uniformly unstructured system. If the 
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resistivity hysteresis were due to time dependent homogeneous changes, then it should not be 

possible to switch between states. The essential idea is that on switching between states, the 
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vortex system undergoes a structural rearrangement. As should be expected for such a 

current-driven rearrangement, the switching process only occurs in one direction. It is 

possible to switch from the LR to HR state but not vice-versa, and having driven the system 

into the HR state it again becomes more stable. 

Further support for this idea of a current driven structural rearrangement is provided by the 

close correspondence between the threshold switching current 7t and the crossover from 

ohmic to non-ohmic behaviour on the HR state E(J) curve at the same temperature. This 

close correspondence strongly suggests a common dynamic rearrangement process, resulting 

in a substantial change in the driven system. In Section 6.6, we further examine the details of 

this transition, in the context of a more general interpretation of the transition region 

properties of the vortex system. 

6.5 Vortex Solid to Liquid Melting Transition Region 

6.5.1 Non-ohmic Broadening of the Resistive Melting Transition 

According to theory [22], the collapse of the shear modulus Cee at the first order melting 

transition should lead to a transition which is very sharp with respect to both temperature and 

magnetic field. Indeed, this seems to correspond closely to the sharpness with which the 

resistivity falls-off on freezing at the low current limit. However, on applying higher 

currents, the melting transition is seen to broaden strongly, this broadening often being 

associated with the appearance of a pronounced minimum in the resistivity versus temperature 

dependence. 

Shown in Fig 6.8 (overleaf) are p(T) curves in the region of the melting transition for a 

sparsely twinned single crystal (Sample A). As is typical, for low currents, below about 

1 mA, the p(T) curves drop off very sharply with decreasing temperature. For this reason, the 

melting temperature Tm is conventionally defined relative to these low-current ohmic 

responses, using a minimum resistivity criterion. 
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Fig. 6.8 Strong non-ohmic broadening of the resistivity versus temperature curves below the 
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Strong non-ohmic broadening starts to occur for currents above 1 mA, this being indicative 

of much more complicated dynamic behaviour. Pronounced minima appear in the resistivity 

just below the melting transition for applied currents / > 3 mA. These anomalous minima in 

the resistivity are a manifestation of a phenomenon known as the peak effect (PE)\ Well 

known from conventional superconductors [23], the effect has traditionally been attributed to 

some sort of pre-melting softening of the vortex system [24, 25] for which a variety of 

different mechanisms have been proposed [26, 27, 28]. 

The name arises from the fact that the resistivity minimum marks a peak in the strength of pinning. 
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As illustrated by the data of Fig 6.8, we have found that the PE occurs at approximately the 

same temperature, independent of the applied current. From a purely qualitative point of view, 

it seems not unreasonable, therefore, to describe the peak effect as a precursor to the main 

melting transition. As such, we have chosen to describe the region between the peak effect 

temperature Tp and the melting temperature as a transition region (TR). In fact, as we 

will see in the following sections, the fixed-width region of non-ohmic broadening between Tp 

and Tru is merely the most obvious indication of a well-defined TR. 

6,5.2 Signature of the Transition Region in AC-susceptibility Measurements 

Perhaps the clearest indication of a TR in the vicinity of the melting transition has been 

provided by a comparison of ac-susceptibility and transport measurements [21, 29, 30]. This 

is illustrated in Fig. 6.9 (overleaf), which compares the resistivity p(T) and the real part of the 

a.c. susceptibility %'(7) in the vicinity of the melting line {aXB = 2 T) for a detwinned single 

crystal (Sample C). From this it can be seen that the vortex liquid-to-solid transition 

manifests itself as a simultaneous change in both p(T) and %'(7) dependences. 

However, whereas the ohmic resistivity drops off sharply at T^, x'{T) falls off more 

gradually across a well-defined linear region. The temperature width of the linear region (in 

this case ATx,- = 0.35 K) was independent of the applied a.c. field and therefore on the 

magnitude of the induced currents. These results show striking similarities to the work of 

Fendrich et al. [31], in which a comparative study of transport and magnetic properties 

revealed a simultaneous onset of the resistivity and magnetisation transitions at 7^. 

Moreover, they found that the reversible d.c. magnetisation showed a sharp linear increase 

over a temperature interval ~ 0.2 K, in striking correspondence to our own observations. 

Fendrich et al. have associated the temperature-interval, across which the magnetisation 

increases linearly, with a region in phase-space over which vortex liquid and solid phases 

coexist [31]. Specifically, they suggested that the linear increase in the magnetisation with 

increasing temperature, was due to the increasing the fraction of the system in the liquid 
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Fig. 6.9 Signature of the melting transition in ac-susceptibility measurements. Also shown f o r 

comparison is the low current ohmic resistivity transition (Sample C). 

phase. Unhke the magnetisation measurements of Fendrich et al., our own a.c. susceptibility 

data cannot be interpreted as a direct probe of the thermodynamic properties of the vortex 

system. In the case of a.c. measurements the reversible and irreversible contributions to the 

response cannot be readily separated. There is no guarantee that the measured responses 

reflect the reversible properties of the system. This being said, there is a remarkable 

correspondence, both in shape and position, between the linear region observed in our %'(?) 

dependences and that observed by Fendrich et al. in magnetisation measurements. It seems, 

therefore, that the transition region that we identified as existing close to T^, from both 

transport and a.c.-susceptibility data, could be due to the coexistence of vortex liquid and 

solid phases. This interpretation will be considered in more detail in section 6.6, where it 

will be seen that a coexistent phase model can explain many features of the non-equilibrium 

behaviour across the transition region. 
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6.5.3 Analogy Between ac-Susceptibility Transition Region and that Observed in 
Transport Measurements 

In the preceding sections we presented evidence from both a.c.-susceptibihty and non-

ohmic transport data, of a clear transition region close to the melting line. From the data 

presented thus far, however, it is difficult to tell whether these transition regions are directly 

comparable. In this section, we describe an alternative method for presenting the resistive 

responses, which allows for a more direct comparison for these two types of response. Shown 

in Fig. 6.10 are a typical set of voltage-current isothermals for a sparsely twinned single 

crystal (sample A) across the region of the vortex liquid to solid transition. In this particular 

case, three sets of curves have been measured. The first set of curves in the sequence (fine 

lines) runs from 90.0 K to 89.2 K separated by a temperature interval of 0.1 K. These curves 

> 
> 

Fig. 6.10 

1 0 ' 10 

1(A) 
Isothermal voltage versus current dependences measured in the region of the melting 

transition at a field of B = 2 T (Sample A). Thin lines are separated by a temperature 

interval of 100 mK, whereas thick lines have a separation of 20 mK. 
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can be seen to be ohmic, reflecting the dynamics of a vortex liquid state. The bold lines in 

Fig. 6.10 encompass the temperature region between 89.18 K and 88.92 K (step 20 mK), over 

which the form V(I) curves evolves rapidly: this is the region, of interest in the present 

discussion. The final set of curves (fine lines), for temperatures in the range 88.9 K to 87.0 K 

(step of O.IK), illustrates the highly nonohmic responses typical of the vortex solid state. 

= 5 mA 

0.2 mA 

Fig. 6.11 Triangles : Temperature dependence of the threshold current deduced from the 

curves in Fig. 6.10 using a 100 nVcriterion (B = 2 T). Continuous Line: non-ohmic 

resistivity versus temperature dependence (1=5 mA). Dotted Line: low-current 

(7=0.2 o/z/Mzc rejiyrzwYy c/rcy? o m ^ 4 / 

We have found that a clearly defined transition region becomes apparent, when the threshold 

currents for a particular voltage criterion are extracted from curves such as those shown in 

Fig. 6.10. In Fig. 6.11 the dependence on temperature of the threshold current (/y), 
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determined from the curves of Fig. 6.10 using a 100 nV criterion, is compared to the non-

ohmic R(T) dependence over the same temperature region. As is expected, the threshold 

current drops substantially on undergoing the transition into the vortex solid state. Note that 

the threshold current drops off over a relatively well-defined region (of width A7^), between 

Tp and 1^. 

In Fig. 6.12 threshold current versus temperature dependences are compared for three 

different voltage criteria, from which it can be seen that the width of the transition region, as 

defined relative to these curves, is independent of the criterion used. From this particular 

presentation of the transport data striking similarities with the a.c.-suceptibility responses 

becomes evident. Shown in Fig. 6.13 are the temperature dependences of the out-of-

phase(dissipative) component of the a.c.-susceptibility for the same sample. The curves 
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obtained for three different a.c.-fields show a striking similarity in form to the threshold 

current versus temperature dependences obtained for three different voltage criteria. 

Fig. 6.13 Temperature dependence of the out-of-phase component of the ac-suceptibility of 

Sample A, in the vicinity of the melting transition, f o r three different applied ac-fields. 

Compare with the threshold current versus temperature dependences of Fig. 6.12. 

Inset positions the curves of the main frame in relation to the variations in the 

response over a wider temperature range. 

The analogy between the applied a.c.-field and the voltage criteria can be readily understood 

from basic electromagnetic considerations. In a time varying 5-field an instantaneous E-Field 

is induced that is proportional to the rate of change of the 5-field. Higher a.c.-field 

amplitudes imply a higher peak rate of change of the magnetic field. Thus, an increase in the 

appUed a.c.-field is equivalent to an increase in the ^-field within the sample. This close 

correspondence between the transport and ac-susceptibility data provides further support for 

the idea of well defined transition region between the vortex liquid and solid phases 
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6.5.4 Sample Dependence of the Transition Region Temperature Width 

We have found that the temperature width of the transition region, for a particular applied 

field, is sample dependent. This is illustrated by the data in Fig. 6.14, in which we compare 

threshold current versus temperature dependences for two different samples in a field 5 = 2 T. 

In both cases the data were deduced from isothermal current voltage curves using a 100 nV 

criterion. As we have already seen, the width of the transition region deduced in this way is 

criterion independent, hence it is only necessary to show the data for one particular criterion. 

From Fig. 6.14 it is clear that the width of the transition region for sample A is 
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Fig. 6.14 Shows the how the melting transition regions at B = 2 T (shaded regions) d i f f e r for 

two different samples (deduced from voltage versus current isothermals using a 

100 nV criterion). Upper frame: sparsely twinned sample (same sample as described 

in previous section). Lower frame: detwinned sample. 
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substantially greater than that for sample B ( F r o m studies on a variety of 

different single crystalline sample we found that the transition width, as deduced from 

threshold current versus temperature dependences, varied over the approximate range 100 mK 

to 450 mK. Our studies are not yet sufficiently comprehensive to deduce a relationship 

between the transition width and sample specific parameters such as oxygen deficiency 

6.5.5 Transition Region from Isofield V(I) Curves 

Just as there is a well defined transition region with respect to temperature in fixed field, a 

similar region can be identified from the magnetic field dependences at fixed temperature. As 

illustrated in Fig. 6.15, this is most clearly seen from threshold current versus field 

dependences obtained fi-om isofield V(I) dependences at fixed temperature. The isofield 
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dependences from which these curves deduced, were analogous in form to the isothermal 

dependences shown in Fig. 6.10. The only difference is that instead of measuring a series of 

V(I) curves for different temperatures in constant applied field, V(I) curves were measured for 

a range of different fields at constant temperature. As for the I^{T) curves of Figs. 6.11 and 

6.12, distinct transition regions are clearly observable in these Iv{B) dependences for all of 

temperatures shown Here, the onsets of the transition region are marked by peaks in the 

threshold current, these peaks being especially pronounced at low temperatures. Using these 

peaks to define the lower limit (in field) of the transition region, and a standard resistive 

criterion to define the melting temperature, a phase diagram can be constructed. Such a phase 

diagram is shown in Fig. 6.16. 

Bc2(T) 
VORTEX LIQUID \ j 

T(K) 

Fig. 6.16 Phase diagram f o r sample A in the region of the vortex liquid to solid melting 

transition below the multicritical point (B„c = 6.5 T). Up triangles: melting line 

defines the upper limit of the transition region. Down triangles: threshold current 

peak, defines the lower limit of the transition region. Shaded area: region where it is 

supposed that vortex liquid and solid phases coexist. Also shown f o r reference is the 

upper critical field line Bc2(T) deduced from resistivity measurements. 

148 



Chapter 6, Vortex Liquid to Solid Transition Region 

6.6 Interpretation 

6.6.1 Origins of the Transition region 

From the preceding sections we have seen that there is a great deal of evidence to support 

the idea of a well-defined region separating the vortex liquid and solid phases. There are two 

possible mechanism which could potentially contribute to broadening of the melting transition 

across this well-defined region: 

(i) Broadening could arise due to glassy relaxation across the TR. From theory it is well 

known that, a vortex melting transition can retain its sharp first order character in the 

presence of weak disorder [32]. More recently Geshkenbein predicted that such weak 

disorder should lead to glassy relaxational dynamics, controlled by the energy barriers 

between metastable states [33]. It is clear that glassy relational effects would produce 

some broadening of the melting transition. However, it is difficult to see how these effects 

alone could lead to a well-defined criterion independent transition region. 

(ii) Broadening could be due to the coexistence of vortex liquid and solid phases 

within the TR. Slight variations of the local melting temperature within the sample could 

lead to a situation whereby, at temperatures in the vicinity of the melting transition, vortex 

liquid and solid phases coexist. Such variations in the local melting temperature would 

delimit a melting transition region with a well-defined and sample dependent width. 

From the data presented in this chapter, it is not possible to determine which of these 

mechanisms is dominant. However, we can say all of features of the dynamic behaviour 

across the transition region are consistent with a coexistent phase model. The same cannot be 

said of the glassy relaxation model. In the following sections we will describe how a wide 

variety of dynamical behaviour across the transition region, can be explained in terms of a 

model of coexistent vortex liquid and solid phases. Further strong proof for the validity of the 

coexistent phase model is provided by the data of Chapter 7. 
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6.6.2 Coexistent Phase Model 

In order for liquid and solid and phases to coexist it is a requirement that there should be a 

positional dependence within the sample of the effective local melting temperature. In the 

conventional solid to liquid transition of elemental metals such as gold, it is believed that 

melting is surface-initiated [34, 35]. This equates to a suppression of the effective local 

melting temperature at the sample surface. It is not clear, however, in how far we can draw 

parallels between conventional melting and the melting of the vortex system. One thing that 

we can be fairly confident of, however, is that there should be some variation in the local 

melting temperature as a result of slight sample inhomogeneity. Due to complexities of the 

oxygen diffusion process [36], even the most carefully oxygenated YBaaCuaOy-g single 

crystals are not expected to have completely homogeneous oxygen distribution. Twin planes, 

in particular, are known to have a pronounced effect on the oxygen diffusion dynamics [37]. 

Local variations of the oxygenation would be expected to result in weak fluctuations of the 

melting temperature. 

Irrespective of the precise origins or form of the melting temperature variations, the 

concept of a profile in the local melting temperature can be used to explain much of the 

observed behaviour across the region of the melting transition. Fig 6.17 provides a schematic 

representation one particular melting temperature profile. Note, the precise form chosen is 
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not significant. Here T is taken to represent the ambient temperature. Within those sections 

of the sample where the local melting temperature was higher than the ambient temperature, 

vortices would be expected to remain in a solid phase. In contrast, across the remainder of the 

sample the vortex system would already have melted by temperature T. This would lead to a 

situation whereby vortex liquid and solid regions coexisted within the sample at a unique 

temperature T. On variation of the ambient temperature, then the proportion of the system in 

liquid and solid phases would change accordingly. The upper and lower temperature limits of 

the transition region would, therefore, be defined by the maximum (7]^^) and minimum 

(7̂ ,™") values respectively of the local melting temperature profile. Otherwise stated, between 

T= 7]™" and T= 7̂ """ the fraction of the system in the liquid phase would gradually increase 

from 0 to 100%. From this idea of a melting temperature profile delimited coexistent phase 

region, it is possible to explain all of the observed features of the transition region. 

6.6.3 Explanation of the Main Experimental Observations in the Context of the 
Coexistent Phase Model 

6.6.3.1 Sharp Drop in the Ohmic Resistivity at Low Currents 

The coexistent phase interpretation provides a natural explanation for why the ohmic 

resistivity should drop so sharply to zero on freezing, in comparison to the much broader 

linear a.c.-susceptibility or magnetisation transitions. In a system consisting of coexistent 

vortex liquid and solid regions, it is expected that the solid regions should be much more 

strongly pinned than the liquid. At low currents we would, therefore, expect voltage response 

to arise due to the motion of vortex liquid between static solid domains. As such, we would 

expect the low-current ohmic resistivity to be controlled by percolative processes. In a 

conductive percolative model [38, 39], where the system is simplistically described as 

consisting of two phases, one conductive the other non-conductive, then the conductivity falls 

to zero when the fraction in the non-conductive phase reaches a certain critical fraction of the 

system volume. This critical fraction depends on the dimensionality of the conducting system 
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[38], and can be understood as the point where it is no longer possible to trace a continuous 

path through the conductive phase. In the vortex system, a similar percolation process could 

apply to the dynamics of vortices in the case of coexistent vortex liquid and solid phases. In 

this case, the liquid and sohd phases could be considered analogous to the conducting and 

non-conducting phases of the conductive percolative model. In this case the percolative limit 

would be marked by the point where the resistivity fell to zero, i.e. the point where there was 

no longer a continuous path for vortex liquid to flow between static solid domains. By 

comparing the width of the low-current ohmic kink with the broader linear region in the 

magnetisation, Fendrich et al. estimated the percolative limit in the case of the vortex system 

[31]. They found that this suggested a percolative limit for the dynamics of the vortex system 

where the fraction of the system in the vortex solid phase reached 20%. This corresponds 

closely to the width of the ohmic kink, as observed in our own measurements, with respect to 

the linear region in the x \ T ) dependences (see Fig. 6.9). The estimate of 20% for the 

percolative limit in the case of the vortex system compares to numerical-study predictions for 

conductive percolative systems [38], of between 10-30% for 3D and 40-50% for 2D systems. 

6.6.3.2 Criterion Independent Transition region 

The coexistent phase model can be used to explain the existence of a well-defined finite-

width transition region in the vicinity of the melting transition. If the transition region were 

due to underlying variations of the local melting temperature, then the width of this region 

should be unaffected by the force with which the system is driven. This is consistent with the 

observation of a voltage criterion and a.c.-field independent transition region. Further to this, 

fluctuations of the local melting temperature are expected to become more pronounced with 

increasing magnetic field. This, therefore, potentially explains the field dependence of the 

transition width observed in our experiments. It should be noted, however, that this field 

dependence could also be explained within the fi-amework of a glassy relaxation model [33]. 

Further to these indications, the sample dependence of the transition width seems to indicate 

that the transition region must in some way reflect sample specific local disorder. 
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6.6.3.3 S-shaped f o r m of the V ( I ) Curves in the Transition Region 

A model of coexistent liquid and solid phases can be used to explain the characteristic S-

shaped form of the V(I) isothermals across the transition region (see section 6.4.2). A 

schematic representation of one such voltage versus current dependence is shown in Fig. 6.18. 

Regime 
(ill) 

Regime (ii) Regime (i) 

Log I 

transition region. Dashed lines indicated the low and high current ohmic regimes. 

We suggest that at the low current limit [Regime (i)], the ohmic response arises due to the 

flow of vortex liquid along channels between solid domains. At this limit, we might also 

expect an additional ohmic resistivity contribution due thermally assisted flux flow within the 

pinned vortex solid domains. If this were the case, a highly non-uniform current distribution 

would be expected. However, given that we have observed ohmic responses at the low 

current limit, this indicates that the motion of the strongly pinned vortex solid domains must 

only provide a small contribution to the overall dissipation. 
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Following the interpretation outlined above, the crossover between Regimes I and II must 

represent the point at which the vortex solid domains begin to move. Indeed, the sharpness of 
§ 

this transition supports the idea of this crossover being due to a depinning effect. For current 

densities just in excess of the depinning threshold, the pinning and driving forces are expected 

to be comparable and as such, a highly non-uniform response is expected. This corresponds 

to non-ohmic behaviour within Regime (ii) on Fig. 6.18. Finally, in Regime (iii), when the 

driving force becomes sufficiently large, then it is expected that the response will once again 

become ohmic as the system enters an effectively free-flow regime (see Section 5.3.2). Thus, 

in summary the three different response regimes in the transition region can be described as 

follows: 

Regime I Solid domains pinned. Ohmic response arises due to liquid flowing in channels 

between static solid domains. 

Regime II Solid domains start to move but driving forces and pinning forces are still 

comparable, thus overall response highly non-ohmic. 

Regime III Driving force large in comparison to the pinning force, hence the driven vortex 

system experiences pinning as only a weak perturbation on the overall coherent 

motion. 

6.6.3.4 Hysteresis and Switching E f f e c t s 

In section 6.4 we described in detail a range of different hysteretic properties and switching 

effects associated with the melting transition. The results described in this section have been 

summarised in the list provided overleaf 

If this feature reflected a transition between TAFF and flux creep regimes then a much smoother 
crossover would be expected. 
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(i) There are two distinct states of the system, which we will denote the heated-state and 

the cooled-state, and both are reproducible to within certain constraints. 

(ii) States obtained on field-ramping and field-dropping are equivalent to the heated and 

cooled states respectively. 

(iii) It is possible to switch from a heated-state to a cooled-state (or equivalently from a field-

ramped state to a field-dropped state) by applying a current in excess of a certain 

threshold value. 

(iv) It is not possible to switch from a cooled state to a heated state. 

(v) The threshold current for switching between heated and cooled states (JJ corresponds 

very closely to the crossover current ( / „) between the low-current ohmic and intermediate 

current non-ohmic regimes. 

These findings can now be fully explained within the framework of a model of coexistent 

vortex liquid and solid phases. We suggest that the differences observed between the 

properties of the heated and cooled states arise due to slightly different distributions of vortex 

liquid and sohd phases. We account for these differences in terms of superheating effects (see 

also discussion of Section 6.4.3). On approaching the melting transition by warming from the 

vortex solid state, it is expected that there will be regions where the vortex solid will persist in 

superheated form [7, 9, 11]. Within a coexistent phase system, such regions would lie 

towards the peaks of the melting temperature profile. Thus, we would have a situation 

whereby the edge of domains, or even entire solid domains, would persist at ambient 

temperatures above their local melting temperature. On cooling down through the transition 

region, there would be no such superheated regions. As such, at any given temperature within 

the transition region, the proportion of the system in the solid phase would always be higher 

in the heated-state case. Stating this otherwise, the channels of liquid flow between the solid 

domains will be narrower in the case of a heated-state than for a cooled state. Since the 

hysteretic p(T) dependences are measured using low current densities, the dynamic response 

is expected to be almost entirely due to the motion of vortex liquid between strongly pinned 
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solid domains (see Section 6.6.3.3). Thus, it is clear why the response should be so much 

lower in the heated state, since the channels of liquid flow are expected to be much narrower 

in this case. Furthermore, it is apparent that there can be no history or time dependence in a 

regime where the dissipation is largely due to liquid flowing along channels between static 

solid domains. This explains both the reproducibility of the low-current E(J) and p(T) 

dependencies, as observed in our experiments, and the lack of time dependence observed in 

the p(T) measurements of Jiang et al. [19]. These observations are in striking contrast to the 

expectations for a uniform "glassy" solid phase [33], for which time and history dependent 

relaxational behaviour is expected. 

Recent numerical simulations by Dominguez et al. have suggested that sufficiently large 

currents, far in excess of the depinning threshold, should induce melting via the blowing out 

of thermally induced vortex loops [40, 41]. Our results demonstrate the existence of an 

additional mechanism for current induced melting, completely distinct from that proposed by 

Domiguez et al.. We suggest that when a current in excess of the depinning value is applied 

to a system containing vortex solid domains with superheated regions, then these domains 

will be displaced from the peaks of the local melting temperature profile. Thus the domains 

will move into regions where the local melting temperature is significantly lower, and partial 

or complete melting will occur as a result. Resolidification will take place at the peaks of the 

melting temperature profile, but not in those in the regions which were originally occupied by 

superheated solid. Thus the net result is a reduction in the size of the solid domains, this 

reduction being due to the removal of superheated regions of the soHd. 

From the explanation given above, it is clear how a sufficiently large current can switch 

the system from the heated state into the cooled state. Furthermore, it is obvious why this 

effect does not occur in reverse: A transport current can cause superheated regions of the 

vortex solid to melt but it cannot possibly induce solidification. Also, it is clear why both the 

cooled-state and the corresponding state obtained on switching should be stable. In the 

absence of superheated vortex sohd regions, the coexistent phase system corresponds to the 

stable or equilibrium configuration for a particular temperature point. Thus it is not possible 
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to destroy this configuration merely by applying a transport current. Only by changing the 

temperature can the distribution of vortex liquid and solid be changed within this equilibrium 

configuration. 

6.7 Summary and Conclusions 

In this chapter we presented a detailed description of the dynamic behaviour of the vortex 

system in YBazCusO?^ single crystals, across the region of the vortex solid to liquid melting 

transition. In particular, we focussed on the region of the phase diagram, below the 

multicritical point, where this transition is first order. Results have been compared from a 

wide range of different experiments, acquired using both transport and a.c.-susceptibility 

techniques. In this way, we have built up of a picture of a clearly defined transition region 

near to the melting line, within which vortex liquid and sohd phases coexist. 

In common with other authors, we have observed hysteresis in the low-current ohmic p(T) 

curves about the melting transition, and for the first time identified the signature of this 

hysteresis in the E(J) dependences. From such observations, we have identified the existence 

of two distinct states at any particular temperature in the transition region, accessible via 

different thermomagnetic histories. The first of these states was a low resistivity state, 

reached on warming or field-ramping from a point within the vortex solid regime well below 

Bm(T). The second state, which had a resistive response as much as an order of magnitude 

higher, was reached by coohng or dropping the field from a point well above Bm{T). At the 

low current limit, both of these states were found to be stable and reproducible. However, we 

have found that on applying a current in excess of a particular threshold value is possible to 

switch the system from the low resistivity into the high resistivity state. Significantly, the 

threshold current for the switching effect was found to correspond very closely to a crossover 

current in the V(I) dependences between a low-current ohmic and an intermediate current 

highly non-ohmic regime. 
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Contrary to theoretical predictions for ideal samples [22], we have identified a well-

defined width associated with the melting transition. Signatures of this transition width were 

found in both transport and a.c.-susceptibility measurements, and the two types of 

measurement showed remarkable similarities. It was found that this transition region was as 

much as four times as broad as the drop in the low current ohmic resistivity at 1^. 

Importantly, it was found that the temperature width of the transition region was sample 

dependent: in the same field (5 = 2 T) the width varied between samples over the 

approximate range 100-450 mK. This lead us to conclude that the transition region must arise 

due to slight sample specific variation in local oxygenation. The full explanation, for the 

behaviour observed in the transition region can now summarised as follows. 

Within any real sample, there are expected to be slight variations in oxygenation, which 

should lead to concomitant variations in the local melting temperature. The resultant melting 

profile would allow for the coexistence of vortex liquid and solid phases. In such a coexistent 

phase regime, the low-current ohmic response should arise mainly due to the percolation of 

vortex liquid along channels between static solid domains. This explains the sharpness of 

low-current ohmic resistivity transition since the resistivity is expected to fall to zero on 

closing of the last continuous channel between solid domains. Given that the low current 

responses almost exclusively reflect the dynamics of the vortex liquid, we identify the 

crossover to the non-ohmic regimes as the point where the vortex solid domains start to move. 

Further to this, we have proposed that the hysteresis across the transition region reflects two 

distinct states, comprising different distributions of a vortex liquid and solid. Specifically, we 

suggest that the state reached on warming contains regions of superheated solid which are not 

present in the state obtained on cooling. Hence the vortex liquid channels are always 

narrower in the warmed-state case. The switching between states is thought to arise due to 

melting of the superheated regions following depinning of the vortex solid domains. 

In summary, a model of coexistent vortex hquid and solid phases has been proposed which 

provides self-consistent explanation for a wide range of behaviour in the region of the vortex 

liquid to solid melting transition. 
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CHAPTER 7. HISTORY DEPENDENCE AS A PROBE OF 
PINNING IN THE MELTING TRANSITION REGION 

7.1 Introduction 

History dependence is the name given to the phenomenon whereby the response of a system 

depends not only on the functions of state at the measurement point but also on the 

thermomagnetic and driving history prior to performing the measurement. An example of 

history dependence would be a difference arising between dependences for field 

cooled (FC) and zero field cooled (ZFC) states. History dependence is a feature of systems 

demonstrating a region of parameter space over which there two or more metastable energy-

levels, as opposed to a unique equilibrium state. Such behaviour is well-known from spin 

glasses, in which the history dependence is known to reflect the accessibility of a wide range 

of metastable states [1], In this context we understand a metastable state to be one which is 

stable to infinitesimal fluctuations but is not the equilibrium state of the system. By analogy 

with spin glasses, history dependences in the vortex system of low temperature 

superconductors such as NbsGe has commonly been attributed to similar glassy behaviour [2]. 

In a glassy vortex system, responses are expected to be characterised by a broad distribution 

of relaxation times [3]. On observing a wide range of different superconducting systems, 

however, it has emerged that the vortex system manifests a number of other distinct classes of 

history dependent behaviour. In this introduction we review these different types of 

behaviour in order place our own observations in context. 

In the case of YBa2Cu307_g history dependence has been observed in association with 

phase transitions in the vortex system. Hysteresis related to phase transitions is a familiar 

concept from the conventional melting/freezing transition. Generally speaking, such 

behaviour can be related to the metastability of phases outside their normal region of 

parameter space. This arises due to the energy cost associated with phase nucleation. With 

respect to conventional melting transitions, hysteresis reflects the existence of supercooled-
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liquid and/or superheated-solid phases [4]. In YBa2Cu307-8 similar phase-transition related 

history dependence has been observed in the vicinity of both the vortex-melting (see Ref 5 

and references contained therein) and vortex-glass to Bragg-glass transitions [6]. Henceforth 

we will simply refer to the latter transition as the VB-Glass transition. 

Hysteresis at the vortex-melting transition has been well characterised and was discussed 

in some detail in the previous chapter. It is worth noting that this type of hysteresis is so 

narrow that it falls below the resolution of all but the most careful measurements. History 

dependences observed in the vicinity of the melting transition have been interpreted within 

the framework of a model of coexistent vortex liquid and solid phases (see previous chapter). 

According to this interpretation, there is a region of parameter-space in the vicinity of the 

melting transition over which vortex liquid and sohd phase coexist. As we demonstrated in 

the previous chapter, various features of the history dependences in this region can be 

explained in terms of the relative volumes and distribution of the vortex liquid and solid 

phases. 

In respect of the VB-glass transition, history dependence have recently been observed in 

magnetisation measurements by Kokkaliaris a/. [6]. Minor loops showed deviation from 

the full magnetisation loop over a well-defined range of fields in the vicinity of the second 

magnetisation peak. In this case, the history dependence observations were explained in 

terms of differences in the dislocation population. Since the presence or absence of 

topological defects is expected to be the main qualitative difference between the vortex-glass 

and Bragg-glass phases respectively, it seems that this too is equivalent to persistence of the 

vortex glass phase below the VB-glass transition line. 

In addition to glassy-relaxational behaviour and the hysteresis observed in the immediate 

vicinity of phase transitions there is, in addition a distinct class of hysteretic behaviour which 

manifests itself in terms of history dependences in the responses of the vortex system, 

throughout the solid regime. This type of history dependent behaviour has commonly been 

observed in conventional superconductors such as NbSei and CeRui. In such cases, transport 

and magnetic responses measured at low temperatures are observed to be contingent on the 
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manner in which the system is cooled across the peak effect regime. Clear differences are 

observed between R(T) curves obtained on warming, starting from the FC and ZFC states 

respectively[7, 8, 9]. Equivalent hysteresis between FC and ZFC states has also been 

observed in ac-susceptibility [10, 11, 12] and magnetisation [12] measurements. 

Very recently Banerjee et al. [10] provided clear evidence that this type of history 

dependence arises solely as a consequence of pinning. On comparing FC and ZFC R(T) 

dependences for NbSe] samples with different levels of pinning, they found that in the purest 

samples the hysteresis between the ZFC and FC curves disappeared altogether. Thus, it 

seems that this hysteresis reflects two distinct states of the system: one effectively pinned (the 

FC state), the other much more weakly pinned (the ZFC state). It stands to reason, that if the 

distinction between these states is due to pinning, then such differences should disappear in 

the absence of pinning. Extending these ideas, Henderson and Andrei suggested that the 

strong and weakly pinned states could reflect disordered and ordered configurations of the 

vortex system respectively. This idea has been confirmed by the neutron diffraction studies of 

Huxley et al. [13], which demonstrated much shorter correlation lengths in the FC state than 

in the ZFC state. 

An alternative method for probing the effectiveness of pinning in a particular vortex solid 

regime, is to contrast the V(J) dependences of the different states. In CeRu2 it has been found 

that whereas the voltage response for the ZFC state (measured at low temperatures) develops 

smoothly 6om low currents [9], the FC state voltage shows a sharp onset at a well-defined 

threshold current. On increasing the current beyond this threshold, the response jumps to the 

same level as that for the ZFC state. Subsequent measurements of the V(J) dependence were 

then found to reproduce the same smooth curve. Similar behaviour has been observed in 

NbSe2, but in this case depinning occurred via a series of steps rather than in a single 

jump [8]. Extending the earlier idea that the ZFC and FC states reflect effectively-pinned 

disordered and weakly-pinned ordered states respectively, it seems from these observations 

that the effect of a depinning current is to transform the system for a pinned disordered state 

to a depinned ordered state. The fact that the response for the depinned state is then 
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reproducible, seems to hint towards the stability of the ordered state. Indeed, in relation to 

NbSe2, Henderson et al. suggested that disordered state is only metastable below the peak 

effect regime and by applying a current in excess of the depinning threshold we effectively 

anneal the system into the equilibrium regime [8]. 

A very similar type of history dependence has also been observed by Fendrich et al. in 

transport measurements on YBa2Cu307.8 [14]. In this case, all measurements were carried out 

on the FC state in the region below the first order melting transition. Hysteresis manifested 

itself in both R(T) and V(I) dependences as a clear difference between the initial (pinned state) 

curves and the curves subsequently measured following depinning. As in the case of 

conventional superconducting systems, depinning in YBa2Cu307-6 sometimes occurred via a 

sharp kink and in other cases by way of a series of steps. Thereafter, (̂̂ 7) and curves 

converged onto a smooth reproducible dependence. By analogy with conventional 

superconductors, it has been suggested that the hysteresis reflects two distinct configurations 

of the vortex solid with different degrees of relative disorder, i.e. a weakly-pinned relatively 

ordered solid state and a much more disordered and consequently more effectively pinned 

solid state. These observations seem to be in close correspondence to theory, which now 

predicts that the stable state of the vortex system below the first order freezing transition is a 

quasi-long-range ordered Bragg glass phase [15, 16] (see Section 4.4). This could explain the 

smooth reproducible dependences observed in the case of the depinned state. In this context, 

it appears that the disordered state obtained on FC across the melting transition is indeed only 

a metastable state of the system. 

In spite of the progress in understanding this type of history dependence in the vortex solid 

regime, a number of important questions remain unanswered. In particular studies to date 

have not provided any indication as to how disordering develops within the vortex solid as the 

system is cooled across the freezing transition region. Further to these issues, questions 

remain with regard to the stability of the depinned regime. It was with such issues in mind, 

that we devised a novel method for controlling the exposure to pinning in the solidifying 

vortex system. The new technique is based upon the fact that a high amplitude annealing 
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current can be used to control the effectiveness of pinning within the vortex state. Indeed, by 

switching the annealing current on and off at different temperatures, we were able to control 

the way in which vortices interacted with the underlying disorder potential. 

In Section 7.2 we provide a brief description of the practical details specific to the 

observation presented in this chapter. In Section 7.3 we review the concept of an annealing 

current in the context of the new technique. Sections 7.4 and 7.5 present observations of 

history dependences in the R(T) and V(I) dependences respectively. In sections 7.6 and 7.7 

we consider the effect on the history dependence of increasing field, in the regions 

respectively below and above the multicritical point. Some of our most important 

observations are contained within section 7.8, in which we demonstrate that the observed 

history dependences have nothing to do with relaxation over experimental time-scales. 

Finally in section 7.9, we summarise the various findings, demonstrating their remarkable 

consistency with a model of coexistent vortex liquid and solid phases in the solidification 

transition region. 

On reading this chapter it will become apparent that there are a number of procedural 

parameters associated with the new technique. These include, for example, the magnitude of 

the annealing current used to control the effectiveness of pinning within the solidifying 

system. For the most part the precise values of these parameters do not affect the main 

physics of our observations. For this reason, in the interest of clarity of presentation, we have 

deferred discussion of the procedural parameters to the Appendix of this chapter. 
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7.2 Specific Experimental Details 

The measurements described in this chapter were carried out on one particular sparsely 

twinned crystal, Sample A (see Appendix A), inclined at an angle of 15° in order to eliminate 

the effect of twin-boundary pinning. Three key requirements for performing the experiments 

described in this chapter were: 

(i) Temperature stability 

(ii) Temperature reproducibility 

(iii) Minimal temperature overslnoot on approaching target points 

The requirements for temperature stability and reproducibility have already been discussed 

in some detail in Chapter 3. As described in Section 3.4, we were able to achieve 

temperature stability and reproducibility of better than 5mK for both of the experimental 

systems used to carry out the measurements described in this chapter. As a word of caution, 

it should be noted, however, that even with careful system design such figures for 

reproducibility only really apply to measurements carried out in a continuous series. There 

are a number of different reasons for this, notably slight changes in the applied magnetic 

induction when the magnetic field is dropped at some point between measurements. For this 

reason, in all cases where direct history comparisons are made, measurements were performed 

in a single continuous sequence. 

With regard to the requirement for temperature stability, even with a fully optimised 

system, occasionally circumstances arise (such as those generated by an external noise spike) 

The majority of the measurements described in this chapter were performed using the Oxford 
Instruments 14 T cryostat working in combination with the Lakeshore temperature control unit (see 
Section 3.5.1) . A small number of measurements were performed using the purpose built SQUID 
picovoltmeter (see Section 3.5.3). 
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that cause the temperature to depart significantly from the desired level at a given point within 

the state preparation sequence. For this reason, at all stages in state preparation, a continuous 

record of the sample temperature was maintained using the GENDAT control program (see 

Appendix C). Thus, following a given measurement series, we were able to discard all data-

points for which temperature had departed significantly from the desired thermal history. 

In the descriptions provided within this chapter we merely stated that the temperature was 

"fixed at a particular point". It should, however, be borne in mind that in all such cases a 

multi-stage procedure was adopted in order to minimise temperature overshoots. This 

procedure is described in detail in Section 3.4.2 of the Experimental Chapter. 

7.3 Using an Annealing Current to Control Effectiveness of Pinning 

In the preceding section, we reviewed the wide variety of history dependent behaviour 

manifested by the vortex system. The focus of this chapter, is on an entirely new type of 

history dependence technique for controlling the effectiveness of pinning within the solidified 

vortex system. This technique is based on an idea, introduced by Henderson et al. [8] and 

considered in the context of YBa2Cu307^ by Fendrich gr a/. [14] that a sufficiently large 

current can be used the anneal the vortex system from a metastable disordered configuration 

into a stable ordered configuration. Henceforth we will describe such currents as annealing 

currents. 

Previous investigations on the effect of an annealing currents [8,14], were limited to 

studies on an already solidified system. In this chapter we extend this idea by considering the 

effect of applying annealing current during the cooling process itself and in particular across 

the solidification region. In later sections of this chapter we will consider the effect of 

The definition of significant departure depends to some extent on the point in the thermal history at 
which this occurs. For example a slight drop in temperature at low temperatures is expected to be 
much less significant than an equivalent increase in temperature close to the melting transition. 
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switching-off an annealing current at different temperature points during cooling. Here, in 

order to illustrate the basic principles, we consider the two simplest cases namely those of: 

applying an annealing current throughout cooling and zero current cooling. In the main frame 

of Fig. 7.1 we contrast three different R(T) curves (solid lines) obtained at the same sweep 

rate (0.2 K/min) with the same applied current (/o = 10 mA) and field (B = 4 T). History 

dependence is immediately evident, in that curve C differs markedly from curves A and B. 

Whereas curves A and B were obtained sequentially on cooling and warming respectively, 

with a 10 mA current applied throughout, curve C was obtained on warming having 

previously zero current cooled (ZCC) the system. Otherwise stated, the only difference 

G 
o: 

B = 4 T 

84 85 86 
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between curves B and C is whether or not an annealing current was applied on cooling the 

system down, prior to starting the measurement (in both cases measurements were 

commenced from a temperature T= 82 K). 

From Fig. 7.1 it can be seen that whereas the ZCC system depins abruptly and at relatively 

high temperatures (curve C), the response for the annealing current cooled (ACC) system 

(curve B) develops gradually and from much lower temperatures. It is well known that the 

strength of elementary forces decreases with increasing temperature [17]. However, the fact 

that curves B and C differ markedly over the same temperature range implies that the overall 

strength of pinning depends not only on the elementary pinning forces but also on the 

effectiveness of interactions between vortices and pinning sites. On increasing temperature at 

constant applied current, the system is expected to depin where the elementary pinning 

strength has reduced to such an extent that the current becomes equal to the depinning current, 

Tj. The temperature point Tj, at which this occurs, will depend on the effectiveness of pinning 

of a particular vortex configuration. Hence, given that the ZCC system does not depin until 

relatively high temperatures, this implies a much more effectively pinned system than in the 

ACC case. 

At this point is worth clarifying precisely what is meant by the term effectiveness of 

pinning as opposed to strength of pinning. Strength of pinning is the term used to describe 

forces arising due to the elementary pinning interactions inherent to a particular sample. The 

strength of pinning will depend on the nature of the dominant pinning sites (e.g. oxygen 

vacancies versus twin-boundaries), as well as the applied magnetic field and temperature. It 

should not, however, depend upon history. In contrast, effectiveness of pinning is the term 

we use to describe the actual net interaction of vortices with the underlying pinning sites. This 

measure of pinning is affected not only by the elementary pinning strength but also by the 

distribution of vortices within a sample. 

Referring back to the ideas of Henderson er aZ. [8], we propose that the differing responses 

obtained in the ACC and ZCC cases reflect relatively ordered and disordered configurations 

of the vortex system respectively. We expect a disordered configuration to be more 
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effectively pinned, since it reflects a system that has been able to relax towards local minima 

in the disorder potential. In contrast, for an ordered vortex configuration, in which intervortex 

interactions dominate, vortices will not generally reside over minima in the pinning potential. 

It seems, therefore, that the main effect of applying an annealing current during cooling is to 

suppress relaxation of vortices into the disorder potential. A possible explanation for this 

phenomenon was provided by the neutron diffraction studies of Yaron et cil. [18]. In these 

experiments it was shown that at the high driving force limit, the driven vortex solid 

undergoes a transition into a relatively ordered dynamic regime manifesting Bragg peaks in 

its diffraction spectrum. If we assume that a 10 mA annealing current is sufficient to drive the 

solidifying system into such an ordered dynamic regime, then it is clear how we come to 

obtain a relatively ordered and weakly pinned system in the ACC case. This is also borne out 

by the various theoretical and numerical studies that have predicted a dynamic reordering 

transition at the high driving force limit (see Section 5.3.2). 

In the preceding discussion we developed the concept of an annealing current, that is to say 

a current sufficiently large to screen the interaction between the solidifying vortex system and 

the underlying disorder potential. We suggested that by maintaining vortices in an ordered 

configuration, the annealing current has the effect of limiting the effectiveness with which a 

solidifying system becomes pinned. In the following sections we will explore the effect of 

switching on and off such an annealing current at different points during the cooling process. 

In this way we hope to develop an understanding of processes occurring across the 

solidification transition region. 

7.4 History Dependences as a Probe of Changes in Pinning Across 
the Transition Region 

In the previous section we saw that an annealing current can be used to suppress the 

interaction of the vortex system with the underlying disorder potential. Specifically, we 

considered the case where such as a current was applied throughout the cooling process. The 
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question that we now pose, is whether the configuration of the vortex system at low 

temperatures can be controlled by switching on or off an annealing current at different 
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points during cooling. The specific "state preparation method" chosen, was to cool the system 

with an annealing current applied from a temperature well above Tm down to the so-called 

exposure temperature Joff- At Toff the annealing current was then switched off before 
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continuing cooling to a temperature bottom, well below the lower limit of the melting 

transition region (see schematic inset to Fig 7.2). By repeating this state preparation 

technique for different values of Toff we hoped to observe variations in the effectiveness of 

pinning the system at low temperatures. 

In the first instance we chose to probe the effectiveness of pinning within the solidified 

system by means of R(T) warming curves. In the preceding section, we saw how in the case 

of the fully ZCC and ACC states, the effectiveness of pinning manifested itself in terms of the 

temperature Tdepin at which a measurable voltage response developed. While is not a 

direct measure of overall pimaing strength, we can certainly say that where Tdepin is higher the 

system must be more effectively pinned (see discussion in previous section). Here we 

propose to use the depinning temperature Tdepin as an indication, albeit indirect, of overall 

pinning strength. 

As demonstrated by the data of Fig. 7.2 (previous page), we have found that there is a clear 

and systematic effect of the temperature Toff on the subsequently measured warming curves. 

Shown in the figure are a series of warming curves (fine lines), all of which were 

obtained at a warming rate of+0.2 K/min with a 10 mA current applied. These curves differ 

only in terms of the temperature Toff at which the annealing current was switched off during 

prior cooling. From the figure it can be seen that just by varying Toff, it is possible to produce 

states with very different pinning properties. The interaction of the vortex system with the 

underlying pinning potential was at its strongest, as reflected by the high depinning 

temperatures, where the annealing current was not applied at any stage during cooling (thick 

line) or else was switched off above (fine lines coincident with the thick line). For lower 

exposure temperatures, the system became progressively less effectively pinned, as evidenced 

by increasingly lower depinning temperatures. For sufficiently low Ton, well below Tm, the 

curves converged on a dependence indicative of a weakly-pinned state. The response obtained 

at this limit was very similar to that obtained following cooling with an annealing current 

applied throughout (thick dashed line). Previous observations have lead people to suggest the 

existence of just two distinct state of the pinned vortex solid immediately below the first order 
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melting transition [8, 14]; a weakly pinned ordered solid phase (perhaps a Bragg glass), and 

much more disordered state attained on field cooling in the absence of an applied current. Our 

observations demonstrate that there are in fact a range of different states with a corresponding 

range of variation in the overall pinning strength. 

As shown in Fig. 7.3, such trends can be made more obvious by plotting the depinning 

temperatures (Tj) for the curves of Fig. 7.2 as a function of the temperature Toff at which the 

annealing current was switched off during prior cooling. Here we define Tj according to a 

0.5 f,iQ criterion. Immediately obvious from this figure is the fact that the versus Ton 

dependence bears a very close resemblance to the R(T) cooling curve (for 7= 10 mA) across 
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the same temperature range (dotted line). For above 7^ there is a plateau in the 7d(7I)fT) 

dependence. This seems to indicate that on ZCC from any point above the melting transition, 

that the vortex system solidifies into the same disordered and consequently effectively pinned 

state. Equally, there is a plateau at low temperatures, below the transition region. In this case 

this seems to indicate an ordered and therefore weakly pinned state. The question that then 

arises, is what is the nature of the states formed for values of Toff in the intermediate range 

between the two plateaux? We are not able to answer the question from the observations 

presented thus far but will return to this point in later sections. 

Given the striking similarities between the R(T) and 7d(roff) dependencies an interesting 

question relates to how far they can be directly compared. In the case of the R(T) cooling 

curve, the resistance reflects the dynamic response of the vortex system. It is not always clear 

to what extent this response can be attributed to the underlying thermal, inter-vortex and 

pinning interactions, as opposed to the nature of the drive itself (see Chapter 9). Indeed, this 

is one of the main problems associated with such dynamic techniques, making it difficult to 

interpret the results unambiguously. In contrast, the versus Toff dependence, as depicted in 

Fig. 7.3, is not a direct measure of the dynamic response at temperature Toff. Rather, it 

reflects how the competition between the intervortex and pinning interactions at Tofi and 

below affects the subsequent behaviour of the system. Thus by indirectly probing interactions 

within the system, history methods such as the one described above have the potential to 

avoid some of the ambiguities of more standard non-equilibrium techniques. 
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7.5 Using V(l) Depinning Curves to Measure the Pinning Strength 
of the Vortex Solid 

The depinning temperature provides only an indirect measure of the effectiveness of 

pinning. On ramping temperature, we affect the various intrinsic parameters of the system 

including the strength of the underlying pinning interactions. An alternative method would be 

to use V(I) depimiing curves as a method for probing the pinning interactions. Given that such 

curves are measured at fixed temperature and field, this ensures that the intrinsic parameters 

should be the same for each successive V(I) measurement and also remain constant over the 

course of a particular measurement. Hence the depinning currents deduced from V(I) 

dependences should provide a direct measure of effectiveness of pinning in different vortex 

solid states. 

Fig 7.4 (overleaf) shows such a set of depinning curves, measured at a standardised 

temperature (T^eas = 85.3 K) and field (B= 4 T), following different cooling histories. The 

thick line was measured after cooling 6om 95 K down to T̂ eas, in the absence of an applied 

current. In contrast the dashed line was obtained after applying an annealing current 

throughout cooling. The fine lines were obtained following a cooling procedure similar to 

that depicted in the inset to Fig. 7.2, but with a small waiting time ~ 1 minute at Toff before 

dropping to the measurement temperature Tineas (the signiGcance of this waiting time will be 

considered later in Section 7.8). This procedure can be summarised as follows: 

(i) Cool down from 95 K to and stabilise on temperature 

(ii) Switch off annealing current then wait for a time fwait ~ 1 minute with / = 0 

(iii) With I = 0 drop to T^eas and stabilise before measuring V{l) curve. 

The reasons for choosing this particular value of 7^^; will be considered in the Appendix to this 
chapter. Here, it is sufficient to comment that, had we used a different value of this would not 
have affected the essential physics of our observations. 
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The precise method used is schematically illustrated in the inset to Fig 7.4. This method 

implies that Toff should always be greater than Tmeas but in some cases we desired to measure 

the effect of applying the annealing current down to lower temperatures. In such cases, the 

procedure differed slightly in that following the waiting period at Toff, the system was the 

warmed up to 7meas. 
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From Fig. 7.4 it can be seen that there is a clear and systematic effect of the temperature 

Toff on the V(I) curves measured at temperature Tmeas- As in the case of the R(T) history 

dependences, the V(I) curves converge on the ZCC state dependence, as Toff is increased to 

progressively higher temperatures. At the limit of very low Toff the V(I) curves look similar to 

those for a state obtained on applying a current throughout cooling. 

Once again, in order to reveal the form of the Toff dependence we have used a threshold 

criterion. In this case we have extracted values of the depinning current, /d, plotting them as a 

function of the exposure temperature Toff. Shown in Fig. 7.5 is the /a versus Toff dependence 

for the curves of Fig. 7.4 and other similar curves (for clarity of presentation we limited the 

number of curves displayed in Fig 7.4). Also shown for comparison in Fig. 7.5, is the R(T) 

cooling curve over the same temperature interval. As in the case of the Tj versus 
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dependence, three distinct regions are clearly identifiable in the 7d(7^ff) dependence. However, 

in this case, the depinning current provides a direct measure of the effectiveness of pinning 

strength at the temperature T̂ eas-

The first clear feature of the data, is a plateau in the h{Tof^ dependence at high 

temperatures the onset of which is almost exactly coincident with Tm- Following the 

arguments outlined above, we attribute points on the plateau to a particular effectively pinned 

and consequently disordered state of the system. Thus it follows that when an annealing 

current is switched off at any point above Tm, this is effectively the same as ZCC, and 

consequently the same disordered solid state is obtained. Furthermore, these observations 

demonstrate that the development of history dependence must be crucially related to the 

solidification process commencing at Tm. These observation are not altogether surprising, 

since intuitively we expect there to be no history dependence, either thermomagnetic or drive 

dependent, in the liquid regime. 

A second important feature of the data is the linear region of the h{Toff) dependence, 

starting at the melting temperature T^. Remarkably the end-point of this region coincides very 

closely with the peak-effect temperature Tp.. In the previous chapter we described the interval 

between Tm and as the melting transition region. Irrespective of the precise mechanism 

involved, these data provide extremely strong evidence that this is indeed the region across 

which solidification occurs. From the present observations alone, it is not possible to state 

with absolute confidence how this dependence of pinning strength on Toff reflects changes 

occurring across the transition region (we wil l discuss this in more detail below). However, 

in the framework of our present understanding, the data provide a clear indication that 7]; 

indeed marks the point at which solidification is complete. 

The final obvious feature of the hiTon) dependence, is low-level plateau in /a for values of 

Toff below Tp. This can be understood if it is realised that the effect of annealing current is to 

Except perhaps in the immediate vicinity of T -̂
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ensure that the system sohdifies into an ordered and hence weakly pinned solid state. If an 

annealing current is applied across the whole width of the solidification region, then the 

system should solidify into a uniformly ordered state. It is only when the annealing current is 

switched off prior to the completion of solidification that a less than completely ordered 

system is obtained. The plateau in the hiToff) dependence for Toff < Tp, therefore reflects the 

fact that once the system has solidified into a uniformly ordered state, it is not possible to 

make it more ordered by the continued application of the annealing current. Equally, the 

exposure of such an ordered system to the disorder at lower temperatures well below T^, by 

switching off the annealing current, seems to have no effect on the degree of ordering within 

the system. This implies that this weakly pinned ordered state is relatively stable, at least over 

temperature range and time-scales that we have investigated. This is consistent with 

theoretical predictions that the stable state of the vortex system in this region of the phase 

diagram should be a quasi-long-range ordered Bragg-glass phase [15, 16] (see also Section 

5.3.2). 

7.6 Effect of Magnetic Field on the Development of Pinning within 
the Field Cooled Vortex Solid 

In the previous section we saw how our specially developed history dependence technique 

can be used to probe the development of pinning across the region of the vortex freezing 

transition. The previous measurements were for one particular applied field B = AT. We 

now compare data obtained using the same method but for three different applied fields, 

namely: 1.5 T, 3 T and 4 T. In each case V(I) curves similar to those shown in Fig. 6 were 

measured for a range of different values. Here, we recall that represents the 

temperature at which the annealing current is switched off, as the system is cooled down 

towards to the measurement temperature (see insets to Figs. 7.2 and 7.4 together with 

All of these fields lie well below the multicritical field for the particular sample under investigation 
(Bn^«6.5 T). 
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related captions). Due to the field dependence of the melting temperature, for each given 

field a different Tmeas was used (see Appendix of this chapter). For the fields of 1.5 T, 3 T and 

4 T the selected measurement temperatures were respectively, 88.2 K, 86.4 K and 85.0 K. 

Shown in Fig. 7.6 are 7d(7^ff) dependences for the three different fields, extracted from V(I) 

depinning curves similar to those shown in Fig. 7.4. Obvious from the figure is the essential 

similarity of form between the /d(^off) dependences for the three different fields. In each case 

plateau in the depinning current for high and low values of Toff, are separated by transition 

regions. Recalling that h reflects the strength with which the system is pinned, then it seems 

that in all three cases the majority of pinning develops across this well-defined region. 

Significantly, the width of the transition region in the /dC^off) dependences increases with 

increasing magnetic field. 

B = 4 T 
B = 3T 

B = 1.5T 

Fig. 7.6 Depinning current versus Toff dependences for three different values of applied 
magnetic field. In each case the shaded boxes indicate the temperature regions over 
which the majority of pinning develops. Note that AT\,s < AT^ < AT4. 

180 



Chapter 7, History dependence as a probe of pinning in the melting transition region 

7.7 Disappearance of History Dependence above the Multicritical 
Point 

In the preceding section we saw how, for fields of up to 4 T, the width of the transition 

region increases with increasing field. A separate question relates to what happens as we 

further increase the magnetic field, above the so-called multicritical point. From standard 

transport measurements, we identify this as the point where the melting kink broadens 

strongly and hence it is supposed the transition becomes second order (see Section 5.2). By 

testing for history dependence above the multicritical point, we will be able to tell whether 

such behaviour is dependent on the first order nature of the melting transition. 

We have chosen to perform this test by comparing history dependent V(I) depinning curves 

for two fields, one below and one well above the multicritical point. In each case we contrast 

depinning curves for the extremes of the most strongly pinned and the most weakly pinned 

states. These are the states obtained respectively after : (1) Starting from well above and 

applying an annealing current throughout the process of cooling down to the temperature 

point at which the V(I) depinning curve is measured (the ACC state); and (2) Cooling down, 

again from high temperatures, however without applying a current at any stage during cooling 

(the ZCC state). The purpose of starting from above is to ensure that any prior history 

dependence has been erased from the system. By contrasting isothermal V(I) depinning 

curves for the ZCC and ACC states we essentially test for the presence or absence of history 

effects, rather than examining in detail the dependence on thermal history. 

In Figure 7.7 (overleaf) we contrast two sets of isothermal ACC and ZCC state curves, for 

fields of 4 T (top frame) and 7 T (bottom frame). As shown by the curves in the upper 

frame, at 4 T the distinction in terms of pinning properties between the ZCC and ACC states 

is very clear. For a wide range of measurement temperatures below the melting transition, the 

curves corresponding to ZCC state (dashed lines) depin at substantially higher currents than 

Standard p(T) measurements place between 5 and 6 T (dependent on the chosen criterion). 
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their ACC state equivalents. Indeed, the curves presented in this frame are merely an 

alternative representation of the history dependence data presented in previous sections. In 

contrast, as illustrated by the curves in the lower frame, at B=1T the curves for ZCC and ACC 

states are very similar. This disappearance of history dependence above B^c indicates that 

the observed effects must be in some way related to the first order nature of the melting 

transition. 

7.8 Testing for Relaxation in the Transition Region 

From the evidence presented thus far we have shown that the majority of pinning within 

the field-cooled state develops across a narrow transition region between and 7p. 

Furthermore, we have demonstrated that the width of this region increases with increasing 

magnetic field and that above the multicritical point the sharp distinction in pinning properties 

between the vortex solid and the liquid states disappears altogether. We now return to a 

discussion of the processes occurring within the transition region itself 

Elementary pinning interactions smoothly decrease with decreasing temperature and hence 

they are not expected to change substantially across the melting transition region, which has a 

relatively narrow temperature width - I K . It follows that the linear drop off in pinning-

effectiveness for Toff values between and must in some way reflect the ultimate 

distribution of vortices within the solidified vortex system. This stands to reason, given that 

we identify the low and high-temperature plateaux in the dependences with uniformly 

ordered and disordered states respectively. Our results thus far have indicated that any 

differences in the effectiveness of pinning at Tineas must arise as a result of processes 

occurring at or below Toff. This allows for two general ways in which states probed at Tnieas 

could reflect processes occurring in the transition region. 
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(i) The pinning measured at Tmeas could in some way reflect the state of the system at T n̂ 

itself. In other words, a signature of this state could be "frozen-in" when we switch off the 

annealing current. For this to be the case, the signature would have to persist down to 

the measurement temperature Tmeas-

(ii) Alternatively the pinning which we measure at Tmeas could reflect relaxation processes 

occurring between and 7"p (the lower limit of the solidification transition region). The 

observed linear increase of k with Toff could then be explained in terms of an increase in 

the relaxation rate within the softening solid system on approaching the melting 

temperature. 

In order to distinguish between these two scenarios, it is necessary to test for relaxation 

effects within the melting transition region. Relaxation time-scales are expected to drop by 

several orders of magnitude from tens of minutes in the solid phase to less than seconds in the 

liquid phase [3, 19]. Although relaxation time-scales are very short within the liquid phase, 

our previous observations have indicated that this does not manifest itself in terms of history 

dependence. This is due to the fact that, with the possible exception of the immediate vicinity 

of the freezing transition, in spite of relaxation the vortex liquid phase remains effectively 

unpinned [20]. Equally, within the tramework of a relaxation scenario, since relaxation rates 

are expected to fall off rapidly with decreasing temperature, we would expect the effects of 

relaxation to be most pronounced in the region of the "soft solid" immediately below T„̂ . 

As part of the state preparation technique used in obtaining the depinning curves of 

Section 7.5, we allowed the system to remain at temperature for a time r̂ ait before 

dropping to the measurement temperature. If there were significant relaxation effects over the 

time scale of our observations then we would expect the depinning current at Tmeas to depend 

not only on but also on rwait- Overleaf we have schematically indicated how this would 

appear in terms of the 7d(7 f̂r) dependences. 

184 



Chapter 7, History dependence as a probe of pinning in the melting transition region 

t 

t 

^wait3 — 

waitl . / 

wait2 / / 

i I i L 
> 

m off 
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The schematic representation of Fig. 7.8 illustrates the main feature that we would expect in 

terms of the relaxation behaviour, namely: 

(i) For any particular exposure temperature Ton within the transition region, would be 

expected to increase with increasing Lait-

(ii) The effect of relaxation would be most pronounced immediately below 7^ and decrease 

with decreasing exposure temperature. The curves for different waiting times should 

converge at low temperatures, where relaxation is expected to become negligible over 

observational time-scales. 

(iii) As explained above, there should be no effect of relaxation within the vortex liquid phase. 

It follows therefore that curves for different Lait should converge for Toff values above T^-
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If relaxation were significant over our observational time-scales it is very difficult to see how 

such time and temperature relaxation could lead to a linear dependence of h on Joff (as 

observed in our experiments). However, to decide definitively whether relaxation is the cause 

of the observed effects, it is necessary to test for a dependence of /d on /wait at different 

temperature points within the transition region. In Fig. 7.9 we present a series of V(I) curves 

(symbols) measured at temperature 7̂ eas = 85.0K and field following different 

thermal histories. The dotted line and thick lines respectively represent the ZCC and 
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depinned states, respectively. The fine lines were obtained following cooling histories 

equivalent to that described in section 7.5. However, whereas previously the waiting time /wait 

at Toff was standardised as 60 s, in the case of the fine lines in Fig 7.9, a range of different 

waiting times /wait were used. The curves in the figure are in two distinct sets, corresponding 

to the Toff temperatures 85.4 K (diagonal crosses) and 85.6 K (vertical crosses) respectively. 

Both of these Toff points lie within the solidification transition region for i? = 4 T (see Fig. 

7.6). There is some scatter between curves for a given Toff temperatures. However, from the 

inset to the figure it should be evident that there is no systematic relationship between the 

effective strength of pinning upon the waiting time. 

These observations very clearly demonstrate that if time dependent relaxation effects do 

occur within the transition region, then they must take place over time-scales significantly 

longer (or indeed shorter) than our observational period (between 1 and 10 minutes). It 

follows, therefore, that the observed history dependent effects cannot be explained in terms of 

a gradual softening of the vortex solid on approaching the melting transition Instead, we 

return to the idea that the dependence of pinning strength on Toff in some way reflects the state 

of the system at Toff itself In the following section we present an interpretation of how this 

could arise in terms of a model of coexistent vortex liquid and solid phases. 

These results are also important from a practical point of view. If significant relaxation effects 

occurred, with a time-scale of the order of minutes, then the response measured at Tmeas would depend 

not only on 7̂ % but also on the total length time taken to cool the system down to the measurement 

point. Since it is difficult to standardise this cooling time, it would be virtually impossible to directly 

contrast observations obtained following histories with different Toff and Tmeas temperatures. The fact 

that we have observed no time dependent relaxation over observational time-scales is important in that 

it demonstrates that any delays in our state preparation process or differences in sweep rate should not 

affect our results. 
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7.9 Interpretation of the History Dependences in Terms of a 
Coexistent Phase Scenario 

In Chapter 6 we considered a variety of observations, demonstrating the existence of a 

transition region in the vicinity of Tm- Based upon these observations and following on from 

ideas developed by ourselves [21] and other groups (see for example Ref 22], we developed 

an explanation for the transition region in terms of a parameter window over which vortex 

liquid and solid phases coexist. Recent magneto-optical imaging experiments have provided 

a strong indication that phase coexistence does indeed occur within Bi2Sr2CaCu20g [23]. 

These observations cannot, however, be regarded as absolute proof of phase coexistence, 

since they were limited in their resolution to observing macroscopic variations in flux density, 

and not the distribution of individual vortices. We will now demonstrate a remarkable 

correspondence between the coexistent phase model and our history dependence observations. 

Within the 6amework of a coexistent phase model, the relative proportions of the system 

in solid and liquid phases vary as the system is cooled across the transition region (for a more 

detailed discussion see Section 6.6 of the previous chapter). Within the transition region 

itself, the system is expected to comprise a well-defined spatial distribution of solid and liquid 

phases. The proportion of the system in the liquid phase should change continuously from 

100% at the to 0% at the lower limit of the transition region. In fact, as we will now see, 

this coexistent-phase model provides a clear explanation for the main features of our history 

dependence observations. 

Central to our interpretation, is the idea that in the presence of an annealing current, 

sohdification occurs into a stable ordered solid phase (see discussion in Section 7.3). If an 

annealing current were applied down to a point within the solidification transition region 

then according to the coexistent phase model, a well-defined proportion of the system should 

have solidified. Thus, at we would expect the system to comprise mixture of ordered-

solid and liquid regions. If the annealing current was then switched off and cooling continued 

down to a temperature 31neas, below the lower limit of the transition region, then the remaining 

liquid regions should solidify. In the absence of an annealing current, the configuration of 
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vortices within these solidifying regions would be solely determined by a competition 

between shear and thermal interactions. Hence, for a system with significant pinning, the 

vortices in these regions would be expected to freeze into a disordered solid [19]. In the 

absence of significant relaxation within experimental time-scales, as was indeed indicated by 

the results of Section 7.8, the clear distinction between the ordered and disordered regions of 

vortex solid should persist down to Tmeas- It follows that the distribution of (ordered) solid 

and liquid at Toff should correspond exactly to that of ordered and disordered solid at Tmeas-

Given that we expect vortices in the disordered regions to be significantly more effectively 

pinned than those in the relatively ordered regions, this implies that the overall strength of 

pinning at Tmt&s should depend on the proportion of the system in the disordered solid phase. 

Following the arguments outlined above, this will in turn depend on the proportion of the 

system which remained in the liquid phase at Toff- This interpretation therefore provides a 

clear explanation as to why the depinning current increases with increasing Toff for 

temperatures within the transition region. The higher the temperature at which we expose the 

system to the underlying pinning potential the larger the proportion of the system will solidify 

into a disordered and consequently strongly pinned solid phase. 

The interpretation outlined above also explains why we observe plateaux in the /a versus 

Toff dependence for Toff temperatures above and below the transition region. Considering 

initially the former scenario, if the annealing current is switched off at any point above 

then on cooling across the transition region the system should solidify into a uniformly 

disordered solid phase. That is to say, if the annealing current is switched off when the 

system is liquid throughout, then the precise temperature point at which this occurs has no 

effect whatsoever on subsequent pinning properties. Following similar arguments, if the 

annealing current is switched off at any point past the lower end of the coexistent phase 

region, then the entire system should already solidified into an ordered solid phase. Given 

that this phase is stable over time, irrespective of the precise temperature point below at 

which the annealing current is switched off, the same ordered configuration should be 

attained. 
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From the arguments outlined above it seems that the coexistent phase model provides a 

clear and consistent explanation for some of the overall structure of our observations. In 

addition the model accounts for the more detailed features of our results, namely: 

The width the transition region increases with increasing field. As discussed at length in 

section 5.5.1 of the previous chapter, this can be easily be explained within the framework of a 

coexistent phase model. The main point made in this section was that phase coexistence could 

arise due to weak long wavelength inhomogeneities in sample oxygenation. This could result in a 

corresponding spatial variation in the local melting temperature across the sample. The effect of 

this inhomogeneity and hence the resultant melting temperature variations would be expected to 

accentuated with increasing magnetic field. 

History dependence disappears above the multicriticai point. Sharp distinctions between the 

different phases allows for their coexistence over a particular region of parameter space. Above 

the multicriticai point, at which the transition vortex freezing transition becomes second order, it is 

expected that the sharp distinction between solid and liquid phases should disappear. Hence, 

above this point it is no longer possible to speak in terms of distinct region of solid and liquid. It is 

clear, therefore why a distinct coexistent phase region should disappear above this point. 

Absence of time dependent relaxation effects. In section 7.8 we presented observations 

which demonstrated the complete independence of the pinning strength at Tmeas, on the length of 

time spent in zero current at temperature Ton- This is entirely contrary to expectations for a 

glassy relaxation scenario (see Section 7.8). In contrast, from the coexistent phase interpretation, 

the reasons for this lack of time dependence are clear. Within this interpretation, the strength of 

pinning at low temperatures is determined not by relaxation processes occurring at and below 

and below Ton, but by the state the system has already attained on reaching Toff. The 

distribution of ordered and disordered solid at Tmeas is a direct reflection of the distribution of solid 

and liquid at Ton- This distribution is controlled by local thermodynamic conditions at Toff and 

should not therefore be subject to significant relaxation processes. Further to this, it is worth 

noting that the absence of relaxation within ordered regions of the solid phase is entirely 

consistent with the idea that the stable state of the system below the freezing transition is a quasi 

long-range ordered Bragg Glass phase (see Section 4.3.4). 
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It seems from the evidence collated in this section that there is compelling support for the 

coexistent phase model. Given that we accept this model to be correct, it should now be 

possible from our data to estimate the relative proportions of the system in the solid and liquid 

phases at any particular point in the transition region. At any temperature within the 

transition region the proportion of the system in the liquid phase can be expressed in terms of 

the equation; 

Here /d(7) is the depinning current measured at T= Tmeas following a state preparation 

history with T= T o f f . h \ and h i represent the depinning currents for T ^ f f values below and 

above the transition region respectively (see inset to Fig. 7.5). In Fig. 7.10 we illustrate the 

results of applying this calculation to the data of Fig. 7.9. 
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We justify the use of this model by noting that the V(I) curves for Toff values within the 

transition region, depin very abruptly (see Fig. 7.4). This implies that the effectively-pinned 

disordered regions are responsible for holding the whole vortex system. Thus, the vortex 

system depins when the sum of Lorentz forces applied to all vortices exceeds the sum of the 

pinning forces within the disordered regions. 

7.10 Summary and Conclusions 

In summary, in this chapter we have demonstrated that, at any unique thermodynamic 

point within the vortex solid regime, dependent only on prior history, states with a wide range 

of different pinning strengths can be obtained. We relate this variation of effectiveness of 

pinning to differences in the degree of disorder within the frozen vortex system. We have 

developed a novel method for controlling solidification of the vortex system, based upon the 

concept of a so-called annealing current, namely a current which is sufficiently large to wash 

out the effect of pinning disorder on the driven system. By using an annealing current to 

control the precise temperature point at which the solidifying vortex system is exposed to 

disorder, we have found that the changes occurring in the vortex system on solidification 

occur across a well defined transition region between the melting temperature and the peak 

effect temperature Tp. 

Building upon concepts proposed in the previous chapter we went on to examine the idea 

that the transition region defines a temperature interval over which vortex solid and liquid 

phases coexistent. A remarkable consistency has demonstrated between this interpretation 

and the essential features of our history dependence observations. Both the broadening of the 

transition region with increasing field as well as the complete disappearance of history 

dependence above the multicritical point are entirely consistent with this scenario. The 

strongest proof, however, stemmed from the failure to observe any relaxation over 

experimental time-scales at temperature points within the transition region. Were the 

transition region due to the temperature dependence of relaxation rates within a soft vortex 
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solid, then we would expect significant time dependent relaxation effects to be observed 

within the system. The absence of such relaxation effects provides very strong support for the 

coexistent phase interpretation. 

Our observations also provide strong support for the idea that the stable phase of the vortex 

system below the freezing transition is a quasi long-range ordered Bragg glass phase [15]. 

Firstly there is the absence of relaxation (over experimental time-scales) within the depiniied 

state. Since this is an ordered solid state this indicates the inherent stability of an ordered 

solid phase. Thus, although there is the possibility for the system to become more strongly 

pinned in remains stable in relatively weakly pinned configuration. Secondly, whereas the 

properties of the pinned solid state are very dependent on history, the depinned-state 

properties are entirely history independent. Thus, our observations indicate that there is a 

stable, history independent, ordered phase of the system below the freezing transition line, 

entirely consistent with the predictions for a Bragg glass phase [15]. 
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Chapter 7 Appendix: Dependence of Main Observations on Procedural 

Parameters and Precise Method Used in History Dependent Technique 

In the main part of the chapter we presented the most important features of history 

dependence observations without regard to precise form of the state preparation technique 

used. In particular we did not consider the values chosen for the so-called procedural 

parameters, an example of which would be the annealing current. Within this Appendix we 

consider in more detail the affect of such procedural factors on our core observations. 

Dependence on Annealing Current, /ann 

In all of our history measurements, an annealing current, /ann = 10 mA was used to control 

solidification within the system. We justified this parameter choice by stating that, provided 

the annealing current was sufGciently large, the results of experiments should be the same 

(see Section 7.3). We will now demonstrate that is indeed the case and discuss the reasons 

behind this. 

As was explained in more detail in Section 7.3, the main effect of an annealing current is to 

drive the system into an ordered dynamic state. Thus an annealing current can be categorised 

as a drive in excess of the dynamic reordering threshold, as discussed in a number of theories 

and numerical simulations (see Section 5.3.2). Provided that the applied current exceeds the 

threshold current for this reordering transition, it should not matter how large it actually is; the 

fundamental effect on the structure of the dynamic system should be the same. Where the 

applied current exceeds the level for dynamic reordering, this ensures that solidification 

occurs into an ordered solid state. However, if a current less than the threshold were applied, 

then would be expected to have a very different effect on the driven system. Disorderly flow 

of vortices would be expected. Hence on cooling in the presence of a current below the 

reordering threshold, we might expect to obtain a more strongly pinned state. The fact that 

these assumptions are justified is borne out by the data of Fig. 7.11 (overleaf). 
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Here we show a series of V(I) depinning curves (fine lines) measured at a temperature 

T̂ eas = 88.2 K and Geld .8 = 1.5 T following the usual history technique (see Inset of Fig. 7.4). 

For all of these curves the annealing current was switched off at a temperature Toff == 90 K, 

which lies roughly at the midpoint of the solidification transition region for B = 1.5 T (see 

Fig. 7.6). The curves differ only in terms of the magnitude of the current (/ann) applied during 

the first part of cooling. From the figure, it can be seen that at the limit of low "annealing 

current" (the name is not strictly justified in this case) the curves converge on the ZCC state 

dependence. Thus a low "annealing current" can be considered virtually equivalent to no 

current at all, in terms of its affect on the solidification process. For higher annealing 
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currents, (/aim >0.5 mA) the system is seen to depin at substantially lower currents. This 

reduction in the pinning strength could reflect an increased ordering of the driven system in 

the vicinity of the dynamic reordering transition. At the limit of high current ( > 5 mA), 

there are only relatively small differences between these curves for different annealing 

currents. Thus, it seems that the magnitude of the current does not have a substantial effect 

on our observations at this limit. The implication is, that there is a threshold current (in this 

case - 5 mA) and provided that the current we apply is in excess of this threshold it does not 

matter exactly how large it is. In practise we chose to use a 10 mA current. This can clearly 

be classed as a "high-driving-force" current, and yet was sufficiently low to limit the risk of 

damage to the sample contacts. 

Dependence on Measurement Temperature, Jmeas 

The measurement temperature Tmeas is the point at which we probe the system to identify 

how strongly pinned it has become following our specific cooling procedure. In Section 7.5 

we showed that the pinning in the vortex solid state develops across a narrow range between 

Tm and Tp. Thus provided that Tmeas < T^, the basic features of our observations should be 

unaflected by the precise measurement point. For Tineas > however, it is not 

straightforward to decide in how far the response reflects the measurement point itself as 

opposed to the prior history. For this reason we restricted our studies to measurement points 

where Tmeas < 7^. The fact that the essential features of our observations were the same for 

different Tmeas points below the transition region is indicated by the data of Fig. 7.12. 

When a high amplitude ac current is to be applied for any length of time to is necessary to consider 
the possible risk of damage to the contacts. This is slightly different to the case which arises during a 
current-voltage sweep where the current is ramped up to a very high maximum value and then 
immediately dropped back down. Again there is a risk associated with such a procedure. However, it 
is clear that the risk is lower than if the current were applied continuously for long periods of time 
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Depinning current versus Toff dependences in a field of 4 T, acquired at two different 
measurement points, both of which lie below the solidification transition region. 

The h{Tof{) dependences for these two measurement points mark out the same transition 

region, as indicated by the shaded box in the figure. Thus the essential feature of our 

observations remain unchanged, namely a transition region in the vicinity of Tm, the width of 

which is determined by the magnetic field. 

The observations of Fig. 7.12 also serve to highlight some of the main differences between 

the data obtained at different measurement points. It is immediately obvious from the figure 

that in the case of the lower measurement temperature the endpoints of the transition region 

are much less distinct. This reflects the fact that at lower temperatures the measured voltage 

response is correspondingly lower, and hence there is a much larger scatter in the 

measurement of the depinning current. For this reason it would seem preferable to choose a 

measurement point similar to that of the lower curve in Fig. 7.12 rather than that of the upper 

curve. In fact, there is a further additional factor, again evident from the data of Fig. 7.12, 
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namely that of the range of the depinning current itself As we increase the measurement 

temperature we decrease the range over which the depinning current varies. Thus in Fig. 

7.12, for Tmeas = 84.7 K the depinning current varies over the approximate range 7.5-23 mA, 

whereas for the higher measurement point Tmeas = 85 K the depinning current varies over the 

much smaller range 7.5 mA - 15 mA. From this point of view it is preferable to take to 

measurement point to lower measurement temperatures where the range of variation in 

range is larger. Clearly a compromise needs to be reached, the main factors affecting this 

compromise being; 

(i) Trneas rnust lie below the melting transition region. If it lies within this region then it 

becomes very difficult to separate the effect of the measurement point itself from that of 

the prior history. 

(ii) A measurement point should be selected for which there is a large difference between the 

depinning currents for the most strongly pinned (ZCC) and most weakly pinned 

(depinned) states. This effectively increases the resolution of the k{Ton) dependence 

allowing for more effective identification of the upper and lower limits of the solidification 

transition region. This requirement pushes the measurement point to lower temperature. 

(iii) The range of depinning currents must not be so large as to exceed the practical upper 

limit. In our experiments we imposed an upper limit of 25 mA on the applied current, in 

order to limit the risk of damage to our sample contacts. Thus for any measurement 

temperature at which the most strongly pinned (ZCC) state had a depinning current 

greater than 25 mA, the upper part of the /d(Toff) dependence would be inaccessible. 

Due to these various conflicting practical constraints, the measurement temperature Tmeas was 

the most difficult parameter to select in our experiments. 
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Effect of the precise cooling technique 

The final factor which we consider, is the effect of the precise form of the thermal history 

on the results of our measurements. According to coexistent phase interpretation presented 

above, the temperature Toff (at which the annealing current is switched off during cooling) is 

the only physically significant point within the history dependence. In order to demonstrate 

that this is indeed the case, we have considered three distinct state preparation methods. 

These methods were as follows (see left-hand frame of 

Fig. 7.13): 

Method 1. Normal history method. Starting from a temperature well above (thereby ensuring 

that any prior history dependence is erased) cool down to Toff with an annealing 

current applied. Switch off annealing current and cool down to T̂ eas-

Method 2. Starting for temperature Tmeas warm up with an annealing current applied as far as Toff. 

Switch off the annealing current and cool back down to T̂ eas-

Method 3. Starting from a temperature above fm cool down to Toff with an annealing current 

applied. Switch off the annealing current then cool down to temperature well below 

the normal measurement temperature fmeas- Leave the system at this low 

temperature for - 5 min then warm back up to fmeas-

As demonstrated by the V(I) depinning curves in the right hand frame of 

Fig. 7.13 (overleaf), in spite of the substantial differences between these state preparation 

methods, virtually identical states were obtained as a result of these different techniques. This 

impressive correspondence proves that the temperature Toff is indeed the significant 

controlling factor in determining the strength of pinning within the frozen vortex system. 

Further to this we can draw two ancillary conclusions. Firstly we can state that, in terms of 

erasing history dependence from the system, the application of a high amplitude current is 

equivalent to taking the system to high temperatures [cf. curves (a) and (b)]. Secondly we 

make the observation that time spent at low temperatures in the absence of an applied current 

[curve (c)] has no effect upon the strength of pinning within the vortex system. This is 
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additional proof for the absence of relaxation effects within the system, even at low 

temperatures. 
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Fig. 7.13 Right-hand frame, V(I) depinning curves for states obtained following three different 
histories, as illustrated schematically in the left hand frame and described in more 
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CHAPTER 8. DRIVE DEPENDENT DYNAIVIICS IN THE 
VORTEX SOLID REGIME 

8.1 Introduction 

As we have seen from preceding chapters, the driven vortex system of YBazCugO?^ manifests 

a wide range of different dynamic responses, reflecting strong competition between pinning, 

thermal and inter-vortex interactions. This competition of interactions is expected to be most 

pronounced in the region of the vortex solid just below the freezing transition. At the low 

driving force limit, the dynamics of the system are dominated by pinning and the sharp 

resistivity-drop on freezing [1] simply reflects a transition from a mobile liquid to a static 

solid state. However, the strong competition between the various interactions across the 

freezing/melting transition region becomes apparent when larger driving forces are applied. 

On applying higher currents there is strong non-ohmic broadening of the transition [2], often 

occurring in conjunction with a pronounced minimum in the p{T) dependence just below the 

melting transition (the peak effect [3]). For a more detailed discussion of these non-ohmic 

responses see Chapter 6. Further indicators of the complexity of the vortex solid dynamics 

have been provided by detailed analysis of noise responses and history dependences in the 

peak effect region of NbSez single crystals [4]. In the case of YBa2Cu307_g, a variety of 

hysteretic behaviour has been observed in the transport responses of the vortex solid [5], 

again indicative of the non-trivial relationship between static and dynamic vortex behaviour. 

As was discussed in more detail in Chapter 5, theoretical and numerical studies have 

predicted a wide variety of dynamic regimes within the vortex solid state, dependent on 

driving force magnitude, pinning strength and pin-distribution as well as temperature and 

field. Although the specific details of the various dynamic regimes remain controversial, a 

broad division of regimes has emerged into: (a) thermally activated regime at low driving 
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forces; (b) incoherent or plastic flow regime at intermediate driving forces ; and (c) coherent 

and relatively ordered dynamic regime at high driving forces. Here, we focus on the 

distinction between the latter two regimes, describing them generically as the plastic and 

elastic dynamic regimes respectively. It should be noted, however, that this clear distinction 

of naming is somewhat artificial, in that there is almost always some degree of local plasticity 

even in a nominally elastic regime (see Section 5.3.4). 

While transport measurements cannot tell us about the detailed structure of a particular 

dynamic regime, many clues can be gleaned from the voltage response. Indeed, qualitative 

arguments lead us to identify a number of clearly recognisable signatures in transport 

measurements, distinguishing between the two broad classes of dynamic regime. 

Plastic Dynamic Regime 

The onset of a significant voltage response above the level of thermal activation is expected to 

occur gradually, as progressively more and more vortices participate in the motion. In general, 

above threshold relatively low-level non-ohmic voltage responses are expected, reflecting the 

importance of pinning. The precise nature of these responses is expected to depend on the 

strength and distribution of pinning centres within a particular sample. In cases where the pattern 

of vortex flow changes over the course of time, relatively high noise levels are also expected. 

Elastic Dynamic Regime 

In an elastic dynamic regime the response is expected to be ohmic and accompanied by 

relatively low levels of noise. This reflects the relatively weak interaction of the system within the 

underlying pinning potential. 

Implicit in the predictions outlined above, is the idea that the level of ordering within a 

dynamic vortex system is reflected in its voltage response. This can be understood in terms of 

the fact that in a relatively ordered dynamic system inter-vortex interactions dominate, hence 

The width of the window for plastic flow dynamics contracts significantly with decreasing disorder. 
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it is not energetically favourable for vortices to move far from their "equilibrium" positions 

within the moving frame. As a result, the driven system experiences the underlying pinning 

potential as only a weak perturbation on the overall ordered motion. In contrast, for a 

disordered system, due to fragmentation over much shorter length scales, the driven system is 

readily able to adjust its motion to accommodate variations in the underlying disorder 

potential. Consequently, the influence of pinning is much stronger in this case and a much 

lower level non-ohmic response is expected. 

In addition to the dependence of the vortex solid dynamics on the magnitude of the driving 

force, various studies published by ourselves [6, 7, 8] and other groups [9, 10], have indicated 

a clear dependence on the modulation form of the drive. In this chapter, we present a 

comprehensive review of our observations on the drive modulation dependence of the driven 

vortex solid. In outline, the structure of this chapter is as follows. A summary of the 

experimental details specific to the observations presented in this chapter is presented in 

Section 8.2. In section 8.3 we contrast the responses of the system to the three basic types of 

modulation form namely: single polarity (unidirectional); double polarity (bidirectional) and 

asymmetric (bidirectional). In particular, we draw attention to the highly anomalous response 

observed in the case of asymmetric drives, whereby the voltage underwent large amplitude 

low frequency oscillations with periods orders of magnitude lower than the drive frequency. 

In sections 8.4, 8.5 and 8.6 we present a detailed characterisation of the voltage amplitude 

oscillations and summarise the various results in Section 8.7. An interpretation of the 

oscillatory vortex dynamics is developed in Section 8.8, central to which is the idea that the 

asymmetrically driven vortex system comprises two distinct domains, one ordered the other 

disordered, the relative proportion of these domains changing periodically over the course of 

time. In Section 8.9 we present details of various history dependences and memory effects 

observed on switching between different drive modulation forms. The observations within 

this section provide strong support for the interpretation of the oscillatory vortex dynamics 

developed in Section 8.8. Furthermore, these results provide a strong indication of relative 
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stability of ordered dynamic phase. Finally, in section 8.10 we present a summary of our 

main findings and conclusions. 

8.2 Specific Experimental Details 

The effects described in this chapter have been observed on a number of different 

YBa2Cu307-g single crystals, all of which were grown using a self-flux method in Y-stabilised 

ZxOj crucibles (see Chapter 2). In general, oscillatory voltage-amplitude responses, as 

described and characterised in section 8.5, were only observed in samples with sufficiently 

low defect densities. For clarity of presentation, all of the data presented in this chapter refer 

to one particular detwinned single crystal (Sample B in listing of Appendix A). Transport 

measurements were performed using the SQUID picovoltmeter arrangement (see Section 

3.5.3). Of relevance to these particular measurements, was large frequency bandwidth of this 

system (> 1 kHz), which allowed for distortion free measurement of responses to drives with 

a range of different frequencies and modulation forms. 

Unless otherwise indicated, all of the observations described in this chapter were 

performed in a field of 2 T (HHc) and temperature 7 = 87 K. This measurement point lies 2 K 

below the thermodynamic melting line hence the results presented in this chapter correspond 

to the dynamic behaviour of the vortex solid. To determine the influence of thermal effects 

on our data we measured p{T) curves in the region of the melting transition for a range of 

different currents. It was found that the sharp onset of the resistivity kink (conventionally 

associated with the vortex solid to liquid melting transition) occurred at the same temperature 

for all currents of up to 20 mA. Thus, since the largest current that we used in our studies was 

5 mA (corresponding to a current density of 22 A/cm^), this implies that our observations 

cannot be due to thermal effects. 
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8.3 Response of the Vortex System to Different Drive Modulation 
Forms: Unidirectional, Bidirectional & Asymmetric 

Fig. 8.1 illustrates the strikingly different voltage responses observed on applying transport 

currents with the same amplitude but different modulation forms (7= 87 K, B=2 1 and 

/o = 3 mA). Whereas the sections of the curve marked SPSW and DPSW were obtained using 

single-polarity and double-polarity square wave-drives, the ASW section was obtained in 

response to a more unconventional ajsymmetric square wave drive. 
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In all three cases the drive current was modulated with a frequency= 68 Hz. In the case 

of the ASW drive the asymmetry took the form of difference between the durations of the 

positive and negative going parts of the square wave period and T_ respectively (see 

inset). From this we define a temporal asymmetry; 

6%, = ( 3 ; + 7 1 ) (s.i) 

Note that for the ASW data shown in Fig. 8.1, at = 0.1. It is evident from this figure that the 

system responds very differently to these three classes of drive. In the case of the SPSW 

(single polarity square wave) modulation the time averaged voltage response amplitude is low 

and associated with high levels of voltage noise. For the DPSW (double polarity square 

wave) current, Fo is relatively high and noise levels are much lower than in the SPSW case. 

The most strikingly different response, however, is obtained in the case of the ASW 

(asymmetric square wave) drive. In contrast to the constant level responses obtained in the 

DPSW and SPSW cases, for the ASW drive the voltage response amplitude (Fq) demonstrated 

pronounced periodic variations with time, reflecting a modulation over time of the 

instantaneous voltage amplitude. In general, the shape of these voltage amplitude 

oscillations was asymmetric, such that the rising edge of each oscillation cycle had a 

shallower gradient than the falling edge. Whilst the falling edges were approximately linear, 

the rising edges tended to be less smooth, manifesting a fine structure that often repeated itself 

across oscillation cycles. Significantly, the frequency (/osc) of these oscillations 

(~ 0.01 Hz) was much lower than the modulation frequency /m= 68 Hz of the driving current. 

Furthermore, as we will demonstrate in Section 8.5.3,^sc was of the modulation 

frequency for/n > 40 Hz. 

Clarification of the term voltage amplitude oscillations is provided in Fig. 8.2. The upper 

frame shows response, similar to that depicted in Fig. 8.1, as measured using a lock-in 

detection technique. In the lower frame a schematic representation is provided of how such 

oscillations of in the voltage amplitude would appear if they were viewed in real time. 
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oĵ cz/Za^zoM j )gno( / M/owZ /̂ co/tyz^f q/" oAowr '^000 voZragg ̂ w/.ygj^. 

Returning to a discussion of Fig. 8.1, we note that the amplitude of the response to an 

ASW drive varies between upper and lower limits and Fo™") which lie between the 

responses levels for the SPSW and DPSW cases respectively (dashed lines in Fig. 8.1). In 

fact, we have found that the ratio is dependent upon the probing current amplitude 

(the maximum value that we observed was Fq^VFo™" « 3). For the case shown in Fig. 8.1, 

the ratio ~ 2. Since the voltage amplitude undergoes such large oscillations it is 

clear that this must reflect substantial changes in the structure of the driven system. 

Moreover, we suggest that, since and Fo™" lie between the response levels for the 

SPSW and DPSW driven system, that ASW driven system is in some way intermediate 
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between the extremes of the SPSW and DPSW cases.' Indeed, an ASW drive can in a certain 

senses be considered to be intermediate between a symmetric double polarity drive and a an 

entirely unipolar single polarity drive. In Section 8.8 we will discuss this idea in more detail. 

Thus far, we have considered oscillations arising in response to a square wave (ASW) 

drive with an asymmetry in the length of its positive and negative going periods. In fact, we 

have found that neither the square-wave form, nor the temporal asymmetry per se, were 

crucial in establishing oscillations. As depicted in Fig. 8.3, Vo(t) oscillations similar to those 

shown in Fig. 8.1 and Fig. 8.2 can be obtained for a variety of different applied current 

asymmetries and modulation forms. Curve A of Fig. 8.3 is equivalent to that shown in Fig. 

8.2(a) and corresponds to a square wave current with a "temporal" asymmetry ax = 0.l. Curve 

B was obtained in response to an asymmetric square wave, which in this case had an 

asymmetry in its amplitude. This type of asymmetry was produced by superimposing a small 

DC offset (/dc) onto a DPSW current with amplitude lo, thus we define the amplitude 

asymmetry parameter as % = (% = 0.025 for the data represented by curve B). It can be 

seen from Fig. 8.3, that oscillations arising in response to a drive with an amplitude 

asymmetry, have practically the same shape as those obtained using a temporal asymmetry. 

In Section 8.5.2 we will demonstrate that the oscillations are more sensitive to the amplitude 

asymmetries than to temporal asymmetries. 

f 
The intermediate nature of an asymmetric drive is most easily understood on consideration of the 

particular case of amplitude asymmetries. A square wave with amplitude asymmetry is obtained by 
superimposing a DC offset onto an initially symmetric DPSW drive. The larger the offset, the larger 
is the asymmetry and for a sufficiently large offsets the modulation becomes unidirectional and hence 
is equivalent to the SPSW case. Thus, whereas for an SPSW drive the system is driven in a single 
direction and for a DPSW drive it is alternately driven with equal force in opposite directions, for an 
ASW drive the system is driven in both directions but the drive is not equal in the two directions. For 
a drive with asymmetry in its amplitude this inequality takes the form of a difference in the driving 
force, whereas for a drive with period asymmetry it is reflected in the lengths of time for which the 
system is driven in the two opposite directions. 
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Modulation by a square wave has one important disadvantage: the reaction of the vortex 

system and measurement electronics to the sharp fronts of the probing current can be quite 

complicated. In order to demonstrate that this "sharpness" of the drive does not play a direct 

role in establishing the Vo(t) oscillations, we investigated the effect of applying asymmetric 

sinusoidal (curve C, Fig. 8.3) and triangular (curve D, Fig. 8.3) current modulations. In both 

cases the asymmetry was produced by superimposing a direct current (/dc = 0.25 mA) onto a 

pure sinusoidal or triangular wave-form (amplitude /q = 5mA) thus giving an asymmetry 

parameter % = 0.05 (% = hJIo)- It can be seen from the figure that voltage amplitude 

oscillations were observed in both of these cases, but they were not as regular as those 
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obtained in response to an ASW drive. This difference can be attributed to the fact that, for 

triangular and sinusoidal modulations, the applied driving force and hence the interaction of 

the vortex system with the underlying pinning potential varies continuously over the course of 

a given modulation period. From this point of view, it is much easier to analyse the behaviour 

of vortices in the case of a square wave current with a "temporal" asymmetry. For this type 

of modulation form the Lorentz force is constant over a given current pulse hence the 

macroscopically averaged interaction of the vortices with the bulk pinning centres is not 

expected to vary. 

The results presented in Fig. 8.3 clearly demonstrate that the precise shape of the 

alternating current is not a crucial factor in terms of establishing Vo(t) oscillations. However, 

the fact that we did not observe oscillations in either the SPSW or DPSW cases would seem 

to indicate that there are two key requirements for establishing oscillations, namely: 

(i) The backwards and forwards shaking action generated by an alternating drive 

(ii) An asymmetry in the shaking action, either in terms of its magnitude or its time action. 

Whilst the general shape of the oscillations was the same for the different types of 

alternating modulation form, the most perfect oscillations were obtained using ASW currents. 

For this reason, in the characterisation provided in the following sections, the discussion has 

for the most part been restricted to ASW currents with temporal asymmetries. Except where 

it is explicitly mentioned, the responses to other types of asymmetric modulation can be 

assumed to be the same. 

8.4 B(T) Window for the Oscillatory Effects 

Voltage amplitude oscillations were only observed over a limited window in parameter 

space close to the melting line. To establish the temperature width of this window we have 

compared R{T) curves for different types of probing current modulation (see Fig. 8.4). In all 
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cases, above the melting transition at T^, the R{T) curves can be seen to be independent of the 

applied current amplitude. Below pronounced differences develop between the R(T) 

curves for different applied current modulation forms. Consistent with our observations of 

voltage as a function of time, nonmonotonic R(T) responses were only observed when 

asymmetric driving currents were applied (curves D and E). The R(T) curves for the SPSW 

case (curves A-C) displayed a form typical of clean detwinned YBazCugOy-g crystals [11, 12], 

with a sharp drop in the low current ohmic resistance at 7^ = 89 K broadening strongly on 

application of higher currents. At low temperatures, the SPSW voltage response fo r / = 3 mA 

(curve C) showed irreproducible fluctuations much larger than the base noise levels 
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associated with the picovoltmeter arrangement. This seems to be indicative of a highly 

nonuniform regime of vortex flow. 

Confirmation of the underlying time dependence of the nonmonotonic R(T) dependences is 

revealed on comparing curves obtained with the same amplitude (4 = 3 mA) and asymmetry 

(oTt = 0.03) of drive, but with different cooling rates. Whereas Curve D was obtained on 

cooling at a rate dTldt 0.2 K/min, in the case of Curve E the cooling rate was 0.1 K/min. 

Above a particular resistance level of (« 3 x 10'̂  Q) both of these curves are highly 

nonmonotonic, consisting of a series of unequally spaced maxima and minima. However, 

Curve E, obtained at the slower cooling rate, manifests approximately twice as many peaks as 

curve D. It follows that this nonmonotonicity in the R(T) dependences is a manifestation of 

the same effect which gave rise to the oscillations in the Vo(t) dependences (as shown in Figs. 

8.1 and 8.2). We therefore deduce that the form of curves D and E arises due to the 

superposition of a time dependent oscillatory component onto a monotonic temperature 

dependent component. Curves D and E show the same monotonic trend, reflecting the 

temperature dependence of the resistance but the oscillatory components differ due to the 

different sweep rates. 

An important distinction between the curves obtained using the different modulation forms 

is that, for the same applied current amplitude, the resistance (at a given temperature T< Jp) 

was always found to be higher in the ASW case that for the SPSW case. In addition, the R(T) 

dependences obtained using an ASW drive were always much less noisy. These observations, 

are in agreement with the discussion presented in Section 8.3, the implication being that ASW 

modulation leads to a more ordered flux flow regime together with a higher overall vortex 

mobility than in the SPSW case. 
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In Fig. 8.5 we show R(T) dependences similar to curves D and E of Fig. 8.4 but obtained 

with three different amplitudes of applied ASW current (at a cooling rate of 0.2 K/min). 

From this figure it is clear that oscillations only appeared for higher /q values where the effect 

of the pinning wells was sufficiently suppressed by the applied current. For small ASW 

current amplitudes (/q < 1.5mA) the resistance was seen to drop monotonically to zero, the 

response in this case being indistinguishable from that obtained using SPSW or DPSW 

current modulation forms. 
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Shown in Fig. 6 are R(T) oscillations, obtained on driving the system with an ASW current 

(/o = 3 mA and = 0.03) for different magnitudes of applied magnetic field. As the 

magnitude of the applied magnetic induction B is increased, the R(T) curves shift to lower 

temperatures, following the decrease in the melting temperature Tm- It can be seen from this 

figure that the temperature interval between successive minima decreases with increasing R 

and in general that the maxima and minima are more closely spaced for lower magnetic 
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closed circles were extracted from the spacing of the second and third minima. 

215 



Chapter 8, Drive Dependent Dynamics in the Vortex Solid Regime 

fields. Changes in the spacing of the minima reflect underlying changes in the period rose of 

the associated Vo(t) oscillations. Thus, since all of the curves were measured at the same 

(constant) cooling rate, we can use this spacing to estimate the period of the underlying Vo(t) 

oscillations. The inset of Fig. 8.5 shows how rose, as estimated from the spacing of minima 

along R(T) curves, varied with applied magnetic field. The open circles were extracted from 

the spacing of the first and second minima at the low temperature end of the R(T) curves 

whereas the closed circles were extracted from the second and third minima. In both cases 

the extracted Tosc(B) dependences can be seen to be linear. 
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8.5 Effect of Applied Current Parameters on the Oscillations 

8.5.1 Applied Current Amplitude 

Obtained using an ASW current (with temporal asymmetry a, = 0.1), the Vo(I) dependence 

depicted in Fig. 8.7 was measured at constant field B = IT and temperature r = 87 K. The 

amplitude of the voltage response Fq was measured whilst increasing the ASW current 

amplitude at a constant rate of 10"^A/s. The curve obtained in this way represents the 

superposition of a slow monotonic increase in the mean voltage < V> onto a Vo{t) oscillation. 

Significantly, the oscillations were observed to appear abruptly at a particular threshold 

current = 2.45 mA. Above this point, the period of the oscillations decreased as the current 

was ramped. Furthermore it can be seen that the oscillations became increasingly erratic at 

higher currents thus there exists a relatively narrow current window over which the conditions 

for establishing of the oscillations are optimal. 
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8.5.2 Magnitude of modulation asymmetry 

Fig. 8.8 presents Vo(t) oscillations obtained using an ASW current (amplitude /o = 3 mA) 

with different values of "temporal" asymmetry a .̂ Where the modulation was symmetric 

(at = 0) the amplitude of the voltage response was constant and practically the same response 

was observed for very small asymmetries. Voltage amplitude oscillations only appeared for 

asymmetries in excess of a critical value %r ~ 0.01, and the oscillations were most regular for 

asymmetries in the range 0.03 < at < 0.16. 
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Shown in Fig. 8.9 are Fourier power spectra derived from the curves presented in Fig. 8.8 

(the spectrum for a=0 has been omitted since there was clearly no oscillatory response in 

this case). These spectra show clear peaks at a fundamental frequency and several smaller 

peaks at the harmonics. The appearance of harmonics is simply a reflection of the non-

sinusoidal nature of the Vo(t) dependences. The data points represented by the open circles in 

Fig. 8.10 show how the fundamental frequency foes of the oscillations (extracted from the 

Fourier spectra) varied as a function of at. 
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It can be seen that ôcs increased linearly with increasing ax over the approximate range 

0.04-0.16. For A, > 0.16 the /ocs(«t) dependence starts to deviate from a linear form. This 

corresponds to the point at which the Vo{t) curves become increasingly erratic and is seen as a 

decrease in the height of the peaks in the Fourier power spectra (Fig. 8.9). The more erratic 

the oscillations became, the larger was the deviation ofyj,sc(at) from a linear dependence. For 

asymmetries above about 0.4, the Vo{t) dependences became very irregular and the peaks in 

the Fourier spectra disappeared altogether. 
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We have also studied how the oscillations evolved as the "amplitude asymmetry" 

parameter % was varied. As in the case of temporal asymmetries, the Fourier transforms of 

the Vo{t) curves revealed that the fundamental frequency of the oscillations (/osc) increased 
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linearly with the magnitude of the asymmetry (closed circles in Fig. 8.10). However, the 

gradient of the two dependences differed by a factor of 4.5. This difference is due to the fact 

that /osc depends only indirectly upon the asymmetry of the driving current. In the case of a 

temporal asymmetry, the asymmetry of the voltage response is identical to that of the driving 

current. However, for amplitude asymmetries, due to the non-linear V(I) dependence, the 

amplitude asymmetry parameter of the voltage response is larger than that of 

driving current a[ = I(elsewhere we have written a[ more simply as %). In the case of 

a power law voltage-current characteristic (V k l") the relation between the asymmetries can 

be written as a n a [ . For the data presented in Fig. 8.7, the F(i) dependence for currents in 

the region of 3 mA can be approximated to a power law dependence with « » 4. This value 

of n is in reasonable agreement with the ratio of the gradients of the fosdcCa) and /osc(( t̂) 

dependences (see Fig. 8.10). It should be noted, however, that the oscillatory component of 

the dependences makes it difRcult to extract a precise value for the power index (») from F(7) 

curves such as that shown in Fig. 8.7. Notwithstanding this limitation, we conclude that the 

fundamental frequency of Fo(0 oscillations is directly related to the net vortex velocity, of 

which voltage asymmetry parameter is a measure. 

The effective amplification of the applied asymmetry due to the strongly non-linear V{I) 

dependences can lead to a situation whereby, over a certain range of fields and temperatures, 

a nominally symmetric current with a tiny parasitic amplitude asymmetry result in a relatively 

large response voltage asymmetry. Thus oscillations might be observed, even if the applied 

current was thought to be symmetric. This effect is particularly pronounced at low 

temperatures where the dependence power-law-index of YBa2Cu307_s single crystals can 

be as high as 20. For a sample at a temperature and field such that n is equal to 10, an 

oscillatory voltage response would be observed if the current source has parasitic offset of just 

0.1%. This corresponds to a response voltage asymmetry of 0.01, the lower limit at which 

oscillations were observed. 
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8.5.3 Modulation frequency 

We have seen that the amplitude of the voltage response, as well as the voltage noise are 

quite different in the cases of DC and ASW currents. It follows that the difference should 

disappear at the limit of low modulation frequency. Fig. 8.11 shows Vo{t) dependences for 

three different frequencies of ASW current. 
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In general, it was found that for modulation frequencies in the range 40 Hz </m < 200 Hz, 

the Vo{f) dependence manifested oscillations whose period and shape were independent of/m-

At lower modulation frequencies, the Vo(t) dependences became increasingly erratic and for 

yjri < 4 Hz the oscillations disappeared altogether, such that the voltage response was virtually 

indistinguishable from that obtained in the DC case. 
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8.6 Stability of the Structure ASW Generated Structure during a 
period of Absence of the Applied Drive 

A very important feature of the oscillatory dynamics is the associated memory effects (see 

Fig. 8.12). As would be expected, the oscillations can be stopped at any point by switching 

off the applied current. What is surprising, however, is that when the ASW is reapplied after 

a period of zero applied current, oscillations resume with precisely the same frequency and 

phase as the point at which they left-off. It is as if the interruption had never occurred at all. 

This result seems indicative of some sort of superstructure, as generated in response to the 

ASW drive and "frozen-in" during the zero current interruption. 
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8.7 Summary of Main Experimental Results 

The dynamic response of the driven vortex solid in clean untwinned YBazCugOy.g single 

crystals, has been found to be dependent on the form of the applied current modulation. 

Whilst DC or single polarity square wave (SPSW) currents induced nonuniform flux flow, 

characterised by high levels of voltage noise, the shaking of a double polarity square 

wave (DPSW) current increased the overall voltage response while suppressing the voltage 

noise. This reduction in the noise-levels suggests that the motion of vortices becomes more 

uniform when they move backwards and forwards with zero net velocity (vnet)-

In the case of asymmetric square wave (ASW) drive, highly unusual effects were observed. 

Over a short time scale ( /< l/fm for fm> 40 Hz), the voltage response reproduced the time 

dependence of the applied current. However, over longer time scales ( lO'- lO^s) the 

amplitude of the voltage response showed a slow period variation with time. The frequency 

of these voltage response oscillations was found to increase with the time averaged voltage 

amplitude <Vo> [6, 7]; the asymmetry a of the response voltage; and the reciprocal of the 

applied field 1/^. Therefore, since we deduce that y^sc»:vnet. 

Experiments with variable applied current asymmetries have shown that the Vo{t) oscillations 

only appear for a limited range of ai values and equivalently over a certain window of Vnet 

values. When v̂ et was low (at < 0.01) the vortex dynamics were the same as in the case of 

symmetric DPSW currents. For large Vnet (art > 0.4) the system manifested the same 

behaviour as in the case of DC or SPSW currents. Oscillations were only observed for ASW 

currents with intermediate at values. We have also seen that the oscillations only appeared 

when sufficiently large probing currents were applied, which implies that the driving Lorentz 

force must exceed some threshold value in order for the effect to occur. One final point to 

note is that, as shown by the data presented in Fig. 8.5, there was a minimum resistance level 

(-̂ min ~ 5 x 10^) below which oscillations were not observed. This implies there exists a 

minimum velocity Vc,- at which the vortices must be driven in order for voltage oscillation 

effects to occur. 
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8.8 Interpretation the Voltage Oscillation Effects 

The voltage response of a superconductor in the mixed state can be related to the total 

number of vortices in the sample N and their average velocity < v > = ^ v, / // via the 

expression; 

F = (8.2) 

where w is the width of the sample and is the flux quantum. It follows from Eq. 8.2, that 

independent of the detailed mechanism involved, the oscillations that we have observed must 

be caused by variations in time of either the quantity of vortices in the sample (TV) or of their 

average velocity (<v>). In our experiments we have found that the ratio of the maximum to 

the minimum voltage responses can be as large as three, thus in order to account 

for the oscillations either N or <v> must vary by the same amount. In fact, we will now 

demonstrate that the maximum possible variation in N that could occur over the course of our 

experiments was some orders of magnitude smaller than this. 

The internal magnetic field in the sample can differ from the external field by as much as 

the self-field Bgf generated by the combination of the shielding current Igh and transport 

current I. This can be estimated using the formula B^f « ).i^(/+/^J/ w [13]. The highest 

probing current used in our experiments was 1=5 mA and the shielding current (as estimated 

from DC magnetisation data) did not exceed 5 mA. Using these upper current values we 

obtain a value for the self-field - lO^T. Since our measurements were performed in 

fields in excess of 1 T, this implies that IV was effectively constant. It follows that the 

observed oscillations of the voltage response must be due to periodic variations in the average 

vortex velocity. 

There are two obvious ways in which variations in the vortex velocity could lead to 

commensurate variations in the output voltage response. One possibility is that the 

oscillations could reflect changes in the number of vortices that were actually moving, which 

would imply a highly nonuniform flux flow regime. Alternatively the oscillation effects 
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could be due to changes in the velocity of the vortex system as a whole, which would imply 

that the overall motion of the vortex system was coherent. In the latter case, the transit time 

for vortices, moving across a sample of width w, would be given by % = w/vnet where v̂ et is 

the net drift velocity of the vortices. For an ASW current with temporal asymmetry at this 

transit time can be expressed as: 

f* <]/, :>), (8.3) 

where I is the distance between voltage contacts and <Vo> is the mean voltage response 

(evaluated by integration over one period of the voltage oscillations). Note that in arriving at 

this formula, we have assumed the voltage response has the same asymmetry as the applied 

current modulation. 

In Table I (overleaf) we present values, calculated from experimental data (using Eqn. 

8.3), for various different parameter (7, %) regimes in which clear oscillations (with 

period rose and mean value <Vo>) were observed. From the table it can be seen that both Tqsc 

and Ttr varied substantially between the various regimes. However, in all cases the ratio 

%sc / Ttr was approximately equal to two. We believe that this constant value for the ratio 

cannot be fortuitous, especially given the range and diversity of parameters considered. 
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TABLE I. Values of the measured oscillation period (r„sc), calculated transit time (rtr) and the ratio of 

the two (TOSC / Ttr), for a range of different parameter values. 

/ ( m A ) a. / n ( H z ) <r.> 

(HV) 

^^0 Zosc/ ̂ tr 

3 &10 68 2 87^ 0J^8 29j 14^ 210 

3 010 128 2 87^ 0J^3 291 13^ 2.09 

3 0.04 68 2 87^ 0U26 841 4&2 2.09 

4 &10 68 2 8&4 0U47 24^ I L O 2J3 

5 &10 68 2 87^ &262 9 90 4.48 221 

3 &10 68 3 8&0 0.089 59.2 27.2 218 

It is clear, therefore, that any attempt to interpret the oscillatory effects must also be able to 

explain the value of this ratio. In particular, as will be outlined below, this observation allows 

us to reject any interpretation based upon a model of nonuniform flux flow. 

One example of how nonuniform flux flow could arise is provided by the channelling 

interpretation as proposed by D'Anna et al. [14], in order to account their observations 

relating to the response of the vortex system in the plastic flow regime. On measuring the 

voltage response of an untwinned YBa2Cu307.g crystal in the geometry JTIab, HlJab {J IH) 

they observed sharp peaks in the voltage noise spectrum which they associated with the 

motion of vortices along channels between static solid domains. However, from Eq. 8.2, it is 

clear that if the number of vortices which were actually moving (Â rn) was a small fraction of 

the total number of vortices in the sample (AO, then in order to produce the same voltage 

response the vortices traversing the channels would have to move with higher velocities than 

in the case of coherent motion. Thus the time taken for any given vortex to traverse the 

length of a channel (rch) would be much shorter than the oscillation periods (%sc) observed in 
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our experiments. It should be apparent that in order to account for the oscillatory effects, it is 

necessary to identify a time scale comparable to the period of the oscillations. To arrive at an 

"effective" transit time of the same order as TQSC in the framework of the channelling 

interpretation would be necessary to introduce an exotic mechanism involving the slow 

coherent opening and closing of channels. It is, however, difficult to imagine how such a 

model could account for the remarkable correspondence between and In the 

discussion which follows we will assume that the vortex system moves as a coherent whole, 

such that its motion can be characterised by a single overall drift velocity. Our interpretation 

of the oscillatory effects is based upon the idea that the modulation of the voltage response 

reflects periodic variations in the relative disorder of this system and thus of its overall 

mobility. Using this interpretation we have been able to provide an explanation for the 

correspondence between and TOSC-

We have seen that in response to a pure oscillatory (DPSW) drive, the vortex system 

exhibits much lower noise levels than in the case of a unidirectional (SPSW) drive (see 

Fig. 8.2). This strongly suggests that these two cases represent distinct dynamic states, 

characterised by different degrees of relative disorder. Henceforth we shall refer to these 

regimes as the "ordered" and "disordered" states respectively. However, it is not immediately 

obvious how this distinction should arise: even in a defect free system, the flow of vortices 

across the surface of a sample is expected to be disordered [15] and surface imperfections 

(present on the surface of all real samples) can only be expected to increase the nonuniformity 

of this flow. We suggest that the essential distinction between the DPSW and SPSW driven 

states is the way in which the vortex system "heals" after its disorderly flow across the 

surface [16, 17]. In the case of a unidirectional drive the system is driven with a relatively 

high velocity and in a single direction. As such, the "disordered state" generated as vortices 

are "torn" across the surface will be given httle or no opportunity to heal. For an oscillatory 

drive, however, the repeated backwards and forwards motion of the vortices about their 

equilibrium positions could allow a gradual "healing" of the vortex lattice into a relatively 

"ordered" state. Thus overall, the motion of the vortices in the DPSW case would be 
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expected to be much more coherent. Another important distinction between these two 

dynamic states is their very different mobilities, as reflected by the disparity between the 

mean voltage responses (see Fig. 8.2). The relatively low time averaged voltage response 

obtained in the SPSW case indicates that the "disordered" dynamic state has much lower 

overall mobility. This can be readily understood when we consider that in this case, the 

system is better able to accommodate variations in the bulk pinning potential and thus 

interacts more strongly with the pinning centres. 

An ASW drive can be regarded as lying somewhere between the extremes of DPSW and 

SPSW modulations. This seems to hint that the ASW driven state is in some way 

intermediate between the "ordered" and "disordered" states which arise in the case of pure 

oscillatory and direct drives respectively. As shown in Fig. 8.2, some support for this idea is 

provided by the fact that the voltage response for the ASW driven states oscillates between 

maximum and minimum levels which lie between the DPSW and SPSW responses for the 

same applied current amplitude. In order to account for the oscillations it terms of a "disorder 

model" it is necessary to explain how the state of the system could change periodically in 

such a way that it was always constrained between these two extremes. 

There are two obvious ways in which the overall disorder of the system could change with 

time. One possibility is that the relative disorder of the system as a whole could evolve with 

time. It is, however, difficult to see how this could lead to the feedback mechanism necessary 

to explain the oscillations. Alternatively, a situation could arise whereby ordered and 

disordered states (which could be likened to those obtained in response to DPSW and SPSW 

drives respectively) coexisted within the sample in regions which were separated by well 

defined boundaries. In this case, the variation of the overall disorder of the system would be 

due to changes in the proportion of these two dynamic states, with the maxima and minima in 

the oscillations representing the points along the oscillation cycle at which the system was 

wholly in one or other of these two state. Both experimental [18, 19] and theoretical [20, 21] 

studies have provided evidence that the transition between ordered and disordered dynamic 

states is hysteretic. Where hysteresis arises, this is expected to lead to an inherent stability of 
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states which allows for their coexistence over a particular region of parameter space thus a 

dual state dynamic regime is at least theoretically possible. In the interpretation that follows 

we will assume that under the influence of an A S W drive, the system consists of two distinct 

dynamic states separated by a well defined boundary. Since nucleation occurs along the 

surface of the sample which lies parallel to the applied current (7) it seems reasonable to 

suggest that this state boundary would also be parallel to / . 

If the vortex system was divided into two well defined regions, as outlined above, then the 

periodicity of the voltage response could be due to the motion of the boundary between these 

regions. We suggest that under the influence of an A S W drive, this boundary drifts across the 

sample with a net velocity equal to the drift velocity of the individual vortices. One 

implication of this interpretation is that, in the disordered regions, dislocations of the vortex 

lattice must move across the sample with the same velocity as that of the vortex system itself 

Numerical simulations have indicated that, at least under certain conditions, the dislocation 

superstructure may remain static [16]. However, a recent numerical simulation by Scheidl 

and Vinokur [22] demonstrated that the relative velocity of the vortices and the defect 

superstructure may decrease with increasing driving force and that there may even be 

transition at a critical driving velocity to a comoving regime in which dislocations move 

together with vortices. Since the instantaneous velocity is expected to be high for the 

relatively large current amplitudes used in our experiments, it seems reasonable that our 

measurements should correspond to the high velocity comoving regime as identified by 

Scheidl and Vinokur. Moreover, the fact that we have observed a threshold current 

magnitude, be low which the oscillations were not observed, could reflect the crossover to a 

comoving regime. 

Within the f ramework of the two state interpretation the transit t ime (calculated using Eqn. 

8.3) can be associated with the time taken for the state boundary to move across the width of 

the sample. If w e arbitrarily assume that a given oscillation cycle starts with the system in a 

completely ordered state, then w e can conveniently divide the oscillation cycle into two parts. 
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Fig. 8.13 Typical form of the voltage amplitude oscillations arising in response to an ASW 
drive. Schematic frames (a-f) illustrate how the relative proportion of ordered and 
disordered dynamic phase regions is supposed to change over the course of an 
oscillation cycle. Schematic figure on right hand side indicates the direction of 
motion of the order-disorder phase-boundary, in relation to the applied current (I) 
and measured voltage (V). 

Over the first part of the cycle, the proport ion of the system in the disordered state would 

gradual ly increase until it was whol ly disordered. A s the proport ion of the two dynamics 

states changed the boundary separat ing them would m o v e across the wid th o f the sample. It 

should, therefore , be clear that over the course of any given oscil lation cycle the boundary 

be tween dynamic states w o u l d m o v e twice across the wid th of the sample. Fur thermore , the 

ampl i tude of the ins tantaneous veloci ty of the vort ices wou ld be expected to vary 

cont inuously be tween m a x i m u m and m i n i m u m values as the relative proport ion of the two 

dynamic states changed. This per iodic velocity response would be expected to lead to 
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concomitant variations in the output voltage amplitude, thereby accounting for the Vo{t) 

oscillations (see Fig. 8.13). 

The interpretation, as outlined above is suggestive, in that could explain many features of 

the Fo(?) oscillations such as: the relationship between rose and % ; the threshold values of 

and /; and the fact that the oscillation period is independent of the modulation frequency. 

However, there are a number of important questions that remain to be answered, particularly 

in relation to the specific feedback mechanism involved. One implication of the state 

boundary interpretation is that the dynamic state developing across the incoming surface 

should always be different to that leaving the sample at the outgoing surface. That is to say 

that where the vortices leaving the sample were in a ordered dynamic state the state forming 

at the incoming surface would be disordered and vice versa. It is not clear how such a 

situation could develop but we tentatively suggest that it might have something to do with 

"tensions" arising between the different dynamic states. If we accept that there is a difference 

between the mobil i ty of the two dynamic states, then we would expect a two-state system to 

have a mobil i ty that differed f rom that of a system consisting entirely of vortices in one or 

other of these states. Thus, where there was a mobile ordered state at the outgoing surface 

this might be expected to "pull" the disordered state along with a higher velocity than its "free 

drift velocity." The resulting tension between dynamic states could perpetuate the formation 

of the disordered state at the incoming surface. In a similar fashion, the presence of a 

disordered phase at the outgoing surface could restrict the motion of the incoming vortices 

allowing them to form into a well ordered state. The qualitative arguments outlined above 

give some idea as to how might oscillations arise, however, more specific theoretical work 

will definitely be required if rigorous explanation of these intriguing oscillatory effects is to 

be obtained. 

Further insight into the mechanism of the oscillations might also be provided by effects 

that occur in the quas i - ID linear chain compounds such as NbSeg or K0.3M0O3. At a critical 

temperature, known as the Peierl's temperature, these systems undergo a transition into a 

charge density wave state (CDW) which manifests collective mode dynamics [23]. There are 
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a number o f similari t ies be tween the dynamics of this collective m o d e and those of a driven 

F L L [24]. In the D C driven state of a C D W system, sharp peaks have been observed in the 

i requency spec t rum of the voltage response at a fundamenta l f r equency and subsequent 

harmonics [25]. These spectra are similar in appearance to the Four ier spectra extracted f rom 

our own data (see Fig. 8.9). Moreover , it has been shown that the f requency of the 

fundamenta l peak in the C D W spectra is proport ional to the applied current [26]. Al though 

not immedia te ly apparent , a similar dependence is displayed b y our o w n results. An 

ampli tude a symmet ry can be considered to be equivalent to a pure A C modulat ion 

super imposed onto a D C drive. B y defini t ion, ampli tude asymmet ry % = thus this 

asymmet ry is proport ional to the D C bias. W e have found that the fundamenta l f requency 

( / osc ) of the induced oscil lations is proport ional to the applied a symmet ry and it fo l lows that 

fosc cc he- Thus , as for the C D W case the fundamenta l f r equency of the oscillations is 

proport ional to the "under ly ing" D C drive-current. In the case of C D W s the peaks in the 

Fourier spectra are associated with a periodic superstructure which has been directly observed 

in various dif&action experiments [27]. The similarities between the Fourier spectra 

presented in this paper and those observed in the C D W case provides fur ther support for the 

idea that the Fo(t) oscillation effects could also explained in terms of the in terms of the 

mot ion some sort of a periodic superstructure 
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8.9 History Dependence & Memory Effects on Switching Between 
Drives. 

In this section w e investigate the effect upon the dynamic vortex state generated by an 

asymmetric drive of changes in driving conditions. In this way, we have provide strong 

support for an interpretation of the oscillatory effects, in terms of two dynamic-phase domains 

within the sample, the boundary between domains drifting under the action of the asymmetric 

drive. Furthermore, f rom analysis of the history dependent responses, we demonstrate the 

stability of the ordered dynamic phase. 

8.9.1 Switching from Asymmetric to Symmetric Drives 

In Fig. 8.14 w e illustrate the effect of switching the driving current between A S W and DPSW 

modulation forms. The time varying response seen at either end of each of these curves 

corresponds to the oscillatory state, of which we presented a detailed description and 

interpretation in the preceding section. Under the influence of a symmetric double polarity 

drive, it is expected that vortices should move backwards and forwards about their 

equilibrium positions without any net motion. Thus, it might be expected that on applying a 

D P S W drive to the ASW-generated structure, that the voltage response should always remain 

constant. However , as illustrated by curves A, B and C, rather than being stable the voltage 

response was frequently found to change markedly during the period of application of the 

D P S W drive. Specifically the voltage response amplitude increased significantly, before 

stabilising on a relatively high-level plateau. It seems, therefore, that a D P S W drive has the 

effect of "heal ing" an ASW-generated vortex structure into a uniformly ordered state. This is 

consistent with the observations of Section 8.3 (also supported by the work of Henderson et 

al. [10]) that the shaking action of a D P S W drive tends to order the driven system. 
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cfnveM o.yczVZâ ;oM cyc/e. TVb̂ g / o r c/anVy, cwrvay y4-C Aove Aeem verfzcaZ/y 
6)/ 7.2, 0.<$ 0.^ //Ffejpgc^zvg^. 

A s illustrated b y the curves of Fig. 8.14, on interrupting an A S W generated vortex 

structure at d i f fe ren t points a long its deve lopment cycle the system has a strong tendency to 

stabilise on the same ordered-state plateau (curves A ,B and C). Only in occasional cases 

(curve D), does the vol tage response remain constant during the per iod of application of the 

D P S W current. T h e propens i ty of the response to stabilise on this part icular vol tage response 

level, independent of pr ior structural history, seems indicative of a stable state of the driven 

system. It is no t clear, however , whether the evolut ion towards this relatively ordered state 

occurs via an in situ "hea l ing" of the disordered regions or else by a gradual net mot ion of 

such regions out of the sample. 
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8.9.2 Applying a Single Polarity Drive to the ASW Superstructure 

In Fig. 8.15, we cons ider the effect o f applying two types o f unidirect ional dr ive (DC and 

S P S W ) to the A S W generated vortex structure. In both cases, on reapplying the A S W 

modula t ion coherent oscil lat ions do not immedia te ly resume. Instead, oscil lations gradually 

redevelop their coherence in a fashion suggest ive of a number of per iodic components of 

d i f fer ing phase. It seems that these components becoming increasingly coupled over time, 

such that eventual ly the oscil lations reacquire their original form. The decoupl ing effect 

could potential ly arise due to channels opening up in the system dur ing the period of 

application of the unidirect ional drive. Such channels would separate the system into distinct 

regions, which on reapply ing the ASW-dr ive wou ld resume oscil lations independent ly of each 

other and hence wi th d i f ferent phases. 

ASW 

SPSW 

ASW ASW 

100 200 300 400 500 

t(s) 

Fig. 8.15 Effect of applying unidirectional drives to an ASW generated vortex structure: Curve 
A, DC interruption; Curve B, single polarity square wave (SPSW) interruption. For 
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A s illustrated by the curves o f Fig 8.16, we have found that in every case on switching to 

an S P S W drive, the vol tage response passes through a transient per iod before stabilising on a 

low vol tage plateau. Just as the system had the tendency to stabilise in a part icular high 

mobi l i ty ordered phase under the action of the D P S W drive, it seems that this low-level 

p la teau is also representat ive o f a stable state of the dr iven system. In this case, the low 

mobi l i ty response seems indicat ive of a disordered dynamic regime. 

SPSW 

SPSW 

VI Vll 

Fig. 8.16 Main frame: Demonstrates the effect of applying an SPSW current at different point 
along the ASW driven oscillation cycle. Curves A and B have been vertically shifted 
by 0.8 and 0.4 /uV respectively. Inset: expanded view of the transient SPSW responses 
following interruptions on ascending (curve A) and descending (curve B) branches of 
the ASW-driven oscillation cycle. These curves have been repositioned to facilitate 
direct comparison. Schematic frames (i-viii) illustrate the development of the 
dynamic phase distribution in these two cases. 
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Significantly, the precise form taken by the SPSW transient response, prior to reaching the 

disordered state plateau, depended critically on the point along the ASW-driven oscillation 

cycle at which the switch-over to SPSW drive occurred. Transient responses obtained 

following switchovers at points where the voltage response level was approximately equal, 

but occurring on ascending and descending branches of the ASW-driven oscillation cycle, 

were not found to be equivalent (curves A and C). 

In the cases where the switch-over to an S P S W drive occurred during the descending 

branch of ASW-dr iven oscillation cycle (curve A in inset and main frame), the response 

stabilised for some time at a relatively high-level before dropping to the disordered state 

plateau. Continuing f rom our earlier arguments, all else being equal, when the voltage 

amplitude is stable so too must be the overall degree of disorder within the driven system. 

Thus the point where the response starts to fall-off must mark the stage at which the overall 

relative-disorder of the system starts to increase. In the case of switch-overs occurring on the 

ascending branch of the ASW-dr iven oscillation cycle, this fall-off immediately follows the 

switch-over to the S P S W drive. 

In fact, the two-phase interpretation of the voltage-amplitude oscillations provides a clear 

explanation for the distinction arising between the ascending and descending-branch cases. 

The essential idea is that the dynamic state of the vortices first to be forced out of the sample 

on switching to the S P S W drive will depend on which of the two phases is in increasing 

proportion at the point of interruption. Taking the example of curve B, since the switch-over 

occurred on an ascending branch of the oscillation cycle, this implies that the relatively 

ordered dynamic-phase regions were in increasing proportion at the point of interruption (see 

schematic insets to Fig. 8.13). Since the polarity of the applied SPSW was opposite to that of 

the A S W drive, this means that the ordered phase region that was previously at the incoming 

surface, would now be at the outgoing surface with respect to the SPSW drive. Thus, 

consistent with our observations, the relative ordering of the system should immediately begin 

to decrease as the ordered phase region is forced out of the sample [see curve B of the inset 

and associated schematic f rames (vi)-(viii)]. In contrast, for a switch-over occurring on a 
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descending branch of the oscillation cycle (as represented by the data in curve A), it would be 

the relatively disordered phase which would be first to be forced out of the outgoing surface 

of the sample. During this period, the structure of the system would change as the ordered 

phase region drifted across the sample [see insets (i)-(iii)]. However, since the relative 

proportion of ordered and disordered phase regions would remain constant, so too should the 

overall relative disorder and hence the voltage response. Only when the ordered phase region 

reached the outgoing surface would the voltage response begin to drop [schematic frames 

(iii)-(v)]. 

The observations presented in Fig. 8.16 are important for two reasons. Firstly, they 

provide clear support for the two-phase interpretation of the oscillation effects, in that the 

distinction between ascending and descending branch switchovers can be readily explained 

within the f ramework of this model. Furthermore, the data imply that rather than being 

broken apart by a unidirectional drive, ordered-phase domains move coherently out of the 

sample. Thus, the fracturing of the structure evident on restarting the A S W modulat ion must 

arise after the ordered domains have been driven out of the sample. This resilience to 

disordering implies a high degree of stability to the ordered dynamic phase. 

8.10 Summary & Conclusions 

Investigations have been carried out on the dynamics of the vortex system in YBaiCugOy-g 

single crystals at temperatures just below the thermodynamic melting temperature. We have 

found that the response of the system depends not only on the magnitude of the driving force 

but also on the form of the current modulation. Pure oscillatory (double polarity) driving 

currents were observed to result in much higher average voltage responses and lower levels of 

voltage noise than in the case of a unidirectional (single polarity or direct) drives. On the 

basis of the striking differences between these responses we identified them with two distinct 

dynamic states, characterised by differing degrees of relative disorder. We have proposed an 

explanation for how this distinction could arise, the essential idea being that, in the case of a 
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unidirectional drive, the vortex system is given little or no opportunity to heal after its 

disorderly f low across the surface of the sample. In contrast, in the case of the double polarity 

drive the backwards and forwards motion leads to a gradual ordering into a coherently 

moving dynamic state. 

In order to investigate the effect of varying the net velocity of the vortex system whilst 

keeping the driving force constant, we devised a technique based upon the use of 

asymmetrically modulated driving currents with relatively low period or amplitude 

asymmetries (~ 1 %). The response of the vortex system in these cases was found to be 

highly unusual, reflecting a dynamic state unlike any that has been identified to date. In 

response to an asymmetrically modulated square wave current (modulation frequency 

/m = 68 Hz) the voltage response amplitude (Vo) executed slow periodic oscillations (typically 

0 01 Hz) over a large range of Ko values (in some cases / KJ" was as large as 3). 

Moreover, the frequency of the oscillations was found to be entirely independent of the drive 

frequency except at the very low frequency limit where the oscillations broke down 

altogether. Similar oscillation effects were observed when a sinusoidal or triangular 

waveform with a superimposed D C offset was applied, thereby demonstrating that the square-

wave-form of the modulat ion is not, in itself, crucial in establishing oscillations. We have 

found that the oscillatory effects were confined to a relatively limited window of parameter 

space with max imum and min imum currents, asymmetries and temperatures for which 

oscillations were observed. Over the parameter region for which oscillatory effects were 

observed, the oscillation period was found to approximately correspond to the time which it 

would take vortices to drift coherently twice across the width of the sample. 

W e have proposed an interpretation of the oscillatory effects based upon the idea of two 

distinct dynamic states, one more ordered than other, coexisting within the sample. These 

states can be likened to the "ordered" and "disordered" states, which we have associated 

respectively with pure oscillatory and unidirectional driving current modulations. In the 

f ramework of our interpretation the oscillations can be explained in terms of the slow drift of 

the boundary between the two dynamic states, with one period of the oscillations 
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corresponding to the amount of time taken for this boundary to move twice across the width 

of the sample. In this way, we are able to account for the observed factor-of-two 

correspondence between the period of the oscillations and the transit-time for vortices drifting 

coherently across the width of the sample. 

We have obtained additional support for this interpretation by observing the effect of 

applying different types of drive modulation to the structure generated by an asymmetric 

drive. In particular, on switching f rom an A S W drive to an S P S W drive and back again we 

observed a clear dependence on whether such a switchover occurred on the ascending or the 

descending branch of the A S W generated oscillation cycle. It is very difficult to see how 

such a difference could arise if the oscillations were due to uniform variations across the 

whole sample. Furthermore, these data implied that rather than being broken apart by a 

unidirectional drive, ordered-phase domains move coherently out of the sample. This 

resilience to disordering implies a high degree of stability to the ordered dynamic phase. 

In conclusion, we have demonstrated that much of the dynamic behaviour of the vortex 

system of YBa2Cu307_5 can be understood in terms of two dynamic states, one relatively 

ordered the other more disordered. Irrespective of prior structural changes, the driven 

dynamic system has a tendency to stabilise on two specific voltage-levels: a relatively high 

level indicative of the ordered dynamic state and a much lower disordered-state plateau. 

Oscillations of the voltage amplitude, observed on applying an asymmetric drive, were 

understood in terms of periodic changes over time in proportion of two distinct domains, one 

in the ordered phase, the other disordered. Clear support was provided for this interpretation, 

f rom the observation of transient responses on switching between asymmetric and 

unidirectional drives. Furthermore, f rom analysis of such transient responses we were able to 

demonstrate the stability of the ordered dynamic phase. 
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CHAPTERS. CONCLUSIONS 

9.1 Overview of Main Findings 

This thesis has been concerned with both the statics and the dynamics of vortices within 

the high temperature superconductor YBazCugO^.g. The vortex system of high temperature 

superconductors provides an interesting example of a widely applicable generic problem, 

namely that of an interacting system exposed to a background of random quenched disorder. 

It is clear, therefore, that some of the observations presented within this thesis could have 

implications for other physical systems. 

The first clear conclusion f rom our study, is that there exists a well-defined transition 

region in the vicinity of the melting line, over which vortex liquid and solid phases 

coexist. The evidence for this transition region has come f rom a wide range of transport and 

a.c. susceptibility data, presented in Chapters 6 and 7 of this thesis. In particular, we have 

found that this clearly defined transition region only exists below the multicritical point, in the 

region of the phase diagram where the vortex liquid freezes via a first order phase transition. 

Within this region, the width of the transition region decreases with decreasing magnetic 

field. Furthermore, we have found that the width of the transition region shows a strong 

sample dependence. These observations are clearly explainable in terms of long-wavelength 

fluctuations of sample oxygenation, giving rise to concomitant variations of the local melting 

temperature. This would allow for the coexistence of vortex liquid and solid phases over a 

well-defined region of the parameter space, delimited by the upper and lower limits of the 

local melting temperature profile. 

Crucially, we have found that within the transition region there is a complete lack of 

relaxation over experimental time-scales. This definitively precludes the possibility that 

the broadening of the melting transition could be due to continuous glassy-relaxation. In 

contrast, the absence of relaxation over experimental time-scales is entirely consistent with 
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the coexistent phase model. 

We have found that the within the transition region, the distribution of solid and liquid 

domains has a controlling influence on the vortex dynamics. Since the majority of 

dissipation is expected to arise due to vortex liquid f lowing along channels between static 

solid domains, this leads to a percolative mode of dynamics in the transition region. The 

percolative limit corresponds to the point where »30% of the system is in the liquid phase. 

Somewhat surprisingly, we have found that the spatial distribution of vortex solid and 

domains at any given thermodynamic point depends not only on the sample specific 

melting temperature profile but also on the manner in which the measurement point is 

reached. An order of magnitude difference between the voltage-response levels in the 

transition region for states obtained respectively following warming or cooling, was explained 

in terms of differences in the width of the liquid channels between the pinned solid domains. 

Current induced switching f rom the state obtained on warming to a state equivalent to that 

obtained on cooling was attributed to the melting of superheated sections of the solid domains 

thereby widening the channels for liquid flow. 

Our second main group of conclusions relate to the fact that the interaction between the 

vortex system and underlying pinning disorder can be controlled by means of an applied 

transport current. We have related the effectiveness with which a particular dynamic 

regime is pinned, to the degree of relative disordering in the driven system. Specifically, we 

have concluded that whereas disordered dynamic states interact strongly with the underlying 

disorder potential, relatively ordered dynamic states experience the pinning potential as 

only a relatively weak perturbation on their otherwise coherent motion. 

In Chapter 7 we deduced that a sufficiently large amplitude current, which we call an 

annealing current, can drive the vortex system into a relatively ordered dynamic phase. We 

were then able to show that the effectiveness of pinning that develops within the 

solidifying vortex system can be systematically controlled by means of such an annealing 

current. On switching off the annealing current at different points across the freezing 

245 



Chapter 9, Conclusions 

transition region, we were able to generate states that manifested very different degrees of 

pinning effectiveness at lower temperatures. W e concluded that a signature of the distribution 

of vortex solid and liquid phase domains at the point at which we turn off the annealing 

current is frozen-in to the system, such that a lower temperatures there is an equivalent 

distribution of ordered and disordered solid domains. Given that disordered solid regions are 

expected to be more strongly pinned, this explains the dependence of the effectiveness of 

pinning at low temperatures, on the temperature at which the annealing current is switched-off 

during cooling. 

In Chapter 8, we were able to show that in addition to the dependence of the state of the 

driven system on the amplitude of the applied current, the modulation form of the drive also 

has a controlling influence upon the dynamic regime. For the same applied current 

amplitude, very different responses were obtained, dependent on the applied modulation form. 

Specifically we found that whereas undirectional drives tend to force the system into a 

disordered dynamic regime, the backwards and forwards shaking action of an 

alternating drive has the effect of healing-out the disorder from the driven system. We 

have suggested that this could be due to the fact that, in general, vortices nucleating across the 

surface of a sample tend to do so in a disorderly fashion. Whereas for a unidirectional drive, 

the system is then given no opportunity to heal, the backwards and forwards shaking action of 

an alternating drive could over time lead to a gradual ordering of the vortices within the bulk 

of the sample. 

Some of our most interesting observations were obtained in response to an applied current 

modulation fo rm intermediate between the extremes of unidirectional and pure alternating 

drives. In response to asymmetric alternating drives we found that the voltage response 

amplitude varied periodically with time between the levels obtained in the undirectional and 

pure oscillatory cases. Surprisingly, we found that the frequency of these oscillations was 

orders of magnitude lower than the applied drive frequency. These observations were 

strongly suggestive of a periodic evolution with time of the relative ordering of the driven 

system. Indeed, several features of the oscillations, including a 2:1 ratio between the 
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oscillation period and the est imated vortex transit t ime, lead us to suggest that this behaviour 

was due to a defec t superstructure, dr if t ing across the sample with the same net velocity as 

that of individual vortices. Specifically we concluded that the osci l latory behaviour arose 

due to the coexistence within the sample of ordered and disordered phase regions. The 

periodicity can, therefore, be attributed to periodic changes over t ime in the proportion of 

these two dynamic phases, each of which has a different degree of interaction with the 

underlying disorder potential . 

Finally, we have gathered a range of evidence in support of the theory that the stable 

thermodynamic phase of the system in the region of phase space below the first order 

melting transition is a quasi long-range ordered Bragg glass phase [1]. We have observed 

that there are actually two possible states of the system in this region of the phase diagram: a 

stable weakly pinned or depinned state and a metastable strongly p inned state. W e have 

associated these weakly and strongly pinned states with ordered and disordered configurat ions 

of the vortex system respectively. Whereas the strongly p inned state manifes ts a range of 

history dependence and irreversibility, the weakly pinned state is elastic and entirely 

independent of history. Fur thermore, we observed a complete absence of relaxation within 

the depinned state: in spite of the possibility fo r it to become more strongly pinned, the 

system remains stable within a weakly p inned configurat ion. This description of a weakly 

pinned, history independent , elastic state seems entirely consistent with the predictions for a 

quasi- long range ordered Bragg glass phase [1], The absence of relaxat ion is, therefore, 

highly significant, in that it suggests that the Bragg glass phase is indeed a stable rather than 

metastable state of the system. Further evidence of the inherent stability of the Bragg glass 

phase was provided by observing of the effect of applying a unidirect ional drive to an ordered 

state vortex domain . It was found that rather than tearing-apart the ordered-phase domain in-

situ, the unidirect ional drive had the tendency to force such a region out of the sample as 

single coherent unit. Once again this is suggest ive of a phase with a high degree of stability. 
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9.2 Suggested Future Work 

It would be interesting to investigate in more detail the sample dependence of the melting 

transition region. Specifically, we could attempt to control the sample oxygen distribution. 

Erb et al. have provided evidence that more homogeneous oxygen distributions can be 

achieved by annealing samples at higher pressures and temperatures [2]. This suggests a 

possible study, in which we could observe the effect on the transition region width of 

annealing a particular sample under different conditions. 

In relation to the hysteretic switching effects in the vicinity of the melting transition, it 

would be interesting to probe in more detail the structural changes occurring during 

switching. If we were to employ a pulsed current technique it might be possible to induce a 

partial restructuring of the vortex solid domains. As described above, we interpreted the 

current-induced switching effects in terms of melting of superheated regions on the edges of 

the vortex solid domains. It seems therefore that by applying a sufficiently short current-

pulse, it should be possible to displace the vortex solid domains sufficiently to induce only a 

partial melting of the superheated regions of the vortex solid. As such, a vortex domain 

configuration could be attained, in which the channels for vortex liquid f low had a width 

intermediate between that attained in the warmed state and cooled state cases. In the context 

of the transport response hysteresis, this would allow us to access a state with a response level 

in the centre of the hysteresis loop. This would be an important test of the current induced 

melting hypothesis and might provide insight into the nature of the structural rearrangement 

that arises in response to a switching current. 

There is undoubtedly scope for exploring in more detail the drive dependent history effects 

which have been observed in the melting transition region. For example, we could measure 

more carefully the point at which the anneaUng current becomes sufficiently large for the 

history effects to be observed. W e could then explore what happens within the solidifying 

system as this limit is approached. In this way, we would potentially obtain further insight 

into the way in which the applied driving current controls the interaction with the underlying 
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disorder potential . Further to this, we could use the history dependence techniques developed 

within this thesis to test for relaxation in both the ordered and disordered states, over even 

longer t ime-scales. 

In relat ion to the drive dependent dynamics many quest ions still remain to be answered. 

For example , we could investigate in more detail the transient responses on switching 

be tween di f ferent drive modulat ion forms. A systematic invest igation could be per formed to 

determine w h y the A S W generated superstructure is in some cases stable to a symmetr ic 

alternating drive but in other cases drif ts up to a unique ordered-state level. In particular, we 

should invest igate in more detail the effect of switching to dif ferent drives, at various 

different points along the oscillation cycle. 

Studies of oscillatory dynamics in geometry HHab might also provide value fur ther 

insights into the mechan i sm behind the oscillations. In this geometry the role of the sample 

surface is accentuated, due to increase in the ratio of the f lux-penetrat ion surface to the 

volume. For this reason, all ef fects related to the surface should be observed more clearly. 

Relatedly, w e might wish to consider the effect of sample geometry and in particular to check 

whether the 2:1 ratio between the oscillation period and transit t ime holds for samples with 

different widths. 

Fur ther to this, our observat ions of the anomalous oscillatory dynamics r ecommend a 

number of investigations using techniques other than standard transport measurements . 

Firstly, it wou ld be very interesting to pe r fo rm Hall probe studies on the oscillations, using a 

method similar to that recently employed by Paltiel et al. to study vortex dynamics in 

NbSe2 [3]. Equal ly , magneto-opt ic techniques might be useful for testing the theory that the 

oscil lations reflect the mot ion of coherent domains with d i f fer ing degrees of relative disorder. 

In order to bet ter develop our unders tanding of the mechan i sm for the oscillations it will also 

be necessary to pe r fo rm detailed numerical simulations. Indeed, it has recently come to our 

attention that studies of this nature are currently be ing carried out by Zeldov et al. [4], 
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Appendix A ; Main Sample Listing 

Sample Doping Twinning Dimensions Contact Spacing 

A Optimal Sparse 2.10 mm X 

0.75 mm x 
85 |am 

0.48 mm 

B Detwinned 1.10 mm X 

0.35 mm x 
65 |im 

0.68 mm 

C 1.69 mm x 
1.08 mm X 

91 |Lim 

No contacts 
attached 

D Overdoped Naturally 
untwinned 

1.65 mm x 
0.39 mm x 

60 |im 

0.925 mm 

E Optimal Densely twinned 
(polycrystalline) 

3.01 mm X 

1.64 mm x 
230 |im 

1.37 mm 

Unlike the other samples considered within this thesis, which were all high purity single crystalline 
samples, this particular sample was a polycrystalline melt-grown sample with strong pinning due to 
grain boundaries, twin boundaries, and impurities. This sample is only referred to once within this 
thesis, in Section 6.1 of Chapter 6. For full details of how this sample was grown, see: A. Crisan, S. 
N. Gordeev, S. Manton, A. P. Rassau, S. Popa, C. Beduz, P. A. J. de Groot, R. Gagnon and L. 
Taillefer, Physica C 309 (1999) 1. 
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Appendix B : Summary of Temperature Sensor Characteristics 

SENSOR 
TYPE 

Approximate 
Useful 

Temperature 

Range 

Magnetoresistance (MR): 
AT/T(%) 

At T=88 K for different 
magnetic fields. 

2 5 T 8 T 14T 

Typical 
dimensionless 

sensitivity (Sd) 
at 77.4 K 

Comments on limitations 
and application to which 

it is put in our 
experimental 

arrangements 

Carbon-glass 

CGR-1-1000 

I J X ^ O O K 0.05 0 ^ 6 1.32 -0.53 
Standard for magnetic field 
measurements prior to 
introduction of LS Cernox 
series. Used for 
temperature control in 
conjunction with 01 ITC4 
temperature controller for 
16T rig. 

Cernox 

CX 1050 

1.4K. 325K <0.05 <0.07 <0.05 -1.0 
Ideal for use in magnetic 
fields. Used as a sample 
temperature sensor in 16T 
rig and in measurements at 
GHMFL. 

GaAIAs 
Diodes 

1/W<-325K <&1 Not 
Quoted 

Not 
Quoted 

-0.07 
Reasonable MR over a 
wide range of temperatures 
for B < 5 T. Used for both 
temperature measurement 
and control in the SQUID 
pV-meter. 

Capacitance 

C S 5 0 1 G R 

4.2-300K <0.01 <0.01 <0.01 +0.46 
Virtually zero MR but 
exhibit significant dielectric 
ageing effects on 
temperature cycling thus 
are unsuitable for 
measurements where high 

§ 
reproducibility is required. 
Used for temperature 
control in measurements at 
GHMFL. 

Taking into account both measurement sensitivity and the magnetoresistance 

For a resistive sensor sensisitivty 5^ =(T/ R)*(dR/dT)' Equivalent expressions can be written for 

other thermometric properties. 

^ L. G. Rubin and W. N. Lawless, Rev. Sci. Instrum. 42 (1971) 571-573. 

252 



APPENDICES 

Appendix C : Excerpts from Manual of the G END AT® Generalised 
Data Acquisition Program 

CI. Introduction 

The generalised data acquisition program (GENDAT) has been designed to be used with a wide 

variety of experimental systems. It has the facility to easily add or remove devices from a particular 

system. Furthermore, it can be programmed to execute a complex series of instructions each of which 

may involve different control or measurement devices. The program achieves this in two main ways, 

each of which will be discussed in the following sections. 

C2. Dynamic Association Between Physical & Program Variables 

All data-acquisition programs must associate physical variables with program variables. Having made 

this association, the program representation of the physical parameter can be manipulated in a number 

of ways : 

(i) The value can be directly displayed on the screen. 

(ii) It can be saved to an output data file 

(iii) If another parameter has been associated with a different physical variable then these two 

variables can be plotted against each other on a graph 

Conventionally, data acquisition programs are designed around a static relationship between program 

variables and physical parameters. Thus, in for the example given above this could be represented as 

follows: 

© 
Copyright Andreas Rassau, 1999. 
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X I ||i Bl, controlled by 0 1 power supply 

Y1 ^ VI, measured by K199 

Static physical-variable to program-parameter association for a system with two physical parameters and two 

corresponding program parameters. 

A conventional (static association) approach has the advantage of simplicity in that, for example, the 

X and Y variables of displayed graph always represent the field and voltage respectively. This makes 

it easier when deciding how to label these graphs, and also how to label columns in the output data. 

From a programming point of view this is by far the simplest approach. The static approach does, 

however, have two important disadvantages : 

(i) If we wish to change the device associated with a particular variable then changes must be made 

on the level of the program code itself. An example of this would be if we were to change the 

device measuring V1 from a K199 voltmeter for a K2000. Whilst the parameters measured would 

remain the same, the way in which the program reads the data would be different. 

(ii) If we wish to measure a completely different parameter, then again changes would have to made 

to the source code. As above, the device data acquisition code will have to be rewritten but also 

changes will have to made to graph labelling routines etc. Often these changes will be 

substantial, amounting to an almost complete rewrite of the program. 

In the case where a wide variety of different variables are measured and devices are frequently 

exchanged, a dynamic parameter association has considerable advantages over the static alternative. 

In the case of dynamic parameter association, program parameters are assigned to physical variables 

but only on a temporary basis. As for the static case, each physical variable has a device associated 

with it. Consider an example in which there are four such physical variables : 
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1. Magnetic field {B1): Controlled by an 01 power supply. 

2. Temperature (77); Controlled by a Lakeshore 340 temperature controller. 

3. Voltages {VI and V2)-. Measured by a Keithley 199 voltmeter and Stanford SR830 lock-in amplifier 

respectively. 

Taking our previous example, of a program with plots a graph of parameter X I versus parameter Y1 

then this allows for four different measurement combinations namely :F / (S i ) , V2(B1), V1{T1) and 

1(2(72). 

In a static physical-parameter to program-variable architecture this would require the program to have 

four different implementations each with different routines to read the data into X I and Y1 and to 

display/save it once it has been measured. In terms of an association diagram this could be 

represented as fol lows: 

XI Bi, controlled by OI power supply 

Y1 ^ VI, measured by K199 

XI Tl, controlled by LS 340. 

Y1 ^ VI, measured by K199 

XI ^ Bl, controlled by OI power supply 

Y1 ^ V2, measured by SR 830 

XI Tl, controlled LS 340 

Y1 ^ V2, measured by SR 830 

Static physical-variable to program-parameter associations for a system with four physical parameters but 

just two program parameters. Here the program requires four different implementations running in parallel 

If it is well known in advance which parameter combinations will be measured, then sections of the 

program can be built up to support each of these combinations. However, as is often the case, if new 

variables or devices are added additional parallel sections will need to be added to the code in each 

case. The alternative approach is to develop architecture which allows for the associations between 

physical variables to be changed from within the program without needing to change the source code. 

This so-called dynamic variable-association architecture is the system on which GENDAT is based. 

In order for this approach to work a number of things are a required : 
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1. A library of 10 routines (known as a Device Library) comprising data-exchange code for a wide 

variety of physical devices. If the device library is comprehensive then there should be no need to 

access the source code at all. In the case where new devices are acquired, then routines for these 

devices must be added to the device library. By maintaining the device library as a distinct entity, the 

changes required are restricted to this well-defined part of the program. 

2. A user configurable framework for associating physical-parameters with program-variables (known as 

a Linker). For the system shown in the example above this should give the user the option from 

within the program to choose any of the following parameter combinations : V1{B1), V2(B1), V1{T1) 

and V2(T2). 

3. A means to deduce the names, units and other labels for the program parameters, based upon the user 

configured parameter associations (known as a Referencer). For example, if the variable if the 

program parameter Y1 is associated with physical variable T1 then the program should have some 

means of telling that Y1 represents a temperature and has units of Kelvin. 

In terms of an association diagram these different aspects of the dynamic configuration can be 

represented as follows: 

x r 

LINKER DEVICE LIBRARY 

Bl, controlled by OI power supply 

• 
Tl, controlled LS 340. 

VI, measured by K199 

V2, measured by SR 830 

REFERENCER: 
Passes information, 
XI, Field (T) 
Yl, Voltage (V) 

Dynamic physical-variable to program-parameter associations for a system with four physical parameters and 

two program parameters. As shown, XI has been associated with B1 and Yl with VI. Using the linker the 

user can change the associations from within the program. Display information for the program parameters 

(such as axis labelling) is passed within the program by the referencer. 
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C3. Script Instructions 

Having associated program parameters with specific physical devices the next stage is to tell the 

program which of these parameters should be controlled/measured and how they should be displayed 

or output to files. In a static program-parameter to physical-parameter architecture this is normally 

achieved by prompting the user with a series of questions to ask them exactly what they want to 

measure. However, this has two important disadvantages: 

(i) If an experimental system is constructed with a wide variety of different devices and device options it can 

become tedious to answer a long series of questions each time the program is run. 

(ii) Normally, such an approach allows the execution of just one sweep before new instructions have to be 

entered. 

Within a dynamic program-parameter to physical-parameter architecture it becomes possible to adopt 

a fundamentally different approach. In this alternative approach, instead of prompting the user for 

each new instruction, a series of instructions are passed to the program by way of a specially formatted 

text file known as a Script File. The script file contains a sequence of instructions, written with a 

special syntax, telling the program which program variables it should measure/fix. Without going into 

the specific details of the Script Language used by GENDAT, consider a series of natural language 

instruction that could be considered equivalent to a script file. 

* Fix B = IT 

* Fix I =lmA 
* Sweep T from 50K to 100 K whilst measuring V I 
V I should be plotted against T 
At the same time measure V2 

A series of natural language instructions that could be represented by the specifically formatted text of a 

script file. 

It should be noted that the variables listed within a script are program-parameters. They must first be 

linked to specific devices before the script can be executed. This has the advantage that, if we want to 
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change the device that measures VI for example then we need only make a change in a separate 

configuration file. There is no need to change every instance of V I within the script itself. 

Clearly before the script can be executed it must be converted into a format recognisable to the 

program. This task is performed by a part of the program known as the Compiler. On compilation the 

compiler checks the script to see the if the syntax is correct and that values provided have the correct 

numeric format. If an error is found in the script then the compiler will tell the user the nature and 

location of the problem. It is only after a script has been compiled that the program parameters within 

the script can be linked to specific physical devices. The linking is performed by a separate section of 

the program known as the Linker. 

C4. Glossary 

Physical variable: 

Control Variable 

Measured Variable: 

Null Variable 

Program variable: 

Also known as a Physical Parameter, this is the value of an experimental 

parameter as measured or controlled by a specific physical device. An 

example of a physical variable is the voltage (V) measured by a Keithley 199 

voltmeter. 

Also known as an Output Variable/Parameter, this is a physical variable that 

is actively fixed by a particular control device. The magnetic field {B) set by 

a Oxford Instruments power supply is an example of a control variable. 

Also known as an Input Variable, this is the value of physical parameter read 

by a particular measurement instrument. The voltage (V) measured by a 

Keithley 199 voltmeter is an example of a measured variable. 

A physical variable which for some reason is not directly measured or fixed 

by the program. An example would be the resistance of a particular shunt 

resistor, which whilst known is not controlled or measured by the program. 

Null variables are used as information labels, their values being directly 

entered by the user. 

Label within the program code associated with a particular physical 

parameter. For example, if the program plots a graph then the program 
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variables associated with this graph could be called X I and Yl . Each of 

these program variables must be assigned to a different physical variable. 

Variable Association-. In order for the program to acquire data each of the program variables must 

have a physical variable (or equivalently device) assigned to it. Thus for the 

examples given above, X I and Y l (the axes of the graph displayed on the 

computer screen) could be assigned to B1 and V I the experimentally 

controlled/measured values for the field and the voltage respectively. 

The process of associating physical variables and program parameters. 

The part of a program responsible for linking. Linker 

Device Library 

Device Library 

Script 

Fix-Instruction 

A library of I/O routines for use with a variety of different physical devices, 

allowing the physical variables associated with these devices to be measured 

or controlled. 

A library of I/O routines for use with a variety of different physical devices, 

allowing the physical variables associated with these devices to be measured 

or controlled. 

A series of instructions, within a specially formatted text file, providing 

information for the program on which parameters it should fix/measure and 

how they should be displayed. In its simplest form a script will consist of a 

single Fix-Instruction or Sweep-Instruction (see below). A more 

complicated script will consist of a sequence such instructions, which the 

user may choose to execute sequentially or else in any chosen order. NB the 

parameters listed appearing in the script are program parameters. Before 

measurements can be made these parameters must be associated with 

specific devices from within the Device Library using a Linker. 

The simplified language in which the script text must be written so that the 

program can understand it. The script language has predefined syntax rules. 

A script instruction specifying parameters to be fixed and providing the 

values that they should be fixed at. 
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Sweep-Instruction 

Compiling 

Compiler 

A script instruction specifying a parameters to be swept and the range over 

which it should be swept. A sweep instruction must also specify at least one 

parameter to be tracked. For example, in the case of a program that plotted 

data on a graph, the tracked parameter would be plotted against the swept 

parameter. 

The process of converting the script from a text file to a format that will be 

recognised by the program. During compilation the syntax of the script is 

checked. 

The section of the program responsible for compiling the script 
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