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Theoretical calculations utilizing the density functional theory (DFT) 
method are presented here from the point of view of their applicability in 
modelling catalytic rhodium gem dicarbonyl, Rh(C0)2, species on silica surfaces. 
The surface rhodium gem dicarbonyl were modelled by [Rh(CO)2(OSiH3)], 
[RKCCOdPHSiHdr, ^&0OOh03SH%xr, [Rh(CC%dfTKOSmb%% 
[Rh(CO)2(Cl)(OHSiH3)], [Rh(CO)2(Cl)(ClSiH3)]. In all model structures the 
rhodium atoms are assumed to have the oxidation state of+1. 

The geometries were optimized using the hybrid B3LYP exchange-
correlational functional and effective core potential basis set of Hay and Wadt, 
LanL2DZ was used on the Rh atoms while the 6-3IG** basis set was applied on 
the rest of the system. We also presented the DFT-B3LYP predictions of their 
vibrational frequencies, charge distribution, and HOMO-LUMO energy gaps. The 
result shows Rh-0 distance within the suggested experimental range for both O'^ 
and OH" ligands. Combination of geometry optimization, frequency calculation 
and HOMO-LUMO energy gap, shows [Rh(CO)2(Cl)(ClSiH3)] to best model the 
surface Rh\C0)2 with [Rh(CO)2(Cl)(OHSiH3)] being the other closest possibility. 

The flexibility of octasilsesquioxanes, R'nRmSigOu (m=8-n, n=0,l,2) and 
their incompletely condensed polyhedral oligosilsesquioxanes, RgSigOn which are 
of great interest due to their striking structural similarity with silica polymorphs, is 
analyzed using crystal data extracted from the Cambridge Crystallographic 
Database (CSD). The results are represented as histograms and scattergrams. 
Linear correlation between Si..Si nonbonding distances and Si-O-Si bond angle 
was observed in both systems while no obvious structural difference was detected 
for different R group in Sig cages. In all, the silica cage system shows a 
remarkable flexibility in adapting large subsituents and behaving very similarly to 
the Si02 framework. No obvious correlation between ^^Si NMR chemical shifts 
and various geometric parameters of this system was found. 

Finally, a theoretical study was performed adopting the B3LYP/6-31G** 
method to analyze the suitability of a hypothetical incompletely condensed 
polyhedral oligosilsesquioxanes; HySigOgOH, H7Si709(0H)2(0CH3) and 
H7Si709(0H)3 to model surface hydroxyl and methoxy groups. The result shows 
that this hypothetical model is able to differentiate between isolated and hydrogen 
bonding v(OH) bands. The hydrogen bonding is confirmed by short 0 .0 
distances, XH.. .H (X=C, O) angles greater than 90°, very intense v(OH) bands at 
3650 cm'^ region and shift to higher wavenumber for the v(CH)3 band. 
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Chapter One Introduction 

Chapter One: Introduction 

1.0 Introduction 

This thesis describes an investigation into rhodium gem dicarbonyl species 

using theoretical methods and an exploration for a suitable silica surface model based 

on silsesquioxane system. This chapter will give an introduction to why such systems 

are considered. 

1.1 (Zatalyst 

A catalyst can be defined as a substance which increases the rate at which 

chemical reaction reaches equilibrium by lowering the activation energy, without 

itself being consumed in the process. Often a catalyst will selectively or preferentially 

enhance one reaction pathway at the expense of the others, and hence can be used to 

control the selectivity of a reaction to a desired product. 

1.1.1 Homogeneous catalysis 

In a homogeneous catalytic system the catalyst and the reactant are in the same 

phase, most often in solution. A homogeneous system will normally consist of 

sequential chemical reactions involving discrete transition metal complexes, derived 

from a well-defined starting complex, in a closed catalytic cycle. Intermediates may 

be short lived and exist only in very low concentrations but can be characterised by 

spectroscopic techniques. 

1.1.2 Heterogeneous catalysis 

In a heterogeneous catalytic system, the reactants and the catalyst are in 

different phases, usually involving a solid catalyst and a gaseous reactant. 

Heterogeneous catalysts play important roles in industry and are used in a range of 

chemical processes from hydrocarbon reforming and oxidation to olefin 

polymerisation and metathesis. The importance of heterogeneous silica supported 

transition metal catalysts has provided impetus for understanding the surface 

chemistry of this species at a molecular level. Despite recent dramatic improvements 
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in surface science techniques, detailed mechanistic study of silica supported species as 

well as other metal oxides, are still not very tangible, resulting in uncertainty in the 

nature of the active species involved in catalysis. 

1.1.3 Homogeneous vs. Heterogeneous catalysis 

In general, the advantages of heterogeneous catalysis over homogeneous 

catalysis are a higher activity, easier product separation and robustness of the catalyst, 

although catalyst leaching may be a problem. Homogeneous catalysts also offer some 

advantages, including that they tend to be more uniform, with the potential of easy 

and controlled modification that may lead to controlled selectivity. In addition to that, 

homogeneous catalysts are normally well defined molecular structures, so tailor made 

catalysts are possible, in principle. 

The disadvantages of homogeneous catalysts include lack of stability under 

extreme conditions and difficulty in separation of products from catalysts compared to 

the heterogeneous catalysts. However, as the homogeneous catalysts are easier to 

study and to understand, to gain an insight into understanding a heterogeneous 

catalyst, development of homogeneous catalysts that models the heterogeneous 

catalyst is advantageous in creating the opportunities to enhance control over 

selectivity, activity and catalyst lifetime. 

1.1.4 Hybrid catalysts 

Hybrid catalysts combine the practical benefit of heterogeneous catalysts with 

the advantages of homogeneous catalysts i.e. selectivity, efficiency, reproducibility 

and controlled design. These so called hybrid catalysts usually consist of transition 

metal compounds attached to a solid support, without substantial change in their 

structure. 
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1.2 Nature of Oxide Surface 

1.2.1 Introduction 

An oxide surface is generally thought to consist of Bronsted or Lewis base 

(O^ ), Br0nsted acid ("OH) as well as Lewis acid sites. The most commonly 

used oxide surfaces in surface organometallic chemistry are silica, alumina, titania 

and magnesia. 

1.2.2 Silica 

Silica powders and gels are widely used in industry as fillers, catalysts, 

catalyst supports, adsorbents, chromatographic agents and so on. There are two forms 

of silica; gels and sils, each with a difference in their morphology. Gels are highly 

porous materials and are less suitable for use in surface organometallic chemistry. 

There is doubt over the accessibility of large organometallic compounds to pores, in 

fact size distributions for these supports would have to be known. In addition to that, 

some metal cations can be present as contaminants from the hydrolysis procedures in 

their production. Sils are essentially nonporous and derive their high surface area from 

small particle size (5-40 nm diameter). Generally sils are also higher in purity, with 

some residual chloride emanating from the SiCU precursor, being the most likely 

contaminant. 

Silica is usually prepared either by acid precipitation from metal silicate 

solutions, especially sodium silicate, or by hydrolysis of silicon compounds, such as 

silicon tetrachloride, in liquid or vapour phase.' The formation of silica by hydrolysis 

in the liquid phase has been summarised by Carman^ and Iler^ in the following 

reaction scheme. 

1" stage; 

Hydrolysis to Si(0H)4 -4- polymerisation Colloidal particles of SiCh 

2"" stage; 

a). Dilute solution -> Aggregation -> Weak gel or precipitate 

b). Concentrated solution -> Aggregation strong, firm gel 
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Silica surfaces are usually covered with a layer of hydroxyl groups and H2O 

which can be largely removed by drying at high temperature. The degree of 

hydroxylation of the surface of silica has been studied by infra red spectroscopy/ and 

high resolution ^^Si NMR which derives surface selectivity by the cross-polarisation 

of protons to the silicon spins.^ 

Silica surfaces contain a variety of terminal silanol group some of which are 

isolated single [SiOH] or geminal [Si(0H)2], whereas others are either of the above 

type involved in hydrogen bonding or are perturbed due to inter particle contact.® IR 

spectroscopy however does not distinguish or discriminate between isolated and 

geminal species/ The isolated SiOH groups are characterised by a sharp band at 3750 

cm"', while the hydrogen bonded SiOH groups are distinguished by a broad band at 

around 3650 cm"'. 

The loss of the physically adsorbed water present under ambient conditions is 

the predominant dehydration process at temperatures below 150°C, but is incomplete 

below 300°C. At temperature above 150°C the condensation of surface hydroxyls is 

the principle route to the elimination of water. At a moderate drying temperature, 

adsorbed water, silanol groups and siloxane linkages provide possible reactive sites to 

an organometallic complex. Some hydroxyl content is still evident even after drying at 

1100°C, the silanol groups themselves will have different spatial distributions. 

X-ray work on silica suggests that the structure most closely resembles that of 

p-crystobalite. Most prevalent descriptions of the silica surface are thus based upon an 

assumed similarity to the various crystallographic faces of this form of silica. 
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Figure 1.1: Surface geometry p-crystobalite (100) face including the mechanism of dehydration 

suggested by Peri and Hensley.^ (A) completely hydrated (B), following partial dehydration. In site B, 

b sites are "vicinal pair" formed from the condensation of adjacent geminal hydroxyl sites, a. (Shaded 

circles) Hydroxyls groups; ( ® ) surface silanol silicons; (•) cross polarizable lattice-type silicons. 

Considering the silica surface in more detail, on an ideal (111) crystal face of 

(3-crystobalite the silanols are ~ SA apart and virtually isolated. Vicinal pairs 

separated by 3.3 A occur on the (110) face. There is also evidence of gem silanediols 

which may represent 10-20% of the total silanol population depending upon the pre-

treatment used. A surface model that predicts the existence of paired hydroxyl groups 

at all levels of dehydration was proposed by Peri and Hensley [Figure 1.1].^ In this 

work, the surface is assumed to be similar to the (100) face of P-crystobalite. 

Each surface silicon is connected to a geminal pair of hydroxyl groups, the 

paired group are located in rows. This spatial distribution is important for the 

adsorption sites, for example, water is chemisorbed preferentially on neighbouring 

silanol pairs whereas amines bind to isolated groups."* When the silica is pure these 

silanol groups act as weak Brensted^ acid sites but Lewis acidity is not evident. 
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1.3 Surface Organometallic Chemistry 

1.3.1 Introduction 

The reactivity of organometallic compounds supported on the surface of 

inorganic oxides has been subjected to an increasingly intensive study over the last 

twenty years .The study of these organometallic compounds supported on inorganic 

oxides has shown similarity to both homogeneous and heterogeneous catalytic 

systems. Heterogeneous reactions may involve surface organometallic fragments as 

the reaction intermediates. It is intended that the study of these well-defined surface 

organometallic species will lead to a better understanding of the basic steps of 

heterogeneous catalyst reaction mechanisms and hence the catalytic reactivity.^' 

The advantage of surface supported catalysts over homogeneous systems is 

that the readily formed unsaturated intermediates are stabilised by the surface which 

acts as a large, co-ordinating and rigid ligand to trap them.'^ Despite their similarities 

with heterogeneous systems, the reactivity, the distribution of the support material and 

the relatively uniform structure of supported organometallic may be considered to 

make them homogeneous in nature.'^ Studies have shown similarities between the 

chemistry of surface organometallic complexes and that of homogeneous analogues." 

For this reason, supported organometallic systems can be considered as hybrid 

catalysts. 

Since isolation of the active sites can help prevent some undesirable side 

reactions, this will lead to an improved selectivity of this type of catalysts. In addition 

to that, some supported organometallic complexes have been shown to be highly 

effective at even low temperature. 

Well-defined organometallic surface complexes can undergo reactions with 

the support in which the support acts as a real ligand. Its effect is to dilute the 

organometallic species and to reduce their mobility, allowing in some cases the 

obtention and stabilization of extremely electron deficient metal hydrides.''^ 

Knowledge of surface structures allows a good understanding of the reactions 

occurring on the various substrates, so modelling the catalytic cycles, step by step is 

possible.'"^ Furthermore, the knowledge is also important in designing new catalysts. 
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on the various substrates, so modelling the catalytic cycles, step by step is possible/'* 

Furthermore, the knowledge is also important in designing new catalysts. 

1.3.2 Reactions of Organometallic Complexes with Oxides Surfaces 

The metal-support interaction is a topic of a great importance in the research 

involving supported transition metal catalysts. The nature of the support has been 

shown to affect the behaviour of the catalyst. This is illustrated for example by the CO 

hydrogenation reaction over nickel'^''® where Ni/TiO; catalysts are more active in 

methanation than Ni/A^Os or Ni/SiOa catalysts. Furthermore, methanation proceeds 

more rapidly on Ru/SiO: than on RU/AI2O3,'' while the opposite has been reported for 

the water gas shift reaction for Pt/Al203 or Pt/SiO].'^ 

Reactions between an organometallic compound and an oxide surface can 

generally be defined as examples of well known organometallic reaction mechanisms 

such as oxidative oxidation, nucleophilic or electrophilic attack at either the ligands or 

the metal centre, ligand dissociations or associations, electrophilic cleavage of metal-

carbon bonds, acid base reactions or redox interactions.'^ The various types of surface 

functionalities involve hydroxyl groups, protons, and acid base centres.'^ 

1.3.3 Reactions of Organometallic Complexes with Silica 

Heterogeneous silica supported transition metal compounds play an 

increasingly important role as catalysts in the petrochemical industry.'^ The potential 

commercial importance of such catalysts has stimulated an intense interest in the 

chemical processes which occur on the surface of the catalyst. Although advances in 

surface characterisation techniques such NMR, IR and EXAFS, have allowed great 

strides toward understanding the chemical reaction that occur on the surface, detailed 

mechanistic studies are still inherently difficult due to the very comphcated atomic 

structure on the surface. 

The reaction of Rh(ri^-C3H5)3 with oxides, especially, silica, alumina, titania, 

magnesia and zeolites is an example of a well-studied organometallic reaction 

mechanism. On silica (in toulene solution), this is thought to consist of electrophilic 

cleavage of a Rh-allyl bond by a silanol group, releasing one equivalent of propene.^° 
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[Si]-OH + Rh(T|̂ -C3H5)3 ^ [Si]-0-Rh(Ti^-C3H5)2 +€3% 

The formation of a chemical bond between rhodium and silica via an oxygen, 

of the grafted species was concluded on the basis of Raman s p e c t r o s c o p y T h e 

spectrum shows bands at 447, 481 and 505 cm"' attributed to the v(Rh-O) vibrations. 

Dufour et al." studied the reaction of Rh(r|^-€3115)3 with variously treated silicas and 

the same stoichiometry of this reaction was observed regardless of the degree of 

hydroxylation or porosity of the silica sample. 

On silica, the formation of a complex with a coordinated hydroxy 1 group was 

observed. Dufour and co-workers^' performed molecular modelling of the surface 

complex, using bond lengths and bond angles identical to those in the model 

compound of [Rh(fi-OH)(ri^-C3H5)2]2. The silica surface was modelled using the 

(100) and (111) faces of p-cristobalite. In summary, three microenvironments were 

proposed for 1 on the silica surface, [Figure 1.2], based on the known structure 

analogue of Rli(ri^-C3H5)2, IR evidence^^ and theoretical calculations.^^ 

la lb Ic 

Figure 1.2: Three proposed fragments of Rh(r|̂ -C3H5)2 thought to exist on silica. 

Disagreements on the stoichiometry of the reaction have shown the need for a 

variety of techniques to be employed for accurate identification of the surface 

organometallic species.^"'^^ 

The reaction of tetraneopentyl zirconium with the hydroxyl groups of silica 

has also been fully characterised. The spectroscopic data of this system is 

summarised in Figure 1.3. Molecular modelling studies show that such a structure 

can be achieved on the silica surface with the oxygen atoms being at a reasonable 

distance from the zirconium. 
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H, 

'HNMR 

O 

9CH, 
SCĤ CH; " " f 

.tic /\ 
Infrared 
v(Zr-H)=1635cm' 
vJSi-H)=2253cm' 
vJSi-H)=2195cm-' 

Figure 1.3: Reac t ion of te t raneopentyl z i r con ium wi th hydroxyl g roups of silica 

A concept which involves the calculation of the number of electrons 

surrounding the metal in a complex has been very useful. In the cases of Rh(Ti ̂ -€3115)3 

with silica for example, if the rhodium is co-ordinated by a single bond to the siloxide 

site, it would have a co-ordination sphere of only 16 electrons. Alternatively, it could 

react with two oxygen atoms, adopting an 18 electrons configuration on the surface. 

Figure 1.4. 

silica 

Figure 1.4: P r o p o s e d s c h e m e for the reac t ion o f Rh(ri^-C3H5)3 wi th silica. 

The determination of the structure of a grafted organometallic complex, at a 

molecular and atomic level, is known as a key step for the understanding of the rules 

governing the stability and the reactivity of these species. Obviously, the combination 

of various tools i.e. EXAFS, NMR, infrared spectroscopy and molecular modelling 

can be used to shed some light on the nature of the chemical bond between the metal 

atom of the organometallic fragment and the surface. 

10 
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1.4 Surface Rhodium Carbonyl species 

1.4.1 Introduction 

Rhodium is industrially used as a homogeneous catalyst for processes such as 

in the production of acetic acid from methanol. It is also used as a heterogeneous 

catalyst in the synthesis of nitric acid from ammonia and as a part of the three way 

automotive exhaust catalyst (with platinum and ceria), for the removal of carbon 

monoxide, nitric oxide and hydrocarbons from exhaust gases. Rhodium particles on 

metal oxide supports catalyse a number of reactions important to industrial processes 

including the hydrogenation and oxidation of carbon monoxide, the reduction of 

nitric oxide,carbon-carbon bond formation and the water-gas shift reaction. 

Surface rhodium carbonyls may result from the reaction of rhodium carbonyl 

compounds with metal oxide, the adsorption of CO onto metal oxide supported metal 

particles or the exchange of hydrocarbon ligands for CO. Infrared spectroscopy is a 

particularly useful tool for investigating the chemistry of carbonyl compounds as the 

frequencies of the o(C-O) bands are very intense and highly sensitive to the electronic 

environment, due to the degree of back donation from metal occupied d orbitals to the 

71* orbital of the CO, and intermolecular interactions, allowing useful information 

about electronic characteristic of the metal and the bonding of the CO to be obtained. 

The sensitivity of the o(CO) band, the ease and its adaptability for making in situ 

measurement, have led to CO being widely employed as a probe molecule to study 

metal particle morphology. 

In principal there are three types of carbonyl species formed by the adsorption 

of CO on supported rhodium: 

e Linear rhodium carbonyls, the frequency of which shift to a higher 

wavenumber on increasing coverage (i.e. 2050 cm"' 2080 cm"') 

® CO bridging between two rhodiums with a frequency at about 1850 cm"' ( 

1840 cm"' to 1920 cm"', depending on coverage) 

® The gem dicarbonyl species, Rh'(C0)2 with two CO molecules on one 

isolated rhodium atom.^' 

The relative distribution of these three species is shown to be dependent on the 

metal loading^^, reduction conditions'^ the organometallic precursor^'^'^^ and the 

support.^^'^^ 

11 
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1.4.2 The rhodium gem dicarbonyl species 

The rhodium gem dicarbonyl species is characterised by two infrared bands at 

around 2100 cm"' and 2030 cm"'. In the past, this has been characterised by the fact 

that it displays no shifts in frequency with increasing coverage and is thought to exist 

as an isolated Rh' site/^' However, it has been shown recently that a small shift in 

wavenumber up to 9 cm"' may be observed with increasing coverage/^ Isotopic 

substitution by Yates and Kolansinki have confirmed this species to be a non-linear 

C2v species, as the expected numbers of bands were observed and the frequencies 

matched the calculated values within experimental error.^^"'̂ ' 

Generation of Rh'(C0)2 on oxide support can be achieved by 

i). adsorption of CO on the oxidized or reduced 

ii). exposure of supported Rh6(CO)i6 and Rh4(CO)i2 to oxygen 

iii). reaction of supported rhodium salt such as chlorides and nitrates with CO 

and Hi. 

Initial proposals suggested that the Rh'(C0)2 was formed via dissociation of 

CO, resulting the oxidation of Rh° to Rh' by oxygen adatoms.'*^'^ Subsequent studies 

however, showed that the gem dicarbonyl is formed at a lower temperature than those 

required for CO dissociation. The currently favoured mechanism involved the 

consumption of isolated OH groups'*^ and the species can be regenerated following 

reaction with water. 

More recently, Evans et. reported that the rhodium gem dicarbonyl 

species, Rh(C0)2 can be formed by dissociative adsorption of Rh2(CO)4Cl2 on both 

single crystal Ti02(110) and powders TiOi surfaces at 300K. This species has been 

characterised by TPD, XPS, and RAIRS techniques, using CO as the probe adsorbate 

molecule. The gem dicarbonyl species is believed to be stable to 45 OK above which 

temperature a phase change occurs. In spite of the extensive work done in this field, 

arguments over the chemical bonding of the species to the surface, the adsorption 

state and the fiinction and the existence of CI in the system continue. 

Authors are divided concerning the existence of Rh-Cl bond. Koningsberger 

and co-workers^^ concluded that the species formed is (CO)2Rh(Osurf)3, where the 

oxygen is from the support with the Rh-0 distance of 2.18 A. Johnston et aP 

however, argued that the data are more accurately described by the proximity of 
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chlorine rather than oxygen and deduced the Rh-Cl distance as 2.33 A, which is very 

similar to that in the crystalline compound of (C0)4Rh2Cl2.^^ 

The importance of residual chlorine is widely recognised and this has been 

emphasised by Bond et al.^^ Using EXAFS results, Johnston et al.̂ ^ had suggested 

that the presence of chlorine ion may be the stabilising factor for the Rh^ entities and 

compared with the work with halogen free condition of Frederick et al. who reported 

that the species is unstable in vacuo at 298K.^^ 

Based on series of work on titania, using EXAFS data, Evans^^ concluded that 

the rhodium centres is like that of A. Thermolysis of A under mild condition appears 

to maintain the Rh-Cl bond but not above 525K. 

CO 

CI Rh CO 

o 

A 

However, depending on the nature of the surface, the nature of the reactions 

will differ considerably. Again, factors such as strong or weak metal and support 

surface interaction and purity of the oxide s a m p l e , i n addition to methods of pre-

treatment, often have been found to be the determining factor for explaining 

differences in results between in various laboratories. The reaction can occur not 

only with the hydroxyl groups but also with more or less strained M-O-M bridges 

resulting from dehydroxylation process or even with the M = 0 double bonds with 

certain metals in high oxidation state.^ 

1.5 Polyhedral Oligosilsesquioxanes 

1.5.1 Models for Silica Surfaces 

Polyhedral silsesquioxanes (POSS) represent a rather versatile class of three-

dimensional organosilicon oligomers which are of considerable theoretical and 

practical interest. They are composed of a polyhedral silicon-oxygen skeleton 

containing intermittent siloxane chains which bear organic or inorganic substituents.^' 
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The molecules of this compound have the general formula of (XSiOi.5)n where X = 

organic or inorganic groups and n > 4. 

Sil-ses-quioxane, (sometimes also written as silasesquioxane ) denotes that 

each silicon atoms is connected to three oxygen atoms, {SiOs}. The prefix 'oligo' is 

often used to indicate a small number or silsesquioxane in the link while prefixes such 

as 'octa', 'penta', etc. are used to indicate the specific number of these link.® '̂ They 

have been used as building block units for the synthesis of new materials, such as dry 

resist in microelectronics,^ alternative precursors for the generation of low-dielectric-

constants mater ia ls ,and precursors for ceramics. 

Octasilsesquioxanes, the most intensively studied silsesquioxanes, are cube-

shaped molecules consisting of a core and eight reactive sites, which, in principle, all 

can be functionalized differently7° The interest in these compounds derives from the 

fact that their SigOn core is analogous to the TgOiz fragment (Tg usually the mixture 

of Al, Si, P and Co(II)) found in zeolites such as Linde A and others .However in the 

case of octasilsesquioxanes only one type (Si) of tetrahedral atoms are present. The 

relation between the TgOii fragment and the zeolite A structure is shown in Figure 

1.5. 

Figure 1.5: Relation between the structure of Zeolite A, TgOu fragment and the RgSigOi2 

Incompletely condensed polyhedral oligosilsesquioxanes (POSS) such as 1-3, 

in Figure 1.6 are suitable molecular models for heterogeneous catalysts since, firstly 

they possess sufficient degree of ohgomerisation as to be relevant models for highly 

siliceous materials and secondly because they retain reactive Si-OH functionality 

which allows for their exploitation as ligands in a variety of main group and transition 

metal c o m p l e x e s . S i n c e POSS such as 1-3, possess an extensive Si-0 framework, 

their electronic properties should be more similar to silica and siliceous solids than 

that of conventional models such as siloxide ligands, e.g. (C6H5)3SiO-. 
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Employment of the correlation between Hammett substituent parameters and 

'^C chemical shifts suggests that the electron withdrawing tendency of the SigOn 

framework/^ is more similar to -CF3 group rather than RsSi derivatives which is 

electron donating in nature/'* 

Si—OH Si S i — O — - S I 

-AM" -ftI 
R—!--Si—0--I--SI R—1-si—o-^-si-^ R—l--a—o—si 

R 1 ^ / | 0 HO * 

si O Si Si' o — S ^ SI OH 
r ' ^ r / R 

lb R = C-C5H9 2 R = c-CgHii 3 R = c-C'yHig 
R = c-C6Hii 

Ic R = C-C7H13 
Figure 1.6: Examples of some incompletely condensed polyhedral oligosilasesquioxanes (POSS) 

Conventional models fail in their ability to mimic the co-ordination geometry 

of supposed silica supported species. Usually a metal dictates the arrangement of 

ligands within its co-ordination sphere. Subtle changes in this arrangement can have a 

profound influence on chemical reactivity. 

Incompletely condensed POSS dictate the co-ordination geometry of metal 

complexes much more effectively and show great similarity to alleged silica surface 

sites. This is demonstrated by trisilanol, l(a-c). The term trisilanol is used in a loose 

sense to denote the compound which contain three [SiOH] groups such as the 

incompletely condensed silsesquioxanes prepared by Feher and co-workers. 

A single crystal X-ray diffraction study^ shows the structure was similar to 

that of the octahedral face of P-crystobalite'^(l 11) and the idealised (001) 

rhombohedral face of P-trydimite'^(OOOl), [Fig. 7], These crystalline forms of silica 

are often implicated as representing the surface structure of surface silica.'' 
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a. 

Figure 1.7; O R T E P plots (side views) of a), the trisilanol la and b). the idealized (111) face 

of of P-ciystobahte and c). idealized (0001) rhombohedral face of P-tridymite. Unshaded 

atoms are oxygens, cross hatched a toms are silicon while the shaded atoms are the ipso-

carbons or cyclohexyl groups which are pendant to each silicon in trisilanol l a 

As a result of their similarities, both geometric and electronic to silica 

supported complexes, transition metal complexes of POSSs are believed to be an 

exceptional model system for heterogeneous silica supported catalysts. 

1.5.2 Synthesis and Characterisation Techniques 

POSS can be synthesised by hydrolytic condensation of RSiCls molecules. 

Many factors affected these reactions including solvent, temperature, pH and nature of 

R g r o u p . M o s t often the products are contumacious mixtures, except for those 

species which precipitate from polar or strongly acidic mediums. 
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Brown and Vogt described the synthesis of the trisilanol, la, which is quite 

useful and has been the focal point of much chemistry, by hydrolytic condensation of 

c-CeHnSiCls in aqueous acetone/^ The synthesis of heteroatom- and transition metal-

containing silsesquioxanes has relied on three general methodologies: (a), the reaction 

of silanols such as la-3a with metal alkyI complexes (Eqn. 1) (b). the metathesis of 

la-3a for less acidic alkoxide or amide ligands (Eqn 2) (c). the base assisted (e.g. 

EtsN) reactions with la-3a with active metal halide complexes (Eqn 3). 

:Si OH H—M ^ S i Q—M H — H 

' I 
(]) 

Y=RO or R,N 

OH Y — M 0 — M """ H — Y 

/ I 
(2) 

Si OH ^ X — M — O—M """RgNH—X 

(3) 

These three reactions can be used to synthesize a wide range of interesting 

metallasilsesquioxanes but each with has its limitations. For example, the protonolysis 

of metal alkyl complexes (Eqn. 1) only works well with the reactive alkyl complexes 

of electropositive metals e.g. Ti, Zr, V and Ga but fails with the less reactive M-C 

bonds of the late transition metals i.e. CpPt(CH3)3 and MesReOg. 

Amine assisted metathesis of Si-OH (Eqn. 2) has been proven to be most 

effective and has been used in many "comer capping" reactions of trisilanol, 1, using 

a wide variety of reagents, but reactive metal halides complexes, such as 0=VCl3,^^ 

CpZrCla,̂ ^ CpTiCl], TiCl3(NMe3)2,̂ ^ PCI3 , SbCb^^ and AlCl].^ This procedure is 

exemplified by equation (Eqn. 4) below. 
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\ 
Si—OH 
/; CW 

r EtaN/CePt 
-s, . o ^ 

R...U.S,-0-^..S,^ -3 EfgNHX 
9o | 0 R 
I/' 1/ 

Si O Si 

/ 
(4) 

The reaction of incompletely condensed POSS, 1 with SbMe; are particular 

notable because they are selective for exactly one methyl group in the antimony 

reagent, Eqn.5. 

^ S i OH SbMe. ^ ^ S i —OSblVle. + CH^ 

/ 
(5) 

Silsesquioxanes have been successfully viewed as model compounds for 

zeolites and silica surfaces and some of them have been thoroughly investigated and 

identified by different spectroscopic techniques, i.e. X-ray or neutron diffraction and 

vibrational spectroscopy and 'H, and ^^Si NMR spectroscopy. 

1.5.3 Structure and Bonding 

The unique nature of the Si-O-Si fragment in the silica cages system is the 

main focus of this study. Due to the flexible nature of the Si-O-Si backbone, 

fragments as diverse as "CpZr" (Zr covalent radius =1.45 A) and "P" (P covalent 

radius =1.06 A) ^ are easily accommodated by the silsesquioxane framework. The Si-

O bond distances are believed to be inflexible and span in a narrow range. The Si-O-

Si angles on the other hand, span a very large range, from 135° to 180°, with a 

theoretically calculated energetic minimum at 150 . 

The dynamic behaviour shown by many of these complexes is supplementary 

evidence for the flexibility of the cage frameworks in heteroatom and transition metal 
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derivatives of POSS. As an example of this flexibility, the Si atoms closest to the 

binding cavity in incompletely condensed POSS derivatives may be separated, i.e. 

Si..Si distances of the open cages, by as little as 4.2 A as found in 4 or as much as 5.5 

A in 5.^ These values may be compared to the observed siloxyl group Si..Si distance 

in la of 4.9 A and P-cristobalite, which is 5.04 

Si—OH \ n — S i — O — S b — O - X - V : 

°p 1 ° \ , ' r X y 
Si—O Si S i -O'^ ' "— -O—Sb 0 S i ^ '• / 

/ \ I / 
R R Me R 

4 5 

The ability of the ligand to dictate unusual coordination geometry was another 

exciting feature of POSS. It was anticipated that trivalent ions, such as V"' and Al'" 

would react trisilanol, 1, to form complexes with a low co-ordination number (due to 

the steric bulk of the aliphatic periphery) and a pyramidalised geometry (due to the 

unique nature of binding cavity). On the contrary, the flexibility of the cage famework 

had enabled these ions, to attain higher co-ordination number through dimerisation, 

for example structure 6 and 7, Figure 1.8.̂ ^ 
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R 

R 

R - l ^ - S i - O - l - S i ^ R - l - S i - O - l - S i 
O / o ' R 

O I p O / O ' R 
./^ !/" I o o 

si o— SI SI—o—si' 

\ 
M=AI, Ga, Ti, V, Cr M=Ti,V,Cr 

6 7 

Figure 1.8: Examples of how higher co-ordination numbers are attained through dimerisation 

Another dynamic behaviour of the cage framework, is its ability to exist as a 

mixture of monomer and dimer, see structure 8 and 9 for example, Figure 1.9. The 

disparity between structure 8 and 9 necessitates significant structural changes to affect 

their interconversion, reflecting the ease with which the skeletal deformation of the 

silsesquioxane frameworks occurs in these complexes. 

"\ ^ I " o ^ 

. -i:a, i 
t : r - " 
R g R R R Og R r! 

Figure 1.9: Sample of monomer and dimer existing together 

1.6 Theoretical Chemistry 

1.6.1 Introduction 

Catalysis may well be one of the most practical of the many sub disciplines of 

science. The gasoline burned in internal combustion engines, the precursors for a 

variety of plastics, polymers, fertilizers, edible oils, pharmaceutical and medicinal 

products, dyestuffs, food additives, cosmetics, pollution control both in automotives 

and stationary plants all involve the use of catalysts. 
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As with much science, experiment has preceded theory in catalysts. Many of 

the catalysts referred to in the present, have been in industrial use for a considerable 

length of time, but an understanding of the theory of their catalytic activity is not 

complete. The application of quantum mechanics in the field of catalyst was slow. It 

is evident that the surface of a heterogeneous catalyst is one of its important features. 

However, theoretical techniques are most conveniently applied to isolated molecules 

as applications to surfaces are more complex. 

1.6.2 Molecular Modelling, Computational and Theoretical Chemistry 

There is much confusion over the meaning of the terms "molecular 

modelling", "computational chemistry" and "theoretical chemistry". 

Theoretical chemistry is often considered synonymous with quantum 

mechanics. Computational chemistry encompasses a variety of mathematical methods 

which fall into two broad categories; molecular mechanics and quantum mechanics. 

Molecular mechanics applies the laws of classical physics to molecular nuclei without 

explicit consideration of electrons. Quantum mechanics relies on the Schrodinger 

equation to describe a molecule with explicit treatment of electronic structure. 

Generally, quantum mechanical methods can be subdivided into two classes: ab initio 

and semi empirical, making a total of three generally accepted classes, as shown 

below, Figure 1.10. 

Computational Chemistry 

Molecular IVlechanics Quantum Mechanics 

Ab Initio 
Semiempirical 

Figure 1.10: Computational Chemistry 

While a number of different definition has been proposed for coMzpwfar/oMa/ 

perhaps the definitions proposed Lipkowitz and Boyd as "those aspects of 
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chemical research that are expedited or rendered practical by computers" is the most 

inclusive.^^ 

1.7 Crystallographic Structural Databases 

1.7.1 Introduction 

Experimental information about the structures of molecules can often be 

extremely helpful for forming theories of conformational analysis and helping to 

predict the structures of molecules for which no experimental information is available. 

The most currently available technique for determining the three dimensional 

structure of molecules is X-ray crystallography. The international crystallographic 

community has established centres where crystallographic data is collected and then 

distributed in electronic form. 

Two particularly important databases for the molecular modeller are the 

Cambridge Structural Database which contains crystal structures of 

organic and organometallic molecules and the Protein Databank (PDB)"' which 

contains structures of proteins and DNA fragments. Other databases which are also 

available, are the Inorganic Crystal Structure Database (ICSD) for inorganic 

compounds and complexes®^ and the Nucleic Acid Database for structures of nucleic 

acids. 

The most common use of the crystallographic database is to avoid duplication 

of effort, both on the part of experimentalists and journals. As the number of 

structures continues to increase, this simple but important check, has already saved 

significant amount of data-collection time and computational resources as well as 

valuable refereeing and editorial time for journals that wish to decline duplicate 

structure determinations.^^ 

A simple use of a database is for extracting information about a particular 

molecule or groups of molecules. One may wish to retrieve the crystal structure for a 

particular molecule for example, for computational chemistry purpose, and this may 

be specified by a variety of ways, such as by name, molecular formula or by literature 

citation, or by creating a two-dimensional representation of the molecules and using a 

substructure search to search the database. 
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Crystallographic databases have also been used to develop an understanding of 

the factors that influence the conformations of molecules and of the ways the 

molecules interact with each other. For example the CSD, has been comprehensively 

used to characterise how the lengths of the chemical bonds depend upon atomic 

numbers, hybridisation and environment of the atoms involved/^ Analysis of 

intermolecular hydrogen bonding have revealed distinct distance and angular 

preferences^ '̂̂ .̂ Substructure search for molecules contain particular &agment, in 

order to investigate the confbrmation(s) that the fragment adopts, is among the m^or 

use of the CSD. 

1.7.2 Cambridge Structural Database (CSD) 

The Cambridge Structural Database (CSD) maintains a database relating to the 

structure of organics, organometallics and metal complexes determined by X-ray and 

neutron diffraction. The CSD software system is supported and developed on an 

ongoing basis by CCDC(Cambridge Crystallographic Data Centre) staff in 

Cambridge. The current database (Nov. 1999) comprises structural information for 

over 200,000 organic and metal organic compounds, analysed using X-ray or neutron 

dif&action techniques.^^ 

Table 1.1: Summary of information content of the CSD 

File Name Information Content 

BIB 

Bibliographic File'°° 

Compound name; synonym (or trivial name; 

qualifying phrase(s) indicating, for example neutron 

study, low temperature work, molecular formula, 

author list, chemical classes, literature reference 

CONN 

Chemical 

Connectivity'"' 

Compact coded representation of the chemical 

structural diagram in terms of atoms and bond 

properties for each residue in the crystal unit 

DATA 

Structural Data File 

Unit-cell parameters; space group; symmetry, atomic 

co-ordinates of crystal chemical unit; published bond 

lengths; accuracy indicator(R factors); textual 

comment related to errors located, corrections 

applied and details of disorder. 
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I-}-Morphine 
monohydrate 
CI7 H19 N1 03, H2 01 
E. Bye 
Acta Chem. Scar.d. Ser. 
B, 30, 549, 1976 
•COOR=-43 // 
•SPAC=P212121 // 
•RfAC=.0450 

I D B i b l i o g r a p h i c 

Informat ion 

3 D M o l e c u l a r 

S truc ture 

2 D C h e m i c a l 

C o n n e c t i v i t y 

3 D Crysta l 

S tructure 

Figure 1,11: Information content of entries in the Cambridge Structural Database. 

The database compnses of three important files a), bibliographic information 

(BIB) b). chemical connectivity information (CONN) c). crystallographic data 

(DATA) files, conveniently categorised in terms of their "dimensionality", ID, 2D 

and 3D informations, respectively. Table I.l and Figure l . I l , summarises the 

mformation content from each of these files. Example of the typical work making use 

of this facility was illustrated by the work of Murray-Rust & Motherwell'"^ and 

Murray-Rust & Bland. 
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1.8 Scope and the aim of the thesis 

This thesis has been organised into five chapters. Chapter Two gives insight 

into the basic of theory and method of computational chemistry. Chapter Three 

presents a theoretical studies of rhodium gem dicarbonyl species supported on silica 

using Density Functional theory. 

Specifically, the objectives of the work in Chapter Three are to determine the 

molecular environment of the rhodium gem dicarbonyl, i.e., the oxygen atom co-

ordinated to the rhodium, the presence of chlorine atom and also to study the v(CO) 

shifts in these systems using Density Functional Theory (DFT) method on a simple 

silica surface model. 

The remaining two chapters are devoted to silsesquioxanes. Chapter Four 

gives a systematic structural analysis based on crystal data 6om CSD and correlation 

studies of ^^Si NMR chemical shift with geometric parameters such as Si-0 distances, 

Si-O-Si bond angles and Si..Si nonbonding distances. 

Finally Chapter Five involves a theoretical study of hypothetical incompletely 

condensed POSSs. In this chapter, we study the isolated and hydrogen bonded 

hydroxy 1 groups and SiOCH] groups using a hypothetical trisilanol as the model for 

sihca surface. 
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Chapter 2 Theory and Method 

Chapter Two : Theory and Method 

2.0 Introduction 

The key to theoretical chemistry is quantum mechanics, which is the science of 

relating molecular properties to the motion and interactions of electrons and nuclei.' 

According to quantum mechanics, the energy and many properties of a molecule can be 

obtained, in principle, by solving Schrodinger's wave equation. 

The Schrodinger equation: 

Where 

H = an operator known as the Hamiltonian, it represents the total energy 

of the system 

T = a function known as an eigenfunction or wavefunction, which 

described spatial motion of electrons 

E = a scalar energy value known as an eigenvalue 

y is not directly related to any physical observable but; 

( x , y , z ) a P e 

where P e is the probability of finding electron density in a particular region of space. 

The total Hamiltonian can be written as a sum of the kinetic (T) and potential 

energies (V) of all particles (nuclei and electrons), in which 

A' ^ 1 r 6 ' 6 ' a ' ^ 
• + — r + - (2. 1) 

where h is the Plank's constant and m is the mass of the particle i. The potential 

energy is the coulomb interaction. 

f \ 
V y CL2) 

where the sum is over the distinct pairs of particles (ij) with electric charges Cj, ej 

separated by a distance nj. 

Exact solutions to the Schrodinger equation are possible only for the simplest one 

electron-one nucleus system. These solutions, however, yield the basis for all of quantum 
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mechanics. For example, by finding the minimum of the potential energy surface of a 

stable molecule, it is possible to characterize the equilibrium structure of the species in 

terms of its bond length and bond angles.' For molecules, the Schrodinger equation 

cannot be solved unless approximations are made. 

2.1 Molecular Orbital Theory 

In a way, molecular orbital theory is a method of reducing the complexity of the 

Schrodinger wave equation by making specific approximations. 

a). Time independent 

The wavefunction is in a stationary state and therefore depends only on the spatial 

coordinates of the particles present in the system under investigation. 

b). Nonrelativistic 

That is electrons are described as having a constant mass i.e. relativity is neglected. 

c). Bom-Oppenheimmer Approximation 

Due to the large mass difference between an electron and a nucleus, a nucleus moves so 

much more slowly than that of an electron, so it can be regarded as motionless relative to 

the electron. In effect, this approximation considers electrons to be moving with respect 

to a fixed nucleus allowing separate treatment of the electronic and nuclear energies. 

In other words, the Bond Oppenheimer approximation removes the nuclear mass 

from the Schrodinger equation, and accounts only for the movement of electrons. This 

simplifies the Hamiltonian operator to a more workable format: 

Hc,= Tc + V 

where Tei is the electronic kinetic energy 

Te,-
^2 g2 g2 g2 ^ 

^ I . -j- — -

Stt m 2^^ 
' y 

while V is the coulomb potential energy 
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electrons nuclei ^2 electrons electrons ^"2- nuclei nuclei 

/l; f <: ^rt 
' ' - I E ^ + Z E S Z ^ 

f<y f<y f<f <̂f 

Solving the Schrodinger wave function can be further simplified by employing a 

molecular orbital approach/ 

2.2 Molecular Orbital Approach 

The total wavefunction is represented as a combination of one-electron functions 

called spin orbitals which are a product of spatial functions called molecular orbitals, 

Y(x,y,z) and an a and P spin components. When spin orbitals are combined to form the 

total wavefunction certain rules must be obeyed. These are; 

a). Electron must be indistinguishable. This is a direct result of the Heisenberg 

uncertainty principle, which states that the wave-particle duality of electrons 

means that it is impossible to determine both the momentum and position of an 

electron simultaneously. Since the electrons are identical in mass and charge the 

only way to distinguish them is by their paths. However, the Heisenberg 

uncertainty principle shows that it is not possible to specify these paths. 

Therefore, one electron must be seen as identical to another electron. 

b). The overall wavefunction of the system of electrons must be antisymmetric 

with respect to the interchange of any two electrons. A spatial function or spin 

function can be symmetric or antisymmetric but when combined together they 

must be antisymmetric. This is known as the Pauli exchange principle. This 

antisymmetry constraint is not due to any theoretical reasoning but because it is 

found to be the case experimentally.^ 

c). Pauli exclusion principle which states that is not possible for a molecular 

orbital to be occupied by two electrons of the same spin. 

Overall wavefunctions that satisfy the Pauli principle are often written as Slater 

determinants^: 

3 7 



Chapter 2 Theoty and Method 

(y, (1)^(0 ^2 0 ) ^ 0 ) " 

^,(2)Gr(2) (^2(2)^2) (^2(2)Gr(2) --

(2.3) 

Since it is certain that a particle is found somewhere within the system, we have a 

condition 

When this condition is satisGed, the molecular orbitals are said to be normalized. If i:;̂ , 

then A;<^<^z = 0, the molecular orbitals are said to be orthogonal. This type of 

determinant [2.3] can be seen to satisfy the antisymmetry requirements. If labels 1 and 2 

are interchanges, the rows of the determinants are exchanged and hence the overall signs 

of the determinant also changes. In addition to that, the Slater determinant also neatly 

accommodates the Pauli exclusion principle. 

2.2.1 Hartree Fock Approximations 

Almost all procedures in quantum mechanics calculations rely on Hartree Fock 

(HF) or self consistent field (SCF) approximations. The HF approximations assume that 

the n-particle wavefunction, ^(r) , can be written as an antisymmetrized product ( i n the 

form of a determinant) of one electron functions, which are products of space functions, 

Yi, and spin functions, a or (3. 

2.2.2 Linear Combination of Atomic Orbitals (LCAO) 

Direct solutions to HF equation are not practical to solve for molecules, so 

another alternative approach was to write each spin orbital as linear combination of single 

electron orbitals of N functions d) • 
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N 

= Z c , i A (2.4) 
v-1 

Where ^ j i s the molecular orbital, corresponds to the atomic orbitals or more 

generally known as the basis functions and Cw is the molecular orbital expansion 

coefficients. 

2.2.3 Variational Principle 

Variational Principle can be summed up in one equation.: 

| ® * H ® d r > E „ (2.5) 

where O is any function , H is the exact Hamiltonian and Eo is the unknown exact 

ground state energy. 

This approximation means that whatever the initial function we take, the energy 

calculated using it will always be greater than that of the ground state of the true systems. 

This allows the Schrodinger equation to be solved with an interactive procedure. By 

initially selecting appropriate basis function, a set of coefficients is obtained. These 

coefficients can be altered until a minimum expectation value of energy is achieved. 

2.2.4 Hartree Fock- Closed Shell system 

The variational condition above leads to the Roothaan-Hall equation;'*'^ 

/ / = 1,2,....,A^ (2.6) 
V 

Where; 

Snv= = overlap matrix 

N N 1 
F^v= H ^ ^ P^^ [(// KI Aa) — (///J I va)] = which is the Fock matrix 

7 
//=! v=I 

In this expression 
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H 
//K 

core Hamiltonian 

1 
V 2 s -

A-l 

Here, Za is the atomic number of atom A, and the summation is carried out over all 

atoms. The quantities /tcr) are e/ec/ron and P^^is the density 

matrix. 

Note also the similarity of the Roothaan-Hall equation. 

Fc^cSc 

to the Schrodinger equation. 

H T - E Y 

Here g; is the energy, F corresponds to H and c corresponds to Y . 

The solution to the Roothaan-Hall equation depends on the Fock matrix which 

itself depends on the molecular coefficients, c^. The solution for this equation involves an 

iterative procedure, a technique frequently called (SCF) theory, 

Figure 2.2. 

2.2.5 Open Shell system 

Open shell systems are usually modelled by a spin unrestricted model. Restricted, 

closed shell calculations force each electron pair into a single spatial orbital, while open 

shell calculations use separate spatial orbitals for the spin up and spin down electrons, a 

and p separately. Figure 2.1. 

- H -

RHF 
singlet 

UHF 
doublet 

Figure 2.1: Illustrating an RHF and UHF state 
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Figure 2.2; Sequences of program steps required for solving the Roothaan-Hal l equation. 

Initial guess 

NO 
Converged? 

YES 

Finished 

Form Fock matrix, F 

Solve Fc=eSc for c 

Form density matrix, P 
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YES 
Convergence DONE 

NO 

Update geometry 

Specification of 
molecular geometry 

Calculation of initial 
guess 

Specification of basis 
set 

Solution of SCF 
equations 

Calculation of 
symmetry information 

Figure 2.3: Flowchart of a typical molecular orbital approach 

2.2.6 Molecular Orbital Calculation 

Figure 2.3 is a flowchart, which illustrates the procedure in MO calculation. First 

an initial basis set is chosen and an initial set of coefficients is predicted. The energy of 

system is then calculated, the coefficients are varied and the energy of the system and a 

new set of coefficients are obtained. This iterative cycle continues until the coefficients 

are no longer changing and the energy of the system has reached a minimum. At this 
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point, the average electric field by the other electrons in the system on one given electron 

is said to be "self consistent", a self-consistent field (SCF) has achieved. 

2.3 Basis set 

A basis set is a mathematical representation to describe the orbitals within a 

system used to perform the theoretical calculation. The basis set assigns a group of basis 

functions to each atom within a molecule to approximate its orbitals. It can be interpreted 

as restricting each electron to a particular region of space. 

An individual molecular orbital is defined as; 

where the coefficients are known as the molecular orbital expansion coefficients and 

are the basis function. 

2.3.1 Slater and Gaussian basis set 

There are two main types of atomic basis functions: i). Slater-type orbitals(STO's) 

ii). Gaussian-type orbitals (GTO's) 

i). Slater-type orbitals (STO's) can be defined as 

'ftmw (2.8) 

The main claims to the superiority of these orbitals are their short range and long range 

behaviour. 

ii). Gaussian-type orbitals (GTO's) 

- i 'h . ,=A'x'y"'z"exp(-^r=) (2,9) 

The comparison between STO and GTO was described by Figure 2.4. Since GTO 

has wrong behaviour both at near and far from nucleus, it was clear that more Gaussian 

functions were needed to describe an atomic orbital than if STO basis functions were 
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used. Nevertheless, the STO's are unfortunately mathematically difficult, expensive and 

produce unfriendly integrals. 

Boys^ first advocated the use of Gaussian-type basis functions on the ground that 

all the integrals required for a molecular calculation could be easily and efficiently 

evaluated. 

F i g u r e 2.4: Comparison of Slater type and Gaussian type orbital. 

An appropriate basis set is an important factor in ab initio calculations. Choice of 

basis set must be guided by considerations of the desired accuracy in the result and the 

computational cost. Most often, a smaller basis set yet capable of producing result 

equivalent to the larger one is chosen. 

2.3.2 Classification of basis set 

The simplest basis set, known also as a minimal basis set is defined, as having the 

minimum number of basis functions needed for each atom. For example, a minimum 

basis set for H and He atoms consists of a single Is function, while a minimum basis set 

for C,N and O consists of five functions: Is, 2s, 2px, 2py, 2pz. A minimal basis set is 

known to have several inadequacies as the Gaussian exponent is unable to expand and 

contract in response to differing molecular environment. 

Multiple-zeta basis sets contain two or more contracted Gaussian functions. For 

example, a double-zeta basis set, such as the DZ basis set, ^contains twice as many basis 

functions as the minimal one, and a triple-zeta basis set, such as TZ,^ contains three times 

as many basis functions. Double zeta basis set provides greater flexibility in the orbital 
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expansion and avoids the need to reoptimise the orbital exponents when the basis set is 

used in a molecular calculation.^ 

A split valence basis set, where the core region is described by a minimal basis 

and the valence region is split into outer and inner parts. An example of common basis 

set is the 3-21G basis set, where the numbers refer to the number of Gaussian functions 

which make up core orbitals (3) and valence orbitals (2 inner and 1 outer).' 

Split valence basis sets allow orbitals to change size. However, they do not 

change the shape of the orbital. The polarization function, denoted by * mark, removes 

this limitation by adding angular momentum beyond what is required for the ground state 

to the description of each atom. In other words, a polarized basis set adds / functions to 

the transition metal, d functions to carbon atom and p functions to hydrogen atom. So in 

the case of CH4 for example, the used of 6-3IG* basis set means a d functions was added 

to the C atom. An additional *, i.e. 6-3IG**, means a polarization function, a p function 

was added to the H atoms. 

A diffuse function, denoted by (+) symbol, is a larger version of 5 and p type 

functions which allow orbitals to occupy a larger space. A basis set with diffuse 

functions is important to systems where electrons are relatively far away from the nucleus 

such as molecules with lone pairs, anion, systems in their excited state and so on. 

2.3.3 Pseudo potential basis set 

Larger basis sets impose less constraint on electrons and more accurately 

approximate the exact molecular orbital. Understandably, larger basis sets require 

correspondingly larger computer resources. 

Basis sets for atoms beyond the third row of the periodic table are usually handled 

in a different way than that of the light elements. For these atoms, electrons near the 

nucleus are treated in an approximate way, via effective core potentials (ECPs), 

sometimes called pseudo potentials. The core electrons and the core orbitals are normally 

assumed to have minor effects on most chemical phenomena. The ECP treatment also 

includes some relativistic effects which are vital in these atoms. 
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The ECPs have the functional form shown in equation 2.10. 

V, (r) = A, e x p ( - B , ) (2.10) 

Coefficient (A|,k), radial exponent (ni,k) and gaussian exponent describe the radial 

extent and shape of the model potential. Basis sets for describing the valence electrons 

are of the same familiar Gaussian variety. 

The ECPs basis set is only applied to the heavy atoms and it replaces the 

innermost core orbitals for transition metals and all core orbitals for main groups 

elements.'" Thus for the d-blocks elements, ECPs basis set treats the ns, np, nd, (n+l)s, 

and (n+l)p electrons explicitly. The core electrons are modelled by the EC? function. 

Since only the valence electrons are treated in ECPs basis set calculations, the 

computational effort and times are greatly reduced. 

2.4 Theoretical Method 

In any theoretical methods, a number of desirable characteristics were set.' They 

are; 

1. Unique and well defined. Theoretically, a model must be applicable to any 

molecular system given only the positions and kinds of nuclei and the number 

of electrons. 

2. Continuous. The potential energy surface should be continuous with respect to 

changes in geometry 

3. Size consistent. Errors in calculations should increase more or less in 

proportion to overall molecular size. 

4. Variational. The total energy should represent an upper bound to which result 

from the exact solution to the many-electron Schrodinger equation., i.e., 

satisfy the variation principle. 

5. Unbiased. No appeal to the "chemical intuition" should be made. 

The quality of a theoretical calculation is difficult to quantify but can be viewed 

separately in two parts. First, from a strictly computational viewpoint, there is the 

sensitivity of the computed quantities to user defined features such as basis set size and 
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electron correlation treatment. According to the variational principle by increasing the 

basis set size the 'better' will be the result. The second aspect is how well the method 

reproduces the actual experimental result. 

2.4.1 Ab initio 

Ab initio which means from the beginning or from scratch, is a general term used 

to describe methods seeking solutions to the many electron Schrodinger equation on the 

basis of well-defined approximations such as the Bom-Oppenheimer and the variational 

principle without empirical data, relationships or adjustable parameters. For molecules in 

the gas phase, ab initio calculation has become an alternative to experiments for 

determining accurately structures, vibrational frequencies, and electronic properties as 

well as intermolecular forces and reactivities.''"*'^ 

2.4.2 Semi empirical 

Both ab initio and semi empirical methods are based on the principles that nuclei 

and electrons are distinguished from each other, electron-electron (usually averaged) and 

electron-nuclear interactions are explicit and that interactions are governed by nuclear 

and electron charges (i.e. potential energy) and electron motions. 

Semi empirical methods however make use of simplified form of the Hamiltonian 

as well as adjustable parameters derived from experimental data to simplify the 

computation. The solution to the Schrodinger equation depends on having appropriate 

parameters available for the time of chemical system under investigation. Different 

empirical methods are largely characterized by their differing parameter sets. 

2.4.3 Hartree Fock 

The Hartree Fock energy may be written as a sum of one- and two- electron terms 

together with the nuclear repulsion, simplified as 

4- + Ecoulomb + Exchange (2-
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where 

E nuclear = the tiuclear repulsion energy 

E core = the one electron energy (kinetic plus potential energy) 

E Coulomb = the classic coulomb repulsion energy of electrons 

E exchange = the exchange energy resulting from the quantum nature of electrons. 

The primary deficiency of HF theory is the inadequate treatment of the correlation 

between motions of electrons. In reality, electrons in a molecular system react to one 

another's motion and tend to keep out of one another's ways. The HF method, however, 

treated this only in an average sense, that is, each electron sees and reacts to an averaged 

electron density. The corresponding reduction energy is referred to as the "correlation 

energy". 

The lack of electron correlation in the SCF method can have a significant effect 

when determining properties where electron-electron interactions are important. As the 

repulsive forces between non-bonded atoms have been incorrectly increased, the SCF 

method overestimates bond dissociation energies, underestimates bond lengths and 

overestimates the corresponding bond angles. Such defects are due to the electrons being 

predicted to be more densely populated than in the actual case, creating more compact 

bonds. Force constants are predicted to be too large, so HF theory always results in the 

overestimation of vibrational frequencies. 

2.4.4 Correlated Method 

The objective of correlated methods such as configuration interaction (CI) and 

many body pertubation theory (Moller-Plesset pertubation theory, MPn, where n is the 

order of correction), is to provide a more accurate description of electron motions. The 

complexity and cost of computing the energy terms increase rapidly with the order. 

2.4.5 Density Functional Theory 

Density functional theory (DFT) represents an alternative approach to the 

approximate solution of the Schrodinger equation. The DFT method is similar to the 
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Hartree Fock (HF) method in many ways and shares with ab initio methods that they 

avoid empirical relationship or adjustable parameters but using different approximations. 

The basic idea behind DFT is that the energy of an electronic system can be written in 

terms of electron probability density, For a system with n electrons, p(r) denotes 

the total electron density at a particular point in the surface r. 

The difference between the DFT method and the HF method is that the DFT 

method includes the electron correlation effect. Energy in density functional theory 

comprises of the same nuclear, core. Coulomb part as that of Hartree Fock theory, plus 

the exchange energy Ex[p] and a correlation functional Ec[p], both in the function of 

density matrix. 

= Er 4-lEr + E , 4-]3,rc CL 1%) 

where 

Ey = Kinetic energy 

Ev = Potential energy of electron-nuclear attraction and nuclear-nuclear repulsion 

Ej = Electron-electron repulsion term (Coulombic) 

Exc = Exchange-correlation energy term 

The Exc term accounts for the exchange energy arising from the antisymmetry of the 

quantum mechanical wavefunction and the dynamic correlation in the motions of the 

individual electrons. All terms in equation 2.12, except the nuclear-nuclear repulsion, are 

functions of p, the electron density. 

Hohenberg and Kohn demonstrated that Exc was a function of electron density 

entirely.'^ They proved that the ground state molecular energy, wavefunction and related 

molecular properties can be described by the electron probability density p(x,y,z). Hence 

theoretically, if we know the ground state electron density p(x,y,z), we can calculate all 

the properties that are possible with Hartree-Fock theory. 

As shown by Kohn and Sham'^, the exact ground state electronic energy E of n-

electron system can be written as 

(2.13) 

xc 
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where the one electron spatial orbital is the Kohn-Sham orbitals 

while the exact ground state charge density, p at location r is given by 

2 
/?(r)== (2-14) 

i=\ 

The first term in (2.13) represents the kinetic energy of the electrons, the second 

term represents the electron-nucleus attraction with the sum of over all N nuclei with 

atomic number Zi, while the third term represents the Coulomb interaction between the 

total charge distribution (summed over all orbitals) at r, and r^. The last term is the 

exchange correlation energy of the system which is also a function of density and takes 

into account all nonclassical electron-electron interactions. 

In practice the Exc term is usually approximated as an integral involving only the 

spin densities and their gradients: 

E ;rc (/7) = (r), (r), (r), V/7^ (r))d4 (2.15) 

where pa refers to the a spin density, pp refers to the (3 spin density and p refers to the 

total electron density(pa + pp). Exc is usually divided into separate parts, referred to as 

the exchange functional term and the correlation functional term. 

I3Ar(/?) = ]E;r(/?) t Ec(/7) (2.16) 

Both terms can be of two distinct types: the local functional, which depends only 

on the electron density p and the gradient corrected functional which depends on both p 

and its gradient Vp. As described previously, the HF energy also comprises of an 

exchange term as part of its formula with Ec= 0. Many different density functional are 

currently available, using different formulae to represent Exc. Such functionals tend to be 

the combination of an exchange functional and a correlational functional. 

Popular exchange functionals are the Slater (S) functional, which corresponds to 

the free electron gas,' ' Becke (B) functional, which includes corrections to the electron 

density gradient'^ and Becke-three parameter hybrid functional which includes the 

mixture of Hartree Fock and DFT exchange functional along with DFT correlation 

functional.'^ 

Conceptually the Exc in DFT method was defined as 
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Exc~^HFEX + (2.17) 

where c's are constants. In the Becke-style three parameter functional (B3LYP), also 

known as the hybrid functionals and which has been proven to be superior to the other 

DFT functionals, the energy is defined as 

g x c gX / g x _ g X \ , AF,^ + E ^ +C - E ^ ) 
^B3LYP ^LDA ^ ^0 V-̂ HF ^LDA/ ^ ^X^^Bgg ^ ^VWN3 ^ l^LYP ^VWN3/ 

(Z18) 

where the energy terms are the Slater exchange (Elda), the Hartree Fock exchange (Ehf), 

Becke's 1988 exchange functional correction (Esss), the gradient corrected correlation 

functional of Lee, Yang, and Parr (Elyp) and the local correlation (Evwn)- The parameter 

Co allows the admixture of Hartree Fock and LDA local exchange to be used. The 

Becke's gradient correction to LDA exchange is also included, scaled by parameter cx-

Similarly, the VWN3 local correlation functional is used, and may be optionally 

corrected via the parameter cc. 

The value of the coefficients determined by Becke are: 

Co =0.20 

cx=0.72 

cc=0.81 

Good correlation functionals include that of Lee, Yang and Parr (LYP) and 

Perdew (P86).^° 

Theoretical calculations which utilise DFT methods are now perhaps amongst the 

most frequently performed because of their relatively low cost and greater accuracy. For 

example study of the excitation and ionization of the atoms of the first transition series^' 

showed that the Becke exchange functional coupled with the Lee, Yang and Pan-

functional- BLYP method gave exceptional results for the ionization energies (mean 

errors of -0.1 eV) and acceptable results for the excitation energies ( mean errors of 

~0.5eV) compared to the mean errors of -1 .7 eV and -0.8 eV, respectively, in the HF 

method. This level of agreement was also been reported by others using different 

exchange and correlation functionals.^"^ Bond energy calculation using DFT methods 

also shows better accuracy when compared to the HF method. Studies on the ScFg, TiF4, 

VFs and CrFe series showed the BLYP method overestimated the bond energies by - 8 
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kcal/mol,^'' the B3LYP method has a remarkable error of -1-2 kcal/mol,^^'^^ while the 

error for HF method is -30-70 kcal/mol. Rica and Bauschlicher^' reported similar result 

in a study of binding energies on series of metal carbonyls. 

Calculations that involve transition metal or heavier main group elements are 

computationally demanding in term of CPU time and computer resources. The demand 

can be further reduced considerably by the use of EC? basis set. The success of using 

EC? basis sets is well documented and their use in conjunction with density functional 

theory methods is also found as reasonably adequate.^^'^^'^®'^' 

2.5 Useful properties calculation 

2.5.1 Single point calculation 

Single point energy calculations can be used to calculate properties of the current 

geometry of a model. The values of these properties are dependent on where the model 

currently lies on the potential surface. For example, a single point energy calculation at a 

global minimum provides information about the model in its most stable conformation 

while a single point calculation at a local minimum provides information about the model 

in one of many stable conformations. Single point energy calculations may be performed 

either before or after performing an optimization. 

2.5.2 Geometry optimization 

Geometry optimization is a technique used for locating a stable conformation of a 

model. As a general rule, this should be performed before performing additional 

computations or analyses of a model. Theoretically, geometry optimization means the 

geometry will be adjusted until a stationary point on a potential surface is found. In other 

words, the calculations are performed to locate the molecule structure with the lowest 

energy. 

Geometry optimizations are iterative and begin at the molecular structure 

specified as its input. First, a single point energy calculation is performed on the starting 

geometry. Then, the coordinates for some subset of atoms are changed and another 

52 



Chapter 2 Theory and Method 

single point energy calculation is performed to determine the energy of that new 

conformation. The first or second derivative of the energy with respect to the atomic 

coordinates then determines how large and in what direction the next increment of 

geometry change should be. Subsequently, the change is made. Following the 

incremental change, the energy and energy derivatives are again determined and the 

process continues until convergence is achieved, at which point the minimization process 

terminates, Figure 2.2. 

The equilibrium geometry of each isomer of a molecule corresponds to a valley or 

a minimum on the potential energy surface. The position of the minimum yields the bond 

lengths and angles of the molecules with the lowest energy locally or globally. 

The first derivatives of the potential energy surface are known as the gradients 

while the forces on the atoms or nuclei in a molecule are equal to the negative of the 

gradients. Since the forces or gradients are zero at minima, transition state and saddle 

point, they are called the stationary points. In order to distinguish between a minimum, a 

saddle point or a transition state, we need the second derivatives of the energy. 

The matrix of the second derivatives of the potential energy is also called the 

Hessian matrix or the force constant matrix. If the Hessian or the force constant matrix is 

transformed into mass weighted coordinates and diagonalized, then the eigenvectors are 

the normal modes of vibration and the eigenvalues are proportional to the squares of the 

vibrational frequencies. 

For a potential energy surface to have a minimum with respect to a particular 

coordinate, the second derivative of the surface must be positive, to be a maximum, the 

second derivative must be negative. A minimum must have all its vibrational frequencies 

real that, is no imaginary frequencies. 

2.5.3 Mulliken population analysis 

An additional property of considerable interest is the charge distribution as 

derived from Mulliken population analys is .However , the charge on an atom in a 

molecule is not subject to experimental measurement nor can it be defined. Nevertheless, 

Mulliken population analysis is widely empolyed as a basis for qualitative discussions of 
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reactivity and bonding. In addition to that, it is also useful in order to give quantitative 

meaning to concept such as electron donating and electron withdrawing ability.' 

The electron density function, p(r) is a three dimensional function that defines 

p(r) as the probability of finding an electron in a small volume element, dr, at some 

point in space r. Normalization requires that 

^p{r)dr = n 

where n is the total number of electrons. The Mulliken electron population is thereby 

defined as 

// X 

The gross charge on atom A is the sum of the nuclear and electronic 

contributions. Total atomic charge on A is defined as Za-Pa where Za the atomic number 

of A. 

2.5.4 Vibrational frequencies 

2.5.4.1 Introduction 

Vibrational spectra are not only good tests of a given theoretical model but they 

can also aid the identification of unusual gas-phase or matrix isolated species. Calculated 

normal mode vibrational frequencies play several important roles in the use of theory as a 

means of characterizing molecular surfaces. This includes the distinction of local 

minimas which have all real frequencies, from saddle points which have imaginary 

frequency (or frequencies). 

In addition to that, for stable but highly reactive or short lived molecules, they 

provide a means of identification as the appearance of even a single IR line may be an 

identification that new molecule has been formed. The second main use of vibrational 

frequencies is for directly comparing and aiding in assignment of infrared spectra. 

Vibrational frequencies are also used in determination of range of thermodynamics 

quantities such as zero point energy. These properties are subjected to experimental 

verification and can therefore be used as the yardstick by which the 'quality' of a given 

theoretical method can be judged. 
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Experimental vibrational frequencies usually refer to the observed fundamental 

frequencies, anharmonic rather than the harmonic frequencies. Theoretical vibrational 

frequencies on the other hand, are calculated on the basis of a harmonic model. The 

calculated frequencies are harmonic and must therefore be corrected for anharmonicity 

before comparing the data with the experimental values. 

The comparison between experimental frequencies and the calculated value is the 

only direct way in which we can obtain information about the accuracy of the 

computational method. So accordingly we studied molecules for which experimental 

vibrational frequencies are available. 

Ab initio vibrational frequencies (m) are typically larger than the fundamentals 

((/) observed experimentally.' A major source of this disagreement is the neglect of the 

anharmonicity effect in the theoretical treatment, in addition to the incomplete 

incorporation of electron correlation. However, this overestimation tends to be relatively 

uniform, therefore a frequency scaling factor is usually applied, allowing good overall 

agreement between the scaled theoretical harmonic frequencies and the scaled 

anharmonic experimental frequencies.' 

Vibrational frequency computation using semiempirical methods such as AMI 

and PM3 are attractive due to their lower computational cost. However, in contrast to the 

HF methods where considerable attention was given on the scaling factor, the 

semiempirical methods receive less systematic analysis on the performance in vibrational 

frequency computation. The electron correlation method MP2, however does not appear 

to offer significant improvement to the HF method while in the case of quadratic 

configuration method, the improvement comes at a significant computational cost. Table 

2.1 summarizes the scaling factor and rms based on the work on a set of 122 molecules 

by Scott and Radom/^ 

Recent studies of the vibrational spectra of transition metal complexes suggest 

that DFT can be applied successfully to the calculation of force fields and vibrational 

frequencies^^' The inclusion of gradient corrections^^ has raised the accuracy of such 

calculation to a level which in the past can only be reached by high level methods at a 

very high computational effort. 
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The calculation of vibrational &equency'^ using DFT method is facilitated by the 

availability of the analytical second derivative technique. Several recent studies have 

shown that vibrational frequencies calculated by DFT methods agree well with the 

experiment and are much superior to the HF method/' ''^ 
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Table 2.1; Frequencies scaling factors and overall root means square error for semiempirical 

method, HF, Moller-Plesset, Quadratic Configurat ion Interaction and Density Functional Theory 

me thod /^ 

Method scale factor$ rmSov(cm"')' 

AMI 0.9532 126 

PM3 0.9761 159 

HF/3-21G 0.9085 87 

HF/6-31G* 0.8953 50 

HF/6-31+G 0.8970 49 

HF/6-31G** 0.8992 53 

HF/6-311G** 0.9051 54 

MP2/6-31G* 0.9427 61 

MP2/6-31+G 0.9434 63 

MP2/6-31G** 0.9370 61 

MP2/6-311G** 0.9496 60 

QCISD/6-31G* 0.9537 37 

B-LYP/6-31G* 0.9945 45 

B-LYP/6-31G(df,p) 0.9986 42 

B-P86/6-31G* 0.9914 41 

B3-LYP/6-31G* 0.9614 34 

B3-P86/6-31G* 0.9558 38 

B3-PW91/6-31G* 0.9573 34 

o// g// 
*Scale factor A, is defined hyA = 0).''^° ^ where cof^" and K™'' are the ith theoretical 

i i 

harmonic and ith experimental fundamental frequencies in cm"', respectively. 

1 
Overall root-mean-square, rmsov error is defined by rms^^ ~ where A,, 

I 
= {Acof'^° - and nail is modes of all molecules. 
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2.5.4.2 The Simple Harmonic Oscillator 

Many volumes are dedicated to the subject of vibrational spectroscopy, such as 

that by Gans.'^ Atkins^ and Hollas'*^ also include discussions in their more general books. 

To a first approximation, a vibrating diatomic molecule may be treated as a 

simple harmonic oscillator. Figure 2.5. Figure 2.6 illustrates the ball and spring model 

which is adequate for an approximate treatment of vibrations of a diatomic molecule. For 

small displacements, the stretching and compression of the bond, represented by the 

spring, obeys Hooka's Law. 

V = 5, Eg = (1 l/2)Av 

V = 4, £4 = (9/2)&v 

V = 3, £3 = (7/2)At' 

v = 2, = 

V = 1, Ej = (3/2)Av 

¥ = 0, Eg = {\l2)hv 

Zero-point energy 

ArC-) Ar(+) 

Intemuclear separation 

Figure 2.5: Energy level of a Harmonic Oscillator 

B. 

A 

{a) At equilibrium 

(6) Stretched 

Ar 
(c) Contracted 

Figure 2.6: Mode l of a diatomic molecule, with the bond represented as a spring. 
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For such as a system 

Restoring force, F = - - _kx (2.19) 

where V is the potential energy, k is the force constant and x is the displacement from 

equilibrium distance, ( r- re). If 

A: 

where V(x) is the potential energy, then 

so 

(2.21) 

(12% 

The Hamiltonian, H, for simple harmonic oscillator, given by the sum of the kinetic and 

potential energies is thus 

2// 2 

where \x is the reduced mass of the molecule. 

(2.23) 

/ / = -
m,m2 (2.24) 

(m^ H-mJ 

When substituted into the generalised time independent Schrodinger Equation 

will lead to 

.2 ^ 
• + 

2/^^ /Ar 

n-
Y =0 (2. 25) 

from which it can be shown that 

E, =hi/(v + ^ ) 

where v is the classical vibration frequency given by 

v-

(2. 26) 

k 

a ; 
CL2 l̂ 
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As expected, the frequency increases with k (the stiffness of the bond) and 

decreases with /u. More commonly, though, we use vibration wavenumber, a>, rather 

than frequency, so 

E^=hc6; (v+l /2) (2.28) 

The vibrational quantum number v can take the values 0,1,2,... 

This equation shows the vibrational level to be equally spaced, by hcco and that the v = 0 

level has an energy % hem, known as the zero point energy. 

2.5.4.3 Calculation of Harmonic Vibrational Frequencies 

The total energy of a molecule comprising N atoms near its equilibrium structure 

may be written as 

9,9, (2.29) 
J 

9̂ 

Here, the mass-weighted cartesian displacements, are defined in terms of the locations 

Xi of the nuclei relative to their equilibrium positions x/ g, and their masses Mi. 

(2.30) 

Feq is the potential energy at the equilibrium nuclear configuration and the expansion of 

the vibrational energy [2.29] in terms of a power series is truncated at the second order. 

For such a system, the classical-mechanical equation of motion takes the form of 

3// 
4i ~ j = l,2,....3N (2.31) 

/=i 

The fij, termed quadratic force constants, is the second derivatives of the potential energy 

with respect to mass-weighted cartesian displacements, evaluated at the equilibrium 

nuclear configuration, that is 

fii = 

The fij may be evaluated by numerical second differentiation. 
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a V A ( A n 

8^,69. Ag,.A^/ 
(2.33) 

ij It 1J 

by numerical first differentiation of analytical first derivatives, 

CL34) 
/ a ? / 

Ag,. 

or by direct analytical second differentiation, [2.32]. The choice of procedure depends on 

the quantum mechanical model employed, that is, single-determinant or post Hartree-

Fock, and practical matters such as the size of the system. 

Equation [2.31] may be solved by standard method to yield a set of 3N normal 

mode vibrational frequencies. Six of these (five for linear) will be zero as they 

correspond to translational and rotational rather than vibrational degree of fi-eedom. 

2.5.4,4 Harmonic and Anharmonlcity 

The harmonic oscillator model is in fact in poor agreement with reality, as real 

molecules are not perfect harmonic oscillators. The variation of the potential energy of 

the system with intemuclear separation usually is not a systematic parabola but rather 

tends to have the skewed appearance of a Morse curve, as shown in Figure 2.7. 

Intemuclear distance 

Figure 2.7: Energy level of Morse potential. Note the successively smaller separations 
between the energy states as v increases (bottom to top). 
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By solving the Schrodinger Equation for the Morse potential, energy states for the 

anharmonic oscillator are given by; 

E ( v ) = hv{v + ~ ) - hvXg + + . . . . (2.35) 

where is called the anharmonicity constant. 

Anharmonicity affects molecular vibrations in two important ways.^^ First, the 

selection rule derived for the harmonic oscillator, Av = ±1, ceases to be a rigorous 

selection rule, and transition with Av - ±2 become "allowed". Secondly, the vibrational 

energy is not spaces apart equally by the quantity hv. Overtones and combination bands 

are usually associated with anharmonicity. 

2.5.5. Zero point Energy calculation 

Experimental reactions and measurements are performed at a temperature higher 

than OK on vibrating molecules. Zero point energy is the minimum energy the molecule 

may have even at the absolute zero temperature and is a consequence of uncertainty 

principle. Theoretical energies correspond to a stationary molecules in the gas phase at 0 

K. It is necessary to account for these facts when comparing some calculated properties 

such as interaction energies with the equivalent experimental data. 
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Chapter Three Rhodium pg/M dicarbonyl 

Chapter Three : DFT calculation on rhodium ggfM dicarbonyl 

3.0 Introduction 

The manner in which transition metal-based catalysts are bonded to support 

materials is of a fundamental interest in the field of heterogeneous catalysis. For many 

systems, the metal-support interactions are known to play important roles in their 

reactivity. Unfortunately, the interactions between functional groups on the surface of a 

support and single metal atoms aggregate remain ambiguous. 

CO molecules have been widely used to probe the structural and electronic 

properties of the supported metal particles owing to their high sensitivity of the C-0 

stretching frequency of v(CO) to the oxidation states of metal particles,' their sizê '̂ '̂ ând 

the strength of metal support interactions. 

Various attempts are made to describe the bonds in terms of a "surface molecule", 

i.e. by coupling the adsorbate to only limited number of neighbouring surface atoms or by 

modelling it with small clusters which then, for example, be treated by computational 

method such as the HF and the DFT methods. 

The actual valuable advantage of computational investigations is that they allow 

the separation of different effects. For example, computational investigations help to 

elucidate how such species are arranged as the ligand(s) change or when they are 

adsorbed on different sites of supports. 

This work is devoted to the analysis of geometrical parameters, electronic 

structure and vibrational frequencies of rhodium gem dicarbonyl; of a particular interest 

is how these properties depend on different surface ligands, i.e. OH, O and CI. 

3.1 Theoretical approach 

While there have been many calculations for adsorbates on transition metal 

clusters that include correlation effects, the amount of work applied to transition metal 

support systems is still relatively small. Rhodium also had received considerable 

attention from the theoretical c h e m i s t s . L i k e all transition metal containing systems, 

the inclusion of electron correlation effects has been found to be necessary to obtain 

reliable geometries, total energies and vibrational frequencies.^'^ Thus, calculations at a 
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higher level than the Hartree Fock method are required. The agreement between the DFT 

method and the experimental results indicates that the DFT method can be a powerful 

tool for the investigation/^ " '̂  

The calculated frequencies essentially reproduced fundamentals observed in 

experimental infrared and Raman spectra. It is shown that the DFT frequency 

calculations can be a very important and a valuable tool to assist in analysing and 

assigning measured infrared and Raman spectra and to predict vibrational fi-equencies for 

large transition-metal compounds. 

In the future, with the development and the availability of computer power and 

resources, it is anticipated that the theoretical methods will help to define the reaction 

intermediates on supported metal catalysts. This is due to the fact that the intermediates 

molecules could be highly reactive and unstable species and may be beyond the reach of 

experimental methods. 

A review on the theoretical investigation on metal-support interactions'^ shows 

that although this area of research has received some considerable attention, the 

theoretical calculations have not "been performed on a level of sophistication that allows 

for reliable determination of total energies in order to predict geometries at interfaces or 

of metal particles on a supported surface." 

There have been several theoretical studies on the free rhodium gem dicarbonyl 

species with the first possibly by McKee et al, who used the Hartree Fock method. 

However, this method inaccurately calculates the structure of this species. With the 

advance of the DFT method, as far as we are aware, only Blyholder ever reported the 

theoretical studies on Rh(C0)2.'^ This author, however, had used the modest LanllDZ 

basis set. There have been no reported computations considering the presence of 

chlorine. 

3.2 Model systems 

Metal cluster models are widely used to mimic surface phenomena. Usually, in 

transition metal cluster, the cluster size is limited in accordance to the method used and 
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the computational resources available. Obviously, the number of metal atoms used are 

much smaller than those are in the real experimental or industrial use. 

The silica surface is modelled by a truncated silica cluster which is saturated 

simply by hydrogen a t o m s . T h e use of three hydrogen atoms to truncate the silica 

cluster is regarded as a minimal first approximation to silica structure. Two types of 

Rh(C0)2 were studied in this work 1). Rh(C0)2(XSiH3) and 2). Rh(C0)2(Cl)(XSiH3) 

where X=0, OH and CI, Figure 3.1. 

Structures were done based on the argument as to whether chlorine remained 

terminally bonded to the rhodium or not. Another possibility is that the chlorine atom 

may be absorbed to the surface. In addition to that, the surface ligands O"̂  and "OH are 

indistinguishable by the EXAFS spectroscopy,'^ if they presented similar Rh-0 distances, 

so both structures are considered here. 

Throughout, the rhodium is assumed to have the +1 oxidation state, so both 

electroneutral, which are believed to exist in real metal support frameworks, and charged 

models were considered here. A full geometry optimization was done and where possible 

a symmetry constraint was imposed. No constraint was applied on the silica model. 

a) 

b) (cb) 

KNii 

Figure 3.1 : Models of supported rhodium gem cabonyl a). [Rh(CO)2(OSiH3)] b 
[Rh(C0)2(0HSiH3)]^' c). [Rh(C0)2(ClSiH3)] '̂ d). [Rh(C0)2(Cl)(ClSiH3)] e). 
[Rh(C0)2(a)(0SiH3)]-' f). [Rh(C0)2(Cl)(0HSiH3)] 
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3.3 Aim 

This work is devoted to the analysis of the adsorption properties such as 

geometrical parameters, electronic structures and vibrational frequencies of the CO of the 

rhodium gem dicarbonyl species. In addition to that, one of the ultimate goals in the 

application of surface science to fundamental catalytic research is the identification of 

intermediates during an ongoing reaction on a catalyst particle while characterising the 

atomic structure of surface species at the same time. 

For these purposes, we have studied this system using the density functional 

theory method (DFT), which includes electron correlation effects. The results presented 

here are for the study of single rhodium gg/M dicarbonyl species on silica. The use of 

SiH] as the model of bulky silica surfaces will also be discussed. 

The purpose of this calculation is to provide information about the nature of the 

chemical bonding on the surface, the direction of charge flows at the metal- "model" 

support interface, effect of different ligand(s) to v(CO) shift and how the support affects 

the bonding within the adsorbed molecules. 

Furthermore, this work is also intended to provide information about the nature of 

bonding at the surface with the help of C -0 vibrational frequency as the probe molecule. 

In addition to that, this work explores the use of small cluster systems to model the larger 

one in reality. 

3.4 Computational details 

3.4.1 Calibration 

Since the dimer is usually taken as the reference compound in Rh/support studies, 

thus facilitating EXAFS measurements, we have also included the study of this structure 

as a standard reference. Besides, the properties of the parent compound of [Rh(CO)2Cl]2, 

has been characterised by X-ray diffraction, infra red (IR) and EXAFS spectroscopy. 

Other systems studied in this work are rhodium carbonyl compounds as well as 

some well studied metal carbonyls, such as Group 8 metal tetracarbonyl and rhodium 
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carbonyls and their analogues. In addition to that, a test was also performed to study the 

effect of basis sets on v(CO) of [Rh(C0)2Cl2]'\ 

a). Rhodium dimer 

The aim of this calibration is to estimate the accuracy of each method and basis set 

applied. Geometry optimization and frequencies calculation were performed using the 

DFT-Becke88^° Lee-Yang and Parr and the BeckeSLYP methods. The basis sets used for 

comparison were: 

a), the standard 6-3IG* basis set for C, O and CI and LanL2DZ^' basis set for Rh 

b). DZP basis^^ set for CI and TZ basis set̂ ^ for C and O atoms, and LanL2DZ 

basis set for Rh atoms 

c). Lanl2DZ basis set for all atoms 

b). Metal carbonyls 

Frequency analysis was performed on the optimized structures, using the 

appropriate point group. We adopt the standard 6-3IG* basis set for C and O atoms while 

the ECP basis set, Lan2DZ by Hay and Wadt, was applied for the metal atoms. 

c). [Rh(CO)2Cl2]-' 

The aim of this calibration part is to test the accuracy of the method by varying 

the basis set and employing the Becke's 1988 gradient corrected exchange functional and 

correlation fimctional of Lee Yang and Parr. 

3.4.2 Supported rhodium gem dicarbonyl 

The calculations were carried out at the Density Functional level of theory 

employing Becke hybrid three-parameter exchange functional and using the Lee, Yang 
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and Parr correlation functional, B3LYP^ '̂̂ ^ as implemented on the Gaussian94 program^^ 

using Gibbs Power Challenge machines. 

The same method, but using the LanL2DZ pseudopotential basis set̂ '*^^ on all 

atoms except H, was used to generate various stable structures by a scanning process that 

represents internal rotation at Rh-O-Si-H and Si-O-Rh-Y ( Y=C1 or C) dihedral angles. 

Geometries for the lower energy confbrmers were next used as the trial geometry to 

initiate optimisation processes. The final lowest energy was then taken to be the lowest 

energy conformation for the method and the basis set used. The verification of the final 

structures a minimum on the PES was made by a vibrational frequency calculation which 

should yield an all positive fi-equencies. 

The vibrational frequencies were calculated using the second derivative method 

available on the Gaussian94 package. The calculation of vibrational frequency using the 

DFT method is facilitated by the availability of analytical second derivative techniques. 

The 6-3IG basis sets were used for silica, carbon, chlorine and oxygen atoms. 

Throughout this work, the ECP basis set that of Hay and Wadt^' was employed on the 

rhodium atom. 

3.5 Results and Discussion 

3.5.1 Calibration results 

Table 3.1 gives the results of geometrical parameters and v(CO) of [Rh(CO)2Cl]2 

using various basis sets at two DFT levels; a) B3LYP b). BLYP methods. Pertinent 

geometry and calculated v(CO) for the free rhodium gem dicarbonyl, rhodium dimer and 

the surface species Rh(CO)2Cl2"' are given in Table 3.1. The crystalline structures of the 

dimer^^ is presented in Figure 3.2 

72 



TTzreg 

Table 3.1: Comparing B3LYP and BLYP/6-31G* geometric parameters and v(CO) frequencies of Rh dimer and its related structures 

Method Basis set Rh-C (A) C-0 (A) Rli-CI (A) CRhC O v(CO)caic cm"' Scaled, cm ' 

[Rh(CO)2CI]2 

B3LYP 6-3IG* L8725 1.1466 2.4517 91.0 2124, 2170, 2183 2048, 2092, 2104 

TZ(C,0),C1(DZP) 1.8731 1.159 2.4493 92.0 1973, 2024, 2038 

BLYP 6-3IG* 1.8724 1.1626 2.4771 92.0 2014, 2062, 2074 

6-311+G* 1.8748 1.1633 2.476 91.9 1996, 2047, 2061 

Rh(c6)2cii-^ 

B3LYP 6-3IG* 1.8598 1.1565 2.4283 96.0 2055, 2117 1981, 2040 

BLYP/ 6-3IG* L8695 1.1732 2.451 95.8 1949, 2010 

Rh'(CO)2 

B3LYP 6-3IG* 1.8692 1.1358 - 88.0 21967, 2243 2118, 2162 

BLYP 6-3 IG* 1.8602 1.1523 - 88.0 2290, 2348 

IR and Raman active 
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o 

o 

1.14 

Figure 3.2: Crystal structure of [Rh(CO)2Cl]2 

In agreement with other studies using the hybrid B3LYP method, our result shows 

that this approach overestimates the metal-Iigand bond length by 0.02 A and 0.07 A (for 

Rh-C and Rh-Cl respectively) compared to the experimental value. Even though this 

may appear to be a rather disappointing result, it should be pointed out that these DFT 

approaches are superior to the HF ones. The errors in the optimized C-0 distances are 

rather small. 

In general, the geometry calculated by the hybrid method shows better agreement 

with the experimental value than the gradient corrected method. However, the gradient 

corrected method predicted better v(CO) frequencies. 

An all electron basis set calculation is not performed due to the computational 

resources consideration although it is known^^ to give better results than the EC? basis 

set, LanL2DZ. The DFT and LanL2DZ procedures on the other hand, have been reported 

to yield acceptable vibrational frequencies and geometries for inorganic molecules, 

although this approach produced results which are slightly inferior to the all electron, 6-

311G* basis set, the ECP approach is less demanding. 

The B3LYP functional is well known for predicting higher frequencies and 

usually a scale factor of 0.95-1.0 is found necessary. For the dimer, we found v exp/vca/c 

average of 0.964 for the B3LYP/6-31G** approach. 

The results of the BLYP-DFT frequency calculations for several rhodium 

carbonyls, their analogues, rhodium carbonyl chloride in addition to some well studied 

metal tetracarbonyl are listed in Table 3.2. The experimental spectrum of Ni(C0)4 is well 

known in various media. Pd(C0)4 and Pt(C0)4 on the other hand are very unstable and 

have only been observed in a matrix isolation experiment.^^ Theoretically the system has 
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also been studied by numerous groups. Rhodium carbonyls and their analogues have also 

been studied in the matrix isolation experiments/^ Therefore, the study of these systems 

allows us to estimate the accuracy of the DFT method. 

While the B3LYP/6-31G* approach tends to overestimate the experimental v(CO) 

values, the BLYP/6-31G* approach gives quite a small Ax The v(CO) for Pd(C0)4 and 

Pt(C0)4 observed in matrix experiment was 2067 cm"' and 2053 cm"' respectively giving 

the AKfor both cases as 35 cm"'. Smaller Av's can be seen in Group 9 metal carbonyls 

while largest deviation was observed for [Rh(CO)2Cl2]"', 60 cm"'. Further calculations, 

comparing the result with larger basis sets and addition of diffuse functions did not seem 

to improve the result. Table 3.3. 

In spite of the fact that these DFT methods slightly underestimate/overestimate 

the experimental v(CO) values and overestimate the geometrical properties, the excellent 

agreement between experimental results and frequencies from DFT calculations shows 

that these methods can be used as support in vibrational assignments, identification and 

interpretation of metal carbonyl complexes. 
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Table 3.2: Frequencies calculat ion for metal 

BLYP/6-31G** level 
carbonyl, M(C0)4with M=Ni, Pd, Pt, Co, Rh,Ir at 

System Point Group v(CO),xp:* Av(CO)exp-caic 

Co-'(CO)4 Td 1899 1890 -9 

Rh-'(C0)4 Td 1894 1900 -6 

Ir-'(C0)4 Td 1889 1898 -9 

Fe::(C0)4 Td 1761 1790 -29 

Ni°(C0)4 Td 2033 2052 +19 

Pd°(C0)4 Td 2032 2070 +38 

Pt°(C0)4 Td 2018 2053 +35 

Co°(CO)4 T d * 20n 2129 +18 

1999 2011 +12 

Rh''(C0)4 Td* 2005 2019 +14 

1998 2012 +14 

Ir''(CO)4 T d * 1996 2008 +12 

1984 2001 +17 

RhCO Dooh 2003 2013 +10 

[Rh(C0)2Cl]2 C2v 2014 2043 +29 

2062 2095 +33 

2074 2105 +31 

Rh(C0)2Cl2- Czv 1950 1944 -6 

2010 2070 +60 

Average Av(CO) -19.5 

v(CO)cxp/v(CO)c,ic 1.01 

starting geometry 
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Table 3.3: Effect of different basis set on Rh(CO)2Cl2" 

Method Basis set v(CO)calc Av(CO) 

Expt 1944, 2070 -

B3LYP 6-3IG* 2055, 2117 I l l , 47 

6-3IIG* 2056, 2117 112, 47 

6-311+G* 2057, 2119 113, 49 

6-31++G* 2057, 2119 113, 49 

TZ(C,0) 
DZP(CI) 

1897, 1967 47, 103 

BLYP 6-3IG* 1950, 2010 6, 60 

6-31G*(C,0) 
6-31+G*(CI) 

1953, 2014 9, 56 

TZ(C,0) 
DZP(Cl) 

1789, 1857 155,213 

6-31+G*(Cl) 
TZ(C,0) 

1797, 1865 147, 205 
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Figure 3.4: Some of conformations tested for Rh(C0)2CI(H0SiH]) 
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3.5.2 Models of supported rhodium gem dicarbonyl 

3.5.2.1 Geometrical parameters 

Figure 3.3 shows optimized structures of [Rh(CO)2(OSiH3)] (1), 

[ith((:())2(C)HSiH3)] (2), (3), [ith{(:%]02(c:i)C]^siti3)] (4), ith((:())2-

(Cl)(0HSiH3) (5) and [Rh(C0)2(Cl)(ClSiH3)] (6). Table 3.4 and 3.5 give the calculated 

properties of optimized structure 1-6. Lowest energy conformations are obtained based on 

the results of potential energy surface scans and frequency calculations, which yield no 

imaginary frequency. Some of the possible conformations for 1, 2 and 4 analysed are given 

in Figure 3.4 and Figure 3.5. 

Typical calculated Si-0 distances for silicon-oxygen containing compounds are 

usually around 1.645-1.650 A, although these values would vary with the choice of basis 

set. Theoretical calculation using the HF/3-21G* method gave Si-0 1.653 A and 1.645 A 

for SiHsOH and SiHsOSiHs, respectively.^® The Si-0 distance for model structure 

[Rh(CO)2(OSiH3)] (1) was found to be 1.653 A, which is also in agreement with the 

predicted Si-0 distance in ranges of silica based clusters as by Pereira et al.^' Model 

structures with OH ligand, [Rh(C0)2(0HSiH3)] (2) and Rh(C0)2-(Cl)(0HSiH3) (5), show a 

longer Si-0 bond distance. The model structure [Rh(CO)2(Cl)(OSiH3)] (4), however, 

shows a strikingly short Si-0 distance, 1.6212 A. If we took into account the fact that the 

B3LYP method usually overestimates the bond length approximately +0.02 A, this means 

this model structure has a considerably short Si-0 distance, as compared to the average 

experimental Si-0 distance, 1.63 A. 
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Table 3.4: T h e ca lcula ted geometr ic , spect roscopic and electronics proper t ies o f the mode l of 

suppor ted Rh' (CO )2 (XSiH3) whe re X = 0 , O H and C I . Dis tances in A , angles in ° . 

S t ruc ture 1 2 3 

Point g roup Cs c, Cs 

r(Rh-Cl) L835 L852 L849 

r(Rh-C2) L898 L898 L904 

r(Rh-X) L925 Z109 2.459 

r(Cl-O) L150 L140 1J37 

r(C2-0) L149 L138 lJUO 
C-Rh-C 8&9 8&8 89.2 

RhXSi 143.9 12&1 9&8 

r(Si-X) 1.653 L760 2J^5 

r(O-H) - 0.970 -

v(CO), cm"' 2020(833) 2090(525) 2096(480) 

2073(431) 2138(290) 2142(316) 

Av(CO) , cm" '{ +18 -54 -60 

+23 -42 -42 

v(OH), cm"' - 3657(176) -

q(Rh), a.u &3178 &3940 02919 

q(C), a.u 0.2334 0.2758 &2967 

0.2675 0.3056 0.2835 

q(0), a.u -0.2080 -0T284 -0.1232 

-0.2177 -&1257 -&1172 

Scaled frequencies. Value in parenthesis is intensity in Km/mole 
t with respect to the rhodium gem dicarbonyl, Rh'(CO)2/oxide values, v(CO)exp-caic 
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T a b l e 3 .5: The calculated geometric, spectroscopic and electronics propert ies of the model 

of supported Rh'(CO)2(Cl)(XSiH3) where X = 0 , O H and C I . Distances in A , angles in ° , 

Structure 4 5 6 

Point group Cs Cs Cs 

r(Rh-Cl) 1.861 1.885 1.890 

r(Rh-C2) 1.864 1.852 1.854 

r(Rh-X) 2.041 2.179 2.563 

r(Rh-Cl) 2.427 2.366 2.368 

r(Cl-O) 1.158 1.151 1.148 

r(C2-0) 1.1565 1.149 1.146 

C-Rh-C 86.7 92.3 92.6 

Rh-X-Si 131.2 128.6 110.0 

r(Si-X) 1.621 1.729 2.149 

r(0-H) - 0.964 

v(C0), cm ' 1969(899) 2023(754) 2035(704) 

2030(641) 2084(520) 2090(532) 

Av(CO), cm"'$ +69 +15 +3 

+66 +12 +6 

KOH), cm ' - 3729(85.8) -

q(Rh), a.u 0.0716 0.1316 0.0514 

q(C), a.u 0.2524 0.1953 0.2228 

0.2160 0.2761 0.2705 

q(0), a.u -0.2834 -0.2198 -0.2109 

-0.2895 -0.2115 -0.2029 

Scaled frequencies. Value in parenthesis is intensity in Km/mole 
J with respect to the rhodium gem dicarbonyl, Rh'(C0)2/silica values 
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This calculation yields an average Si-H distance of 1.475 A, in agreement with 

experimental Si-H distance in HgSigOn compound but slightly longer than its value 

calculated at the Becke3LYP/6-31G** level, 1.4645 A. 

Of all the Rh-0 containing structures analysed, 1 shows a very short Rh-0 distance, 

1.9252 A, an indication of strong metal-"support" interaction. Crystallographically, a short 

Rh-0 distance has also been reported, 1.906 A f o r trans(//-oxo)-tris(bis(/y!-acetato)-

aqua-rhodium(III)) perchlorate dihydrate, CSD refcodes OXARCH^^, Figure 3.5. 

CH] CHg 

Figure 3.5: Crystal structure of OXARCH 

[Rh(CO)2(Cl)(OSiH3)], 3, gives Rh-0 distances similar to that reported for 

Rh4(C0i2)/Al203 by Evans et al, while slightly longer Rh-0 distances, at around 2.1 A 

match that of 2.12 A by Koningsberger and co-workers^'' for RhCls/AliOs. The Rh-Osurf 

distances are found to be similar to other Rh-0 coordination compound reported in the 

literature. In fact, some authors believed these M-Osurf bonds are as strong as other 

common coordination compound, thus justifying the concept of surface sites as 

polydentate ligands being able to anchor organometallic fragments to the supports.^^ 

Figure 3.6 and 3.7 illustrate the normal Rh-0 distances distribution extracted from CSD. 



Rhodium gem dicarbonvl 

320 

280 

2 4 0 -

2 0 0 -

160 

120 

8 0 -

4 0 -

1.90 ZOO 2 1 0 2.20 Z 3 0 2.40 2 5 0 2.60 

Rh-O distance 

Figure 3.6: Rh-O distances distributions based on CSD data collection, all oxidation state 
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F i g u r e 3.7: Rh-O distances distributions based on CSD data collection, oxidation state +1 
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Koningsberger and Gates^^ had previously reported that the average distance 

between the metal ion and the oxygen of the support is typically in the range of 2.1-2.2 A, 

see Table 3.6 for details. These authors also reported the presence of longer metal-oxide 

distances at around 2.5-2.7 A for supported metal particles. 

One explanation suggested for these distances is as follows. The longer metal-

oxygen distance is normally observed by EXAFS spectroscopy when the metal is reduced 

in a Hz atmosphere at a low temperature whereas, after reduction at higher temperatures, 

(>600°C), only a distance at 2.2 A are observed. This result has been interpreted as the 

longer metal-support oxygen distance at 2.5-2.7 A is observed when hydrogen is 

chemisorbed on the metal cluster and/or when the metal oxide surface is sufficiently 

hydroxylated. 

Tab le 3.6: Metal-support oxygen distances determined by EXAFS spectroscopy. The {} refers to 

groups terminating the metal oxide support. 

Metal Support Proposed Surface structure Average Ref 

source distance (A) 

RU3(C0)|2 Y-AI2O3 Ru(C0)2{0Al}2 2.17 37 

RU3(CO)I2 SiOz R u ( C 0 ) 2 { 0 S i } n 2.08 33 

RhCl3 Y-AI2O3 Rh(C0)2{0Al}3 2.12 34 

Rh4(C0)i2 Y-AI2O3 Rh(C0)2{0Al}3 2.04 33 

H3Re3(C0)i2 MgO Re(C0)3{0Mg}{H0Mg}2 2.15 38 

HRe(C0)5 MgO Re(C0)3{0Mg} {HOMg} 2.13 39 

O S 3 ( C O ) i 2 Y-AI2O3 0 S ( C 0 ) 2 . 3 { 0 A 1 } 3 2.17 4 0 

Upon hydroxylation, a significant Rh-0 bond elongation was observed, 2.1094 and 

2.1972 A for structure [Rh(C0)2(0HSiH3)] (2) and Rh(C0)2(Cl)(0HSiH3) (5), 

respectively. This too is within the range suggested in experimental data of Rh-0 

containing compounds. For an instance, the X-ray structure for the compound [Rh((i-
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OH)(ri^-C3H5)2]2 gives Rh-O distances of 2.15-2.20 A.'^' Furthermore, this Rh-0 distance 

is also consistent with the bond distance predicted by Koningsberger et al.̂ '̂  

Calculation using a longer Rh-0 distance of 2.5 -2.7 A as suggested by Gates and 

Koningsberger,^^ as an initial estimate on [Rh(CO)2(Cl)(OHSiH3)], (5), resulted in the 

same geometric data as reported in Table 3.6. So an alternative interpretation is that the 

longer metal-oxygen distances arise from weak interactions between the rhodium metal 

and the support. The calculated results seem to be in accord with this suggestion, although, 

in view of the simplified nature of our structural models, they are not sufficient to confirm 

it. 

The hypothesis that some of the Rli-Cl bonds are retained upon adsorption to the 

surface comes from a preliminary report of an EXAFS study of [Rh(C0)2Cl]2 supported on 

alumina,'*^ and titania."^ Keyes and Watters"*^ observed a considerable difference in 

[Rh(C0)2Cl]2 adsorption behaviour between silica and alumina. These authors believed 

that the [Rh(C0)2Cl]2 was only weakly physisorbed on silica. EXAFS studies of the 

species supported on high surface area titania have also shown isolated rhodium dicarbonyl 

units, with the chlorine also bound to the rhodium at 2.28 A while the surface oxygen was 

observed at 2.14 A.'*̂  

This level of calculation predicted three different Rh-Cl distances for the structures 

analysed in this study; -2.45 A, 2.36 A and 2.56 A. Understandably, the longer distances 

are the nonbonding Rh..Cl'surf distances, as observed in 3 and 6, while a shorter Rh-Cl bond 

at about 2.36 A can be observed in [Rh(CO)2(Cl)(OHSiH3)], (5) and 

[Rh(C0)2(Cl)(ClSiH3)], (6). The model structure of [Rh(C0)2(Cl)(0SiH3)] \ (4) yields an 

Rh-Cl distance of 2.4269 A rather similar to that of the calculated Rh-Cl distance in the 

dimer and [Rh(CO)2Cl2]", 2.4517 A and 2.476 A respectively. 

The similarity of the Rh-Cl bond distance observed for rhodium gem dicarbonyl 

with Rh-Cl bond distance in the parent dimer compound, has been reported by various 

authors based on EXAFS data both on titania and alumina. For example Johnston et al'*̂  in 

the studies involving Rh/Al203 had also reported the existence of Rh-Cl bond at Rh-Cl 

distance similar to the dimer compound. These workers also considered the chlorine atom 

as directly bounded to the Rh(C0)2.'^^ 
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XPS measurements have shown that the chlorine remains upon the surface with a 

binding energy [(ClZps/z) =198.5 eV], a shift fi-om that of the physisorbed parent dimer 

Rh2(CO)4Cl2 [(C12p3/2) =199.1 eV]. This has led the authors to propose that the dimer 

dissociates, with chlorine either being adsorbed on to the titania surface'*^ or remained 

attached to the rhodium.'̂ ^ 

The calculated geometries for [Rh(C0)2(Cl)(0SiH3)]'' is perhaps the most 

interesting. Optimization of this structure result in two almost similar Rh-C distances, 1.86 

A. This result seems to be consistent with the X-ray data reported by Johnstons et al.'*̂  

The authors reported only a single Rh-C distance was observed, in contrast to two different 

Rh-C distances observed in crystal environment for [Rh(C0)2Cl]2. Williams in the study 

of this species (on titania) also reported a single Rh-C distance.'^ Other structures yielded 

clearly two different Rh-C distances. 

However, this feature (i.e single Rh-C distance) may be due to the method of 

refinement itself. In many instances, many workers would look for one kind of Rh-C 

group only and unable to resolve any difference between them.'̂ ^ So the average predicted 

Rh-C distance, 1.87 A is actually in close agreement with the EXAFS data, if we took into 

account the fact that B3LYP usually overestimates the Rh-C bond by about 0.02 A. 

The C-0 bond distances were all predicted to be slightly longer than the 

experimental C-0 distance 1.132 A found in the CSD database collection. Clear inverse 

relationship between Rh-C and C-0 distance is not observed but the trend of short C-0 

bond with long Rh-C bond is quite apparent, Figure 3.8. 
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Figure 3.8: General relationship between the calculated of Rh-C and C-O distances, in A for 
structures 1-6. 
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From the estimated relative intensities of symmetric and assymmetric stretching 

frequencies of rhodium ge/M dicarbonyl species, the C-Rh-C angle was estimated to be 

around 91° which is very similar to the value for the parent dimer, [Rh(CO)2Cl]2. This 

calculation gave an average value of about 90°. The previous calculations on Rh(C0)2, 

using the HF method, favoured a linear species in contrast to the surface species which is 

known to have the angle around 90°. The recent work by Blyholder gives the C-Rh-C 

angles of 85°.'^ 

3.5.2.2 Vibrational frequencies 

The results for frequency calculations on structures 1-6 calculated at B3LYP/6-

31G** level are given in Table 3.4. Generally, the v(CO) frequencies calculated at the two 

DFT levels, B3LYP and BLYP, have the same general trend for structures 1-6, Figure 3.9. 

The unsealed v(CO) frequencies calculated at BLYP level consistently underestimate the 

v(CO) bands. Nevertheless, it is believed that the theoretical data generated in this work 

can provide a qualitative description, in term of the trends of the properties observed. 

2150 

1 1 2100 -
Cm 

2100 -

J 2050 -
05 k: 
'S 

u 2000 n 

o 1950 -
U 
> 1900 -1 

o 

o ° ° o 

( P % 

o 

1950 2000 2050 2100 2150 2200 

v(CO) at B3LYP level (cm ) 

Figure 3.9: Predicted v(CO) frequencies at B3LYP/6-31G** vs. v(CO) frequencies at BLYP/6-31G** 

Unless mentioned, the B3LYP level is employed and discussed in this part of work. All 

structures of the extended 'model of rhodium gem dicarbonyl' have a reduction in 
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symmetry from Civ of Rh(C0)2 to Cg. This reduction in symmetry, however, would still 

give rise to two IR active CO vibrational modes. 

On silica, two conclusions were made based on the IR spectra of rhodium gem 

dicarbonyl group by various authors regarding this species. The first one is by Graydon 

and co-workers'*^ and is summarised below; 

1). ]Kbr(CX])_ q: »» TrvK)v(CX))ix%dcs 
CO at 2093 and 2038 cm"' 

IRat 
2076 and 1800 cm 

H^atSO^C 

Metallic species 
peak at 2043 and 1800 cm-' 

qr—21CMk, 2089, :%)38 (air' — 2 1 0 2 ; : 2 0 3 8 cnr' 
+ (20 imderHj 

The second observation is made by Keyes and Watters''̂  who reported sublimation of 

[Rh(CO)2Cl]2 onto silica gave a three infrared band which is very similar, except for small 

upward shifts, 5-10 cm'\ to that of the molecular [Rh(CO)2Cl]2. This complex could easily 

be removed by solvent extraction. These authors believed [Rh(CO)2Cl]2 adsorbs without 

decomposition and binding to the surface only slightly perturbed the bonding and structure 

of the complex. 

Calculations for 1-6 gave frequencies at around 1969-2038 cm"' and 2030-2158 

cm'. Structure 1, 5 and 6 yield v(CO) values which are comparable to experimental 

frequencies for the gem dicarbonyl rhodium structure on silica, 2038 cm"'and 2096 cm"' 

reported by Graydon group^^ while other structures have higher or lower v(CO). 
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3.5.2.3 Properties of adsorbed CO 

Properties of adsorbed CO as a probe molecule is an indirect but an efficient way to 

monitor the changes in the electronic structure of a supported metal species. 

The v(CO) stretching frequencies in carbonyl complexes are strongly dependent on 

electron density of the metal atoms. The electron density is, on the other hand, influenced 

by the nature of the metal, its oxidation state, the structure of the complex and the electron 

donating/accepting properties of the remaining ligands. A shorter metal-CO distance 

should imply a change in the CO vibrational frequencies. It is thus not surprising that a 

considerable change occurs for the CO vibration in these sets of calculations, as the C-0 

distances varies from 1.137 A to 1.158 A , Figure 3.10. Although the inverse relationship is 

apparent, the scatters observed in the histogram may be attributed to the presence of CI 

ligand(s), such as in structures 3 - 6 . 
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Figure 3.10: Relationship between the calculated v(CO) frequencies and C-0 distance 

The bonding of CO to a transition metal is commonly described by the donor-

acceptor mechanism with electron donation from the adsorbate to the unoccupied metal 

orbitals through the CO 5 a molecular orbital (MO) and back donation from the metal 

orbitals to the unoccupied 2n* level of CO. The 4 a and In MOs of CO, to a small extent, 

also participate in the donation. The link between k back donation and CO vibrational 

properties has been theoretically tested in a wide number of different systems including 

metal carbonyl complexes and CO on metal surfaces. 
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A linear relationship between the charge of metal and the CO stretching frequency 

has been reported based on the studies of the interaction of CO probe molecule with 

neutral and charges species^". It has been shown in the literature that the change in 
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Figure 3.11: Relationship between the calculated Rh charges and v(CO) frequency. 

frequency increases with the charge. This correlation, though not very clear, can still be 

observed in this work, Figure 3.11. It is known that, as the metal becomes more positive 

the CO TT population decreases, consequently the CO frequency increases due to there 

being fewer electrons in the ^antibonding orbitals. 

3.5.2.4 HOMO-LUMO energy analysis 

According to frontier orbital theory/' the electron transfer between HOMO and 

LUMO is a key intermolecular interaction for chemisorption between an adsorbate and the 

corresponding adsorbant. HOMO and LUMO interactions are greatest when HOMO-

LUMO energy level is lying close together and their overlap is large. Furthermore, the 

theory of polarisability shows that the ability of a substrate molecule to undergo a redox 

reaction varies inversely with the energy difference between the ground state and various 

excited states. This implies that the reactivity of a substrate molecule is controlled by the 

energy gap between the HOMO and LUMO energies. The trends of the HOMO, LUMO 

and Egap for " supported" Rh(C0)2 species is given in Table 3.8. 
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Table 3.8: HOMO LUMO energy (in eV), see also Figure 3.3 

Structure No. ELUMO EHOMO Egap 

[Rh(C0)2(0SiH3)] 1 -3.3171 -7.0552 3.7381 

[Rh(C0)2(0HSiH3)]^ 2 -8.1711 -11.8003 3.6289 

[Rh(C0)2(ClSiH3)]^ 3 -8.4299 -11.9312 3.5930 

[Rh(C0)2(Cl)(0SiH3)]- 4 +2.2597 -2.5103 4.7700 

[Rh(C0)2(Cl)(0HSiH3)] 5 
-2.2594 -6.8268 4.5728 

[Rh(C0)2(Cl)(ClSiH3)] 6 -2.6705 -7.0823 4.4118 

1 Hartree=27.2116 eV= 627.5095 kcal/mol 

The results show that the surface species 1 - 6 have low lying LUMO energies 

between ~+2.25 and —8.4 eV, with the lowest LUMO energy is associated with the 

postively charge structure and vice versa. None of these species show a very small Egap, a 

usual indication of a second order Jahn Teller distortion. It is known that, if the LUMO 

energy is low, then the species will readily accept electrons either by a reduction procces or 

an electron pair donor, in which species 2 and 3 fit this description. On the other hand, a 

very high HOMO energy, as observed for species 4, would probably mean that this species 

is more likely to lose electrons as compared to the other species. 

In both the Rh(CO)2(XSiH3), (1 - 3) and Rh(CO)2(CI)(XSiH3), (4 - 6) systems, the 

presence of chlorine or an additional chloride ligand, result in the lowering of LUMO 

energy relative to the non-chlorinated analogue. Of a particular note is the pronounced 

reduction observed in [Rh(CO)2(ClSiH3)]"^. This decrease in LUMO energy due to 

chlorine addition, is similar to the results in the study of chlorine into alumina cluster/^ 

It is thought that the role of halogen promoter at the surface is to enhance the Lewis 

or Brgnsted acid environments.^^ The addition of chlorine to alumina for an example, 

enhances the activity of the catalyst for skeletal transformations of hydrocarbons. 
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It is thought that the role of halogen promoter at the surface is to enhance the Lewis 

or Bronsted acid environments.^^ The addition of chlorine to alumina for an example, 

enhances the activity of the catalyst for skeletal transformations of hydrocarbons. 

[Rh(C0)2(Cl)(0HSiH3)], 5, and [Rh(C0)2(Cl)(ClSiH3)], 6, have an almost similar 

LUMO energy but the latter has bigger Egap. Structure 6, is more stable than 5 by Egap 

difference of about 0.161 eV, which is equivalent to 3.7127 kcal/mol. The results also 

show that in both the system containing CI or without CI, dehydroxylation significantly 

increases the LUMO energies, as observed in 1 and 4. 

It is paramount to mention that while the importance of chlorine can be 

quantitatively described here, experimentally Rh'(C0)2 can also be generated using non-

chlorine based material such as Rh(N0)3.^^ 

3.5.2.5 Reliable Predictions on Limited Model? 

Theoretical results on molecular models of these kinds of calculations are affected 

by two types of errors; i). errors due to the approximations connected by the methods and 

ii). errors due to replacing the solid by finite model. Solid supports are in reality made of 

large molecule systems frequently containing defects, impurities and also unusual bonding 

types. 

Being a 16-electron system plus having results which are in agreement with the 

data from the EXAFS and the IR spectroscopy, structures 5 and 6 appear to be the most 

reasonable structure of Rh'(C0)2 supported on silica or other support system. However, 

the result for structure 4, deserves some comments. Apparently, the high LUMO energy is 

associated with the structure being negatively charged. In reality, the chloride ion is more 

likely to be bonded to the nearby surface, giving an overall neutral charge, which may 

result in a different HOMO and LUMO energy. 

3.6 Further work 

Other possible structures not investigated in this work are Rh'(C0)2 bound by two 

or three surface oxides giving the metal center a coordination number 4 and 5 respectively. 

The latter, although surprising, given the usual four-coordinate, square planar structure 

observed for Rh' molecular complexes is supported by EXAFS data^ '̂'̂ ^ 
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In addition to these structures, further calculations on this system should also be 

tested against similar or larger SiOz surface model. A surface model containing three 

active OH sites, would probably be a better model for this purpose, providing a migration 

pathway for the surface species, better support effects and at the same time neighboring 

OH group(s) effect. 

3.7 Conclusion 

We have theoretically investigated the interaction between rhodium gem dicarbonyl 

species and a model silica surface. Rhodium oxidation state o f+1 is used throughout, so 

both the charged and neutral systems were considered. These calculations lead to the 

following conclusion. 

1. Density functional calculations using the BLYP and B3LYP hybrid 

correlation, the ECP and the moderate basis sets gave results which are in 

good agreement with the EXAFS and the IR values and within the usual range 

of accuracy of density functional calculations. 

2. The presence of chlorine in the system obviously lowered the LUMO energy 

3. Dehydroxylation increased the LUMO energy. 

4. Based on the agreement with EXAFS, IR data and low Egap, this work 

predicted the most favorable rhodium gem dicarbonyl model are 

Rh(C0)2(Cl)(ClSiH3) or Rh(C0)2(Cl)(H0SiH3). 

Although this result is only a preliminary and should be expanded to a larger silica 

model which resembles SiOi surface better, the present result demonstrates how the 

theory, used in parallel with the experimental data, can be a powerful tool for progresses in 

the research involving supported metal catalysts. 
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Chapter Four : Systematic Analysis of Silica cage system 

4.0 Introduction 

Crystallography is the most powerful method available for studying crystal 

structures and this technique has become increasingly important in recent years with the 

introduction of new instrumentation and computational procedures. Detailed analysis of 

individual crystal structures is commonplace, but systematic analysis of large numbers of 

related structures is less common. This is usually done by studying a number of 

molecules with features in common, to postulate a model which suggests relationship 

between two parameters or more, the most common one and simplest one is the angle and 

bond length relationship. Other examples include bond angle and NMR shift, bond length 

or bond angle and electronegativity, and bond length and vibrational frequencies.' 

The use of Cambridge Crystallographic Data File^ (CCDC) for systematic 

analysis on the conformations, reaction pathways, hydrogen bonding, and intermolecular 

interactions and for visual display of crystals and molecular structures is now fairly 

established. Works by Murray-Rust^'"^ and Allen et al.,̂ '® for example, illustrated that the 

systematic analysis of crystallographic data can be a versatile research technique in 

chemistry. 

In recent years, a number of silsesquioxane base structures has been synthesised. 

Elegant work by Feher et. al7 has demonstrated that partly condensed silsesquioxanes are 

suitable structural models for a variety of surface sites ranging from silanols and silanol 

nests as found in silica and zeolite systems. Apart from its striking similarity with the 

SiOi, the flexibility of this system in adopting different size of atoms into its cage 

structures also is very interesting. This flexibility which also leads to different 

conformation with significant differences in the structures, was believed to be, though 

perhaps not solely, due to the Si-0 framework. Being suggested as the potential model of 

silica surfaces, possessing striking similarity with SiOa polymorphs, resembling the 

zeolite frameworks together with increasing importance and potential of this compound; 

this work is done with the aim of understanding the nature of these structures. 

During the past years, high resolution ^^Si NMR has greatly contributed to the 

deeper understanding of various aspects of the structure of silica. The basic assumptions 
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behind this approach are that the chemical shielding of a nucleus reflects the local 

magnetic environment and that the above parameters may be the major contributor in 

determining this local environment. In general, contributions diminish with the distance 

between the nuclei. 

In an effort to obtain more quantitative information regarding the local 

environment, there have been numerous attempts to correlate solution NMR chemical 

shifts with structural parameters such as bond length, bond angles etc.^ The magnitude of 

the ^̂ Si NMR reflects sensitively the structural surrounding of the Si atoms in SiOz. 

In this chapter, we shall discuss systematic structural analysis of these sets of 

silsesquioxane based molecules. The purpose of this investigation was to explore this 

relationship in detail for a carefully chosen series of silsesquioxanes based molecules 

whose range of structural data are known from single crystal diffraction studies and to 

compare this with data with those of silica polymorphs and silicates. This accumulated 

data may help "to recognise and classify new patterns by noting their points of 

similarities and dissimilarity to existing entries in the library" to quote the exact 

explanation by Allen and Fortier.^ 

Moreover, we shall also discuss a correlation study between the ®̂Si NMR chemical 

shifts and geometric parameters of silsesquioxane based molecules. More importantly, 

the aim is to study the relationship between the openness of the incompletely condensed 

POSS structures and the up field shift of ^^Si NMR chemical shift reported for many of 

the incompletely condensed POSSs. 

4.1 Detail of Analysis 

4.1.1 Crystals data analysis 

The Cambridge Structural Database (CSD) version 5,'°'^ has been used in this 

study. The quick search on search program QUESTSD using the substructure 

102 



Chapter 4 Flexibility Study 

where Si-O-Si 

resulted in 66 hits from which 10 are in the form of ionic silsesquioxane. Based on the 

search, the silsesquioxanes molecules could be divided into three subgroups: Sis, Si? and 

Dimer. Si? however, can be further subdivided into two classes. Si? and Si?X. Dimers, on 

the other hand, are actually made up of either two Si? or Si?X or both, as simplified 

below. 

Silsesquioxanes 

Si, 

Si, 

Siy 

Dimer 
ISi^X 

SiyX+Siy 

Figure 4.1 to 4.4 divide all refcodes into their subgroups. 

Data analysis was performed using VISTA. As some of the initial data involved in 

the study were based on the work of J.Grimshaw," the result from the search on the 

CSD was exported to Microsoft Excel spreadsheet and analysed using this software. 

The following strategy has been adopted with the aim of having reliable data. 

(i). R factor of less or equals 10% is chosen 

(ii). No disorder reported 

(iii). No error 

Search with PERMUTE key ON, is in many cases avoided, as this keyword is 

very sensitive to the environment of the chosen atoni(s) and may result in incomplete 

accumulation of data (leave out some relevant data). 
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A search which involved data having disorder in the R group with the R factor 

less or equal to 10% was also performed just as a comparison. Conformational disorder of 

the cyclopentyl and of the cyclohexyl rings on silsesquioxanes based molecules can be 

observed in many cases [Table 4.1]. This not that unusual behaviour was first understood 

by Ries et. al in their study of Cr(C0)5 piperidine.'^ The puckered organic unit was 

disordered over two alternating positions. Since each of the six atoms of the ring in the 

two alternative positions are separated by 0.5 A or less, the refinement spontaneously 

converged into a roughly planar geometry. Figure 4.5. 

Figure 4.5: How the structure with a planar ring resulted from inadequate refinement of a disordered 
Cr(C0)3 piperidine molecule containing a puckered ring. 

Another set of work which selected only entries with no disorder, error free, not 

polymers, perfect match between chemical and crystallographic connectivity and had R 

factor < 5% was also presented as a comparison in the Si-0 bond distance and Si-O-Si 

angle search. 

Table 4.1 shows the refcodes of R factor less or equals 10% through a quick 

search using QUEST. 
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Table 4.1: Refcodes included in analysis 

Sk Si, Si 7X 

BEGGEZ 13 FEQCIN" 30 DURPAH 4 5 

DIRXAD 14 GEXGIB° 31 JOZHAH* 46 

GEYPAB" 15 GEZGOH° 31 LEXCOG 4 7 

FAQWID* 16 HITZUF*° 32 NITKEG* 48 

FAQWOJ 16 HIVBAP*° 3 2 NITKIK 48 

49 JUWPAS 17 JEWXAK* 33 SEDCAF 

48 

49 

LIGJUG 18 JOFWOQ* 34 TAKBUC 50 

OCMSIO 19 KELJIU 3 5 

OCMSIOOl 2 0 KIVYET*° 3 6 

OCPSIXG 21 NIWQIT° 37 

OPSIOY* 22 RITCAY 38 

PIFFEP 2 3 RONSES 39 

RESXAO 2 4 SIBXEG'^ 4 0 

TOGTIS 25 VAMVIO 41 

VAWXUM 2 6 VINGAA 42 

VINSIO* 27 VUFNOZ 4 3 

VINSIOOl* 28 ZEGVUC 44 

YUMYOU 29 

^ Dimer ° Error * Disorder of R group 

4.1.2 NMR Correlation studies 

The influence of molecular geometries on ®̂Si chemical shift has long been 

recognised. Although in most of the study the NMR data was based on solution data, 

many have reported that there is no substantial changes in the NMR data of solid phase 

and solution phase. 

RgSigOi: cages with equivalent R display a single signal in a very large range 

reported to be from 5.7 ppm (in HgSigOi:) to -101.4 ppm (DIRXAD). FAQWOJ, the 

trans R'2R6SisOi2 type cages, exhibit two signals at -103.3 and -103.0 ppm. It is also 

interesting to point out that the chemical shift reported for DIRXAD and FAQWOJ is in 

the same range reported for silica polymorphs i.e. cristobalite (-109.9 ppm), tridymite (-

109.3 to -114.0 ppm) and zeolites, NaX (-103.4 ppm). 

The selection of crystal data used in the correlation studies in Sig cages and the 

NMR chemical shifts are given in Table 4.2. 
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The following strategy has been adopted with the aim of having reliable data. 

(i). Values of the 6 were from the literature data of the crystal data. 

(ii). R factor of less or equals 10% is chosen, except for FAQWOJ which has R 

factor of 0.1014 

(iii). No disorder reported 

(iv). No error 

Table 4.2: Geometr ic parameters of selected Sig cages and its N M R chemical shift 

RefCode ^̂ Si NMR 

chemical shift 

SlOmean SiOSimean Sl..Slniean 

DIRXAD -101.4 1.603 148.2 3.083 

FAQWOJ -64.9 1.603 148.6 3.087 

FAQWID -103.3,-103.0 1.623 148.5 3.121 

JUWPAS -79.5 1.618 147.7 3.105 

RESXAO -66.8 1.619 148.8 3.116 

VAWXUM -71.28 1.616 148.9 3.112 

YUMYOU -67.93 1.615 149.0 3.114 

With the Si? group, it would be very nice if the above mentioned requirements can 

be met, but due to the limited data, we have also included JOZHAH and NITKEG which 

are reported as having R group disorder. However, all the refcodes selected have 

R^CgHn, so that the effect of the R group could be minimised. Table 4.3 lists the 

chemical shifts 6 and the refcodes for the data studied. 

The selected Si?X and Si? cages, all exhibit three signals which indicate, three 

chemically different Si nuclei within the molecule. Feher et al reported peaks with 

relative intensity of 3:3:1 of DURPAH/^ in which he assigned it to silicon atoms 2 

atoms, 4 atoms and 6 atoms away from the zirconium atom. 

Examination of the corresponding 5, intensity ratio and the SiO data based on the 

data on Cy?Si?09(0H)3, VAMVIO, and the rest of Si? cage molecules analysed, [Table 

4.3], shows that in general, of the three signals, two of those signals vary very little at 
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around -66.0 ppm and -69.9 ppm (relative intensity 1:3 respectively). Using this 

knowledge, we could therefore assigned the peak with relative intensity of 3 as Siy and 

the peak with relative intensity 1 as Sic. Leaving the peak which varies most as Sia. 

This is summarised below. 

Sib: 

Sic: 

-Sia-

-Si: 

'Sib. 

-Sib' 

=X 

:Sia 

Si 

Sic: 

'Sia 

-Si: 

Sib. 

-Sib' 
Sia 

Si (a,b,c) =:Signal (3:1:3) 

As the relative intensity of the peaks gives a quantitative information of the 

number of Si atoms, we could assign the peak with relative intensity 1 to Sic, leaving the 

other 2 peaks to be assigned. 

The Si..Si distance differentiates one from another as illustrated by Figure 4.6. 

Si 

Si-

Si 

Si 

,Si^ 
I 
I , 

- - Si 

Si 

s 

Si-

' S l 

Si, 

,Si 

-Si 

:Sit 

Si' 

Si-

Si — Ot 

. 0 , 
Si t 

,Si 

Ot 

:Si 

-Si 

Figure 4.6: Fragment used the QuestSD substructure search; f rom left to right, a c-three fold 

symmetry Si..Si distance, Sit...Sit distance and the 0,.. .0, distance 
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Table 4.3: Solution ^ 'Si{H} NMR for Si^X and Si? cages. 

RefCodeS R group 6^^Si Signal SiOmean SiOSimean Si..Simean 

NMR Ratio 

VAMVIO^ C6Hn -60.159, s i i l s [613 1526 3.126 

-67.993, 

-69.544 

VUFNOZ^ QHi i -67.94, 1:3:3 1.619 148.8 3.123 

-70.58, 

-71.87 

DURfAH CeHn -66.058, 3:1:3 1.623 150.8 3.135 

-68.486, 

-70.286 

JOZHAH CgHii -66.54, 3:1:3 1.612 148.0 3.104 

-68.68 

-69.03 

NITKIK CeHii -64.26, 3:1:3 1.621 148.6 3.116 

-68.65, 

-70.20 

NITKEG CeHii -65.64, 3:1:3 1.614 149.7 3.12 

-68.66, 

-70.24 

SEDCAf CeHii -65.85, 3:1:3 1.615 149.2 3.116 

-68.85, 

-69.98 

TAKBUC CeHi, -66.95, 3:1:3 1.622 146.9 3.102 

-67.99, 

-71.44 

^Si? cages 
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4.2 Results and Discussion 

4.2.1 Si-O bond 

The overall distribution of Si-0 bond distance is given in Figure 4.7. The 

histogram in Figure 4.7 has maxima at around 1.60-1.62 A in both cases, Sig and Si? 

cages. The Si-0 distances in Sig cages are in wider ranges, 1.51-1.72 A. However, it is 

also important to note that the shorter and longer distances at the tail and the head of the 

histograms, are due to BEGGEZ, which surprisingly has a reported R factor of 0.0. If we 

remove BEGGEZ from the list, the range in both Si? and Sig are about the same. 

Another important point observed is the maxima was right shifted in Si? cages 

(i.e. longer) as compared to the Sig cages. 

180 -1 
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g 
O 80 -

60 -

40 -

20 -

0 -

• Si8 

BSi7 

1 . 5 1 1 5 3 1 . 5 5 1.57 1.59 1.61 1.63 
Si-0 distances 

1^5 1 6 7 1^9 1 7 1 

Figure 4.7: d(Si-O) distances in Sig and Si? cages 

The slight deviation in Si?X and Si? could be attributed to steric effect such as 

strain due to the accommodation of metal cation, eg. Zr atoms, into the framework. 

Clearly the average Si-0 distances in silsesquioxanes (Sig and Si? cages), are very similar 

to the average Si-0 distances found in the various SiOa modifications; 1.6 ISA in low 

quar tz ,1 .61 A in high quartz, 1.59 A in low cristobalite and 1.60 A in SiOi glass. 

The Si-0 distances of the adjacent bonds sharing a Si-O-Si angle in Sig cages can 

differ by about 0.036 A, this is in the similar range of the reported variation of Si-0 bond 

length observed on SiO] polymorphs. However, in both Si? and Si?* cages, the variations 
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are significantly greater, up to 0.07 A. Apparently, the greater differences are for terminal 

Si-0 than for the inner part of the Si? cages. 

In the SiyX cages, the differences are about the same as that of Si? cages, despite 

the more obvious opening up of the system of the latter cages. Clearly, the stretching of 

one Si-0 bond leads to shortening of the other but differences as large as 0.07 A again 

indicate the flexibility of this cage and Si-0 framework which allows the Si-0 framework 

to adapt to varied sizes of metal and various conformations. 

In a study of silica frameworks, Gibbs et al reported 50% of the variation in T-0 

distances (T=A1 or Si) can be explained in terms of a linear dependence on T-O-T.^'^ 

Differences in the type of bond should also cause perceptible differences in the 

internuclear distances, so that the Si-0(->M) distances with strong electron donor atoms 

should be smaller than the Si-O(-^Si) distances, similar to the phenomena observed in 

silicates. Other factors that have been reported to influence the Si-0 distances in silica 

and silicates are structural disorder and thermal motion of the atoms in the crystal data. 

Atomic distances determined from diffraction methods differ from the actual bond 

length to an extent which depend on the amplitudes of the thermal motion and the 

strength of the coupling of the individual motions of the atoms involved in the bond. 

The influence of even a relatively inaccurate correction of Si-Obr distance for 

thermal motion on correlation between d(Si-O) and Si-O-Si angle has been studied by 

Taylor using a limited data set for the silica polymorphs. The study of the correlation 

between the degree of static and/or dynamic disorder and atomic distances d(Si-O) and 

angles Si-O-Si on silica have been reported previously by Liebau^^, Gies ^^and Gerke and 

Gies." The regression equation of 

d (&' - O) = (^2 ("S"/ - o ) -H 0.007^(0) in A 

where 

d"'(Si-0) is the mean value of all Si-0 distances 

<B(0)>is the value of the isotropic temperatures factors of the oxygen atoms 

within a particular structure, determined from X-ray diffraction data 
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has been deduced based on the 25 structure determinations of silica polymorphs and 

clatlirasils performed at various temperatures which enable workers to correct the Si-0 

distances obtained from X-ray structure analysis of silica framework for dynamics and 

static disorder and to transform them into actual Si-0 bond lengths with the aid of the 

equation. However the author cautions that the equation should be used only on similar 

frameworks until it is proven the equation holds for Si-0 bonds in other silicates as well. 

4.2.2 Bond angle 

While the O-Si-0 bond angles seem to fall into comparatively small ranges of 

(107°-111°), nearly tetrabedral as expected, Figure 4.8, a much smaller range than the 

range suggested in silicate studies, the Si-O-Si bond angles seem to be as flexible as the 

SiOz framework. The Si-O-Si angle stretches from 135° to 172° in Si? cages while the Si-

O-Si angles are much in narrower range in Sig cages, 140° to 156°. Wide ranges of Si-0-

Si angles have also been reported for polymorphs of silica for example, firom 143.4° in 

low quartẑ ^ to 180.0° in tridymite.^^ 

Based on a total of 162 angles, the histogram in Figure 4.8 of Si? cages, the Si-O-

Si bond angles in the silsesquioxanes framework give no clear maximum. This point 

deserves further comments. The maxima at 172° of the histogram was due to 

Cy7Si70i2Ga(0PPh3), CSD refcode NITKIK. Another maxima, at 168° was due to 

CyySiyO 12(0SbMe4)3, CSD refcode VUFNOZ. The same is also true for the smaller 

angles at around 135°. Interestingly, the former is from SiyX cage group and the latter is 

Si? cage indicating real flexibility of the silsesquioxane system. This flexibility is also 

known for other types of silica-oxygen framework. 

The average Si-O-Si bond angles for Sig was at 149° and the same value was 

found for Si? and Si?X respectively which shows agreement with experimental data of a -

cristobalite, 150° and close to theoretical calculated energetic minimum for Si-O-Si angle 

near 150°. 

In silicates Si-O-Si angle of 139°, was interpreted to be the value which is 

energetically most favourable for a strain-free Si-O-Si bond. Larger deviations were 

attributed to either steric effects such as forced accommodation of cations of 
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c 
3 
o 
O 

unfavourable size or to purely chemical effects such as the influence of cations of 

extremely low electronegativity or high va lence .These phenomena also explained the 

large deviation from 139° in both cases, Sig and Si? silsesquioxanes cages. 
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Figure 4.8: O-Si-0 and Si—0-Si bond angles of Sig and Si? cages at R value of O.I 0 
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The range within which individual atomic distances Si-0 and Si..Si, and Si-O-Si 

and O-Si-0 bond angles vary for silsesquioxane published with R values less or equal 

0.10 using X-ray diffraction are given below. 

a). Sig cages b).Si7 cages 

1.51 A <d(S i -0 )<1 .72A* 1.57 A <d(S i -0 )<1 .66A 

3.06 A < d(Si..Si) < 3.16 A 3.0 A < d(Si..Si) < 3.24 A 

107°<0-S i -0< 110° 1 0 r < 0 - S i - 0 < 114° 

140°<Si-0-Si< 156° 135°<Si-0-Si< 172° 

* include BEGGEZ, R factor 0.0 

For silicate structures with R values below 0.08 using X-ray or neutron diffraction 

collected near or below room temperature these ranges are;^' 

1.57 A <d(Si-0)< 1.72 A 

98° < O-Si-0 < 122° 

120°<Si-0-Si< 180° 

According to Liebau, when inter atomic distances and bond angles determined at 

room temperature are reported near or outside the limits of these ranges, the deviation is 

probably a result of inaccuracies in the structure determination or of considerable 

disorder in the structure. Only in very rare cases will they be caused by unusual chemical 

or steric effects.^^ 

If we compare and take these values to Sig and Si? cages considered in this work, 

all bond lengths and bond angles are within the range suggested. Despite the various R 

group in the RgSigOi2 or R'R^SigOn system, the changes or deviation of these parameters 

also appear to be insignificant. Bond distance distributions in Sig and Si? cages with 

disorder (on the R group) also fall within the ranges above and there are no apparent short 

Si-0 distance usually associated with thermal motion. 

The nature of the Si-0 bond has been addressed in numerous literature reports so 

it is not the aim of this chapter to discuss it in detail. The nature of the relationship 

between bond length and the bond angle of the adjacent atoms is an old problem. It is 
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well documented that an inverse relationship exists, i.e. increase in the bond angle is 

connected to the decrease of the respective Si-0 distance. (See for example ref 63 and 

64). Interest in this area has renewed as experimentalists begin to make highly strained 

molecules. 

The result for the Si-Omd vs. Si-O-Si bond angles shows little correlation, 

certainly the bond length does not decrease uniformly as the angles widen. Nevertheless, 

the general integrity of the inverse bond length/bond distance correlation for 

silsesquioxane is apparent. 

4.2,3 Data set with R factor 0.05 

For Sis and Si? structures involving smaller number of data set, i.e. with R values 

below 0.05, the histogram. Figure 4.9, shows a maximum peak at 1.61 A for Sig cages, 

and again shoulders at short distances of 1.51 A and longer, both due to BEGGEZ. 

The shift observed in the larger data set is also evident even in this smaller data set. 

This is also evident by the shift in the overall mean Si-0 distances in each case. Sig cages 

have a mean at 1.61 A while the Si? cages have a slightly longer mean Si-0 distance, 

(1.62 A) similar to the larger set, of R factor 0.10. 

For a smaller set comprising 92 and 27 Si-O-Si angles obtained for Sig and Si? 

cages respectively, the histogram, Figure 4.10, has a maximum at around 147 ° to 151° 

for Sig cages while for the Si? cages, the same large distribution and scattering is 

observed. Again both sets, Sig and Si?, have the same Si-O-Si mean, 149°. 

In all the range are as the following; 

a). Sis cages 

1.51 A <d(S i -0 )<1 .72A* 

142° < Si-O-Si < 157° 

b).Si7 cages 

1.58 A <d(S i -0 )< 1.65 A 

138° < Si-O-Si < 172° 
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Figure 4.9: Si-0 distances in Sly and Sig cages with R value of 0.05 or less 
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Figure 4.10: Si-O-Si bond angles at R value of 0.05 
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4.2.4 SL.Si nonbonding distances 
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Figure 4.11: Non bonding Si..Si distances in Sig and Si? cages. 

The Si..Si nonbonded distances are known to vary very Httle despite the wide 

range of Si-O-Si angles. In Sig cages, while the Si-0 distances vary from 1.55 to 1.69 A, 

the Si..Si nonbonding distances vary very little in Sig, despite the various R group 

considered. However in Si? cages, this range is wider and more obvious, from 3.02 to 

3.24 A, Figure 4.11. 

A Si..Si distance of 3.20 A has been reported for the linear Si-O-Si bridges in 

coesite. The range of Si..Si distances in SiOz was also reported as remarkably small, all 

were very close to the ideal 3.1 A expected in the hard atom approximation.®^ This led to 

a concept that such geometries are determined at least in part, by non bonded Si..Si 

repulsion Cruickshank however, interpreted that the large Si-O-Si angles as due to d^-

Pjt bonding of Si- and O atoms. 

The relationship between Si..Si distances and the Si-O-Si angles are nicely shown 

in Figure 4.12 which indicates a linear relationship between the two parameters, i.e the 

Si..Si distances vary with shorter nonbonding distances involving smaller angles. 
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So, if we consider the fact that the inverse relationship between the angle and the 

Si-0 distance, the Si..Si distances are actually the result of a compromise between Si-0 

distances and Si-O-Si bond angles. 

4.2.5 Openness of silsesquioxane cages 

A relationship between the Sit..Sit and the Ot..Ot distance of the open face of the 

cage Si? cages is illustrated by Fig. 4.12. Obviously the 0 . . 0 distance increases as the 

Si..Si increases, but the increase in the Si..Si distances are smaller compared to the 0 . . 0 

distances. Short Ot..Ot distances are attributed to the Ot..Ot distance in Si^Xcages and also 

that of Si^Oii systems (such as ZEGVUC) while obviously the large Si..Si and 0 . . 0 

distances are attributed to system such as VUFNOZ which has three 0SbMe4 groups. 

Table 4.4 shows some 0 . . 0 distance of the open cage of selected Si? silsesquioxanes. 

This opening up was expected to be due to the bulky nature of the substituents in 

conjunction with the flexibility of the silicon-oxygen framework to accommodate range 

of complexes and conformations.^ Another factor is the existence of hydrogen bonding, 

either inter molecular or intra molecular or both."" Factors such as electron repulsion 

from the metal towards TMS group for example are also believed to contribute to the 

extent of the openness of the cage. 

T a b l e 4.4: Distance in A between the oxygen atoms on open face cage in various Si7 complexes. 

Molecules 0 . . 0 distances REFCODE/ Ref 

Cy7Si709(0GeMe3)3 6.311 ,6.175,5.33 11 

Cy7Si70n(0TMS)(SiMe2) 5.986,5.334,3.162 11 

Cy7Si70,i(0TMS)(ZrCp*2) 3.505, 6.522, 6.187 11 

Cy7Si70ii(0TMS)(Cr02) 2.827,4.815,5.345 JEWXAK 

Cy7Si709(Ga0PPh3) 3.017,3.022, 2.886 NITKIK 

Cy7Si709(A10PPh3) 2.854,2.848, 2.861 SEDCAF 

Cy7Si709(P) 2.466,4.488, 2.465 TAKBUC 

Cy7Si709(0H)3 4.033,4.095,4.092 VAMVIO 

Cy7Si709(0SbMe4)3 6.057, 6.192,5.728 VUFNOZ 

Cy7Si70i i(OTMS)(MoPy02) 4.632,2.761,5.517 ZEGVUC 
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Figure 4.13: Relat ionship between Si..Si distances and 0 .0 distances in Si? cages 

Grimshaw" in her thesis pointed out that the increase of these 0 . . 0 distances 

were always accompanied by an upfield shifts in ^^Si NMR spectra. Figure 4.13 shows 

quite a good correlation, r value of 0.9446, between Sit..Sit and Ot..Ot distances. In the 

following section, we will discuss the correlation between these parameters and the 

chemical shifts. 

4.2.6 NMR chemical shift/geometric parameter correlations studies 

In general, all attempts to correlate the chemical shift with the geometric 

parameters seem to result in a considerable scatter. For Sig, correlation was sought 

between chemical shift and 1). Si-0 bond distance 2). Si-O-Si bond angles 3). Si..Si bond 

distance. Figure 4.15 shows weak correlation between the Si-O-Si and 6 (R=0.46), good 

correlation was observed with mean Si-0 distance, while a better r value was observed 

with mean Si..Si distances of the cage The correlation with mean Si-0 distances shows 

considerable scatter, almost no correlation with mean Si-O-Si bond angles, r=0.4601, but 

high correlation can be observed with mean Si..Si distances, r=0.9863, of the Sig cages 

giving the following regression 

6 (ppm) = 1216.IdsLsi - 3856.6 (4.1) 
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Smith and Blackwell®^ had also reported that an excellent correlation exists with 

Si.-Si nonbonding distance of silica polymorphs. Clearly it is not fair to use this 

correlation on silica polymorphs or vice versa. The presence empirical equations, 

Equation 4.1, should be tested on other Sig cages when accurate crystal data and NMR 

data become available. 

We were unable to elucidate the cage size effect to the chemical shift since only a few 

data were reported and in many cases when crystal data was available there was no ®̂Si 

NMR data accompanied. But, the definite dependence of cage size is quite clear and this 

was first reported in 1970, by Frye and Collins®^ The authors reported an up field 

chemical shift on (HSiOi s)̂  n==8,10,12,14 as the cage size increases, [Figure 4.14]. 

?? 5 . 7 2 

C a g e s i ze 

14 Figure 4.14: Correlation between cage size and Si NMR chemical shift of (HSiOi,5)n=8,10,12, 
Data from ref. 68. Diamonds shapes are due to the SUO4 rings while circles are due to SijOs and 
SigOg rings. 

Attempts to establish the correlation with all the possible parameters failed to 

establish nearly the same high correlation as Sig cages. Table 4.5 summarizes the 

correlations tested against the ^^Si NMR chemical shift. 

While this type of correlation may be a useful approach to a physically meaningful 

rationalization of the up field shift observed in the ^^Si NMR spectra of incompletely 

condensed POSS, the present research shows no apparent correlation. When there are 

both precise structural and spectral data to make meaningful correlations, then further 

analysis may be possible. 

The scatter of the points of the present correlation study may be due to the errors in 

determining 5 (up to 0.5 ppm)^^ and to some points by the errors caused by averaging the 
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individual values of Si..Si and Si-0 distances and Si-O-Si angles. Another possibility 

which should not be overlooked is that NMR is a very sensitive method so slight 

structural change would definitely affect the chemical shift. More likely the change on 

neighbouring cation affects the chemical shift through its bonding with the shared 

electrons. 

Another alternative to study these chemical shift and geometrical parameter 

correlation, would be varying a single substituent, while others such as R group and other 

ligands, remain the same. This is illustrated by Weller et al on Mg[T02]i2.X2 where 

T=Si,Al,Ga, Ge, B and Be sodalite framework and X is monovalent or divalent anion.̂ ^ 

Futhermore, the computational method approach can also offer another alternative for 

this purpose. 

Tab le 4.5; Summary of correlation test of Si? cages 

Parameter Correlation with Quality 

1 . r(Si-O) mean chemical shifts (3:l:3)each x,S 

2 . (Si-O-Si)mean chemical shifts (3:l:3)each x,S 

3 . r(Si..Si)mean chemical shifts (3:l:3)each x ,S 

4 . ( SiOa,SiOb, SiOc)mean chemical shifts ( 3 : 1 : 3 ) x,S 

5 . Regression eqn. 1 S i . . S i c a l c VS S i . . S i e x p t x,S 

Scale VS . 5exp t 
x,S 

6 . (Si..Sia,Si..Sib,Si..Sit)mean chemical shifts ( 3 : 1 : 3 ) x,S 

X = poor correlation, S= scatter 
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Figure 4.15: Results for correlation between the ^'Si NMR chemical shifts and geometric 
parameters of Sig cages. 
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4.3 Conclusion 

The cage structures of silsesquioxanes are as flexible as other silica-oxygen 

compound and this flexibility is attributed to the ease of deformation of the Si-O-Si 

angle and the Si-0 bonds as testified by the variety of conformation observed with 

various R groups (Sig) and substituents (Si?) at the cage. 

1. The range within which individual Si-0 and Si..Si atomic distances and Si-0-

Si and O-Si-0 bond angles vary for silsesquioxane published with R values less or 

equal 0.10 using X-ray dif&action are as follows; 

a). Sis cages 

1.51 A <d (S i -0 )< 1.72 A * 

3.06 A <d(Si . .Si)<3.16A 

1 0 7 ° < 0 - S i - 0 < 110° 

140°<Si-0-Si< 156° 

b).Si7 cages 

1.57 A <d(S i -0 )< 1.66 A 

3.0 A < d(Si..Si) < 3.24 A 

I 0 r < 0 - S i - 0 < 114° 

135°<Si-0-Si< 172° 

2. Linear correlation was observed between Si..Si nonbonding distances and Si-O-Si 

angles both in Sig and in Si? cages. 

3. Attempts to correlate the ^^Si NMR chemical shift with any geometric parameters 

of silsesquioxanes failed to establish good correlation. 
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Chapter Five: POSS as the model for silica surface 

5.0 Introduction 

Surface hydroxyl groups are the active sites of important heterogeneous catalyst 

supports such as silica and related solids. The surface chemistry of pure silica is due 

primarily to the presence of hydroxyl groups on the surface. Undoubtedly, the isolated 

hydroxyl group of silica, sSiOH, is the most studied and best characterised of all the 

surface objects.' The 0-H stretching mode v(O-H) falls at 3747 cm"\ a value believed to 

be slightly dependent of temperature.̂ '̂  

One of the approaches in modelling surface hydroxyl group is the cluster 

approach or a full periodic approach.'* Before the advent of density functional theory, a 

minimal size cluster such as HgSiOH was normally chosen^ as the simplest model of the 

isolated hydroxyl group on the silica surface. Even such a limited cluster size can 

satisfactorily reproduce the frequency of the 0-H stretch, together with its anharmonicity. 

Examination of the data concerning the interaction with small molecules such as H2O, 

NH3 and CO shows that silanol is less acidic than the real hydroxyl group of silica, 

nonetheless silanol still serves quite well as a model.^ Interaction of the silanediol 

molecule, SiH2(OH)2 with H2O and NH3, has also been reported."* 

Another familiar approach is by adopting a cagelike structure, in particular, in 

similarity with hydridosilsesquioxanes, HgSigOii. The suitability of this structure in 

mimicking vibrational features' and NMR features,' both free and when interacting with 

H2O of isolated hydroxyl group, =SiOH, has been reported. The interaction with NH3 has 

also been reported.^ Because of their defined cage like structures, silsesquioxanes 

complexes are considered suitable for mimicking silica surfaces.^ This structures can also 

be considered as a part of zeolites as well, resembling for instance, the zeolite double-

four-ring (D4R).'° 

Several reports in the literature however, have suggested that the type of surface 

group which participates most effectively in adsorption or reaction with silica surface was 

the strongly hydrogen bonded surface hydroxy Is," which are characterised by a broad 

band in the infra red region at around 3500 cm '. Trisilanol, [Cy7Si709(0H)3], and other 

incompletely condensed POSSs/ represent some of the best possible models for this 

purpose. Besides, experimental results also suggest that the most reactive sites for silica 

surface may be those possessing three (or more) adjacent siloxy groups.'^ 
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The salient feature of this group of model compound is the structural similarity 

between trisilanol and the known SiOz polymorphs. A view down the C3 axis of the 

vacant vertex of trisilanol bears a close resemblance to the potential co-ordination sites 

available of P-cristobalite (111) form of SiOz. Thus, this class of compounds in a way is 

useful to model the silica surface. Moreover, by virtue of this similarity, it would serve as 

an excellent model system for many heterogeneous silica supported catalysts. In addition, 

it could also be used to model the modified silica surfaces as well. 

There have been many theoretical studies of the molecular and electronic 

structures of silsesquioxanes and its precursors. Again, the use of H atoms as the R 

group, is prominent. Another frequent R group is the OH g r o u p . T h e study of an 

incompeletely condensed POSS model on the other hand, is new. Experimentally, model 

systems for studying SiOi supported catalytic systems are normally based upon 

metallasilsesquioxane complexes and -C-C5H9, c-CgHn and c-CyHn as R groups/'* In 

this study we had chosen to adopt H as the R group. While the use of OH might be 

preferable to using H as the "capping group", this substitute would result in systems that 

are simply too large to be conveniently examined using available computational 

resources at the desired level of theory. 

In the present work, a quantum chemical approach is used to predict the IR 

vibrational frequencies of the surface hydroxyl groups and surface methoxy species. The 

structures studied in this work are given in Figure 5.1. The aim is to find out if this small 

SiOz framework is capable of hydrogen bonding because a useful model of silica surface 

should be capable of hydrogen bonding. 

HySiyOg (OH)2(OCH3), II and HySi709(0H)3, III are hypothetical models of 

incompletely condensed POSSs. Despite a large volume of work with silsesquioxanes 

since their discovery in 1946, there are only few examples of incompletely condensed 

POSSs. Exploration of these systems especially with simpler and well-resolved NMR 

spectra such as H7Siy09(0H)3 (and MeySiyOc,(OH)3) would be very desirable although at 

the moment hindered by lack of efficient and high yield synthetic route of HgSigOiz.'^ 

HgSigOiz increasing industrial importances as silica coatings for application in the 

environmental protection, as an interlayer dielectric for integrated circuit,'® as 

photoresist'^ and in material technology for SiOz film deposition'® also make it attractive 

to study. 
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Figure 5.1: Model surface hydroxyl group , R=H, R ' - O C H s 

The study of surface methoxy group is of a great interest for catalysis, being 

suggested as the key intermediates in various reactions of methylation and methanol 

conversion by various oxides. At room temperature, methanol is physically adsorbed to a 

surface hydroxyl group, but at higher temperature, chemisorption occurs through the 

formation of SiOCHs groups.'^ 

Two different forms of chemisorbed methanol on SiOi were suggested in the 

literature. One is believed to occur through esterification of surface hydroxyl group^° 

OH OCH3 

i. ^ CH3OH 

and the other is considered to be formed by methanol dissociating on the strained SiOSi 

bridge.^ ̂  
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,0 
^ (3^0H » q; 

In a recent study, Gates and Papile^^ had treated the MgO with methanol and used 

the SiOCH] species as a probe molecule to understand the metal-metal oxide interaction. 

Cu/SiO; (673K) 
CH3I CHyCu + I-Cu 

Cu/SiO; (473K) 
CH]! CH -̂Cu + I-Cu + S1-OCH3 

(5.1) 

Spillover of methoxy group onto the supported silica surface forming the SiOCHs 

species has also been observed. In the study of the reactions of methyl fragments from 

methyl iodide dissociation on Cu/Si02, Driessen and Grassian,̂ '̂̂ '̂  reported the formation 

of SiOCHs group, [Equation 5.1]. IR data suggested that methyl groups migrate or 

spillover onto the silica support where they react with the surface hydroxyl group to form 

SiOCH]. Connor and Falconer^^ have discussed the spillover phenomenon for both atoms 

and molecular fragments as well as proposed mechanisms for spillover. The importance 

of spillover in heterogeneous catalysis was also discussed in the paper. 

5.1 Computational Details 

For the calibration purpose, computations were performed at the HF and the DFT 

levels adopting the hybrid BeckeS exchange functional and Lee-Yang and Pan-

correlation functionals,^®'^' (B3LYP) on HgSigOn, with Oh point group. Two basis sets 

were adopted; 

i). The standard 6-3IG basis set on Si, O, C and H atoms with d polarisation 

functions on silicon and oxygen atoms, and p polarisation functions on hydrogen 

atoms. 

ii). The DZP^ basis set Si, O, and H atoms. 

This approach was adopted with the aim of comparing the accuracy of the 

adopted basis sets, the 6-3IG** against the DZP, which is used frequently in the 

literature. 
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was first used to generate various stable structures by scanning the low energy portion of 

PES. This is represented as a function of three dihedral angles; ZHCOSi (from 0.0 to 

360), ZHOSiH (from 0.0 to 180.0) and ZCOSiH (fi-om 0.0 to 60.0) each with a 30.0 ° 

increment. 

A geometry for the lowest energy conformer generated by the PM3 model was 

next used as a trial geometry to initiate optimization at the BeckeSLYP level. The 

confirmation test for this lowest energy conformer consists a new round of geometry 

optimization starting with geometry of the new confbrmer. If subsequent optimization has 

the same structure or new structures of higher energy, the search was completed; 

otherwise the resulting lowest energy was subjected to the same confirmatory test again. 

The final lowest energy confbrmer was then taken to be the most stable 

Becke3LYP/6-31G** structure for II. The verification of the final structure as a 

minimum on the PES was made by a vibrational fi-equency calculation that yielded all 

positive fi-equencies. 

All calculations in this work onward was performed using the Becke-3-LYP level 

of calculation and the 6-3IG* basis set, which were deemed to provide an acceptable 

compromise between the computational effort required and accuracy of calculated 

parameters. 

Geometry optimizations were performed using the appropriate symmetry group 

for the others: Cs for Si809H7(0H), C3 for H7Si709 (OH)] and the lowest energy 

conformer, C, for HySiyOg (OH); (OCH3). The calculation of vibrational frequency using 

the DFT method is facilitated by the availability of the analytical second derivative 

techniques. 

All calculations were performed on Gaussian98 program^" using a Dell Pentium 

with a 450 MHz processor computer. 

Upon completion of III, similar work has also been reported,^ ̂  which will also be 

discussed alongside with this work. 
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Sil 0 a -a -a 
Si2 0 a a -a 
Si3 0 a a a 
Si4 0 -a a a 
sis 0 -a -a a 
Si6 0 -a -a -a 
Si7 0 -a a -a 
08 0 b -b 0 

09 0 b 0. b 

OlO 0 b b 0 

Oil 0 b 0. -b 
012 0 0 . -b -b 

013 0 -b 0 . -b 
014 0 0 . b -b 

015 0 -b b 0 

016 0 0 . b b 

017 0 -b 0 . b 

018 0 0 . -b b 

019 0 -b -b 0. 

H20 0 c -c -c 

H21 0 c c -c 

H22 0 c c c 

H23 0 -c c c 

H24 0 -c -c c 

H25 0 -c -c -c 
H2 6 0 -c c -c 

H27 8 dl 1 al 20 db 

H28 9 dl 3 al 22 db 

C2 9 18 d2 5 a2 24 da 

H3 0 29 d3 18 al 5 dc 

H31 29 d3 18 al 30 120 . . 0 

H32 29 d3 18 al 31 120 . . 0 

Variables: 
a= 1. 5555 
b=1.85 
C = 2.3055 
dl=0.942122 
d2=1.4 
d3=1.2 

al=109.47122 
a2 = 114 . 0 
da=120.0 
db=0.0 S 6 30.0 
dc=0.0 S 2 90.0 

Table 5.1: Input for the co-ord ina tes involved in the H7Si7(OH)2(OCH3), I I , P E S s tudy 

5.2 Results and Discussion 

5.2.1 Calibration results 

A summary of the results for geometry optimization on SigO^Hg is given in Table 

5.2. For SigOnHg, it is possible to compare the calculated geometric data with the 

experimental results, allowing us to compare the level of accuracy of the calculated 

values with the experimental data. 
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Table 5.2: Bond length ( in A) and SiOSi angle ( in °) o f HgSigOn/^ values in parenthesis are 

f rom Tomroos et al^^ 

Parameters Theoretical Methods Expt. 

HF/6-31G** HF/DZP B31yp/6-31G** B31yp/DZP 

Si-0 1.6265 1.6225 1.6443 1.6418 1.659(1.6195) 

Si-H 1.453 1.4487 1.4645 1.4581 1.475 

O-Si-0 108.97 108.67 109.63 109.39 106.6(109.5) 

O-Si-H 108.97 110.26 109.31 109.54 112.2 

Si-O-Si 149.40 149.98 148.09 148.56 153.9(147.55) 

Several theoretical studies involving this system have also been reported using 

various basis sets, such as 3-21G*, 6-3IG**, DZP, and DZP/TZP(0).^'' As illustrated in 

Table 5.3, the accuracy of the calculated geometrical data depends very much on the 

basis set and the method used. 

Table 5.3: S i - 0 distance ( in A) and Si-O-Si angle ( in °) for HgSigO,], calculated using various 

basis sets.̂ '̂  
Method/ HF HF HF Expt 

Basis set 3-2 IG* 6-31G** DZPrrZP(O) 

Si-0 1.644 1.63 1.626 1.619 

SiOSi 149.0 150.0 147.5 

It should be noted here that the theoretical results were based on the gas phase. At 

high temperatures and low pressures, intermolecular effects are considered to be minimal. 

The geometry and the properties of a molecule in crystalline state are different from the 

respective gas phase. Moreover, the interactions between pairs of molecules, are also 

affected by the crystalline environment, so the slight variations in the values are 

expected. 

Comparison of the calculated geometry with the experimental values shows that 

in both sets of calculations, the 6-3 IG basis set and the DZP basis set give results which 

are almost within the same range of accuracy. The HF method however, predicted the 

geometrical data more accurately when compared to the B3LYP method. The Si-0 bond 

was found to be overestimated by about 0.0243 A and 0.0218 A using the 6-3IG* basis 

set and the DZP basis set respectively. 
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The vibrational frequencies of HgSi80]2 have been investigated in detail by 

Calzafem et. The calculated vibrational frequencies using the DZP and the 6-

31G** basis sets also seem to indicate that they are almost equal in accuracy, as shown in 

Figure 5.2 and 5.3. This result also indicates that the 6-3IG** basis set would serve as 

accurate as the DZP basis set. However, in terms of computational cost, the 6-3IG** 

basis set is a better compromise, especially in the study of large systems. 

R" = 0.9976 

1800 -

1200 -

600 900 1200 1500 1800 

Frequencies at HF/6-31G* 

2400 

Figure 5.2: Compar ing the vibrational frequencies of HgSigOn at HF level 
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Figure 5.3: Compar ing the f requencies of HgSigOa at BSIyp level 

The ability of the HF and B3LYP methods using the DZP and 6-3 IG** basis sets 

against experimental vibrational frequencies was presented in Table 5.4. All the HF level 

calculated frequencies however, were scaled to 0.89 as suggested. 37 
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Table 5.4; IR active vibrational frequencies (in cm") of SigOizHg. Modes assignments and 
^ T « ^ r-\ ^ ir fc y—. r* ^ r y- f" y-» 1 I—« J-1 X * ^ ^ ^ 7 

Theoretical Experimental 

a. o HF/631G** HF/DZP B3LYP/631G** B3LYP/DZP In CCL, Type of 

vibration 

Tlu 2492.8 2483.3 2361 2372 2277 V (Si-H) 
T l u 1221.7 1230.5 1155.5 1154.5 1141 v (̂Si-O-Si) 
T l u 972.5 971.0 893.3 899.6 881 g(O-Si-H) 

Tlu 604.6 610.6 559.3 563.5 566 v(Si-O-Si) 
T l u 499.4 504.6 450.2 457.9 465 v(Si-O-Si) 
T l u 439.2 445.9 392.0 398.7 399 8(0-Si-0) 

In general, we found that the accuracies as high as 0.02 A, l°-2° and of about 5% 

off the exact vibrational frequencies, can be expected from this theoretical approach. The 

fact that the 6-3IG** basis set used in the present work is smaller than the DZP basis set 

(392 basis functions), the use of the 6-3IG basis set plus polarization functions on Si, O 

and H atoms (372 basis functions) would be advantageous, given the overall similarity of 

the calculated geometry and the vibrational frequencies between the two basis sets. 

The HF method provides slightly better accuracy for structural data, but DFT-

Becke3LYP method has been reported to yield more reliable energies, and for larger 

systems, it is the only ab initio technique that can be realistically applied. 

A comparison of the CPU timing needed for a single point calculation on several 

molecules investigated in this work is given in Table 5.5. This work was originated from 

our initial attempt to study metal-support interactions using theoretical method, with the 

metal centre being rhodium gem dicarbonyl. For comparison on system involving the 

transition metal, we also reported the timing for CyySiyO] ](0TMS)(Cr02)^^, A with Cy? 

groups being replaced by H atoms and the ECP basis set by Wadt and Hay^° was applied 

on the Cr atom. 

The problem size is measured here in terms of the total number of the basis 

functions (N) involved in a calculation which itself depends on the system size and the 

basis set chosen. Timing usually varies depending on the type of the computer on which 

the computation is performed. All jobs reported were run on a powerful Dell Pentium Pro 

250.0 MGB RAM computer, no other job running at the same time as the environment 

where the job is performed may slow or affect the exact timing. 
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Table 5.5: J Relative to CPU timing 

Structures H7Si7(0H)3 

III 

H7Si7(0H)2 
(OCH3) 

U 

Cy7Si70|,(0TMS) 
(CrOz)'" 

No. of basis functions 363 388 484 

CPU timing(hr:min:sec) 00:43:15 5:16:15 30:56:32 

Relative CPU timingj 1 417 2,498 

While structures II and III are small compared to the available experimental data, 

to some even this study could be seen as very ambitious. To illustrate this point, we 

compare the relative CPU timing between structure III single point calculation with that 

of methanol (50 basis functions) and silanol (54 basis functions), Figure 5.5. 

c o 
o c 
3 

U) TO n 
6 
z 

60 80 
Relative time 

Figure 5.5: Comparison between the basis functions and CPU timing for H7Si7(OH)3, III, 
methanol, MeOH, and silanol, SiOH 

As can be seen, the CPU time increases rapidly with the problem size. While the 

substituents involved in this study are on a smaller scale compared to the transition metal 

complexes usually involve in the real catalytic processes or in the incompletely 

condensed POSS's, at the moment, the study of such system is limited due to the 

restricted computer resources. 
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5.2.2 Potential energy surface study 

The result of the PES study on II using both the PM3 and the BeckeSLYP 

methods were represented by Figure 5.6 and Figure 5.7. This combination studies 

indicate that II has the lowest energy was when H-Si-O-H dihedral angle is 

(150.0,120.0°), the H-C-O-Si between 60-90° and the C-O-Si-H dihedral angle is 30.0°. 

^ H 

H-

o 

-Si 

Ha 

It should be kept in mind however, the structure found in this study does not 

necessarily represent a global minima, although attempt has been made to avoid local 

minima structure. The use of the PM3 method and its accuracy in the study of the silica 

system has been reported earlier for example by Blazkowski and van Santen'^' and 

Ozturk 42 
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Figure 5.6: Potential Energy surface for H7Si709(0H)2(0CH3) as a function of H-C-O-
Si and C-O-Si-H dihedral angles using the B3LYP method 

148 



Chapter Five /fvcfroxvZ group 
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Figure 5.7 : Result of a PES study at PM3 level of II, solid line -ZHOSiH=150,120.0°, broken line- -ZHOSiH=I20,120.0° as function of H-C-O-Si and C-
0-Si-H dihedral angles 
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Table 5.6: Geometric parameters calculated using B3LYP calculation for structure I, adopting 6-3IG* 
basis. Distances in A, angles in °. 

Si(l).(](9) L629 

Si(l)-0(10) 1.642 

Si(l)-0(]9) 1.642 

Si(l)-0(21) L632 

Si(2)-0(9) L639 

Si(2)-0(I2) 1.645 

Si(2)-0(13) 1.645 

Si(3)-0(n) L643 

Si(3)-0(12) 1.644 

Si(3)-0(15) 1644 

Si(4)-0(l0) L643 

Si(4)-0(11) L642 

Si(4)-0(17) l.&M 

Si(5)-0(16) 1.642 

Si(5)-0(17) L644 

Si(5)-0(18) l/%4 

Si(6)-0(18) L645 

Si(6).0(19) 1.642 

Si(6)-0(20) L642 

Si(7)-0(13) 1.644 

Si(7)-0(14) L644 

Sj(7)-0(20) L643 

Si(8)-0(14) 1.644 

Si(8)-0(I5) L644 

Si(8).0(16) ljd3 

Si(2)-H(22) L463 

Si(3)-H(23) 1.464 

Si(4)-H(24) L464 

Si(5)-H(25) L464 

Si(6)-H(26) L464 

Si(7)-H(27) 1.464 

Si(8)-H(28) L464 

0(21)-H(29) 0.963 

Si(2)-0(12)-Si(3) 146.053 

Si(2)-0(13)-Si(7) 146.263 

Si(l)-0(9)-Si(2) 152.335 

Si(l)-0(10)-Si(4) 146.000 

Si(7)-0(14)-Si(8) 146.957 

Si(3)-0(ll).Si(4) 151.276 

Si(3)-0(15)-Si(8) 147.041 

Si(5)-0(16)-Si(8) 150.178 

Si(4)-0(17)-Si(5) 146.810 

Si(5)-0(18)-Si(6) 146.590 

Si(l)-0(19)-Si(6) 146.291 

Si(6)-0(20)-Si(7) 151.197 

Si(l)-0(21)-H(29) 116.959 

O9 X'" Ol9 

" ; v X / V " 

«ipvxr 
\ / H 

"SiT 

H 
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Figure 5 . 8 : Model structure of HySiyOg ( 0 H ) 2 0 C H ] , I I 
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Table 5.7: Optimized geometrical parameters of H7Si7(0H)20CH3 at B3LYP/6-31G** 
level. Distance in A, angles in Refer Figure 5.8 for numbering assignment. 

Si(l)-0(8) 1.634 0(11)-Si(2)-0(14) 110.105 

Si(l)-0(1]) 1.653 0(9)-Si(3)-0(10) 107.998 

Si(l)-0(12) 1.653 0(9)-Si(3)-0(16) 108.951 

Si(2)-0(10) 0(9)-Si(3)-H(22) 111.857 
Si(2)-0(11) L637 0(10)-Si(3)-0(16) 111.112 

Si(2)-0(14) 1.647 0(15)-Si(4)-0(16) 110.315 
Si(3)-0(9) L657 0(15)-Si(4)-0(]7) 109.514 

Si(3)-0(]0) L641 0(16)-Si(4)-0(I7) 109.091 

Si(3)-0(16) 1.648 0(17).Si(5)-0(18) 105.223 

Si(4)-0(15) 1.640 0(17)-Si(5)-0(19) 112.018 

Si(4)-0(I6) 1^42 0(18)-Si(5)-0(19) 110.444 

Si(4)-0(17) L648 0(12)-Si(6)-0(13) 110.675 

Si(5)-0(17) L635 0(12)-Si(6)-0(19) 109.043 

Si(5)-0(18) L668 0(13)-Si(6)-0(19) 109.304 

Si(5)-0(19) L637 0(13)-Si(7)-0(14) 110.065 

Si(6)-0(12) L629 0(13)-Si(7)-0(15) 109.349 

Si(6)-0(]3) 1.644 0(13)-Si(7)-H(26) 109.197 

Si(6)-0(19) L650 0(14)-Si(7)-0(15) 109J64 

Si(7)-0(I3) 1.644 Si(l)-0(8)-H(27) 115.791 

Si(7)-0(14) 1.640 Si(3)-0(9)-H(28) 11&713 

Si(7)-0(I5) 1.646 Si(2)-0(10)-Si(3) 145.803 

0(8)-H(27) 0.979 Si(l)-0(11)-Si(2) 147.578 

0(9)-H(28) 0.984 Si(l)-0(12)-Si(6) 159.560 

0(18)-C(29) 1.440 Si(6)-0(13)-Si(7) 147IW9 

C(29)-H(30) 1.092 Si(2)-0(]4)-Si(7) 147.425 

C(29)-H(31) 1.095 Si(4).0(I5)-Si(7) 14&403 

C(29)-H(32) 1.093 Si(3)-0(16)-Si(4) 146.726 

0(8)-Si(l).0(ll) 111.866 Si(4)-0(17)-Si(5) 14&294 

0(8)-Si(l)-0(l2) 11&787 Si(5).0(18)-C(29) 122.093 

0(11)-Si(l)-0(I2) 107750 Si(5)-0(19)-Si(6) 150382 

0(10)-Si(2).0(ll) 11&267 0(18)-C(29)-H 107648 

0(10).Si(2)-0(14) 109J54 H(30)-C(29)-H.v 108.591 
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Si(4) J (H(28) 

Atoms Inner f rame Outer f r ame 

Si [.0651 1.0332 

O -0.6307 -0.6657 

H H-0.1097, -0.105 0J600 

Figure 5.9: Structure of opt imized H7Si709(0H)3 and Mull iken charge distribution 
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Table 5.8: Selected geometrical parameters of H7Si70,(0H)3 III optimized at B31yp/6-31G** 
level. Distance in A, angles in Refer Figure 5.8 for numbering assignment. 

Si(l)-0(8) 1.658 0(9)-Si(3)-0(10) 108.407 
Si(l)-0(11) 1.645 0(9)-Si(3).0(16) 109.024 

1.643 0(10)-Si(3)-0(I6) 110.706 
Si(2)-0(10) 1.643 0(15)-Si(4)-0(16) 109.937 
Si(2).0(]l) 1.644 0(15)-Si(4)-0(17) 109.558 
Si(2)-0(14) 1.643 0(16)-Si(4)-0(17) 109.538 
Si(3)-0(9) 1.658 0(17)-Si(5)-0(18) 108.407 
Si(3)-0(10) 1.643 0(17)-Si(5)-0(19) 110.705 
Si(3)-0(16) 1.645 0(I8)-Si(5)-0(19) 109.024 
Si(4)-0(15) 1.643 0(12)-Si(6)-0(13) 109.561 
Si(4)-0(16) 1.644 0(12)-Si(6)-0(19) 109.542 
Si(4)-0(17) 1.643 0(13)-Si(6)-0(19) 109.937 
Si(5)-0(17) 1.643 0(13)-Si(7)-0(14) 109.661 
Si(5)-0(]8) 1.658 0(13)-Si(7)-0(15) 109.662 
Si(5)-0(19) 1.645 0(14)-Si(7)-0(15) 109.661 
Si(6)-0(12) 1.643 Si(])-0(8)-H(27) 116.059 
Sj(6)-0(13) 1.643 Si(3)-0(9)-H(28) 116.053 
Si(6)-0(19) 1.644 Si(5)-0(18).H(29) 116.052 
Si(7)-0(13) 1.643 Si(2)-0(10)-Si(3) 148.018 
Si(7)-0(14) 1.643 Si(l)-0(11)-Si(2) 149.165 
Si(7)-0(15) 1.643 Si(l)-0(12).Si(6) 148.013 
0(8)-H(27) 0.980 Si(6)-0(13)-Si(7) 148.204 
0(9)-H(28) 0.980 Si(2)-0(14)-Si(7) 148.204 
0(18)-H(29) 0.980 Si(4)-0(15)-Si(7) 148.207 
0(8)-Si(l)-0(ll) 109.026 Si(3)-0(16)-Si(4) 149.169 
0(8)-Si(l)-0(12) 108.409 Si(4)-0(17)-Si(5) 148.018 
0(ll).Si(l)-0(12) 110.705 Si(5)-0(19)-Si(6) 149.165 
0(10)-Si(2)-0(ll) 109.540 

0(10)-Si(2)-0(14) 109.561 

0(11)-Si(2)-0(14) 109.937 

154 



Chapter Five Hydroxy I group 

5.2.3 Optimized geometric parameters 

Selected optimized geometries of I, II and III are given in Table 5.6-5.8. 

Optimized structures of II and III are presented in Figure 5.8 and 5.9 respectively. 

The structure of II and III shows that there is a possibility of hydrogen bonding. This 

possibility will be discussed separately in the following section. 

The B3LYP level is known to overestimate the Si-0 and OH bonds, but the 

trend predicted is consistent with the result for HgSigOi2 discussed earlier. The 

geometry optimization on the hypothetical structures of 1-1II at the B3LYP level 

resulted in an average Si-0 distance of 1.645 A, which is very similar with the Si-0 

distance in HgSigO]2 at the same level of treatment. 

All three Si-0 bonds, attached directly to the OH bonds in III, have slightly 

longer bond length, 1.657 A, than the rest of the S i -0 bonds in the Si -0 framework. 

In II, an elongation of Si-0 bond directly attached to the methyl group to 1.668 A was 

also observed. One of the SiO(H) bond distance is similar to the terminal SiO bond in 

III, while the other is shorter, 1.634 A. Further bond elongation was observed for C - 0 

bond. The C - 0 distance is predicted to be 1.44 A, a slight increase of -0 .03 A for the 

C-0 distance in the methanol at the same level of treatment. 

The Si-H distances in I, II and III, on the other hand, differ only marginally 

nor does the CH3O substituent onto the system seems to change it. 

The calculated 0-H distance for I, 0.963 A is slightly larger than the 

experimental value of 0-H distance in H2O, 0.9548 A^ .̂ However, this value is 

smaller than the distance reported by Pereira et al, on series of silica based clusters, 

which lies between 0.97-1.03 Â ^ The OH distances in both structure II and III, 

increases at ~ +0.02 A. 

The Si-O-Si bond angle within the cage is between 148°-149°, which is in 

agreement with the typical SiO framework. The SiOH bond angles were predicted to 

be roughly 116.0 ° for both structure I and III. Two SiOH bond angles were observed 

for II, one is almost 116° and the other one is slightly wider, 118.8°, Table 5.7. The 

same level of study on silanol, HsSiOH predicted the angle to be 116.7°. Peri reported 

an experimental SiOH bond angle on silica was about 113°.'^ 

The Si-O-C bond angle was predicted to be 122.1°, slightly smaller than the 

typical Si-O-C bond angle at the ab initio level of calculation using the 3-2IG* basis 
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set, 124.8° and 123.2° for (CH3)2SiHOCH3 and CHaSiHiOCHa respectively but in the 

correct range.' 

5.2.4 Hydrogen bonded system 

The lengthening and shortening of bonds observed in II and III which have 

been discussed earlier can be attributed to the hydrogen bonding and the 

acceptor/donor relationship within the system.^^ Figure 5.10 shows the possible 

arrangement of hydrogen bonding of II and its Mulliken population charge. The 

summary of the nonbonding parameters for II and III is given in Table 5.9. 

Si-0=1.668 
C.0=1.440 

q(Si)=1.0577 
q(0)= -0.6153 
q(C)= -0.1017 
q(H3o)=0.]312 
q(H3,)=0.1201 
q(H32)=0.I535 

O 

-o 
H 

Si-0=1.657 q(Si)=1.0354 
0-H=0.984 q(0)=0.6838(-) 

q(H)=0.3762 

, -0 

32 Si I 
Si-0= 1.634 
0-H=0.979 

q(Si)=1.0088 
q(0)=0.6302(-) 
q(H)=0.3614 

Figure 5.10: Possible hydrogen bonding for structure I I , and its Mull iken charge distribution, 

also refer Figure 5.8, distances in A , charges in a.u. 

A long SiO bond of the other neighboring SiOH group, 1.657 A on the other 

hand, suggested that the SiOCH] also acts as a proton acceptor too towards a nearby 

SiOH group, in agreement with experimental result which suggested SiOCH] to be 

involved in two fold hydrogen bonding mechanism.''^ 

The CH...0 distance, in II, is 2.755 A and the angle is 139.3°. There are 

many examples of nonbonded interactions of oxygen and CH group in the literature. 

In nearly all cases, the C-H bond is adjacent to either an electron withdrawing group 

or some other activating groups (i.e. CN, CO, S and halogen) which serve to influence 

heavily on the polarization of the CH bond. A weak hydrogen bonding between the 

156 



CH group and the oxygen has been attributed to have the role in determining the 

molecular packing and the conformation in the crystal/^ 

Intramolecular CH..0 interactions have also been observed and are believed to 

be very important in determining the conformational preferences/^ 

A search of the Cambridge Crystallographic Database has been carried out by 

Taylor and Kennard. Using recognized values for the van der Waals radii of the CH 

group and the oxygen/° they found 59 CH..0 contacts of distance at least 0.3 A less 

than the sum of the van der Waals radii with CH..0 angles greater than 90°. The 

investigators concluded that the short CH..0 contacts, both inter and intramolecular, 

occurred quite frequently and were likely due to an electrostatic stabilisation, resulting 

in an attractive rather than a repulsive interaction and could be reasonably described 

as hydrogen bonding. 

These authors also reported that short C-H...C and C-H...H contacts were 

found to be extremely rare. It was established that (C-H) atoms have a statistically 

significant tendency (>99.9%) to form short intermolecular contacts to oxygen rather 

than carbon or hydrogen. 

The (H)0.. .0(H) distances in II are 2.785 and 2.729 A. I l l has three 

equivalent HO...OH distances of 2.79 A. These short 0 . . 0 distances indicate possible 

of hydrogen bonding for both II and III. Experimentally, trisilanol is known to 

crystallize as a strongly hydrogen bonded dimer in the space group of Pl.^'^' 

Although the hydrogen bonding protons could not be located in the final difference 

map, the highly symmetrical nature of the bonding is suggestive of a hydrogen 

bonding interaction like the one shown in Figure 5.12. The ORTEP plot from a single 

crystal crystal X-ray diffraction study of trisilanol is shown in Figure 5.11. 

Feher et al had reported the 0 . . 0 distances are around 4.03 A."*̂  Inter 

molecular 0 . . 0 distances of 2.63-2.64 A on the other hand, were observed in a dimer 

system. However, as a monomer, at 0 . . 0 distance of 4.0 A, hydrogen bonding is less 

likely to occur. 

Both this work and the recent literature report predicted that as a monomer this 

hypothetical model of trisilanol would exist as a hydrogen bonded molecule. This 

work may seem to contradict the experimental result, but it is important to remember 

that the system study in this work is not only in gas phase but also is a monomer. 
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F i g u r e 5.11: Representation of the most probable hydrogen bonding arrangement of trisilanol 

F i g u r e 5 .12: O R T E P plot of trisilanol. The molecule crystallises as a hydrogen bonded dimer 

in the space group P 1 

The OH...H distance of 1.889 A is larger than the mean for O H distances 

reported by Ceccarelli and co-workers^^ based on a survey of neutron diffraction 

geometries of 74 OH O bonds, 1.818 A. However, this result is in agreement with 

Krijnen et. al?^ who reported the OH...H distance of 1.89 A on a similar model 

structure III, using the DFT-BLYP method and the DZVP2 basis set. 

The calculated 0H. .0 angle of II was 164.1°. The bonding with OCH3, i.e. 

OH..0(C) yielded 164.3°. Ceccarelli and co-workers had reported the mean OH..H 

angle of 167.1°. The calculated 0H. .0 angles of III, however, were found to be 

148.1°. These values however, are still in the normal range of hydrogen bonding 

angles, that is greater than 90.0° and in agreement with the result by Pereira et al who 

reported 0H. .0 angles between 134.8° and 147.2°. Furthermore, Bene and Pople^^ 

reported the HO..H bond angle of 122°, in a study of water dimer. 
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Table 5.9; Average nonbonding distances (in A) and bond angles (in °) for II and III 

Parameters Theoretical 

11 III 

This work This work 

Og.Og 2.785 2J9 

O9..O18 2729 2J9 

Oig.Og 3.909 2J9 

(C)H3,..08 2.755 -

OH..O(H) 164T 148.1 (all three) 

OH..O(C) 163.2 -

(C)H..O I39 j -

5.2.5 Charge distribution/transfer 

An additional property of considerable interest is the charge distribution as 

derived from a Mulliken population analysis ( see Section 2.5.3). Important charges 

for [SiOH] and [SiOCHs] groups for II and III are given in Figure 5.9 and 5.10 

respectively. 

If we consider that the more positive charge indicates an electron donating 

group and less means electron accepting, then the most obvious possibility is that 

SisOgHig is an electron acceptor. Based on electron deficiency in Oig, we could say 

that the SiOCH] group is an electron donor, which is consistent with the known fact 

that the methoxy group is an electron donating group. This is also consistent with 

longer Si-0 and C-0 bonds observed. 

While electron donating, i.e. more positive charges, may result in a weaker 

bonding, so a longer bond length is observed (as in the SiOCHs group), the relation in 

the two SiOH groups contradicts this fact. Figure 5.10. Shorter bond lengths have 

more positive charges instead and vice versa, are observed for the two SiOH groups. 

Another possible explanation would be the SiOH groups act both as donor and 

acceptor at the same time, a phenomena usually associated as co- operativity effect. 
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The low charge on Sii is quite unusual, but in overall, we could say that the 

Si] OH group is the least perturbed of the three terminal groups and perhaps consistent 

with a weaker hydrogen bonding. (Note: O8..O9 is 2.789 A while O9..O18 is 2.729 A). 

Apparently, there is an electron donation from the methoxy group through H32 to Og, 

however, this transfer may be too small to cause any significant increase in total 

charge for O atom. 

For structure III, all the three SiOH groups have equivalent charges, Si 

(1.0333), O (-0.6657) and H (0.3600), which perhaps illustrates and is consistent with 

the equal hydrogen bonding strength. 

Finally, it is important to remember that Mulliken population analysis is 

arbitrary, while it certainly is the most widely model employed , the Mulliken charge 

partitioning is also the most criticized.̂ "^ 

5.2.6 Vibrational frequency analysis 

5.2.6.1 v(OH) bands 

The calculated OH frequencies for I-III, are presented in Table 5.11. There is 

no experimental data on structure 1 but theoretical work on these species has been 

reported. The v(OH) was found at 3896 cm ' which is slightly lower than value 

reported by Ugliengo and co-workers, 3925 cm '. The harmonic estimate for the 

experimental isolated v(OH) for a silica surface was predicted to be 3927 cm'\ 

Krijnen et al , on the other hand, reported a value of 3697 cm"' on I using 

BLYP/DZVP2. It is also important to mention that the latter made no mention of 

anharmonic values or scaling factor. 

However, these authors also proved that the v(OH) frequencies of I, can be 

attributed to the 3700 cm"' band (isolated) in the zeolite niicroporous structure while 

v(OH) of III was assigned to the 3500 cm ' band (hydrogen bonded), based on a 

combination study of DFT of the above and FTIR data of dealuminated mordenite, a 

type of dealuminated zeolites. This work also shows that the DFT-B3LYP method is 

capable to differentiate between the two types of v(OH)s, isolated and hydrogen 

bonded. The Av(OH) bands of I and III, 299 cm"' are in good agreement with the 

experimental data of the isolated and hydrogen bonded hydroxyl groups, -250 cm '. 

Theoretical calculation on II predicted the presence of two bands at 3339.9 

and 3458.0 cm"' attributed to the H-bonded stretching frequencies. This result is also 
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in agreement with the infrared data of Cy7Si709(0H)2(0SnMe3) and 

Cy7Si709(0H)2(0TMS), recorded in KBr disk which shows a H-bonded OH 

stretching frequencies at 3450 and 3422 cm ' respectively. 

For structure III, Krijnen et al reported three bands assigned to the v(OH) 

bands at 3403, 3396 and 3331 cm"'. This work however, predicted only a single band 

at 3460 cm ' attributed to the equivalent environment. This difference may not be 

able to be proved because hydrogen bonded v(OH) peak(s) are very broad, so these 

peaks may not observable at all, experimentally. The single band is consistent with 

cyclic hydrogen bonding system described by Maes and Smets.^^ 

T a b l e 5.11: v(OH) frequencies and related frequencies for structures I to I I I 

Structures v(OH) Intensity 0 . . 0 distance OH distance 
(cm') (km/Mole) (A) (A) 

I 3746.6(3896) 106 - 0.963 

II 3338.9(3473) 794.8 2.729 0.984 

3458.0(3597) 535.7 2.785 0.979 

III 3460.0(3600) 674 2.79 0.980 

® scaled at 0.9614, values in parenthesis are the original calculated v(OH) 

A sharp increase in intensity of OH bands was also observed in the II and III 

compared to I. In experimental data, this sharp increase in intensity means very broad 

absorption band due to hydrogen bonded OH group(s). The two peaks of different 

intensity in II, were most probably due to varying hydrogen bonding strength. The 

shorter 0 . . 0 distance in II is also consistent with the lower v(OH) bands, Table 5.11. 

5.2.6.2 ^(SiOCHa) bands 

Table 5.12 shows the vibrational assignment of SiOCHg bands compared to 

the reported experimental literature values. The comparison is also made with 

methanol as experimental data suggested that the v(CH3) of the isolated SiOCH] 

surface is about the same as that of ^(CH]) of methanol.Pelmenschikov er a/ 
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T a b l e 5.12: Calculated v(CH3) bands vs. experimental data 

H7Si70,(0H)2(0CH3), II 

B3LYP/6-31G** Experimental' 

Methanol 

B3LYP/6-1G** 

SiOCH, 

Spillover" 

SiOCH] 

CH30H-Si02:3 

C^k Scaled Calc Scaled 

CH assym 

stretch 

3147 3025 3000 3122 3001 2985 3000 

CH assym 

stretch 

3124 3003 2960 3034 2916 2954 2958 

C H symm 

stretch 

3042.5 2925 2844 2988 2872 2852 2858 

CH) 1502 1444, 1477 1499 1441 1462 1464 

deformat ion 1510 

1525 

1452 

1466 

1455 

1477 

1508 

1527 

1450 

1468 
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reported'̂ ^ a shiA to higher frequencies by about 20 cm ' when compared to the v(CH3) of 

isolated SiOCH], [Table 5.12]. 

Interestingly, experimental data suggested that the v(CH3) bands of the hydrogen 

bonded SiOCHs, should be shifted towards higher frequencies compared to the isolated 

SiOCH3 methoxy group by about 20 cm'\ This is believed to be due to the withdrawal of 

the electrons charge from the CH3 group.^° The result of this calculation yielded a shift 

towards higher wavenumber 24 cm'% which is consistent with the charge transfer 

discussed earlier. The predicted bands at 3003 and 2925 cm ' can not be confirmed as 

they are undistinguishable experimentally due to the broadening of this band. 

5.2.7 The method 

The utilization of Becke3LYP exchange correlation functions employed in this 

study has been extensively used in the study of hydrogen bonded clusters. This method 

has also been tested against HF, MP2 and MP4 methods. (See for instance the work by 

Nova and Sossa^^, Hagemeister^^ and Mo These authors found that the B3LYP 

functional predicts H-bonding geometries that are in good agreement with MP2 method 

which is known for its ability to deal with hydrogen bonding. 

The correlated methods, such as MP2 or higher, provide good agreement with 

experimental result at considerably high computational cost and this restricted their 

usefulness to a rather small system. DFT method however, provides an alternative to this 

and significantly shortens the classical procedures and renders a reasonable compromise 

between accuracy and computational effort.^' The HF approximation usually reported to 

inaccurately predict the geometry of hydrogen bonded structure. 

5.3 Conclusion 

The salient feature of trisilanol is its structural similarity with the known SiOa 

polymorphs. Despite this similarity, experimental data of trisilanol shows it is not 

capable of hydrogen bonding (intramolecularly), while useful model of silica surface 

should be capable of hydrogen bonding. 

Under the condition tested, i.e. monomer, this theoretical study reported that 

smaller hypothetical trisilanol is indeed capable of hydrogen bonding. Evidence of 

hydrogen bonding is supported by 
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- short 0 . . 0 distances and OH..H angles are within suggested parameters for hydrogen 

bonding, 

- increase in intensity, which indicate broadness of the bands, a significant mark of 

hydrogen bonding 

- charge distribution 

- and lower shift in the v(OH) frequencies both in the hypothetical trisilanol and that of 

model methoxylated silica surface. 

The method and basis set used, B3LYP/6-31G**, have been tested reliable in 

predicting hydrogen bonding in numerous literature reports. 

The work contained in this chapter helps confirm that trisilanol could be an 

excellent model of silica surfaces, in addition to offering three active OH sites. However, 

this work gives valuable insight into the difficulties and factors to consider for future 

analysis in using trisilanol as the model for silica surfaces. 
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