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Preface 

As a Researcher of the Itahan National Statistical O S c e (ISTAT) and, in 

particular, working in the National Accounts Department and Economic 

Research, the laat two years have been spent on the transition towards the 

new European System of National Accounts (Eurostat, 1996). As a result, 

a general revision of the System has been carried out. In this activity, 

my interest has been captured by the econometric implications that the 

introduction of new Classihcation Standards has involved in compiling 

Accounts by Sector. 

The National Accounts System consists of a wide set of economic hgures 

compiled at diEerent and detailed sectoral levels over a long time period. 

The System provides an "internationally compatible accounting framework 

for a systematic and detailed description of a total economy (that is a region, 

country or group of countries), its components and its relations with other 

total economies" (Eurostat, 1996, p.l). 

Under normal conditions, each Accounts is compiled by aggregating data from 

the related survey which is coherent in terms of standards and dehnitions. 

Estimates are produced just for more recent time periods (quarters or years), 

updating previous estimates to the last available time period. 

When a general revision occurs National Accounts have to be completely 

refounded. Estimates have to be recompiled over all t he sample period, 

following the new framework to be introduced. As an implication, long and 

consistent time series of related surveys for the Accounts to be reconstructed 

are needed. But, it is a matter of fact that surveys are periodically revised 
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to follow changes in investigated phenomena so that t ime series suEer from 

strnctural breaks. Furthermore, over a long sample period surveys are often 

available mider diEerent sectoral clagsihcations with respect to the standards 

to be introduced. 

Consequently, when new standards are introduced, reconstruction of sectoral 

Accounts proceeds first through a benchmark producing new levels from a 

given time period and, secondly, by giving to data new coherence in a time 

series sense. As a result of the hrst step, two diSerent measures of the same 

sectoral aggregates are observed: the former, for a longer period of time, in 

terms of old classiEcation standards and the latter, just f rom the benchmark, 

in terms of new standards. At the second step, retrapolation techniques are 

adopted to gain new Accounts even in the past. 

In this thesis a hramework for a conversion of sectoral t ime series from oM 

to Tiew classi6cation standards is provided. This is based on the de6nition 

of a cofifergzoM to express time-varying compositional eSects among 

diSerent sectoral deEnitions. State space representations are presented 

to handle data reconstruction and modelling change of classification. A 

new approach for data reconstruction is suggested. The time series to be 

reconstructed is considered as an unobserved variable in a state space model: 

the estimates are so obtained sa t i s^ng the restrictions imposed by the few 

available observations. 

The Kahnan hlter provides a well-estabhshed procedure to obtain optimal 

parameter estimation of state space forms. This has been largely used in 

this work obtaining reliable results on a prehminary experimental application 

based on Itahan Quarterly Accounts. 
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1 Introduction 

The goal of this thesis is to provide a discussion on time series reconstruction. 

In particular, the problem for economic sectoral time series when a change of 

classihcation in economic activities occurs is approached. 

In fact, a given economic variable (e.g. industrial production, GDP, 

consumption, income) gives a different composition among sectors depending 

on which sectoral standards is adopted. If by a given t ime period the way 

Statistical Agencies collect data changes, problems of comparing pre- and 

post-change time series arise. 

In the following chapters a new approach for data reconstruction is suggested. 

The time series to be reconstructed is considered as an unobserved variable in 

a state space model: the estimates are so obtained sat is :^ng the restrictions 

imposed by the few available observations. State space representations are 

even provided to handle modelling a change of classihcation. 

A two step procedure to achieve both data reconstruction and parameter 

estimation of a change of classihcation model is suggested. It is shown as 

the Kahnan hlter provides the instrument to carry out optimal parameter 

estimation of the suggested state space forms even when models are subject 

to time-varying restrictions. 

1.1 Motivations 

An opportunity for statistics to capture economic structural change is to 

upgrade the methods, classihcation standards and deSnitions underlying their 



construction. Historically, developed economies have been going through 

a fast and signihcant de-industrialization: the service sectors, notably 

distribution, banking, business services and communications, have been 

growing very rapidly. At the same time we have observed the relative dechne 

of agriculture, extractive industries and manufacturing. Note that qualitative 

changes have been as important as quantitative changes: in fact growth goes 

with a large diversihcation of economic activities, commodities and services 

in such a way that new ones have been created and others have disappeared. 

To perform surveys adequately representative of structural changes, 

International Statistical Agencies propose periodically to National 0@ces 

new classihcation standards, schemes and methods to b e followed both for 

commodities and monitoring of Arms. 

Generally, new classihcations introduce more accuracy and detail in the 

specification of economic activities. Because progress has introduced a 

relative diversihcation of services strictly linked with traditional processes 

(i.e. Agriculture and Industry), new classihcations spht up some activities 

previously belonging only to the latter processes. As a result, grouping 

economic activities into industrial sectors or into economy-wide aggregates 

incurs compositional incoherences when a comparison among diEerent 

standards is performed. 

Furthermore, a change of classihcation produces a structmral break in sectoral 

time series and an historical reconstruction has to be realized. Usually, when 

new standards are introduced, reconstruction of sectoral data proceeds hrst 

through a benchmark producing new levels from a given time period and, 

secondly, by giving to data new coherence in a time series sense. 

Considering the introduction of the new European System of National 

Accounts (Eurostat, 1996) these aspects will be particularly important. By 



that date new sectoral classihcations will be adopted by those Countries 

joining the European UniGcation eind a problem of historical reconstruction 

of Sectoral National Accounts will arise. In fact, two different measures of 

the same sectoral aggregates wih be observed: the former, for a longer period 

of time, in terms of old classiGcation standards and the latter, just from the 

benchmark; in terms of new standards. 

In the following chapters a framework for a conversion of sectoral time series 

from to Mew clagsiGcation standards is provided. This is based on the 

dehnition of a comf ergzon to express time-varying compositional eSects 

among different sectoral dehnitions. State space representations are presented 

to handle data reconstruction and modelling change of classi&cation. 

The Kalman Elter provides a well-established procedure to obtain optimal 

parameter estimation of state space forms. Moreover, t he Doran (1992) and 

Doran and Rambaldi (1996) methodologies of constraining the Kalman hlter 

to obey time varying restrictions is revealed as an useful instrument to obtain 

e@cient estimates. These allow us to incorporate contemporaneous 

aggregation constraints and available observations into t h e model. 

1.2 Plan of the Thesis 

The plan of this thesis is as follows. In chapter 2 an introduction of the 

Kahnan hlter as an instrument for data reconstruction has given: the main 

tools on the Kalman hlter are provided in order to get t h e material of this 

thesis self contained. After the description of a general s tate space form, 

the typical recursions of the Kalman Slter and initial conditions, section 2 

provides the basic issues on the maximum likehhood estimation; particular 

attention has given to the developments involved in the Kalman hlter when 



some parameters to be estimated are concentrated out of the likelihood; 

furthermore, available solutions to the problem of missing observations are 

shortly mentioned. The smoothing algorithm is the issue of section 3, while 

section 4 introduces the discussion on constraining the Kalman hlter to obey 

time varying restrictions: the Doran (1992) and Doran and Rambaldi (1996) 

methodology is summarized. Finally, in section 5 a new approach to the 

problem of data reconstruction is shown by proposing a state space form for 

a simpliAed data generating process. 

Chapter 3 provides the framework for a change of clEissi6cation by a formal 

exposition. In section 1, basic concepts on classihcation standards give a 

preliminary introduction; then deterministic preliminaries and the deSnition 

of the conversion matrix are provided. The extension t o a dynamic model is 

the subject of section 2, where a state space representation for modelling the 

change of claasiGcation is proposed. 

In chapter 4 results of a preliminary apphcation on Italian quarterly accounts 

are shown. After a Srst section where data in terms of Mew classiEcation 

standards are artihciaily generated, sections 2 and 3 provide a two stage 

procedure to gain both data reconstruction and modelling a change of 

classiBcation. 

Finally, chapter 5 provides a concluding summary discussion. 



2 The Kalman Filter as a n Instru-
ment for Data Reconstruction 

2.1 The Kalman Filter 

2.1.1 State Space Form 

Let Zt be a p-fec^or of observed variables at time t. A general spoce 

ybrm relates ^ in the sample period ( = 1 , 2 , T with a possibly unobserved 

A;-'uec(or by the following system^: 

Zi — XfHt 4" Wf, (2.1) 

A4+1 = + P + (2-2) 

where (2.1) and (2.2) are, respectively, the and the 

In equation (2.1), is a (p x A;) matr ix of exogenous 

or predetermined variables and is a p-rec^or of serially uncorrelated 

disturbances with mean 0 and covariance matrix jif. In equation (2.2), 

is generated by a hrst order %;ec^or-oif(ore^regaife process, with the A-i/ector 

p ag a and as a of white noise with mean 0 and covariance 

matrix Q. The disturbances w* and -Ut are assumed to b e uncorrelated at any 

lags. 

^The overview of the Kalmaji Glter given in this and in sections 2 and 3 follows the 

more recent literature surveys on the topic by Harvey (1990) and Hamilton (1994a, 1994b, 

chapter 13). 



Usually, the system (2.1)-(2.2) is used to describe a Suite series of observations 

{zi,z2, -Zr}, so that assumptions about the initial value of the state vector 

are needed. In particular, is assumed to be uncorrelated with any 

realizations of or wt. Moreover, the meaji of is aasumed to be equal to 

mi with covariance matrix 

The system (2.1)-(2.2) is enough Sexible and it can be easily generalized to a 

system in which the matrices F , p and Q are 

2.1.2 Recu r s ions 

A model like (2.1)-(2.2) is suitable for the application of the Kalman Elter. 

This is a recursive procedure for computing the optimal estimator of the 

state vector based upon the information available at t ime t. 

Let denote the optimal estimator of based on all the observations up 

to and including time (̂  — 1). Let z t _ 2 , Z i , %t_i, %t_2,. , ^1} 

denote this information, so that 

^ . (2.3) 

The covariance matrix of the estimation error is denoted as i.e. 

E (A4-1 — ' ^ - 1 ) — 'MT't-i) - (2-4) 

It can be proved from the law of iterating projections^ tha t , given and 

the optimal estimator of is given by 

+ p, (2.5) 

with covariance matrix of the estimation error 

= + (2.6) 

^See, for example, Hamilton (1994b, p.379). 



E^quations (2.5) and (2.6) are known as eguatzoMg. 

Once new observations z* become available the estimator of /if, and its 

covariance matrix can be updated by the foUowing 

f , - (2.8) 

Prom starting values specihed both in terms of mo and or mi/o and 

f i /o , the Kahnan hlter produces the optimal estimator of the state vector 

as each new observation becomes available. At time T" the hlter yields 

optimal estimator of the current state vector based on t h e full information 

set. Moreover, optimal predictions of future values of b o t h and zt can be 

performed. 

In particular, computing predictions of conditional on and 

gives 

-Zt/t-i = -B [zt/Xf, Zt_i] = (2.9) 

Note that contains no information about beyond tha t contained 

in Zf_i, because it is assumed predetermined or exogenous. As a result, 

E Zf_i] = E and equation (2.9) can be derived by 

the law of iterated projections. The mean square error of this forecast is 

(2.10) 

2.1.3 In i t i a l Cond i t i ons 

In the state space form (2.1)-(2.2) the starting values for the Kahnan Biter 

can be given by the mean and covariance of the unconditional distribution 

of the state vector denoted, respectively, as m and 2 , only if eigenvalues 

of the matrix F are aU inside the unit circle. In other terms, only if is 

covariance-stationary. 
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This being the case, taking expectations of both sides of (2.2) and considering 

that m because of stationarity of i t yields 

m = = (2.11) 

where the matrix (7 — F) is nonsingnlar because no eigenvalue of F equals 

to 1. 

The unconditional variance of /.t*, i.e. E, can be derived by the following 

steps: postmultiplying 

(/Un+i " ^ F (/̂ t — ^ [/4]) + f t+ i 

by its transpose and taking expectations it yields 

F a r (/^,+i) = F . y o r (/z )̂ - F ' + Q. (2.12) 

Because the process is covariance-stationary, y a r (/^+i) = y a r (/^) = ^ 

and it caji be shown^ that solution is given by 

fee (2) = [42 - (F 0 F ) ] - ' fee (Q), (2.13) 

where fee (-) is the operator that transforms a matrix in a vector by stacking 

the columns, (g) indicates the j^roTiec&er and 7̂ 2 is the identity 

matrix. 

If, instead, some eigenvalues of F are on or outside the uni t circle, the 

is not stationary and the unconditional distribution of is not 

de&ned. The distribution of /.ti is given by genuine prior information or by 

a pnor ; mi/o is replaced with the best guess for the initial value of 

and f i /o is a positive de&nite matrix summariziing the conBdence in this 

guess. 

^See, for example, Magnus and Neudecker (1988). 



2.2 Maximum Likelihood Est imat ion 

2.2.1 C o m p u t i n g t h e Likel ihood F u n c t i o n 

As stressed in the previous section, the forecasts and ^ / f_ i calculated 

by the Kalman hlter are linear functions of Furthermore, if 

the initial state vector mi/o and the disturbances are multivariate 

Gaussian, and are optimal among any function of 

Then, the distribution of zt conditional on is also Gaussian with 

mean given by equation (2.9) and variance by equation (2.10). 

Gaussian aasumption, therefore, allows the construction of the sample log 

hkehhood Z/ starting from the usual expression of a multivariate normal 

distribution, that is 

Z/ = ^ l o g 2 7 r — % E log |(^f| " g E ^ (.2:̂  — 'Zf/t-il , (2.14) 
Z Z (=1 / (=1 \ ^ / 

where and are values deSned in equations (2.9) and (2.10), 

respectively. Maximization of with respect to the unknown peirameters 

in the matrices F , p, ^ and Q can be found by a numerical optimization 

routine. 

The log likelihood function can be computed iterating on the Kalman 

Slter from proper starting values and f i /o and initial guesses of F , p, 

and Q. Employing an optimization routine (e.g. the Newton-Raphson 

method), these initial guesses are gradually improved unti l equation (2.14) is 

maximized. 

2.2.2 Gene ra l i zed Leas t Squares 

Running an optimization routine to maximize the likelihood function (2.14) 

with respect to the unknown parameters could be very risky when the 

parameter space is high; diSculties can arise in locating the global maximum 
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of Z,. So, it becomes very important to exploit any linearities in the state 

space form, in order to reduce the dimension of the search. 

In other terms, it is convenient to hnd proper reparametrizations of the state 

space form, so that a concentrated hkehhood function could be computed. 

This section provides an explanatory example of Generalized Least Squares 

( e s t i m a t i o n of p. 

For convenience, let's rewrite here the general state space model (2.1)-(2.2): 

Zf = Xi^ i -\- Wfj (2.15) 

Z f̂+i — + P + (2-16) 

When the is covariance-stationary, equation (2.11) has shown 

that 

p = (f - F ) m. 

Defining — m, the system (2.15)-(2.16) can be pu t as foUow: 

+ + ^ ^ l , . . , ] ^ , (2-17) 

6+1 = + (2-18) 

This allows the following /orm representation: 

Zt = XfTM + ttt, (2.19) 

(2.20) 

If it is assumed that ,̂ o has a mean of zero and a bounded covariance matrix 

fo , then the expected value of is zero for all t but is, in general, serially 

10 



correlated and heteroskedastic. In this form, the estimation of m can 

be performed by the generalized formula 

i=l 

-1 J, 

(2-21) 
t=l 

where is the variance-covariance matrix of 

In a Kalman hlter framework, m results from a concentrated likelihood 

function, without any need to evaluate, as usual, the Cholesky decomposition 

of the variance-covariance matrix of 

However, a brief explanation of equation (2.21) is needed: 

z* and result from the Cholesky decomposition of the variance covariance 

matrix that the Kahnan filter imphcitly performs. In fact , decomposing 

into A: M-i/ectora such that 

and applying A; + 1 times the Kalman hlter where the s ta te equation is given 

from the same (2.18) and the measurement equations are given separately 

from 

z, = % + < , (2.22) 

+ w XI 
t 1 

serially uncorrelated .... with identical 

covariance matrix can be performed. In particular, z* and are given 

from 

z," = (2.23) 

11 



"It 

with 

X At — 

where --, Eire obtained from the following recnrsions 

&/t-i 

t̂/t—1 

-^&-l/t-l; 

fii 
5(-l/t-ll 

^t/t—1 t - i / t - i i 

^t/t 

(2.24) 

(2.25) 

;2a:k 
St/( 

The matrix is the mean squared error of iteratively computed from 

the following equations: 

& — &/(-! j ( & ^ &/(-! (2.26) 

(& - &/,) (6 - I./.)'] = f./.-i + P t l . - i X [ G i ^ X , P , i , . , . (2.27) 

Note that recmrsions of and are fully independent with respect to 

and allowing the calculations above. 

Finally, the variance-covariance matrix Gt is estimated as 

Gt — X t P t n - i X ^ + H. (2.28) 

12 



As a result of the formalization above, m, can be concentrated out of the 

likelihood. Then, estimation of the parameters F , ^ a n d Q are obtained by 

a concentrated hkehhood function Z/c such that 

-̂ c = — ^ log | Q | - - ^ (2.29) 

in which Q is estimated by equation (2.28), residuals are dehned as 

Et = z; - (2.30) 

and, conditional on given values of F , ^ and Q, m, is performed by equation 

(2.21). 

2.2.3 Miss ing Obse rva t ions 

All observations are assumed to be available in the discussion provided so far. 

In fact, some observations may be missing or subject t o contemporaneous 

aggregation. It means that the fuU p-rec^or, now denoted as , is not 

necessary equal to the pt-fec^or of observations Possible solutions to this 

problem are introduced in this sub-section for the following three cases: 

1- f t ^ 1 /or oZZ ( — o n l y some components of zj are missing or 

contemporaneously aggregated. In this case the identity 

= (2.31) 

is dehned, where M/t is a pt x p matrix of Sxed weights. The measurement 

equation is now given by combining equation (2.1) vyith (2.31). The main 

diSerence is that the dimension of Zt is an/mgr, without particular 

consequences on the Kalman hlter and the error 

of the likelihood function. 

13 



2. pt = 0 ybr ^ > no observations are available for certain In this 

case, equation (2.31) is no longer deSned, so that it is assumed that 

observations are available only at the points T = T, where the 

'a are integers such that 0 < < (2 ' ' ' < So, equation (2.31) is 

replaced by 

-Zr = T = 1, ...,[r. (2.32) 

The system generates tT' values of at unit intervals, but observations 

on this vector are only made in T time periods. In this case 

as well, the particular form of the system does not affect the prediction 

error decomposition. Prediction errors associated with the observations 

T = iT can be obtained by aAzppmp the Kalman Elter, updating 

equations for the state space form of z j at the points where there are 

no observations (Jones, 1980). Thus, if missing observations are at 

values given by the (2.7) and (2.8) are simply 

substituted by their corresponding 

77l„ = )7%n/n—1, P-n ~ P-n/n—l- (2.33) 

3. Pt = 0 /or aome ^ > no observations are available for certain (. In this 

case the same problem as point 2. is handled in an alternative way: a 

value of zero is given to a missing observation and a dummy variable is 

introduced into the model. The dummy variable teikes a value of unity 

at the point where missing occurs and zero elsewhere. The likelihood is 

then constructed for the full sample period but it needs to be maximised 

with respect to the coeScient of the dummy variable as well. When 

several observations are missing, problems could arise because of the 

high number of parameters to be estimated. For this reason this method 

seems suitable just for handling a small number of observations. 

14 



2.3 Smoothing 

If filteruig performs the expected value of the state vector conditional on 

information at time smoothing concerns an inference on based upon 

information available after time t. Let's denote the information up to 

and including time T, for T > .̂ Then, like the notation in previous sections 

suggests, the smoothed estimator of can be expressed aa 

= E [//t/Zi-] / or T > ,̂ (2.34) 

with covariance matrix denoted by 

• (2.35) 

When r = T, then mt/T" is called yaretf-mteruoZ gmoo^/ier. If t = T — j for 

= 1,.., M, where M is some maximum lag, then j/i- is called 

Finally, is the algorithm concerning the 

estimation of the state vector at some fixed point in t ime. 

In economic literature the hxed interval smoothing is t h e most spread, so 

that only a short introduction of this algorithm is provided in this section'^. It 

consists of a set of backward recursions for time ^ T-yg, starting 

from the hnal estimates and f r of the standard Ka lman Glter. and 

are given by the following 3 recursive equations: 

mt / r = , 

f t / r = -Ft + 'A(-Ff+i/r — 

J, = (2.36) 

with = '"T<r S'^d = -Pr-

'̂ For a full detailed illustration of fixed-lag and 6xed-point smoothing algorithm see 

Anderson and Moore (1979). A concise introduction to the latter can be also found in 

Harvey (1990). 
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2.4 Incorporating Time-Varying Restrict ions 

When exogenous informations provide estimates of for some its 

estimation by the Kahnan Slter using the methodologies introduced in 

the previous sections is e&cient only if the original model (2.1)-(2.2) 

is appropriately constrained by the observed values. Such 

can be incorporated into the model in the form of hnear 

constraints that the parameters of the model should 8ati8% 

A property of the Kalman Slter which is of fundamental importance at this 

purpose is that restrictions in the linear form 

-Rf/4 = n (2.37) 

can be incorporated into the model (2.1)-(2.2) so that estimates can 

be obtained to sa t i s^ equation (2.37). Considering t h a t additional 

information, aggregation constraints or speciSc hypothesis could be available, 

methodologies to handle constrained estimates have to b e applied. 

Two diSerent approaches cein be mentioned. The more general one (Doran, 

1992), consists of augmenting the observation equation (2.1) dehning 

— 

Tt _ Rt _ 0 

with 
^ 0 

0 0 
E M O = 

so that the observation equation 

(2.38) 

(2.39) 

(2.40) 

can be associated with the (2 2). The usual Kalman hlter 

methodology apphed to equations (2.40) and (2.2) provides optimal 
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estimates of which sat is^ hnear time-varying constraints. Note that this 

approach is extremely Sexible because no mention of the row dimension 

of and is given: it can actually vary across time. This allows the 

incorporation of non-homogeneous information into the model whatever the 

linear form of equation (2.37). 

Anyhow, as stressed in Dor an and Rambaldi (1997), practical problems arise 

when computation of the Kalman hlter is performed with an high number 

of parameters to be estimated. DifBculties in locating t he global maximum 

of the hkelihood function may occur. Thus, it becomes important to hnd 

a proper reparametrization of the state space model (2.40)-(2.2), in order 

to reduce the dimension of the parameter-space. Simple reparametrizations 

are available which allow p to be estimated by generalized least squares, 

computing a concentrated hkehhood function. 

The second approach (Doran and Rambaldi, 1996), more computationally 

eScient but less hexible, can be apphed only when the row dimensions of 

^ and ft are constant over time. Instead of the observation 

equation, time-varying constraints are reducing the dimension 

of the parameter space. The Singuleir Value Decomposition (5'VD) Theorem 

(see for example Magnus and Neudecker, 1988, p. 18) is used to achieve a 

convenient reparametrization of the model (2.1)-(2.2). 

Suppose that the row dimension of ^ is J for all t Then, by definition, 

the rank of is J. The 5'KZ) states that two square matrices and 

of dimension J and A;, respectively, corresponding to the /ejit and 

eigenvectors of exist such that 

(2.41) 

where is a ( J x A;) matrix with non-zero singular values sit, ggt, 

..., gjt on the principal diagonal. Alternatively, the following standard result 
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can be obtained: 

(2.42) 

where and 6'it = dmp(git, g2t, gjt), is the J identity 

matrix: and a ( J x A; — J) mill matrix. 

From equation (2.42) it is possible to reparametrize the constrained model 

given by equations (2.1) and (2.37) recognizing that equation (2.37) can 

alternatively be written as 

n = 

with /i* = . If the partition of such that 

we obtain 

and the following reparametrization of (2.1) is achieved: 

(2.43) 

is considered, 

(2.44) 

(2.45) 

where and are the Erst J and the remaining A;-J columns of %* 

respectively. 

Finally, substituting equation (2.44) into (2.45), 

— -z* — (2.46) 

it should be observed that it is enough to estimate the parameter vector //2t 

to obtain estimates of the original parameter 
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2.5 Data Reconstruction 

Assume that in the model (2.1)-(2.2) Zt is observed only for the laat / time 

periods (for ( = T). Restricted estimation of t h e parameters p, F , 

f f , Q in order to obtain estimates of for ( = ,9, T cannot 

be directly reached by the Kahnan hlter. In fact, the g/rippmp opproac/i 

(Jones, 1980) for which all the miasing observations of are substituted by 

the Kalman filter cannot gain rehable results when the 

number of observed values of zt (i.e. Z) is too small with respect to the full 

sample (i.e. T). For the same reason, handling missing observations by giving 

them a value of zero and introducing variables in to the model is also 

ineScient. Moreover, serious theoretical problems occur when missings are 

located at the beginning of the sample period. 

As a solution, alternative state space representations could be set up when 

many observations are missing or subject to contemporaneous aggregation. 

The Kalman 61ter together with the smoothing algorithm can be applied 

to gain eScient estimates of missing observations^. Another possible choice 

has given by procedures, even if less Sexible in accommodating 

restrictions which change in each time period. 

In this section a new approach for data reconstruction is suggested. The 

time series to be reconstructed is considered as an unobserved state variable 

in a state space model and the few available observations as 

restrictions. The methodology of section 4 is then applied to get eScient 

^For a complete survey of the development in the hterature o n miaamg 

and related topics see Harvey (1990). For more recent contributions in a Kalman filter 

framework and for a computer program performing estimation, forecasting and interpolation 

of regression models with missing observations and ARIMA errors see Gomez and Maravall 

(1994, 1996). 
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estimates of s a t i s ^ n g restrictions given by those observations of 

which are available. 

Reconstruction for the period ( = ,0, T-/ of each element (% = 

p) of zt is obtained estimating, separately, parameters of p different 

state space models, one for each element of z^. In order to obtain the 

reconstruction, it is supposed that an 7i-';;ec^or of related stochastic 

indicators of ẑ  are available over all the sample period^. 

Let 1/̂ ' be a Ki-tiec^or of selected indicators from the Ti-iiector that is the 

most convenient selection of elements of to reach the reconstruction of z^t. 

Then, the following state space representation can be considered: 

Z/t' = + (2-47) 

+ Ai + %+!- (2.48) 

G, is a (K, X 2) matrix of parameters with a of on,eg as hrst column; 

is a tiec^or such that 

& = .2̂ 1 . (2.49) 

zj( and express, respectively, the unobserved element of z* to be 

reconstructed and an identical coe@cient; and % are the 

usual Gaussian wAzYe Mozge ermrg uncorrelated wi th each other at any 

lags and with covariance matrix, respectively, and hnally, Ai is a 

dn/t on the (2.48). 

Observed values for z^ enter into the model as time-varying restrictions on 

notably, for ^ ..., T, constraints imply 

^An application to population projections can be found in Doran (1996). Nevertheless, 

that paper concerns with the use of the Kahnan Slter aa a technique to gain 

which should obey time-varying linear constraints. 
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[0 1] (2.50) 

Restricted maximum-likelihood estimation of Q , Q? and an optimal 

estimation of by the Kalman Alter is carried out through the methodologies 

explained in the previous sections. 

In practice, the (2.47) is a regression with an 

unobserved regressor and a coeScient to ht the diSerence 

between each element of and 

Assuming non-stationarity of 2/t, reconstructed values of should be 

non-stationary too. Then, the (2.48) captures the dynamics of 

and (fit in terms of a random walk where the drift aSects the 

of the random movement of and over the time. Since restrictions in 

the form of equation (2.50) are imposed, the estimation of A, is strongly 

dependent on the observed value of in the last Z time periods. 

Assumptions behind the state space form of equations (2.47)-(2.48) refer to 

a basic but signlBcant case: in fact each element of z* is assumed to be 

equally generated by a trend component only which is additive with respect 

to the trend of In particular this trend component is assumed to be 

generated by a random walk with drift process. Cycle or seasonal components 

are not considered, even if the state space form (2.47)-(2.48) could be easily 

extended to incorporate more complicated data generating processes of z .̂ 
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3 A Framework for a Change of 
Classification 

3.1 Basic Concepts 

Generally, statistical information is collected from National Statistical 

Agencies using conventional procedures. Among countries, harmonized 

survey schemes allow the collection of economic statistics directly from Srms 

or individuals and International standards 

are provided in order to harmonise sectoral definitions. 

ClassiGcation standards univocally deSne the economic activities, their 

number and aggregation levels. According to the last international revision 

(United Nations, 1989), 5 aggregation levels are considered. Notably, 874 

of economic activities, make up 512 cZoaaea, 222 pro'upg, 60 

dimamTW and 17 

A larger degree of detail haa been introduced with respect to the previous 

standards: only 675 and 4 aggregation levels (United Nations, 

1969). The goal has been to guarantee more accuracy of coverage in the 

diversihcation of economic activities, samphng previously non-existent 

activities. 

Not only the introduction of new activities, but even the imphcit within 

different aggregations that new clagsihcation imphes lets the comparison 

in terms of oW and n,ew standards be formalized. It is possible that new 

standards spht up economic activities in such a way that some % joining 
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some activities fall into diSerent Mew aggregates. 

In practice, because of the historical de-industrialization process, new 

standards attempt to capture economic structural change from a quahtative 

point of view. Quahtative change means new commodities, services and a 

diversihcation of economic activities. The diversiEcation goes from 

to activities. 

Assume that over a given time period (7s available for a given economic 

variable are classiEed with respect to two diSerent classiScation standards. 

FoUowing both the dehnitions, aggregating on economic activities in crosses, 

and so on determines a e_^ec( among aggregates. As a 

limit case, a uniform in and ^'erwces (i.e. 

mocro sectors) gives the advantage to let the express in 

terms of diSerences among imiform aggregates. 

In the following subsections a formal exposition of the problem is attempted. 

3.1.1 D e t e r m i n i s t i c P r e l im ina r i e s 

Let a;* denote a of Eyl(7s values for a given economic variable 

at time It is assumed that a;* is evenly sampled at a given frequency 

and it is available for the time period ^ ,8; ..., T. I ts dimension is 

because of the variability over time in the number of sampled 

[/is. Aggregation of a;* Into M (M < for all t) sec^ora is obtained dehning 

a binary (?% x At such that 

(3.1) 

2/t represents a m-fector of aggregated data in n sectors^, is a full row 

rank matrix where every column sums to unity and it is unique for each 

^For mstance, n could be the number of considered sectors or bTunc/ies for the National 

Accounts estimates. 
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classificatioii standard. A scalar sum of the elements of (e.g. GDP) is 

also de&ned. 

In these terms, a diSerent classihcation standard means a new (p x ?7it) 

aggregation matrix (with n < p < for all (J such t h a t 

(3.2) 

where Zf represents the new p-vector of aggregated data in p aec^ora and 

as At, is a full row rank matrix where every column sums to unity. Moreover 

a scalar as sum of the elements of can be de6ned with the same meaning 

of}1. 

3.2 Conversion Matrix 

Suppose now that the new classiGcation modiSes only t h e composition, 

without any changes for the total aggregate so that = Zf. Then, a (p x n,) 

Q is uniquely de&ned given and a;* such that 

= Qz/t, (3 3) 

where 

Q = (3.4) 

and is a defined as 

(3-5) 

In detail, equations (3.3) and (3.4) can be obtained as follows: denoting as 

a row of ones, the equality is given as the columns of sum to 

unity. Taking the transposes, it implies from which, by repeated 

substitutions, 
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(3.6) 

Vt ~ AfXt = A-iX-j-ijji = Afiji, (3.7) 

= L , (3.8) 

^ 1/t = (3.9) 

(3.10) 

2/t = = 2%. (3.11) 

Bt is an allocation matrix as well, then and t h e equality 

results from previous results, given that 

(3-12) 

Q is a fiill column rank matrix and, aa for At and B^, every column sums to 

1. Each element of Q , (z = 1,2, ..,p and j — 1,2, ..,7%) is bounded between 

zero and one 

O ^ c / ^ 1 ; ^ = 1, 2, ...p; ji = l , 2 , . . , n . 

In other terms, each element of the coMferazoM Ct gives a 

from a gec^or of the old classihcation to a sector of the new one. If the 

de&nition of the new aec^or (in terms of either joined economic activities 

or BAt/is) is precisely the same as the sector of the old classiEcation 

= 1; if there is a from the oZ(f sector into more than one new 

sectors, then 0 < < 1; hnally, if there are no linkages = 0. Then, for 

every z, j such that = 0 or = 1, this holds for aU ^ (t = 1,2, ...T) and 

restrictions on C* have to be imposed. 

Note that by equation (3.3) it results a mapping from 2/t to z* by the matrix 

Q which is deEned only for given A*, B^ and In fact, when the available 
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information is referred only to ajid z* the matrix Q is n o t uniqnely dehned 

since equation (3.3) is a system of p equations into p x unknowns. Anyhow 

equation (3.3) should be meant as a relation among aggregated data in 

terms of a matrix of weights, for which the information on detailed sectoral 

allocations is dehnitely lost. 

A more convenient representation of equation (3.3) in order to eliminate 

restrictions in terms of zero elements of is the following: 

Zt = (2/^®4)'^6c(Q), (3.13) 

where (g) denotes the jiTroMecAier-procfiict, the and i'ec(-) 

the nec-opem^or that transforms a (p x n,) matrix in a Mp-fector by stacking 

the columns. Then, using a (A;* x n,p) geZectzoM 5};^, a A:*-fec(or 

can be defined such that 

A = 2;ec(Q) (3.14) 

or, equivalently, 

^ec(Q). (3.15) 

Notably, 6}; is a 6/ocA; matrix given by 

= (3.16) 

where 5'̂ ^ ( j = 1,2, ..,M) is the proper (A;J x j)) aeZec^/on, maitria; for 

coeScients of each column of Q . Obviously < p; A;* = 

and Sp is a full rank matrix. 

((/c — d) X A) 5' is an operator such that 

a:* = 5' z, 

where i is a t-nector and a:* a equal to selected elements of i . 5̂  is an identity 

matrix without those rows corresponding to elements of a; to be eliminated. 
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Then, through a (n x A;*) 6ZocA; dzapo/io/ matrix dehned by 

= dmg ^1^'; 1*:*, 1^*) I (^-1^) 

where is a (A;̂  x 1) vector of it is possible to express, in terms of /?(, 

the property that every column of Q sums to one as the foHowing: 

-R/̂ A = In, (3.18) 

where 1^ denotes a M-'uec(or of ones 

The analytical framework of a change of classihcation given so far is 

extremely useful when full information in terms of the matrices and 

is available^. Diversi6cation of economic activities and spht within aec^ors 

have been expressed in a so that the conversion matrix Q 

can be analytically computed. 

Nevertheless, homogeneous and very detailed data sets a re rarely available 

across several years. Whenever they are available, classifying the ^^4% with 

respect to diSerent standards is possible only for more recent observations, 

since new standards have typically been introduced. As a result, if A , 

and a;* are given only for ^ = T" - / f T", then is available only for 

the last / time periods. Then, assuming that and z* a re observed for ( = 

..., ?, a model to capture the dynamics of has t o be considered. 

3.3 Dynamics 

The dynamics of the coMt;erg%on, moMa; can be represented through a 

apace modeZ in which is the f onabZe and the 

is a generalization of the deterministic equahty given by (3.13). In 

particular, the following system is considered: 

^Sometimes Statistical Agencies compute conversion matrices for a signiGcant economic 

variable (e.g. employment) to have a Erst criterion for conversion of other variables. 
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Zt — + (3.19) 

/^t+i = + P + (3.20) 

Equation (3.19) is the in which is the p-'uec^or of 

sectoral composition in terms of the Mew classihcation aa in (3.2); is a 

(p X A;) matrix, where A; = p + A;* and such that 

= (?/r ® 4 ) g ; , (3.21) 

with the dehned by 

2/: = [1 2/:]', (3.22) 

in which is the M-'uector of sectoral composition in terms of the oZ(f 

classi&cation aa in equation (3.1), ip is the p maMa;, 5'̂  the 

(A; X (p + Mp)) aeZec^mn moMa; such that 

5"̂  = 4 0 (3.23) 
[0 

with the p-WeyiMi/ and 5'̂  as dehned in equation (3.16); is the 

foUowing t-sector 

= (3.24) 

in which represents the A;*-fec(or as in equation (3.14); Snally, is a 

p-fec^or of Motae errora with mean 0 and 

where is a (p x p) posz^we ovid ag/mme^rzc mafrta:. 

From the deterministic latent variable framework of Section 3.2 a more 

general device has been provided with the state space model of equations 
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(3.19)-(3.20). This is justihed by considering that a Bexible Stting method 

with quadratic objective is needed to obtain an estimate of unrestricted 

elements of Q . 

Note that with respect to the deterministic representation given in equation 

(3.13), in each equation of (3.19) a constant term /Zi* has 

been added in order to take into account scale eEects in measuring sectoral 

aggregates. So, is allowed to diEer from 

Equation (3.20) is the in which p is a on F is a 

(A; X A;) matrix of parameters and -ut is a &-2;ec^or of 

Mo/ge errors with mean 0 and 

where Q is a (A; x A;) and matrza;. The disturbances 

wt and t;* are assumed to be uncorrelated at all lags. 

In equation (3.20) the dynamics of are modeDed as a Erst order 

process. The hrst p elements of are free, whereas 

each element of is positive, satisfying the restrictions given by equation 

(3.18). 

Such a representation is appropriate to capture the dynamics of the 

compositional eSect within sectors that is a characteristic of economic 

development. The conversion matrix Q is assimilated to a stocheistic process 

that switches over time from a matrix with weights close to 1 concentrated 

^°This is a not irrelevant aspect when revision of sectoral aggregates is referred to National 

Accounts. Often new goods, new services, speciSc transactions or the introduction of new 

methodologies have to be considered so that new macm sectors implyes additive terms. 

Then, the summarizes the eSects on the system given by situations in which 

classiScation changes are accompanied by inclusion of relevant variables. In this form the 

sum over the p elements of represents the diSerence between Yt and Z*. 
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on the principal diagonal, to one with lower and more distributed weights 

among aU the elements of Q . Actually, higher weights on the principal 

diagonal of Q correspond to a low conversion eSect within classiEcations, 

whereaa distribution of weights among all the elements of C* corresponds to 

a higher compositional eEect. 

As ^ 0, the old classihcation standards should be considered fully adequate 

to represent the structure among economic activities: any conversion eSect 

should be taken into account. For the limit case when Co can be 

assumed equal to the (p x p) 

As ^ ^ oo the properties of Q depend on F and on the restrictions given in 

equation (3.18). Provided that the eigenvalues of F are all inside the unit 

circle the process for in (3.20) is covariance stationary and a 

of /.it can be obtained. Taking the expectations of both sides of 

equation (3.20), rearranging the terms and deSning ^ produces 

( 7 - F ) / , = p. (3.27) 

Observing that equation (3.18) can be rewritten as 

[On,p /̂  = L , (3.28) 

where On,p is a (^ x p) HuH and has been replaced with 

combining (3.27) and (3.28) the following expression is reached: 

(3.29) 

where is the ((M + A;) x A) full column rank matrix such that 

(7 - F ) 

On,p Rp 
(3.30) 

^^For a discussion of the steady-state Kalman Glter see Hamilton (1994b). 
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The solution for is found pre-multiplying (3.29) by ( s o that 

11 A' P (3.31) 

Alternatively, if some eigenvalues of F he on or outside t h e unit circle, then 

A,; is singular. Unique information as t oo is given by equation (3.18) 

which provides the hmit value of through the of 

(3.32) 

^^For a deAnition of the MP-miferae of a matrix and its properties see, for instance, 

Magnus and Neudecker (1988). 
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4 An Application 

In this section results of an experimental application are provided. A (wo 

procedure to achieve data reconstriiction and a parameter estimation of 

the change of classihcation model is suggested. 

Let the following system be the analytical extension of the observation 

equation (3.19): 

-Zlf = + + + (4.1) 

+ Wpt / o r ^ — 1,..., [T. 

The example considers the actual Italian quarterly value added at market 

prices aa the M-fec(or i/t = (;^it ... 2/nt)% observed for the period 

(!r=^0^). Data are at constant prices for and amaoMo/Zi/ The 

dimension of is 71=6" corresponding to the oZd sectors 

and ^'ermcea. — (z^ ... z^^)' is the p-t;ec(or of sectoral value added in terms 

of the new classiScation. The example tries to model t h e conversion among 

same sectors of two digerent classiHcations, so that p = n = ,9 and Zit, zzf 

and are, respectively, the n,eiu dehnitions of the same sectors as ?/2f 

and i/3t. 

= (/^it ... /^pt)' is the p-fec^or summarizing the scale eEect of the 

introduction of new accounting methods; for % = .., p and j 

are the element of the C*. Finally, Wf = (wit 
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... Wpt)' is a p-2;ec^or of Gai/aazon wAẑ e Mo/ae errors with mean 0 and 

forzaMce-cofonoMce matrix jy. 

4.1 The Generating Process of 

The apphcation requires that 2% is provided for the last Z observations. For Z 

= ,00 a simulation of is performed so that a short series in terms of new 

standards is available for the period ...^ 

The generating process of z* for ( = gP, ..., ^0^ starts from an arbitrary guess 

of the (3 X 3) con?;erazo?i mo^rzz and the (3 x 1) i/ector at time ( 

= Since no crosam^ among dehnitions of oW yl^ncuZ^'uro/ economic 

activities and new 6'ermcea has been found (United Nations, 1989), the 

element of Q is equal to zero for Eill Eliminating out this 

restriction of Q , the combination in an only vector of and each element of 

Q , column by column, produces the A;-?;ector /^, with A ; = ^ - / - 6 ' x 5 ' - ^ = ^^. 

A hrst MOM-reaMcW aompZmp of for ^ ...^0,9 can be performed 

by the state equation (3.20) 

/^t+i = f - (4-3) 

In this exercise standard errors have been drawn f rom a normal 

distribution with mean 0 and fanomce-cot'onGMce mo^rzz where 

is with identical values for each sector given, respectively, by the 

13 

/̂ 89̂  = (l.03)Z/89-C'89?/8g. 

For /2gĝ  an identical revaluation of 3% among sectors has been assumed for an hypothetical 

introduction of new accounting methods. 
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gampZe of ?/2t and 3̂̂  over the ful l time period — 

..., Notably, 

^ dzOg' (^!/i; ^^2 I 1̂/3 ) ^!/l) 3̂/2 I : 3̂/1; 1̂/2 ; i ̂ 3/2 ; ) ' (^'^) 

For the dny%, p(°) has been determined as follows: 

(0) (0) 

/ ' = (4.5) 

with 

- (0 0 0 1 0 0 0 1 0 0 1)'. (4.6) 

Equation (4.5) represents the aZope of 11 straight hnes passing through the 

points and jUgĝ , for z = ..., Note that is a vector that implies 

M0M-c0M%;er520)i among classiGcations at time ( = ^ and MOM-gcaZe e^ec(: in 

practice zi — ^i. 

Assuming that each element of is H07i-a^o^zo»ar^, the parameter matrix F 

is equal to the Starting hrom /̂ gĝ , by iterative substitutions 

equation (4.3) can be rewritten as 

= Âgg + - 89) + ^ / o r ( = 8 9 , 1 0 8 . (4.7) 
1=89 

For ( = (9̂ , ..., ^0^, Zf is obtained by substituting each element of 

into equation (4.1), where the i;onance-cot;o)iance ^ of Wf is 

assumed equal to the null matrix. Finally, for the same time period, 

restricted sampling values of have been generated running the Kalman 

hlter iterations by equation (4.1) following the Doran (1992) 

methodology. 

Restrictions on /^t, in the form have been fixed for t 
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and for ( = PO, ..., ^06' 

(4.8) 

^ 0 0 0 1 1 1 0 0 0 0 0 ^ 

, n = 1 1 1 (4.9) 

V / 

A, = 0 0 0 0 0 0 1 1 1 0 0 

0 0 0 0 0 0 0 0 0 1 1 

where Oĝg is a (8 x 3) null matrix and fg is the (8 x 8) Note 

that, for ^ equation (4.8) constraints the conversion matrix Q to be 

equal to the given initial guess Cgg\ For ^ — PO, ^0(9, equation (4.9) 

restricts every column of Q to sum to unity. Finally, t h e coeScients of the 

( 3 x 1 ) are free for every 

4.2 Reconstruction of 

Reconstruction of Zt for the period (^ = '^^) 

carried out by the Kalman 61ter estimating, separately, parameters of three 

univariate state space models as in equations (2.47)-(2.48). In particular, 

?/(' in the observation equation (2.47) is lOO-times the logarithm of 2/it for 

% = .Z, ,8, ,9 and f: = ..., Furthermore Gi = G2 = G3 = [1 1] and 

ffg = 0^^, so that the system (2.47)-(2.48) becomes 

d i,t+l 
\ y 

\ 

\ 4 y 

/ Af ^ %,f+i 

\ < t + i y 

(4.10) 

(4.11) 

fact, estimation of these parameters gives as results values not signiBcatively diSerent 

from zero. 
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The fOTioRce-cofarzGMce matna; of = 7̂;̂  7;̂ ^ is diagonal for every %, 

such that 

}1 = 
^ (77' 0 

0 (T, »? 

2 

(4J2) 

Restrictions in the form 

[0 1] 

\ 4 y 
(4.13) 

are imposed for < = = t/ii, that implies n,OM-coM,%;er5%on among 

classiEcations; and for ^ = ^9, .., ^0,$, because observations are 

available. Restricted estimates of Zt for ( = ,8, .., are obtained by the 

Kalman hlter the observation equation (4.10). 

Results of estimation are shown in Table 1. For each sector (% = ,0; .9), 2 

is the maximum of the sample log likelihood reached by t h e Newton-Raphson 

optimization routine; and A? are the estimates for t he of 

the (411); ^7 and are the estimates of the diagonal terms 

of In brackets are the standard errors of the estimates^^. 

Graphic results of the reconstruction of z* are in hgure 1, where the 

(dashed line) for each Mew sector is shown together with the actual 

value added (sohd hne). For the last ^0 observations generated values of z* 

are considered. Both and Zt are ad '̂ug^ed. Values are in AtZZmns 

Zzra at prices. 

The ordinary Kalman filter has been used for estimating the state vector. 

Because of of (4.11) the iterations cannot be started with 

^^Standard errors of the estimates are obtained by square root of diagonal terms of the 

estimated by second derivatives of the sample log likelihood function. 

For a discussion see Hamilton (1994b, p. 143). 
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Table 1: Results of reconstruction for the period 1970-91 of the Itahan value 

added following a simulated new sectoral classihcation. Quarterly seasonally 

adjusted data at constant prices. 

6'ector L A? a ; 

- .0340 .2268 .1565 3.9737 
l.AgricuZtwe -230.6 

(.0152) (.4369) (.0237) (.2721) 

- .0532 .5753 .2640 1.5724 
-144.0 

(.0257) (.1519) (.0403) (.1104) 

- .0376 .7362 .2032 .5414 
-33 .3 

(.0190) (.0523) (.0316) (.0422) 

2 ia t/te reatricfej o/(Ae aampZe fog Zi&eZiAooj/or t/ze TnodeZ 
Xi2, and are, respectively, the estimates for the bivariate drift, and for the standard 

errora o/ f/ie atafe equation, /n tmcketa are t/ie atandard errora. 
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the unconditional mean and variance of ^ j . Then, the starting 

values ^ ^ have been arbitrary drawn from the following normal 

distribution; 

jV 

/ 
0 

,10^ 
0 

2\ 

I ; \ 
0 a-r 

/ 

(4.14) 

where the factor 10^ registers the pnor for the relative uncertainty about the 

true value of ^ j -

No significant diSerence has been found between gmootAed and 

simulated observations of Over the reconstruction time 

period (( — ,̂ ($) the pattern of is very accurate, respecting the sample 

path of The implicit interpolation between the hrst observation and the 

last ,905 seems weU htted, distributing gradually over the time the difference 

among Mew and oW classiGcation. 

Crucial has been the choice of the pnor distribution of the initial state 

vector: this strongly aSects the aTTioô Aed for t h e Erst observations. 

In practice, constraining the Kalman filter to obey restrictions 

often generates breaks over unobserved values of z .̂ Because in this exercise 

a model to fit the generating process of zt is based only on the last 

observations and a restriction is imposed on t = .Z, it can happen that 

iterating back the algorithm, the path does not converge 

towards constraints. The result is a 6reaA; in the time series. A delicate 

is the only way to handle the problem. 

4.3 Change of Classification M o d e l 

For convenience, we rewrite here the state space representation (3.19)-(3.20): 



Figure 1: Results of reconstruction. Seaaonally adjusted Italian value added 

following new and old claasiGcation standards. Values in biUion of lira at 1990 

prices. 

(a ) A g ric n Itu re 

(b) lndn»try 

(c) Services 
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Zt — XtHi -\- Wi, (4.15) 

/^t+i = 4- p + ff+i- (4.16) 

Wt, p and % hold the same de&nitions set out so far. Now 

and are available for the full sample period (( — ..., ĵ O,̂ ) and a 

restricted maximum hkehhood estimation of F , p and fayioMce-cofanoMce 

matrices .ff and Q, respectively, of Wt, and is at tempted. 

Restrictions on /^t, in the usual form = r*, are referred only to the 

conversion matrix. Then, for ^ = .Z, .., restrictions regard the sum to 

unity of every column of the conversion matrix as equation (4.9). For ^ = 

since is observed, is constrained as equation 

(4.8). Notably, 

-& — [Og.s , n = (//4,f--./^ii,t)'. (4.17) 

Optimal estimation of f", p, .ff and Q is achieved by using a numerical 

optimization routine. A practical problem in using such optimizers for 

estimating modek is the high number of parameter to be 

estimated. It gets into diSculties in seeking the global maximum of the 

likelihood function. 

A reparametrization of the model (4.15)-(4.16) can be considered to overcome 

a large parameter space. Provided that the eigenvalues of f are aU inside 

the unit circle, if we set where is the average or steady-state 

value of /^, from equation (3.27) p = (7 — F) // and the system (4.15)-(4.16) 

becomes 

Zt = + + (4.18) 
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Table 2: Results of a change of classiEcation model on the Italian value added. 

Quarterly seasonally adjusted data at prices of 1990. 

Parameter value St. err or 

-2.5125^4 1.251E-5 

9.926E-3 7.4935^4 

5.731E-3 1.0445^3 

P -1.664E-4 1.251E-5 

P 1.6215^4 6.199E-4 

P -6.068E-4 6.112E^4 

P 5.309E-4 6.112E-4 

P -1.504E-4 6.015E-4 

9i 1.240E-4 7.220E^6 

% 7.516E-3 3.287E-4 

% 1.065E-2 4.027E-4 

ia restricted, reapectiveZy, to tAe icfeTititi/ ayicf matrtcea. 

ft+i = Fp.: + vt. (4.19) 

The advantage is that /i can be estimated by 

separate from the optimization routine as stressed in section 2.2.2. 

Nevertheless )Lt is not de6ned if f is equal to the the state 

equation (4.16) changes in a madoTTi woZA; p. p is the 

aZope over which randomly runs. Since every column of the conversion 

matrix sums to one, the sum of p is constrained too. In particular, among 

the elements of p representing the conversion matrix (p .Z, ..., A;), every p 

elements sum to zero. Instead of estimating A; parameter of p it is enough to 

consider only A; - p parameters in the optimization routine. 

Results of estimation with respect to values of z* and rescaled by the factor 

10"^ are shown in Table 2. Estimation of F and 77 is restricted, respectively, 
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to the and so that, considering tha t = 0 for all 

the observation equation (4.15) becomes 

'Z2t 

+ Ct 

= Â3t C^z/Sf 

(4.20) 

and the state equation (4.16) 

/ ̂  \ 

^3,t+l 
U1 
H+l 

U2 
^t+1 
„13 
(-t+l 

(-t+l 
« 2 2 
^+1 
/.23 
^t+1 
«32 
^f+1 
3̂3 

\ ^t+l / 

^ /Zit ^ 

^2f 

/̂ 3( 

4 ' 

cf 

cf 

cf 

2̂2 

,.23 

3̂2 
H 

\ y 

Pi 

A»2 

P" 

„ll 

P" 

P" 

P" 

-P" 

V / 

U 

u 

V. 

V 

V 

V. 

V 

V 

V 

/:2 
t+1 
^3 
t+1 
11 

i+1 
12 

t+1 
13 

t+1 

21 
f+1 
22 

f+1 
.23 

<+l 
32 

t+1 
,33 

"'+1 / 

(4.21) 

because for p every of elements representing the conversion matrix 

(p'^^\ .., sum to zero. The fonaMce-co'uanGMce ma^rza; Q of has 

been assumed (f̂ â oMoZ with identical gi, 92, 93 for each 

sector. This parametrization allows the sample log likelihood L depending 

only on ^ 6" = imknown parameters. The majdmtmi 2 reached by 

^^Results and tests of estimations considering f and ^ as dwgoMa/ ma^rzcea have not 

been reported here. Anyhow, signiGcant difference from the identity and the null matrices, 

respectively, haa not been observed. 
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the Newton-Raphson optimization routine is ,9. Standard errors of the 

estimates are obtained by the (Hamilton, 1994b, 

p.143). 

For each sector, -first, second and third row of equation (4.20)-

65̂ 27710̂ 65 of and for 2 = 1,2,3 are represented, respectively, 

in hgures 2, 3 and 4. For the last 8̂0 observations generated values are 

considered. The starting values have been arbitrarily drawn from the 

following normal distribution: 

/ / i - A r ( / / ( ° ) , 1 0 x Q ) , (4.22) 

where the mean rejects the hypothesis of no conversion among 

classiGcation for ^ see equation (4.6), and the factor ^0 registers the 

pnor for the relative uncertainty about the true vahie of . 

Among diSerent sectors, no significant diSerences have been observed 

between and simulated observations of //t, i.e. when 

^ With regard to the reconstruction period (i.e. t 

^1 )̂, aggregation constraints among conversion parameters have always been 

respected but with diSerent performances among sectors: 

for the (6gure 3), c^^and well interpolate the 

actual observations starting from hypothetical points 0 or ^ at the beginning 

of the sample. For these observations a small but significant break has 

been observed only for the conversion parameters c^^and revealing the 

difEculties stressed in section 4.2 in htting the smoothed estimates to the 

initial constraints; 

for the and 6'en;zce sectors (figure 2 and 4) t he exercise seems 

to be particularly complicated: conversion parameters a re highly irregular 

and very close to the boundary limits. DiEculties have been encountered 
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Figure 2: Smoothed estimates of time-varying coeScients for the Agriculture 

sector. 

(a) Coefficient 
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Figure 3: Smoothed estimates of time varying coeHcients for the Industry 

sector. 

(a) Coefficient (b) C(2,l) 
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Figure 4: Smoothing estimates of time varying coefficients for the Service 

sector. 

(a) Coefficient 

(c) C(3,2) 
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since estimates of the state vector give often values which tend to be less 

than zero or greater than one, even if never more than 0.5%. In fact, by 

using the ordinary Kahnan Elter estimates are not guaranteed to be inside 

a deSned interval or to sat is^ non-hnear constraints^^. Estimates against 

boundary conditions always involve 5rst observations, revealing problems in 

the definition of the initial conditions of the Kalman filter. 

way to handle the problem could be the ATaZmon which allows MOM-

Zmeor state space forms in order to incorporate on the state-vector. For 

an introduction to the issue see Harvey (1990, pp.160-162). 
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5 Conclusions 

In this thesis a framework for a conversion of sectoral t ime series from oM 

to new classlGcation standards has been suggested. This is based on the 

deSnition of a to express time-varying compositional 

eSects among diSerent sectoral definitions. 

The change of classihcation is an important practical problem considering 

European Unihcation. By that date all European countries will adopt 

National Accounts obeying new sectoral standards, causing problems of 

comparing pre- and post-change time series. 

State space representations have been presented to handle historical 

reconstruction and modelling change of classiScation. T h e Doran (1992) 

and Doran and Rambaldi (1996) methodology of constraining the Kalman 

Glter to satisfy time varying restrictions hag provided a Sexible instrument to 

obtain eScient gmoot/ietf estimates. 

A two step experimental application has provided the Italian Value Added 

reconstruction and parameter estimation of a three-sector model. The 

proposals of Doran and Rambaldi (1996, 1997) to reparametrise the original 

model in order to reduce the parameter space have not been applied 

because of of original time series and t ime variability in the 

dimension of restrictions. A simpler reparametrization of the state equation 

haa been effective in overcoming the usual convergence problems associated 

with numerical search procedures. 

Reconstructed estimates have shown a good 6 t , weU interpolating 

over time the difference among new and oW classiScations. On the other 
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hand, the pattern across the first observations has shown a strong dependence 

on the arbitrary prior distribution of the initial state vector. 

The 6t of the conversion matrix estimates is revealed to be 

good, always respecting aggregation constraints. Nevertheless, the exercise 

has stressed diKculties in restricting reconstructed values to vary within 

dehned intervals. In particular this behaviour seems to involve the observed 

conversion parameters which are highly irregular and close to the boundary 

hmits. Such a problem could be solved by considering the extended instead 

of the ordinary Kahnan hlter. Then, extended state space forms could be 

formulated to incorporate non linear constraints which are appropriate to the 

de&nition of the conversion matrix. 
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Appendix A: Data 

Data used for the apphcation of chapter 4 are shown in this appendix. These 
correspond to the Itahan quarterly value added hgures a t market prices for 
the period The seasonally adjusted release in terms of bilhon 
of Italian hra at 1990 prices is considered. 

Agriculture 

Q1 Q2 Q3 Q4 
1970 9731 9771 9983 9649 
1971 9833 9792 9972 9594 
1972 9406 8769 8674 8833 
1973 9325 9449 9613 9851 
1974 9543 9727 9721 9759 
1975 9779 9897 10276 10140 
1976 9904 9846 9541 9361 
1977 10005 9311 9673 9710 
1978 10023 9808 9805 9811 
1979 9917 10546 10446 10531 
1980 10358 10840 10873 11351 
1981 10189 10755 10846 10820 
1982 10565 10538 10485 10405 
1983 10916 11049 11436 12462 
1984 11175 11335 10597 10064 
1985 10454 10795 10657 11384 
1986 10600 11159 11307 11025 
1987 10926 11358 11507 11487 
1988 11108 10662 10847 10843 
1989 10966 10623 11043 11136 
1990 10924 10704 10878 9627 
1991 11235 11441 11106 11760 
1992 11451 11608 11913 11727 
1993 11563 11367 11188 11869 
1994 12000 11579 11343 11274 
1995 12080 11512 11128 11672 
1996 11726 11815 12002 11961 
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Industry 

Q1 Q2 Q3 Q4 

1970 65218 66646 67602 66513 
1971 66088 65630 66309 67474 
1972 68696 68069 68332 69607 

1973 70342 72922 76997 78336 

1974 80128 79762 78848 75114 

1975 72906 72607 73384 74427 

1976 75083 77513 81007 83362 

1977 83427 82041 79804 79567 

1978 81677 82989 84000 86698 
1979 87289 86723 89293 93641 

1980 94958 93329 90552 90662 

1981 90274 91145 90534 90360 

1982 89921 89832 88228 87490 

1983 88052 88802 89347 89490 

1984 91216 90237 90496 90575 

1985 91337 92268 92972 93493 

1986 93277 94858 96130 95905 

1987 95321 98351 98152 100033 

1988 102184 102534 103342 104653 

1989 105538 106406 106923 108464 

1990 109722 109251 109733 108923 

1991 108639 108304 110065 110127 

1992 110444 110451 109361 108388 

1993 106769 107072 105609 106912 

1994 106837 110288 111474 112381 

1995 114340 113853 115202 115534 

1996 115787 113823 114871 114013 

51 



Service 

Q1 Q2 Q3 Q4 
1970 104342 104528 105892 106736 
1971 107993 108894 110317 111287 
1972 113128 113953 115356 115852 
1973 117208 119681 122619 124353 
1974 126620 126454 126092 124630 
1975 124932 124787 126407 128155 
1976 130154 132640 135390 136633 
1977 136688 137408 138297 139340 
1978 141214 142891 144892 146725 
1979 149026 150078 151608 154226 
1980 155139 155797 155619 155721 
1981 156875 158452 159042 159609 
1982 160698 161565 161676 162484 
1983 162731 163125 164267 166501 
1984 168549 169441 170014 170939 
1985 172137 174648 176774 177704 
1986 178605 179618 180725 182561 
1987 183772 185147 186331 188733 
1988 190507 192202 193516 195176 
1989 195949 197038 198440 200934 
1990 202009 202652 203483 204283 
1991 204614 205393 206373 207172 
1992 207930 208762 209114 208748 
1993 209508 209685 210247 211068 
1994 211593 212365 213559 214103 
1995 215657 216738 217772 218047 
1996 218394 219198 220089 220354 
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Appendix B: Codes 

In this appendix codes to perform the apphcation of Chapter 4 are provided. 
AH the codes are compiled in Gauss, version 3.2. The material, quite 
comphcated, is arranged in different sections, where mozM propmmg and 

are shown separately. 
Following the organization of Chapter 4, 5rst codes on t h e generating 
process of are considered: the main program presents the 
instructions to control the simulation of data in terms of a new hypothetical 
classification. Then, the program performs t he reconstruction 
of as it is shown in section 4.2. Fineilly, is the main program 
to control the Kalman Slter and the Maximum Likelihood estimation of the 
parameters of the state space form concerning the change of classiEcation 
model of section 4.3. 
The three mentioned mom propmmg need specihc Gottgg-procecfwreg, which 
are compiled separately. These are: 

which is the general to control the Kalman Biter and to 
evaluate the Likelihood Function; 

to augment the state space form in terms of the Doran (1992) 
methodology; 
Z/VTlEjZf, to perform a deterministic interpolation over t h e time of matrices 
provided at two given periods. 
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G a u s s c o d e s fo r t h e g e n e r a t i n g p r o c e s s o f zt 

/" = = = - = = = = = = = = = = = = = = — = = = = = = = = = = = = = = = = = = = 

v4% /̂ior.' Fz/zppo Moouro 
Da^e; 
%)e.' mam prog^ram 
Degcnp^20M.' 
;5'2m%zZa(g 6?/ (/le _̂ Z(er itzider congtmmk, 
_/rom o coM'ueramTi motna;. Ge/iemZ gpoce /oTTM Zt/ze; 

/^y f ^ c/isL^ f 
cAaL^ f m'W f 

^ = -̂ ; --', cop ,̂ 
^ = (̂ cop( I mo^Tii 0/ e/idogeno'us fona^Zea, 
%% = z A:̂  mo^Tia; 0/ earo^eMoiis %;a7io6kg, 
c/igL^ = rr-g(o(e rector, mi/ = (fn/t, 

%5_̂  = %%_( (g) in r maMi, 
= 0, 

^g(pra_^^ = %5_(, 
y^ Cof^^wjy = ^ = 0, 
ŷ y = in, 

y^ = Q ^dmpono// 

TZeĝ nĉ zoTW Z%A;e.' 

ŷ y * cAaL^ = CM_i 

fMcZi/tfe; 
INTERP = > (fekrmmza^zc mo^Tia; m^e7])oW2on,, 
TFCi^^n^ = > j^oZman, /iZ^er /i/ceZzAood ei/aZ'ua îoM, 
v4[/GME'7V!r=> A'u^meTiWwM o/tAe me&s%/remeM^ egiio^^oTi. 

@ 5'e^ gZo6o/ ?;o?ia6Zea OTid A'o/moM cofî roZ pomme^era @ 

n = 3; @ (fzmeMgzoM 0/ o^gerua^iom i;ector @ 
k — 11+1; @ dzmeM520M 0/ ea;o êno%/a nec^or @ 
rx = ii*k; @ (ZzmeHgmn 0/ a^ate-gpoce efe% '̂uoZZ{/ 6'66 correc^wMy) 
capO =108;@ M-o^geruo^zoMa do^oge^ @ 
capt = 20; @ sompZe gize ^ememW @ 
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sigc = .00001; @ OM errors /or ei^en/ sector @ 
idgp = .03; @ percen^ape 0/ mcreogm^ 0/ GDP © 
scdata = 1; @ amZe /ac^or on do^oae^ @ 
seal = 1; @ acaZe /oc^or ori y @ 
prior — le+3; @ p n o r 0% f _ ^ / 0 @ 
ind= 8eqa(1992.25,0.25,capt); @ (zme aegt/en,ce @ 
Sbb ={1 0 0 0 0 0 0 0 0 0 0 0, 
0 1 0 0 0 0 0 0 0 0 0 0, 
0 0 1 0 0 0 0 0 0 0 0 0, 
0 0 0 1 0 0 0 0 0 0 0 0, 
0 0 0 0 1 0 0 0 0 0 0 0, 
0 0 0 0 0 1 0 0 0 0 0 0, 
0 0 0 0 0 0 1 0 0 0 0 0, 
0 0 0 0 0 0 0 1 0 0 0 0, 
0 0 0 0 0 0 0 0 1 0 0 0, 
0 0 0 0 0 0 0 0 0 0 1 0, 
0 0 0 0 0 0 0 0 0 0 0 1 } ; @ ge/ec^zon m o M i / o r @ 
rx = r x - (row8(Sbb')-row8(Sbb)); @ @ 
Smu = {1 0 0 0 0 0 0 0, 
0 1 0 0 0 0 0 0, 
0 0 1 0 0 0 0 0, 
0 0 0 1 0 0 0 0, 
0 0 0 0 1 0 0 0, 
0 0 0 -1 -1 0 0 0, 
0 0 0 0 0 -1 -1 0, 
0 0 0 0 0 1 0 0, 
0 0 0 0 0 0 1 0, 
0 0 0 0 0 0 0 -1, 
0 0 0 0 0 0 0 1} @ se/ec(%o)i mG()ia;/or reg^ric^zoMg on @; 
chsi = zero8(capt,rx); @ m/ereTices @ 
P = zero8(capt,rx"2); wnoMces @ 
s tar t l = 1; @ gttorter 70.^ @ 
startob = 89; @ g'uor^er P,9.jf @ 
C l = eye(n); @ /iypo(/iea2zed coMferazoM ma(na;/or 70.^ @ 
Cob={.985498549317 .006719179210 .0, 
.014001400665 .944885039408 .010105882315, 
.000500050018 .048395781382 .989894117685}; @ 065. coM%;er5%oM @ 
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@ fo/'ue odffed oMcZ gerrzce - oZd cZaas^co^zoTi @ 
load XXX[capO,]i] = vaSsec.prn; 
XX = XXX[capO-capt+l:capO,.]/8cdata; 
GDPold = 8iinic(XX'); @ GDf oZd c/G5s%yicô %o?i @ 
XX = ones(capt,l) 'XX; @ @ 

@ CC^ OMCZ CCo6 @ 

:^include interp; 
y l = (1 + i dgp )*XX[ l , 2 :4 ] ' / 8cdata ; 

constob = y l - Cob*XX[l,2:4]'; @ obse/recf coMĝ oM ŝ m ^ @ 
CCl = zero8(]i,l) "Cl; @ covifera^oM moMz m ( = 70.^ © 
CCob = coii8tob " Cob; @ ea;feMded coMf.matria; © 
CCinterp = interp(CCl,CCob,8tartl,8taj:tob,capO); @ @ 
CCinterp = CCmterp[capO-capt+l:capO,.]; 
XXinterp = CCinterp*(XX.*.eye(ii))\*(eye(capt).*.one8(l,n))* 
(oiie8(capt,l).*.eye(n)); 

/* ======= = ========== ==== ====^=====:^===== */ 

@ pamme^er faZ /̂ea @ 

mu = iiiv(Smii'*Sm.u)*Smii'*Sbb*(vec(CCob) - vec(CCl))/(s tar tob - s taf t l ) ; 
s i g v — 8igc*8tdc(XX[.,2:4]); @ ^ ^ a n a M c e - c o m n o n c e @ 
t h = v e c ( m i i ) | v e c ( s i g v ) ; 

/ * = = = = = = = = = = - = = = = = = = = = = = - = = = = - = = = = = = = = = = = * / 

proc(2) = readiii(it, y, XX, n, Sbb); 
l o c a l X 8 , y d p ; 

Xs = XX[it,.] .*. eye(n); @ oa m @ 
X8 = X8*Sbb'; 
ydp = y[it,.]'; 

retp(ydp, Xs); endp; 

proc(l) = ast(th,rx); 
local A; 
A = 0; @ 05 m @ 

retp(A); endp; 
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proc(l) = H8t(X8); 
local HH; 
HH - Xs'; @ og m @ 

retp(HH); endp; 

proc(l) = R8t(tli, n); 
local R; 
R = zero8(n,ii); @ oa m @ 

retp(R); endp; 

proc(l) = F8t(th, rx); 
local Fx; 
Fx = eye(rx); @ oa m @ 

retp(Fx); endp; 

proc(l) = nm8t(th, rx); 
local aver; 
aver = Smu*th[l:rx-n,l]; 

retp(aver); endp; 

proc(l) = Qst(th, rx); 
local Q, sigvsq; 
sigv8q = th[rx-n+l:rx,l]"2; 
8igv8q = Sbb*(vec(one8(l,k).*.8igv8q)); 
Q = diagrv(zero8(rx,rx),8igv8q); @ aa m 

retp(Q); endp; 

= = = = = = = = = = = = = = = = = = = = = = = = = = = = = = 

mt89 = 1; 
RR89 = zero8(rx-n,n) " eye(rx-n); 
cn89 = 8cal*vec(Cob); 
cn89 = Sbb[4:rx,4:n*k]*cn89; 

intob = zero8(2,l); 
intob[l,l] = 2; intob[2,1] = capt; 
RRob = zero8(n,n) " eye(n).*.ones(l,n); 
RRob = RRob*Sbb'; 
cnob = 8cal*ones(n,l); 

skipcon = 1; @ 

proc(3) = constr(it, Xs, ydp, R); 
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local smacn; 
{Xs, ydp, R} = aiignieiit(cn89, RR89, Xs, ydp, R, it, int89); 
{Xs, ydp, R} = aiignient(cnob, RRob, Xs, ydp, R, it, intob); 

retp(X8, ydp, R); endp; 

/ » * / 

@ Genem^e 1/ be/ore @ 

dseed = 162443; 
v_t = mdns(capt,rx,d8eed)*Q8t(th, rx); 
slope = vec(CCob - CCl)/(startob - startl); 
slope = Sbb*8lope; 
drift — seqa(0,l,capt).*.slope'; 
CCgenr = drift + ones(capt,l).*.(Sbb*vec(CCob))' + ciiiii8miic(v_t); 
CCgenr = CCgenr*Sbb; 
y — ((CCgenr*(XX.*.eye(n))').*(eye(capt).*.ones(l,n)))*(one8(capt,l).*.eye(n)); 
/* = = = = = = = = = = = = = = = - = = = = = = = = = = = = = = = - = = = = = - = */ 

Fx = Fst(th, rx); 
^include tvc8kf; 
^include augment; 
z=-ofn(th); 
convob = chsi*Sbb; 
yyy — convob*(XX.*.eye(n))\*(eye(capt).*.one8(l,n))* 
(one8(capt,l).*.eye(n)); 
save yyy; 
save convob; 



G a u s s c o d e s for t h e r e c o n s t r u c t i o n of zt 

/' = — = = = — = = = = = = = = = = = = = = = — = 

Moa^/ro 
Do^e; 
T^pe." Go'Uga mmm program 
Deacnp^^oM." 
7%e progrom coM(ro/g jTo/maM /iZ^er ybr recoma^rz/c^zoM. f b r eacA 
gec^or ^/le mode/ za; 

/ ^ y ^ y y ^ L . ^ - / -

[;g] ycL -̂/-̂  = yo_̂  + yo 3^ i/-

^ ..., mp^, 
= Zog 0/ 2;oZ'ue adtfed oZd-cZo3ĝ cô %o% gec^or, 

x_( = Zog 0/ I'oZ'we added new-cZaas^yico^zon gector (o 6e recoMg^rucW. 

y,^ Co%;(̂ w_f:̂  — 0, 

yî y = <9 (̂ dmgoMoZ/ 

Aegtrzc^mng Z%A;e.-

/J/ x_^= ?/__/ 
y^ x_^ = 3;'''_^/or ^ = g^or(o6, g(ar(o6f^, .., cop^ 

fMcZi/de; 
T'FC^A'F = > /zZ^er oMd /%A;eZzAood ê âZifô zoTi 
Of TMC/M = > Go /̂gg MttmerzcaZ optimizer 
vK/GMETViT—> AifgmeM^o^zo/i o/(Ae meog'uremeMt eg%0t2072 

@ 5'e( gZo6aZ ror%o6Zeg and 7(!'aZman /zZ^er con^roZ parame^era @ 

startob = 89; @ P;9._Z @ 
sec = 1; @ geZect gec^or ,9, ,9̂ ) @ 
n = 1; @ dzmengion, 0/ o6ge7Ta(2on -uec^or @ 
k = n+1; @ dzmengzoM 0/ ea;oge7ioî g I'ec^or @ 
rx = 2; @ dzmeMgwn o/g^a^e-gpace ("ei'en̂ 'uaZZ?/ 5'66 correc^iomj 
capt = 108; @ gampZe g/ze (@ 
seal — 100; @ gmZe /actor @ 
prior = le+6; @ d%jQ%ge pnor on, @ 
md= 8eqa(1970.25,0.25,capt); @ t%me gegttence @ 
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chsi = zero8(capt,rx); @ /iZter m/ereMcea c/isLt/t @ 
chsif = zeros(capt,rx); ©/brecoaW m/ere?icea © 
chsis = zero8(capt,rx); (@ amootAetf m/ereMcea c/iaLt/T © 
P = zeros(capt,rx"2); @/iZ(er %;o?ioMce5 @ 
Pf = z e r o 8 ( c a p t , r x ' ' 2 ) ; @/o7rcaaW fonomceg @ 
Ps = z e r o 8 ( c a p t , r x " 2 ) ; @ amoot/ied fonaMcea f.t/T" @ 
output Sle=juiik reset; 

/* = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = » / 

@ ̂ eo(f dotoaet @ 

@ roZt/e QcZded og'nc'uZtiire, o/id serutce - oZ(f cZaaazyzcatmn @ 
load vagg[capt,3] = vaSsec.prn; 
load yyy; @ ^e^emW aeneg Mew cZ&ss. /rom (̂ gee @ 
ly = 8cal*ln(vagg[.,8ec]); 
Ix = zero8(8tartob-l,l) | 8cal*lii(yyy[.,8ec]); 

/' = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = •/ 

@ G'uegg mzttoZ parameter raZi/ea @ 

mu - -.2396 -.0025; 
sigv — -.5161, 1; 
th — vec(mu) | vec(8igv); 
thO = th; @ @ 
proc startval; @ r/izg (Ze/zTiea atartm^ noZ'ue /or %terot%o)i to 6e t/i @ 
retp(tli); endp; 

/* = = - = = = = = = = = - = = = = = = = = = = = = = = - = = = = = = = = = = = = */ 

@ T̂ eoff m OM(Z troMaZate porometerg mto atoMdord atate-apoce motncea @ 

proc(2) = readin(it, y, XX, n, Sbb); 
local Xs, ydp; 
Xs = HH% 
ydp = ly[it,.]; 

retp(ydp, Xs); endp; 

proc(l) = aat(th,rx); 
local A; 
A = 0; 

retp(A); endp; 
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proc(l) = H8t(X8); 
local HH; 
HH = {1, 1}; @ 08 m @ 

retp(HH); endp; 

proc(l) = miist(th, rx); @ @ 
local mean; 
mean = | th[2,l]; 

retp(mean); endp; 

proc(l) = Rst(th, n); @ 05 m @ 
local R; 
R - 0; 

retp(R); endp; 

proc(l) = Q8t(th, rx); @ os m @ 
local Q, sigvsq; 
sigvsq = th[3:4,l]'2; 
Q = diagrv(zeros(rx,rx),sigvsq); 

retp(Q); endp; 

proc(l) = F8t(th, rx); @ 05 m @ 
local FF; 
FF = eye(rx); 

retp(FF); endp; 

/ » = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = V 

intl = 1; 
RRl = (0 1}; 
cnl = ly[l,l]; @ oa m /isy @ 

intobl = zero8(2,l); intobl [1,1] = startob; intobl[2,1] = capt; 
RRobl = RRl; 
cnobl = Ix; @ 05 m /(i/ @ 

skipcon = 1; @ /Zo^ 0-^ jiToWoM @ 

proc(3) = constr(it, Xs, ydp, R); 
local Ren; 
{Xs, ydp, Ren} = angment(enl, RRl , Xs, ydp, R, it , intl) ; 
{Xs, ydp, Ren} = angment(enobl[it,.]', RRobl, Xs, ydp, R, it, intobl); 

retp(Xs, ydp, Ren); endp; 
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/ " = = = - = = - = = = = = - = = = = = = = = = = = = = = = = = = = - = = = = = = V 
@ EcAo pomme^er î aZ'uea @ 

format / rds 10,6; 
"starting values of th as follows"; th; 
#inclnde tvcSkf; 
^include augment; 
"Value of log likelihood"; z=-ofn(th);z; 
format / m l ; 
"Do yon wish to continue (y or n)?";; 
zzs = cons; 
if zzs $ = = "n"; end; endif; 

/» = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = 7 

library optmum; 
^include optmum. ext; 
_btol = l.e-06; @ coM r̂oZg con^;e)^ence / o r coej^c%en,̂ s @ 
_gtol = l.e-06; @ iT/iza coM r̂oZs cozi'ueT êMce cr^^enon / o r ^rad^eTit @ 
__algr = 1; @ T/iza cAooaes @ 
__miter = 400; @ T'/iza coTi^rok o/ z^ero^mMS @ 
—Output = 1; @ m^^seg ea;tra to 5e dtapZoi/ecZ @ 
_covp = 0; @ [TMg apeeda wp rê ttTTi yrom Of TMC/M," Mote t/iat t/ie program 
7noA;e5 a reporoTTietenzotmn, to coZcitZate gtd. errora @ 
output off; 
{x,f,g,h} =optmum(&:ofn,startval); @ Gv4[/5'6'»'ume?icaZ optzTTiizer @ 
output Ele=junk on; 
"";"";"MLE as parameterized for numerical optimization "; 
"Coe&cients:" ;x'; 
"";" Value of log lLkehhood:";;-f; 
"";"Gradient vector:";g'; 
h = (hessp(&:ofn,x)); 
va = eigrs(h); 
call ofn(x); 
if niinc(eigr8(h)) < = 0; 

"Negative of Hessian is not positive de&nite"; 
"Either you have not found local maximum, or else estimates are up " 
"against boundary condition. In latter case, impose t he restricted " 
"params rather than estimate them to calculate s tandard errors"; 
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else; 
h = invpd(h); 
8td = diag(h)".5; 
"standard errors" ;8td'; 
"variance-covariance matrix" 
format /m3; h; 
format / m l ; 

endif; 

R = R8t(x, n); 
FX = F8t(x, rx); 
Q = Qst(x, rx); 

"prior:"; format /rds 20,0; prior; 
"Rst:"; format /rds 20,16; R; 
"Fst:"; format /rds 20,16; FX; 
"Qst:"; format / rds 20,16; Q; 

•} ~ 

output file=junk ofF; 
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G a u s s codes for a c h a n g e of c lass i f ica t ion m o d e l 

/" = = = = = — = = = = = = = = = = — = = = = = = = = = = = 

Fi/zppo Mootfro 
Dak ; 
T^pe; Gowas mom program 
Deacnp^zom." 
ModeZZmg a cAaMpe 0/ cZoaaẑ ^m ẑoM /or sec^oraZ (zme aeT^ea rm a conferszon 
m a M i approocA. 7%e prog'ram coM^mZg Âe A'aZmoM /zZ^er eg^zma^zoM 0/ o 
(ime-i/aTT/mg represgzon TTiodeZ 'under (%me-far?/mp cong^rmyits ^Doron,^PP,8/ 
GemeraZ modeZ ZzÂe; 

/jy i/_( = cAsL^ f 
c/igL(+^ = * c/igL^-/- mw + 

^ ..., cop^; 

/^y Co%;(z;_(j = 

= gec^oroZ /̂ aZzoM uaZt/e added oZd-cZâ gz/zcâ zoTi 
= gec^oraZ f̂ aZmM z;aZi/e added Mew-cZaas% ĉâ ioM. /:( za aas'umed (Ziâ  
is o6sen;ed onZi/ /or a ĝ i/eM penod a^ /̂le end 0/ t/te aampZe = g^a/fob, 

5(a7fo6-/-^, .., cap^J. /n(e)̂ oZa^%om ^ a (Ae .fTaZman /zZ^er (o recona(r%^c( ^Ae 
premotw penod 
AesMc^ioTia Z%A;e.' 

y^ cAaL^ = cm_t 

iMcZiide.' 

= > A'aZmaM /iZ^er a/id ZzA;eZ%/iood ef aZuo^zon 
Of TMZTM = > Gaz/aa HitmencaZ op^zmizer 
vl(7(?ME'jV!r=> Aiig)7ien(a^%o% o/^Ae measwemeM^ egtza^mM 

@ 5'e^ Ẑo6aZ 'uaria6Zea and A '̂aZman _̂ Z(er coM r̂oZ parameters @ 

n = 3; @ dzmeMS/OM 0/ 06geruat20M sector @ 
k = 11+1; @ dzmemazoM 0/ ea;ogeno?/g sector @ 
rx = n*k; @ d%me»s%0M o/atate-apace (̂ ei'eM '̂uaZZ?/ 5'66 correct%oMy) 
capt = 108; @ aampZe s%ze @ 
scdata = le+4; @ gcaZe /actor o?% dataaet @ 
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seal = 1; @ 5co/e /ac^or on @ 
prior = le+2; @ prior ozi f_^/0 @ 
iiid= 8eqa(1970.25,0.25,capt); @ @ 
load Sbb; @ seZec^ion motrzar/or (zme-m'UorzaM^ cons^rai/i^a ^gee @ 
rx — rx - (row8(Sbb')-row8(Sbb)); @ cZ%men5%OM-correc(io?% @ 
load Smu; @ seZeĉ ioM moMa; /or reĝ n'ĉ ioma OM @ 
chsilOpr = 8cal*Sbb*(zero8(n,l) | vec(eye(n))); @phor 07i cW_^/0 @ 
cli8i = zero8(capt,rx); @ /̂ /̂ er m/erences cW_f:/^ @ 
chsif — zero8(capt,rx); (Gi/brec&ŝ ed zn/eremces © 
chsis = zero8(capt,rx); @ amoo^Aed zn/eremcea © 
P = zero8(capt,rx''2); @ _̂ Z(er forzonces f_(/^ @ 
Pf = zero8(capt,rx''2); @ /oT^coa^ed fanamces © 
P8 = zero8(capt,rx"2); © smoot/ied noriaMcea f J/T" 
^ = cop^ a; M matria; 0/ 06serfG^70M5 OM eMdo^enoz/s farza6Zes 
%% = copt a; A: mo^?ia; 0/ o6se7T;ô %o»5 on eio^eno'ua naTiabZeg @ 
8tartl = 1; @ g%ar(er 70.^ @ 
8tartob = 89; @ gî or̂ er @ 
CCl = zero8(n,l)''eye(n); @ aimiiZaW coM2;ers%oH mo^ria^/or 70J @ 
load convob; @ oAserrecf confera/o/i TTiô rices /or (@ 
output Sle=jiink reset; 

/ * = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = 7 

@ foZ%e odcZecf o r̂%ct/Z(t̂ re, 0M(f aernzce - oZcf cZasaz/zco îoM, @ 
load XX[capt,n] = vaSsec.pm; 
XX = XX/scdata; 
XX = one8(capt,l)"'XX; © add constant © 
load agrllprG; @ recomŝ n ĉ̂ ed series - agricuZt'ure (see @ 
load indllpr6; @ recoMŝ ruĉ ed series - iTidnŝ r;/ (̂ see @ 
load serllprS; @ recoMŝ ruĉ ed senes - se?^ice (̂ see @ 
y = (agrllpr6''mdllpr6''8erllpr8)/scdata; 

/* = = = = = = = = = =: = = = = =: = = = = =: = = = = = = = = = = = = = = = = = = = */ 

@ es^imo^ioM 0/ ^ime-iMwrioM^ coej^ciem^s (̂ 666)/ 

6'^or(i»^ î oẐ /es /or (/le moa;i?7î /m ZiA;eZi/ioo(Z estimo îoM © 

Cob = re8hape(convob[l,n+l:n*k],n,n)'; 
constob = y[8tartob,.]' - Cob*XX[8tartob,2:4]'; @ observed coMŜ aM ŝ in 
(=s(orfo6 @ 
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CCob = constob Cob; @ coMi/.ma^rn; © 

y = 8cal*y; 
__output=0; 
bb = zeros (n*k,l); @ @ 
stderr = zeros(ii*k,l); @ CoejO ĉzen̂  a(OM(fard errors @ 
sighat = zero8(n,l); @ 5'̂ 0M(fard errora o/re^reggmna @ 
rsq = zero8(ii,l); @ J%",9 o/?ie^regg2ong @ 
dw = zeros(n,l); @ ĝ â zgtzcg @ 

ii=l; ip=l; do until ii > n; 
id=ii*k; 
{vnam, m, bols, stb, vc, ste, sh, cx, r_aq, resid, dws} = 
olsC", y[.,ii], XX[.,2:k]); 
bb[ip:id,l] = bols; 
8tderr[ip:id,l] = ste; 
sighat [ii,l] = sh; 
r8q[ii,l] = r^q; 
dw[ii,l] — dws; 
i i=ii+l; 
ip=id+l ; 

endo; 

bb = vec(reshape(bb,n,k)); 
stderr = vec(reshape(stderr,ii,k)); 
bbO=bb; 
_output—1; 

r ======================================= */ 

@ G /̂egg parameter ;̂a/t6eg @ 

mil = in.v(Smii'*Smii)*Snm'*Sbb*(vec(CCob) - vec(CCl))/(startob - 1); 
sigv = sighat; 
th = vec(niii) | vec(sigv); @ porome^erg (o 6e eg îmo^ed © 
proc startval; @ r/iM (fe/ifieg gtor^mp /or ẑ erô mvi 6e @ 
retp(th); endp; 

/ * = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = V 

@ jZeocf m o/id troMgZô e parome^erg m^o gtaM(fGrd g^a^e-apoce mo^nceg @ 

proc(2) = readiii(it, y, XX, n, Sbb); 
local Xs, ydp; 
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Xs = XX[it,.] eye(n); 
Xs = Xs*Sbb'; 
ydp = y[it,.]'; 

retp(ydp, Xs); endp; 

proc(l) = ast(th,rx); 
local A; 
A = 0; @ oa m = 0 @ 

retp(A); endp; 

proc(l) = Hst(X8); 
local HH; 
HH = Xs'; @ Qg m @ 

retp(HH); endp; 

proc(l) = R5t(th, n); 
local R; 
R = zeros(n,n); @ aa m = 0 @ 

retp(R); endp; 

proc(l) = Fst(th, rx); 
local Fx; 
Fx — eye(rx); @ oa m @ 

retp(Fx); endp; 

proc(l) = miist(th, rx); @ meoM o /gWe 2;ec^or @ 
local aver; 
aver = Smu*th[l:rx-n,l]; 

retp(aver); endp; 

proc(l) = Q8t(th, rx); 
local Q, sigvsq; 
sigvsq = th[rx-n+l:rx,l]"2; 
sigvsq = Sbb*(vec(one8(l,k).*.sigvsq)); 
Q = diagrv(zeros(rx,rx),sigvsq); @ ag m @ 

retp(Q); endp; 

@ Time-ran/mp cong^rm/ig @ 

int2 = zero8(2,l); 
int2[l,l] = 1; int2[2,l] = startob-1; 
RR2 = zeros(n,n) eye(n).*.ones(l,n); 
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RR2 = RR2*Sbb'; 
cn2 = 8cal*one8(n,l); 

intob = zero8(2,l); 
iiitob[l,l] = startob; intob[2,l] = capt; 
RRob = RRl ; 
cnob — zero8(8tartob-l,ii"2) | 8cal*convob[.,n+l:ii*k]; 
cnob — c]iob*Sbb[n+l:rx,n+l:n*k]'; 

8kipcon = 1; @ @ 

proc(3) = coii8tr(it, X8, ydp, R); 
local smacn; 
{Xs, ydp, R} = aiigment(cn2, RR2, Xs, ydp, R, it, int2); 
{X8, ydp, R} = aiigmeiit(ciiob[it,.]', RRob, Xs, ydp, R , it, intob); 

retp(X8, ydp, R); endp; 

/ * = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = V 

@ porameter roZtiea @ 

format / rds 10,6; 
"OLS estimation of a time-invariant conversion matrix"; reshape(bbO,k,n)'; 
"sum for colmnn"; smnc(re8hape(bbO,k,n)')'; 
"with coe@cient standard errors"; re8hape(stderr,k,n)'; 
"standard errors of regression"; sighat'; 
"R-squared"; rsq'; 
"and Dnrbin-Watson statistics"; dw'; 
"starting values of th as follows"; th; 
#incliide tvc8kf; 
^include augment; 
"Value of log likeliliood"; z=-ofn(th);z; 
format / m l ; 
"Do you wish to continue (y or n)?";; 
zzs = cons; 
if zzs $ = = "n"; end; endif; 
/ * = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = */ 

library optmum; 
^include optmum.ext; 
_btol = l.e-06; @ TMa coMtroZs confer^e^ce cnknoM / o r coej^c^eMts @ 
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__gtol = l.e-06; @ T/iza coM r̂oZa oi^enoTi/or @ 
_algr = 1; @ c/ioosea BFG5' op(z77i2zô %oM @ 
__miter = 400; @ co/i^rok Âe 0/ @ 
—Output — 1; @ [TAza cot̂ geg eztm ot6f:p'u( (o 6e d^pZoi/ecf © 
_covp = 0; @ TAzs apeeck _/rom Of TML/M," Mo^e (Ae j)ropm)7i 
moAiea 0 reporoTTietenzo^zon (o coZct̂ /o ê errora @ 
output off; 
{x,f,g,h} = optmuni(&:ofii, startval); @ Ov4[/5'5' vwmencaZ op(%m%zer @ 
output file=junk on; 
"";"";"MLE as parameterized for numerical optimization "; 
format / rds 14,9; 
" CoeScients:";x'; 

Value of log likelihood:" ;;-f; 
"";"Gradient vector:";g'; 
h = (hessp(&ofn,x)); 
va = eigr8(h); 
call ofn(x); 
if minc(eigrs(h)) < = 0 ; 

"Negative of Hessian is not positive definite"; 
"Either you have not found local maximum, or else estimates are up " 
"against boundary condition. In latter case, impose t he restricted " 
"params rather than estimate them to calculate s tandard errors"; 

else; 
h = invpd(h); 
std = diag(h)".5; 
"standard errors";std'; 
"variance-covariance matrix"; 
format /m3; h; 

endif; 

R = R8t(x, n); 
FX = Fst(x, rx); 
mu = must(x,rx); 
Q = Qst(x, rx); 
bbbf = chsif*Sbb; © beta t + l / t © 
bbb = chsi^Sbb; @ beta t / t © 
yyyf — bbbf*(XX.*.eye(n))'.*(eye(capt).*.ones(l,n))* 
(ones(capt,l).*.eye(n)); © yhat_ t+l / t © 
yyy = bbb*(XX.*.eye(n))'.*(eye(capt).*.ones(l,n))* 
(one8(capt,l).*.eye(n)); © yhat_t/t © 
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"Rst:"; format /rds 14,9; R; 
"mu:"; format /rds 14,9; mu; 
"Qst:"; format / rds 14,9; Q; 
"seal:"; format /rds 14,0; seal; 
"prior:"; format / rds 14,0; prior; 
"scdata:"; format /rds 14,0; scdata; 
"Sbb:"; format /rds 4,0; Sbb; 
"Smu:"; format / rds 4,0; Smu; 

)) .)))) . 

output file=junk off; 

70 



Gauss p r o c e d u r e t o p e r f o r m t h e K a l m a n f i l t e r a n d t o 
eva lua t e t h e l ikel ihood f u n c t i o n 

/* = — = = — = — = = = — = = = — = = 

v4.2ft/ior.' Moauro 

T^pe." Catigg j)roced'ure - Ojfh 

7%e proc peT/brmg TiToZmaM 0M(f yi(n,ĉ %OM /or 
pe^emZ mo(feZ Zz/ce; 

/^y * cAsL( -/-

J = F5 (̂%s_(y) cAaL( + m'u + 'U-̂ -/-̂  

^ ..., cop(, 

/jy Co!; '̂w_fy)=7^5t^5_(y) 

GeMemZized feramn m order aZ/ow Tzme Va7i/m^ ^eg^ric^mns mo 
ylw^meM â̂ zoM 0/ Âe Me(wwre772eM^ ^̂ 2̂ 0̂ 2072 ^Doro72, 

7Zea(r%c(zo?ig ZzAje; 

/5/ * c/igL( = cn_^ 

t/i = s^ar^mg t;(zZ%/ea /or coe^Q^czents (o 6e es^/ma^ed! 
/O = 'uoZtte 0/ KÂ eZz/iood /uMĉ zoM 

GZ060Z i'Gr%G6/eg.' 
n = (fimeTigzoTi 0/ g^ote-spoce 
m = d^mengmyi 0/ o^seruo^zoM rector 
A: = dzme/igzoM 0/ eâ ô eTiot̂ g 'uec^or 
cop^ = gampZe g^ze 
%X = (̂ cap( a: A;̂  ma^r^ o/o6geruo^%on,5 o» ea;o ê7io%5 rariobZea 
2/ = ^cop( a; moMa; o/o6aeruo<zoMa OM eMdo^e^o /̂g faria^Zea 
c/z5z — ̂ CGp( a; 7̂  mo^r^ m wA%c/i c/iaL^/^ zg adored 
c/i5%/ = ^copt a; 7̂  moMa; m wAzc/i %a adored 
c/i5%a = (̂ cap( a; r^ TTioMa: m wAzc/i c/igL^/T %5 adored 
f = (̂ copt a; r̂ jgy) mo^nz m w/izc/i %g atored 
f / — (̂ mp< a; r',9yl mo^rza; m wA%c/i 2s scored 
f a = ^cap^ a; r";8^ ma^na; m wMcA f . ^ / T za adored 
amZ = amZe /ac^or OM 1/ 
6'66 = aeZeĉ zoM mo(r^ /or ezo^efiowa iiar2o6Zea 
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(/"oH (Ae eiogeHoiza ore cozigidered/or eac/i eMtfopeMOitâ  
= ^tme-fon/mg' coMgtrazTia mo^nz 

= ^zme-'uor^wp coMg^roms rector 

proc ofn(th); 
local 
FX, @ (rGMgẑ zoM moMz @ 
Q, @ î oriaMce-coi/onoMce moMi 0/ @ 
R, @ 7;anoMce-co%;or%GMce mo^na; 0/ w.t @ 
it, @ m(fea; 0/ (/le 7(erâ %on @ 
ydp, @ 2//%4V' attpmeTiW o/cM @ 
Xs, @ ̂ 5 0/ @ 
A, @ yrom @ 
H, @ _^om @ 
chsilO, @ @ 
disil l , @ cAsL /̂̂  @ 
PIO, @ fOTioMce-coronoMce mâ Tia; 0/ c/wẑ O @ 
P l l , @ wrzGMce-cofGrzGMce mâ rz'a; o/cAg2\Z^ @ 
yvELT, @ i/2;ar = f @ 
yvarinv, @ m7;(̂ ?/i'ar̂  @ 
yhat, # ea^^moW (fê enĉ eM^ /̂Grzâ Ze @ 
eps, @ pre(f%c(%07i errors @ 
fO; @ ZiAefz/iood /iinĉ %o?% @ 

@ read m OM(f WzisZo^e (zme-mronaM^ paroTne^ers m^o a^aTKfard sWe-space 
ma^Mces @ 

FX = F8t(th, rx); 
Q = Q8t(th, rx); 
A = a8t(th, rx); 

/* Z%A:eZ%/iood /uMc^mn, -*/ 

fO = 0; @ /O mZZ 5e Âe /op Z%A;eZz/too(f /uHĈ ^OTi @ 
it = 1; @ 2̂  wi/Z mdez (Ae 2̂ erâ 2on @ 
do until it > capt; 

@ reod m r̂o»gZa^e ^zme-2;ar?/wp poronie^era m^o 5^oM(for(f g^o^e-spoce 
mo^nces @ 

{ydp, Xs} = readi[i(it, y, XX, n, Sbb); 
R = Rst(th, n); 
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if skip con = = 0 ; 
goto aftcon; 

endif; 
{Xs, ydp, R} — con8tr(it, Xs, ydp, R); @ 
aftcon: 

H = H8t(X8); 

@ set roZtte /or _^Zter @ 

if it > = 2; 
goto after; 

endif; 

chsilO = must(th, rx); 
PIO = prior*Q; 

if det(PlO) < = 0; @ TAis corrects mztm/ %;ar%aMce to 6e robitst 
/or cose o/ ea;p/os%iie ezpem%;o/̂ /es m @ 
PlO = prior *Q[l,l]*eye(rx); 
PIO = re8hape(P10',rx,rx); 

e n d i f ; 

after: 
ch8if[it,.] = chsilO'; 
Pf[it,.] - vec(PlO)'; 
yhat = A + H'*chsilO; 
yvar = (H'*P10*H + R); 
yvarinv = inv(yvar); 
eps — ydp - yhat; 
fO = fO - hi(det(yvar)) - eps'*yvarinv*ep8; 
chsill = chsilO + P10*H*yvarinv*ep8; 
chsi[it,.] = chsill ' ; 
chsilO = FX*chsill + must(th, rx); 
P l l = PIO - P10*H*yvarinv*H'*P10; 
P[it,.] = vec(Pll) ' ; 
PIO = FX*P11*FX' + Q; 
it = it +1; 
endo; 
fO = -(capt*ii/2) * log(2*pi) + fO/2; 
retp(-fO); 
endp; 
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G a u s s p r o c e d u r e t o a u g m e n t t h e K a l m a n fi l ter 

v4K /̂ior.- MooT/ro 

%)e.' Coitas procedi^re 
Deacr%p̂ %o».' 

o genera/ g(a(e-apace modeZ and o ge^ o/res^nchona m 
^rocediire (Ae )%e&siire77zeM^ /oZZow2?%^ Domn 

cn = 'uec^or 0/ re5(nc(%07ia 
7Z7Z — 0/ regî n'ĉ zoMa 
%g — ma^na; 0/ repregaora 
2/am — t^ec^or 0/ dependent f oha6Zeg 
72 — ifanoMce-cofanance maMa; 
2̂  = 0/ (Ae A ôZman /iZ^er 
in^r = (i?7ie-m^e?TaZ 0/ /̂le rea^nc^mn 
(^mZar or ,8-'(;ec(or, ^zero no ai/^menWzony) 

%a^ar = owg^men êd %a 
i/a(or = Qi/^menfed i/am 
^ator = ^ 

proc(3) = aiigment(cii, RR, Xs, ysm, R, it, intr); 
local Xstar, ystar, Rstar, maxint, minint; 
minint = minc(vecr(intr)); 
majdnt = maxc(vecr(i]itr)); 
Xstar = Xs; 
ystar = ysm; 
Rstar = R; 
if it >— minint and it < = maxint; 

Xstar = Xs|RR; 
ystar = ysm | en; 
Rstar = R''zero8(rows(R),row8(RR)); 
Rstar = Rstar|zeros(rows(RR),col8(Rstar)); 

endif; 
retp(Xstar, ystar, Rstar); 
endp; 
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G a u s s p r o c e d u r e for de t e rmin i s t i c i n t e r p o l a t i o n 

Moa^ro 

T^pe; Go%55-proce(fure 
Z)e5cnp(%on.' 

mfe7])oZa(wm 0/ a ma^na; of er (/le (zme ^me?T, (wo o^aerued 
coTiditiofig 

M^.' a; ma^na;.' oAgerued mo^ria; 
M2.' (M a; /Zy) ma^Tia;.' second o6aerue(f mo^na; 

a; A;̂  TMô na;.' oAgert/a^zon j?eno6( 0/ 
(,g.' (̂71 a; A;j ma^na;.- obaeTTO ẑoR pgnod o/M,0 
cop(.- penofi 0/ mte)^0fa(%0H 

Ow(pu(.' 
Mm(.' ĈGp( z mo^na; (^m(e)^oWed ma()i3;e5 o f e r (/le 
(%?7ie m %;ec-yo7m^ 

proc(l) = i]iterp(Ml, M2, t l , t2, capt); 
local Mint, it, a, b, n, k, beta; 
n = rows(Ml); 
k = rows(Mr); 
a = vec(Ml)'; 
b = vec(M2)'; 
Mint = zero8(capt,n*k); 
beta — (b - a) /( t2 - t l ) ; @ 5Zoj)e o/WerpoZa^ioM 
it = 1; 
do until it > capt; 

Mint [it,.] = a + (it - tl)*beta; 
it = it + 1; 

endo; 
retp(Mint); 
endp; 
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G a u s s codes on t h e s m o o t h i n g a l g o r i t h m 

ch8is[capt,.] = ch8i[capt,.]; 
P8[capt,.] = P[capt,.]; 
it = 1; 
do until it > capt - 1; 

ii = capt - it ; 
PPs = re8hape(P8[ii+l,.],rx,rx)'; 
Ptt = re8hape(P[ii,.],rx,rx)'; 
Pt_tt — re8hape(Pf[ii+l,.],rx,rx)'; 
J = Ptt*FX'*inv(Pt_tt); 
ch8i8[ii,.] = chsi[ii,.] + (chsi8[ii+l,.] - ch8if[ii+l,.])*J'; 
PPs = Ptt + J*(PP8 - Pt_tt)*J'; 
P8[ii,.] = vec(PP8)'; 
it = it +1; 

endo; 
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