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by Chee Siong, Lee

In this thesis, we explored the feasibility of providing broadcast video services to fixed and
mobile users. The video codec used in our study was either the MPEG-2 or the MPEG-4
video codec. The MPEG-2 video bitstream was subjected to a rigorous bit error sen-
sitivity investigation, in order to assist in contriving various error protection schemes
for wireless broadcast video transmission. Turbo-coded performance enhancement of the
terrestrial Digital Video Broadcast (DVB) system was proposed for transmission over
mobile channels to receivers on the move. The turbo codec was shown to provide sub-
stantial performance advantages over conventional convolutional coding both in terms of
bit error rate and video quality. We have also proposed similar enhancements for the
satellite-based DVB system.

In order to increase the resilience of the video codec, we have investigated data parti-
tioning in conjunction with multi-class source sensitivity matched error correction coding.
However, our experiments suggested that multi-class data partitioning did not result in
error resilience improvements, since a high proportion of relatively sensitive video bits
had to be relegated to the lower integrity subchannel, when invoking a powerful low-
rate channel codec in the high-integrity protection class. Nonetheless, terrestrial DVB
transmission to mobile receivers is feasible, when using turbo-coded OFDM transceivers
at realistic power-budget requirements under the investigated highly dispersive fading
channel conditions.

We then introduced coded modulation schemes, namely Trellis Coded Modulation
(TCM), Turbo Trellis Coded Modulation (TTCM), Bit-Interleaved Coded Modulation
(BICM) and Tterative Decoded Bit-Interleaved Coded Modulation (BICM-ID). The asso-
ciated coded modulation schemes provided performance improvements in terms of spectral
efficiency and decoding complexity.

Finally, the performance of the MPEG-4 error resilience tools was characterised, which
exhibited limited robustness, when operating in terrestrial DVB transmission scenarios.
We have proposed a simple packetisation procedure based on an adaptive intra-coded
macroblock update scheme, in order to enhance the resilience of the video codec. The

proposed scheme is capable of tolerating up to 5 % packet loss ratio.
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Chapter 1

Overview

1.1 Motivation

In recent years, video communication has attracted widespread research, which resulted in
the standardization of several audio-visual coding standards, such as the H.261 [1], H.263
(2], MPEG-1 [3], MPEG-2 [4] and MPEG-4 [5] schemes. The most recent member of this
codec family, namely the MPEG-4 scheme was developed for multimedia communication,
including the transmission of still images, full-motion video, sound, text and graphics
information [6]. Furthermore, the user can access these services in an intuitive, self-
explanatory manner, just like using the Plain Old Telephone Services (POTS). Cox et al.
claimed [6] that in order for multimedia communications to become a reality, the following
issues have to be addressed:

e compression and coding of multimedia signals, which includes algorithmic issues,

standardisation issues and transmission issues

e synthesis and recognition of multimedia signals, which includes speech, images,

handwriting and text

e organization, storage and retrieval of multimedia signals

e accessing the multimedia signal by matching the machine to the user’s preference

¢ searching and browsing multimedia material with the aid of machine intelligence

through text, speech or image queries.

In this thesis, we shall be concentrating on the transmission of video signals, in partic-
ular MPEG-2 and MPEG-4 video within a wireless environment. The main application
area of MPEG-2 is the compression of entertainment television programmes for satel-
lite transmission, terrestrial broadcasting and cable television over fibre optic cables. In
Europe, the satellite- and terrestrial-based video broadcasting schemes were standardized
under the auspices of the Digital Video Broadcasting (DVB) project [7-13]. Furthermore,
video-on-demand services over fibre optic cables and digital subscriber line based applica-
tions are also envisaged [14-17]. Another application area is known as videoconferencing,
which will be supported by the emerging Broadband Integrated Services Digital Networks
(B-ISDN), which are often associated with the Asynchronous Transfer Mode (ATM) net-
works [18,19]. Last but not least, multimedia communication has also captured the in-
terest of the cellular communications community. With the forthcoming third generation
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mobile communication system, also known as the Universal Mobile Telecommunication
System (UMTS), the mobile terminal is expected to handle data transmission at rates up
to 2 Mbit/s in indoor scenarios and 384 kbit/s in outdoor mobile scenarios [20-26].

The MPEG-4 standard is more ambitious in terms of its aimed applications, than the
MPEG-2 standard. A significant paradigm shift in MPEG-4 with respect to other audio-
visual coding standards, such as H.261, H.263, MPEG-1 and MPEG-2, is the introduction
of so-called "audio-visual objects” that can be defined both spatially and temporally,
instead of coding rectangular video frames in conjunction with their associated audio.
When we refer to a video object, we consider objects such as humans, cars, books or
even the background of a scene. These objects can then be individually manipulated,
moved and/or tracked in relation to one another, when forming a complete scene. In
fact, a complete scene can be viewed as a composite object. We can also define audio
objects, such as a man’s voice, the noise generated by a car’s engine and music. Hence,
the combination of a car and its related engine noise will produce an audio-visual object.
The object-based coding approach was adopted in order to provide the following facilities:

e content-based interactivity — this capability enables the user to interact directly
with the individual objects, which constitute an audio-visual scene. Different objects
can also have different grade of error protection during transmission leading to
different quality of service, depending on the subjective importance of the objects
[27]. The MPEG-4 committee also envisaged the composition and amalgamation
of natural information sources with synthetic sources, such as computer generated
data [28]. This type of audio-visual experience can elicit cognitive satisfaction from
the viewer in the form of telepresence [28,29].

e universal access — the two main functionalities addressed in this context are ro-
bustness against error prone transmission environments and content-based scala-
bility. Error resilience has to be incorporated into the system, in order to enable
compressed and hence vulnerable multimedia source signals to traverse through
heterogeneous, error prone communication networks. The content scalability men-
tioned encompasses spatial resolution, temporal resolution, quality and complex-
ity [30], which has to be maintained for ensuring that the encoded multimedia
source signals can be decoded and displayed on different types of hardware.

e compression - research has shown [29,31-40] that if the reconstruction of a three-
dimensional video scene is possible, then a substantial video bitrate reduction can
be achieved. Striking the right balance in terms of video quality, error resilience,
implementational complexity, coding delay, bitrate, etc. is particularly important
in battery operated, low cost consumer wireless communications devices.

Video sequences contain spatial redundancy as well as temporal redundancy [41-46].

Efficient video compression schemes exploit both of these properties. This is the topic of

discussion for our next section.

1.2 Overview of Block-Based Video Compression Techniques

The reduction of the bitrate requirement associated with representing video scenes, which

is often referred to as compression is achieved by removing redundant information from
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the video signal at the encoder. In video signals, two main types of redundancy can be
observed, namely spatial and temporal redundancy.

Specifically, spatial and temporal redundancy manifests itself in that pixel values
which are adjacent to one another are correlated both within the same frame, as well as
in consecutive frames [47]. The correlations are hence three-dimensional in their nature.
Therefore, we can predict the value of a pixel, if the neighbouring pixels are known.

Another often used term is psychovisual redundancy which implies that our eyes have
a limited ability to resolve fine spatial detail [43-45,48]. As the visual angle subtended
by the object that the eye is attempting to resolve becomes smaller, the intricate smaller
detail becomes harder to perceive. Eventually, with increasing spatial complexity, the
fine structure is no longer resolvable. In other words, the eye’s spatial response falls
to negligible values at a sufficiently high spatial frequency [46]. This fine spatial detail
corresponds to high spatial frequencies components. Hence, by removing these higher
spatial frequencies, we have removed those visual details, which the eye cannot detect.
This phenomenon is exploited in transform coding, a technique to be exposed in more
depth during our further discussions in this section.

Having discussed briefly the properties of the human eye which can be exploited for
achieving bitrate compression, we shall now relate them to the design of a video codec.
The block diagram of the MPEG-2 encoder and decoder structure is shown in Figure 1.2.
We commence by concentrating on the encoder structure first. As mentioned earlier,
pixel values which are adjacent to one another in time and space are correlated. The
time domain correlation accrues from the fact that an object in a video sequence does not
change significantly in consecutive video frames. Furthermore, adjacent pixels belonging
to the same video frame typically have rather similar values, except for the edges of the
video frame, where new objects may be introduced for example, due to camera panning.
These features can be observed for example for Frames 0 and 5 of the uncoded “Miss
America” video sequence shown in Figure 1.2. The noticeable difference is due to the
facial movements around the mouth and the eyes of “Miss America”. Other regions in
the two images appear similar.

Since the previous image and the current image are similar, we can use the previous
image as a direct prediction of the current image. Then, only the difference between
the previous and the current images has to be coded. The amount of video information
to be sent is significantly reduced. This technique is commonly referred to as frame
differencing. However, objects in the image may move significantly, as time elapses. In
order to increase the accuracy of our predictions, more sophisticated motion prediction
techniques can be employed, as seen in Figure 1.2(a). Specifically, the previously coded
image and the uncoded current image constitute the inputs of the motion prediction
block. The motion prediction process will attempt to estimate the trajectory of the
motion, which has occured during the time elapsed between the previous image and the
current image. This motion trajectory is then described with the aid of the motion
vectors, which describe the direction and extent of motion translation. The estimated

motion vectors are then forwarded to the motion compensation process, which is based
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(a) Frame 0 (b) Frameb

Figure 1.1: The original Frame 0 and Frame 5 of the “Miss America” video sequence.
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Figure 1.2: Block diagram of a MPEG-2 (a)encoder and (b)decoder employing motion
compensation.
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on the knowledge of this motion information and that of the previous image. Since this
motion prediction is more accurate than simple frame differencing, the variance of the
difference between the current image and the motion compensated predicted image will
be smaller. This difference signal is also referred to as the Motion Compensated Error
Residual (MCER), as shown in Figure 1.2. This process is responsible for removing the
temporal correlation mentioned. The interested reader is referred to the literature [49-61]
for a deeper discussion on various techniques employed in motion estimation.

The difference image contains the values of motion prediction errors at different pixel
locations. These values will be typically similar for adjacent pixels. Thus, spatial cor-
relation is exhibited. In order to remove this spatial redundancy, often transform cod-
ing [42,45] is invoked. The transform coder transforms the representation of our data
from the time domain into the frequency domain. In MPEG-2 and MPEG-4, this trans-
formation is carried out by the so-called Discrete Cosine Transform (DCT) [62-64], which
is labelled DCT in Figure 1.2. Since the difference signal is typically small and mostly
zero, the DCT process can readily represent this information using mainly low-frequency
information and limited energy high-frequency information, since the high-frequency com-
ponent usually has a low intensity. Hence, in video compression parlance the DCT exhibits
an efficient energy compaction property [45]. The DCT process does not in itself increase
the achievable compression ratio. An efficient MCER quantisation process is required for
removing the high-frequency components and hence to achieve compression. The quan-
tised MCER is entropy encoded or, synonymously, variable-length encoded [46,47,65-69].
This method is used to reduce the number of bits required for encoding the signal, by
assigning shorter codewords for representing frequently occuring values and longer code-
words for rarely occuring values. In Figure 1.2 we observe that the quantised DCT values
are also fed back to the encoder for inverse quantisation and Inverse Discrete Cosine
Transformation (IDCT). The resultant reconstructed MCER is then added to the previ-
ous motion compensated prediction image and stored in a buffer to be used for future
motion prediction.

In our brief discussion here, we have refrained from delving into so-called bitrate
control issues. The bitrate control scheme is used to assist the video encoder in selecting
the appropriate coding modes and quantiser step sizes based on a certain target video
bitrate or video quality. The interested reader is referred to the literature [68-83] for
further details on bitrate control issues.

The decoder, shown in Figure 1.2(b), performs the inverse of the encoder’s tasks.
First, the received bitstream is variable-length decoded. The output of this variable-
length decoder is constituted by the quantised DCT coefficients, which are passed through
the inverse quantiser. The resultant DCT coefficients are then inverse discrete cosine
transformed for reconstructing the MCER in the time domain. The MCER is then added
to the previous motion compensated image for forming the decoder’s reconstructed image.
It should be pointed out that the motion vector information estimated by the encoder is
also encoded and incorporated into the transmitted bitstream. The decoder extracts this

information and uses it for appropriately motion translating the previously reconstructed
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image in order to form the motion compensated prediction of the current image. We also
note that the reconstructed images at the decoder and the encoder’s local decoder are
identical, provided that no channel impairments have been inflicted on the encoded video
bitstream.

In our discussions so far we have mentioned the employment of the previously recon-
structed picture as prediction of the current picture, which relies on the estimated motion
translation between the current picture and the previously reconstructed picture. How-
ever, this feedback process can only commence when a previously reconstructed picture
becomes available. Since this coding mechanism makes use of the previous picture, it is
termed as inter-frame coding. On the other hand, the first picture in a video sequence
has to be encoded without reference to previous video frames, which is referred to as
intra-frame coding.

The MPEG-2 standard defines three types of pictures. They are the so-called intra-
coded pictures, forward predicted pictures and bidirectionally predicted pictures. They
are summarised as below:

e Intra-coded picture (I picture): Here, the picture is coded without any reference
to any other pictures. Hence, without motion prediction, this method can only
achieve moderate compression. Intra-coded pictures are necessary for providing
‘random access’ points into the video bitstream. This enables fast forward search
features in video sequences as well as backward search. Since intra-frame pictures
are not coded with respect to any other pictures, they also assist in preventing errors
from propagating too far away from the corrupted picture, where they occured.

e Predictive coded picture (P picture): This type of picture uses previous I or
P pictures for prediction. This measure can increase the compression ratio of the
coded picture as only the difference between the current picture and the reference
picture is coded.

e Bidirectionally predicted picture (B picture): This type of picture can use
previous or future pictures for prediction. This type of picture offers the highest
grade of compression. Since it requires future pictures as well as previous pictures
for prediction, the encoder will rearrange the pictures with respect to their natural
display order, so that the coded B pictures are only generated after the previous
and future coded pictures have been transmitted.

Again, Figure 1.3 illustrates the relationship of the I, P and B pictures in terms of
their prediction direction. In order to illustrate the order, in which the three differ-
ent types of pictures are displayed, the following picture sequence is to be considered:
IBBPBBPBBPBBPBBIBBPBBP... and so on. This order is the same as the order to be
displayed to the viewer. Here, we display the first picture as an intra-coded picture (I pic-
ture). This is followed by bidirectionally predicted pictures (B pictures). In this context,
the I picture is the previous picture and the P picture is the future picture. Hence, a B
picture is predicted from these previous and future pictures. Since we know that the B
picture depends on previous and future pictures, the order in which the picture sequence

is transmitted now has to be rearranged to ensure that the previous and future pictures
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— Direction of prediction

Figure 1.3: The relationship between I, P and B pictures in terms of prediction direction.

are received at the receiver, before the B picture to be reconstructed with their aid arrives.
Hence, the picture sequence will be transmitted as IPBBPBBPBBPBBIPBBEPBBPEB...
and so on.

Lastly, before we conclude this section, there are several terms defined which need to
be clarified, as they shall be encountered fairly often during our further discussion. They
are the so-called block, macroblock and slice structures. A block is defined as a square
containing 8 x 8 number of pixels. A macroblock comprises four blocks arranged as shown
in Figure 1.4. Finally, a slice is constituted by a set of macroblocks. Figure 1.4 shows the
different combination of macroblocks, forming slices that cover the whole picture.

An MPEG bitstream is then constituted by these DC DCT values, motion vectors,
variable-length coded symbols and control information, which are required to successfully
decode the bitstream. For more details on MPEG-2 video coding fundamentals, the reader
is referred to the monographs by Mitchell et al. [69] and Haskell et al. [67]. The reader
who is interested to delve deeper into the MPEG-4 standard and its various features can
refer to the literatures [27,28,32,84-99] for further information.

In summary, we have briefly discussed the basic techniques employed in the MPEG-
2 and MPEG-4 video codec for compressing video signals. They are transform coding,
quantisation, motion estimation, motion compensation and variable-length coding. In
the following section, we will discuss the relationship between the video compression

techniques highlighted in this section and the video error resilience issues.

1.3 Video Error Resilience Issues

The output bitstream of the MPEG encoder is packetised and transmitted. During their
journey to the receiver, these packets may get lost or bits in the packet may become

corrupted. In wireless communications the received signal may become corrupted by
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<+—— A slice structure
in a picture

A picture Y b e

16-pixel

8-pixel

-
8-pixel
Block

16-pixel
Macroblock

Figure 1.4: An example of the slice structure possible in a MPEG-2 coded picture. The
dimensions of a macroblock and a block is also indicated.

bursts of errors, which is typical in dispersive Rayleigh fading channels. A Rayleigh
fading channel model [23] is often used in wireless communications, where no line-of-sight
(LOS) path exists between the base station and mobile station [100,101]. Hence, waves
that are transmitted by the base station and received at the mobile station may travel
through different distances and experience different attenuations. The waves received from
different paths will then have different amplitudes and phases, which may result in their
constructive or destructive summation at the receiver antenna. When the summation of
the incoming waves is constructive, we have a strong reception. However, if the summation
is destructive, our received signal will be attenuated. As the mobile station travels, the
signal received may move in and out of a fade. During the fade, the received signal
will be riddled with bit errors, while when out of fade, the signal-strength will be high.
This is the reason for the error bursts experienced in mobile radio transmissions. In
satellite communications, the communication channel is typically less harsh compared
to the mobile channel, as usually a line-of-sight path exists between the satellite and
the receiver. In this case, the bit errors are a result of change in the property of the
atmosphere, which may cause signal dispersion. Usually, the transmitted bitstream has
parity bits attached to it in order to facilitate Forward Error Correction (FEC) and the
resultant bitstream is channel interleaved for the sake of dispersing the bursts of errors.
With the basic knowledge gained from our brief discussions on the video encoding pro-
cess and the typical communication channels, which the encoded video bitstream has to
travel through, the reader’s attention is now directed to the consequences of bit errors on
the video bitstream’s decodability. Earlier we mentioned that the MPEG video bitstream
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comprises motion vectors, variable-length codes, DC DCT wvalues and other control in-
formation. Since the decoding of one video frame is dependent on the correct decoding
of the previous video frame, it can be seen that the corruption of any of this data will
result in the loss of synchronization between the encoder and the decoder. Due to the
motion compensation related dependency between video frames, an error which occurs
in one frame will propagate to future frames. This error can only be removed, when the
next correctly decoded intra-coded frame is received correctly, assuming the absence of
channel-induced impairments of the encoded video data. There are several types of errors
that the video decoder may exhibit. A range of possible decoding errors are listed below:
e In intra-frame coding, the picture frame is coded without any reference to other
frames. Prior to encoding, each picture frame is divided into 8 x 8-pixel blocks and
each block will have its own DC DCT coefficient value. The DC DCT coefficients
refer to the average values of the luminance or chrominance components of the
block-partitioned picture frame. Since the DC DCT coefficients of adjacent blocks
do not vary significantly with respect to their neighbouring DC DCT coefficients,
a differential encoding method is employed. The first block will have its DC DCT
coefficient coded non-differentially, but the subsequent ones will have only their
differences with respect to that of the previous DC DCT coefficient coded. This
is a form of redundancy removal. In the event of corruption to one of the DC
DCT coefhicients, the subsequent DC DCT coefficients will also be corrupted, until
a non-differential value is received.

e Similar problems exist for inter-coded frames as well. In this case, the motion vectors
are also coded differentially, since the adjacent motion vectors exhibit similar values.
This property, again, leads to error propagation in decoded motion vectors.

e The extensive use of variable-length codewords in the video codec in order to achieve
a high compression ratio is the main contributing factor to its low error resilience.
Since the successful decoding of the next variable-length codeword is dependent on
the successful decoding of the current codeword, a one-bit error of the current one is
sufficient to render subsequent codewords undecodable, until a suitable resynchro-
nisation point in the video bitstream is reached.

Since decoding errors may result in poor visual quality, numerous techniques have
been proposed to alleviate this predicament. These techniques can be grouped into three
main approaches:

e crror resilient source coding methods

e combined source and channel coding methods

e concealment methods.

We shall now briefly consider each technique in turn.

In error resilient source coding techniques, the video encoder converts the video
signals into an error resilient representation. However, this is achieved at the expense of
coding efficiency, as we shall see in our ensuing discussions. As we have seen in the context
of MPEG-2, the DC values are encoded differentially with respect to the previous DC

values. This method, however, leads to extensive error propagation, when one of the DC
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values becomes corrupted. Therefore, it is advantageous in error resilience terms to limit
the prediction to smaller image regions. Indirectly, this will also lead to an increase in
the relative frequency of resynchronization locations for the decoder. This approach was
adopted in the MPEG-4 error resilient mode, where the video is encoded into a so-called
packet structure [5,88,102,103]. Each packet is coded such that its decoding is independent
of the other packets. This prevents error propagation, when a packet is received in error.
Furthermore, the motion and texture data are separated by a so-called motion marker.
This motion marker is unique with respect to any possible combination of motion-related
variable-length codes [5,103]. Secondly, the variable-length codes used to encode the
motion vectors are known as reversible variable-length codes (RVLC) [85, 104, 105].

The video encoder may also employ a more resilient motion prediction model. A novel
motion prediction approach was introduced by Budagavi and Gibson [106], where multiple
previous reconstructed frames were used by the encoder for motion prediction. By using
multiple frames for motion prediction, the accuracy of prediction can be increased, when
the search for similar macroblocks in the previous frame is extended to other, slightly older
previous frames, which may give a better motion estimate. Hence, the bitrate required
for transmission may be further reduced. More importantly, by having the capability
to predict from other frames, the probability for a previous reconstructed macroblock
to be selected as the best match was reduced. Therefore, in the event of errors in this
macroblock, the chances of error propagation were reduced. A similar approach is also
adopted in the H.263+ standard [107-109] in a scheme known as Reference Picture Se-
lection (RPS). When employed in conjunction with a feedback scheme, the encoder can
select its prediction frame from a pool of previous video frames. The prediction frame is
only selected from a video frame, which has been successfully decoded by the decoder.
However, if all the video frames in the reconstruction buffer suffer from some form of
decoding errors, then the ability to select the reference picture alone is inadequate in
curtailing error propagation, since the erroneously decoded portion of the frame can still
be used for prediction. In order to circumvent this problem, the reference picture selec-
tion feature can also be combined with another feature known as Independent Segment
Decoding (ISD) [109], where the video encoder and decoder treat the picture segment
boundaries, such as slices or group of blocks, as picture boundaries. Hence, this prevents
the use of corrupted data from outside the boundary for prediction.

The RPS and ISD schemes mentioned above rely on the decoder informing the encoder,
which pictures or segments of the picture are available for prediction. If a feedback channel
from the decoder to the encoder is not available, which is characteristic of a broadcast
scenario, these schemes will not be of use. A possible solution is to let the encoder make
the decision on coding a particular macroblock in intra- or inter-coded mode. The intra-
coded macroblock mode is selected for the current macroblock, if the choice of inter-coded
macroblock coding would be expected to lead to significant error propagation due to the
corruption of the predicted macroblock in the previous picture. Various other researchers
have reported their work in this area [110-115]. In [116], the authors adopted a slightly
different approach. Specifically, they did not rely on intra-coded macroblocks alone, in
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order to curtail error propagation. Instead, several buffers were introduced in order to
capture the n previous decoded pictures. In a feedback scenario, if any part of the picture
is erroneously decoded, the encoder retransmits the packet related to the erroneous portion
of the picture. Since there is an inherent delay in the retransmission process, again, the
authors had introduced several buffers for storing the decoded pictures, while waiting
for the retransmitted packet to arrive. The buffers are necessary, in order to ensure
that no video frames are lost and that they are displayed in their original order. Once
the retransmitted packet arrives, the data is decoded and incorporated into the relevant
picture. All the pictures in the buffer that depend on this updated picture will also be
updated accordingly. This approach is capable of mitigating the error propagation effects,
while observing the associated delay constraints. If a feedback channel is unavailable, FEC
techniques can be used to combat the packet dropping problem in the event of network
congestion or erroneous packets.

An alternative approach is the employment of overlapped block motion compensation
(OBMCQ) [2,60]. In OBMC, the prediction of a pixel is based on a weighted sum of
predictions generated by different motion vectors. This so-called ‘leaky’ predictive scheme
enables the dependency on past pixel values to fade away over time, potentially enhancing
the codec’s error resilience.

We shall also mention the approach proposed by Swann and Kingsbury [117,118],
where a transcoder transcodes the bitstream into a more error resilient structure. At the
receiver, the inverse transcoding takes place and the corresponding output is fed into the
MPEG-2 decoder. In order to achieve bitstream resynchronization, a technique known
as Error Resilient Entropy Coding (EREC) was advocated in [119]. However, we refrain
from elaborating on the EREC technique here, referring the interested reader to the
contributions by Redmill and Kingsbury [120] for an in-depth treatment of the subject.
Several researchers have also utilised EREC to increase the resilience of wavelet video
codec [121,122].

Another form of resilient video coding is based on the employment of scalability
mechanisms. Specifically, bitstream scalability refers to the property of a bitstream,
which allows the decoding of a subset of the entire received bitstream, in order to generate
a complete picture having a resolution or quality that is proportional to the fraction of
the bitstream decoded [67]. There are four scalability modes defined in MPEG-2, namely
the so-called data partitioning, spatial scalability, temporal scalability and Signal-to-Noise
Ratio (SNR) scalability. Specifically, data partitioning scalability refers to breaking up the
original bitstream into separate bitstreams. For example, in a twin-layer data partitioning
process the first partition, which is also often referred to as the base layer, may contain
the more important decoding parameters, such as the motion vectors as well as the DC
DCT coefficients. The second partition, which is also termed as the enhancement layer,
may contain the high-frequency DCT coefficients. For the sake of maintaining spatial
scalability, the base layer may host the image encoded at a lower spatial resolution, while
the enhancement layer may contain the image encoded at a higher spatial resolution.

By contrast, in temporal resolution terms, the enhancement layer may have a higher
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temporal resolution than the base layer. The monograph by Haskell et al. [67] offers an
elaborate discussion on the various scalability modes of MPEG-2. The reader may also
find the contribution by Chiang and Anastassiou [123] informative, which discussed the
various scalability modes of High Definition Television (HDTV). Although the scalability
mechanism was not designed to increase the codec’s error resilience, it also contributes
towards this cause. In ATM networks the information to be transmitted is packetised into
fixed-size packets, known as ATM cells. These cells may have either a high-priority or a
low-priority. During network congestion, the low-priority ATM cells will be dropped first.
The high-priority cells will contain information from the base layer, while the low-priority
cells will contain information from the enhancement layer. In the event of packet loss,
the received bitstream may still be decoded, albeit at a lower quality. Aravind et al. [124]
provided a study of packet loss in the context of ATM networks.

Research into wireless transmission of video images has also seen the adoption of the
above scalability techniques for combating transmission errors. Gharavi et al. [125-127]
have contributed extensively in this area. Although Gharavi’s initial scheme [125,126] was
contrived in the context of ATM networks, the idea had also been extended to wireless
environments [127]. In this contribution subband coding was used for separating the input
image into different frequency subbands, which were the so-called low-low, low-high, high-
low and high-high horizontal-vertical frequency subbands. The low-low frequency subband
was separated and coded as the base layer. The other three subbands were encoded
as the enhancement layer. The base layer and the enhancement layer were encoded
independently of each other. The base layer bitstream, which has a higher priority, is
typically protected by stronger FEC codes than the enhancement layer. As the base layer
information had a stronger FEC, it had a better chance of surviving the burst errors as
compared to the enhancement layer. When the enhancement layer was lost, the picture
quality degraded, but the system remained capable of sustaining the link. The scalability
approach was also invoked by Benzler [128] and Horn et al. [129].

The second major category of error resilience enhancements video schemes is known
as the family of joint source-channel coding techniques. For example, Steinbach et
al. [130] proposed an amalgam of error compensation, FEC and Automatic Repeat Re-
quest (ARQ) techniques. The FEC scheme was used to correct any bit errors at the
decoder, while the ARQ was used to transmit an acknowledgement flag to the encoder,
in order to indicate whether the frame had been received correctly. In case of negative
acknowledgements, the encoder attempted to track the error that had propagated due to
the incorrectly received frame and attempted to compensate for this error during the next
frame. Cherriman and Hanzo [131,132] proposed a different ARQ-assisted programmable
video transceiver. In this work, the ARQ scheme was also used to inform the encoder of
the success or failure of the decoder in reconstructing the frame. The difference compared
to the scheme advocated by Steinbach et al. [130] was that until the acknowledgement flag
was received, the encoder’s reconstructed frame buffer was not updated. When a trans-
mitted video packet was received incorrectly, the encoder was informed of the region of the

frame, where the error had occured. The encoder then updated the corresponding region
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of the reconstructed frame buffer according to the contents of the packet acknowledged,
if and only if this packet was successfully received. Otherwise, the corresponding video
frame segment remained not updated. In case of a corrupted packet, the end-user noticed
a small artifact, lasting for only one video frame duration, which would be corrected dur-
ing the next video frame provided that the corresponding packet was successfully received.
As the application concerned was duplex or interactive videophony over wireless channels,
the acknowledgement flag was superimposed on the reverse-direction transmitted packet
from user A back to the remote transmitter of user B. Hence, the reconstructed frame
buffer update delay imposed was half a Time Division Duplex (TDD) frame duration.

Khansari et al. [133] employed a hybrid automatic repeat request scheme in addition
to invoking a twin-rate scheme. In this case, only one bitstream was transmitted at any
one time. If the channel quality was good, a higher bitrate bitstream was transmitted.
When the channel conditions deteriorated below a certain level, a lower bitrate bitstream
was transmitted. The scheme also made use of FEC, which gave rise to the hybrid nature
of the method. The lower bitrate was achieved through re-quantisation of the finely
quantised DCT coefficients. The authors argued that in order for the local decoder to
always be in synchronization with the remote receiver’s decoder, the motion prediction
process at the local decoder had to be carried out using information exclusively from the
lower bitrate bitstream. If the channel conditions degraded and the system had to revert
back to the transmission of the low bitrate information, the encoder could still operate
without modifications. Since this was essentially an ARQ-based system, the transmitted
video packets were kept in an ARQ buffer, until a positive acknowledgement (ACK) flag
was received from the decoder. If a negative acknowledgement (NACK) flag was received,
the frame was retransmitted, until the maximum tolerable end-to-end delay was exceeded,
in which case the frame was deemed as lost. The channel quality estimate was inferred
from the ARQ buffer’s fullness. Specifically, a threshold value was preset, such that if
the buffer was filled above this threshold, the channel quality was deemed low and the
transmitter resorted to sending lower bitrate frames.

Recent developments in this area included the adoption of the so-called soft decision
decoding method, where the video decoder and the channel decoder operate in unison by
passing not only hard decision bits to each other, but also the reliability of the bits. The
above soft decision decoding can be performed in either a single-pass scenario [134-136]
or in an iterative manner, whereby the channel decoder and source decoder pass decoded
information back to each other, in order to enhance the capability of the partner decoder
to decode the input bitstream [137-140]. Due to the popularity of variable-length coding
schemes in the current video coding standards such as H.263, MPEG-2 and MPEG-
4, various authors have also investigated the employment of reliability information in
assisting the decoding of variable-length codewords [141-148].

The third class of error resilience enhancement techniques is based on error conceal-
ment. The basic idea behind error concealment is the reliance on blocks from neighbour-
ing video frame regions in order to conceal the loss of a block. The MPEG-2 standard

specifies a concealment scheme known as ‘concealment motion vectors for intra-coded
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pictures’ [4,67]). The aim of this technique was to alleviate the visual quality degradation
of the reconstructed frames. In order for the concealment process to be effective, the
‘concealment motion vector’ of a macroblock was encoded together with the macroblock
immediately below this macroblock. Otherwise, if this macroblock was lost, its motion
vector was lost as well and hence it could not be used for concealment. Even though
the visual quality degradation may be somewhat mitigated, there is some residual error
in the reconstruction process. This error can still propagate to other frames. Tsai and
Huang [149] had proposed several concealment schemes, which could prevent the error
propagation by adopting different concealment methods for intra-frame coded pictures,
forward-predicted pictures and bidirectionally-predicted pictures.

Kwok and Sun [150] advocated a spatial concealment algorithm, which took into
account the correlated edge information of the surrounding corrupted image region. This
technique produced a pleasing post-processed image quality.

Hemami and Meng [151] as well as Hong et al. [152] made use of the so-called smooth-
ness constraints in reconstructing lost DCT coefficients, so that blocking artifacts were
avoided in the reconstructed image. In the latter case, the authors took into account the
edge information from neighbouring image regions in order to improve on the interpolation
algorithm used to recover lost DCT coefficients.

In fact, there have been numerous studies in this area, where Kaiser and Fazel [153],
Wang and Zhu [154], Debrunner et al. [155] and Wang et al. [107] have provided excellent
reviews.

Nevertheless, it should be observed that error concealment methods perform best,
when there is local information, which can assist in interpolating the lost pixel values. It
is generally better to employ error concealment in conjunction with the other two error

resilience improvement mechanisms mentioned earlier.

1.4 Video Transmission to Mobile Receivers

Following the above rudimentary introduction to video source compression, protection
and enhancement methods in this section we briefly allude to some of the motivating
factors behind designing systems for video broadcast to mobile receivers. Whilst at the
time of writing the DVB standards [12,13,16] can be considered mature and the corre-
sponding systems have been widely rolled out, it is a desirable objective to enhance their
performance with the advent of recent research results achieved for example in the field
of turbo channel coding [156].

We will show that the achievable broadcast system performance can be substantially
improved with the aid of turbo channel coding [156-158]. The associated power budget
improvement can be exploited in various ways. Firstly, the coverage area of a given broad-
cast station can be increased, rendering the service more cost-efficient. Alternatively, due
to the increased coding gain of turbo codecs more vulnerable, but higher throughput
modulation schemes can be employed. This allows us to increase the achievable bitrate in
the bandwidth available, which in turn supports a higher video bitrate and higher video

quality. Furthermore, in mobile scenarios the system’s power budget has to accommodate
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a high shadow- as well as fast-fading margin [23], which potentially necessitates the em-
ployment of receivers that are more powerful than originally envisaged for stationary DVB
systems. Another important issue in the context of mobile DVB receivers is that while
stationary fixed receivers benefit from the employment of directional antennas, mobile
receivers have to be equipped with lower gain omnidirectional antennas. Omnidirectional
antennas degrade the system’s power budget and hence the extra coding gain provided by
turbo codecs is vital for the system’s operation. Finally, with the proliferation of laptop
personal computers, which inherently possess much of the necessary system components
for supporting various broadcast services, the merger of mobile computing and interac-
tive as well as distributive or broadcast-type wireless multimedia services is imminent.
Against this background this thesis endeavours to innovate in the field of mobile video
broadcast enabling technologies.
The organisation of this thesis is presented next.

1.5 Organisation of Thesis
We present the layout of this thesis below:

e Chapter 2 presents the results of our attempts to characterise the error sensitiv-
ity of the MPEG-2 video bitstream parameters to transmission errors. We have
also provided a performance study of the DVB-Terrestrial (DVB-T) system in com-
parison to a turbo-coded DVB-like scheme in the context of both hierarchical and
non-hierarchical transmissions. Furthermore, we have investigated the employment
of data partitioning techniques in an effort to increase the resilience of the MPEG-2
video codec. However, the results of our experiments indicated that the hierarchical
scheme was outperformed by the non-hierarchical arrangement.

e Chapter 3 presents results of the simulated system performance of the DVB-Satellite
(DVB-S) system in comparison to an enhanced turbo-coded DVB-like scheme.

e In Chapter 4, we investigated the complexity versus performance trade-offs of trans-
mission systems employing Trellis Coded Modulation (TCM), Bit-Interleaved Coded
Modulation (BICM), Iterative Decoded Bit-Interleaved Coded Modulation (BICM-
ID) and Turbo Trellis Coded Modulation (TTCM) schemes in conjunction with the
DVB-T scheme.

e Chapter 5 presents an overview of the MPEG-4 standard. We provide a brief account
of each of the components that constitute the MPEG-4 standard. A more detailed
description of the MPEG-4 visual coding component is then provided. We have
also characterised MPEG-4 error resilience features and their performance within
the context of the MPEG-4 DVB-T transmission arrangement. In this chapter, an
alternative scheme was also presented, where a packetizer was used to encapsulate
the MPEG-4 video bitstream. The philosophy of the scheme is to minimise the loss
of coded video data in the event of a transmission packet loss and also to provide
the MPEG-4 video decoder with a video bitstream, which is syntactically correct.

The novel contributions of this thesis are as follows:
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e The characterisation of the error sensitivity of the MPEG-2 video bitstream param-
eters in the event of transmission errors [157].

e The employment of turbo codes to enhance the performance of the DVB-T and
DVB-S systems [157,158].

e Investigation of the complexity versus performance trade-offs of trellis coded mod-
ulation, bit-interleaved coded modulation, iterative decoded bit-interleaved coded
modulation and turbo trellis coded modulation based systems in the context of a
DVB-T system [159].

e The introduction of a packetisation algorithm for the MPEG-4 video bitstream
together with a so-called intra-coded macroblock update scheme, in order to increase

the error resilience of the MPEG-4 video codec.

1.6 Summary

We have provided a brief account of the motivation behind the development of the MPEG-
2 and MPEG-4 video coding standards in this introductory chapter. We have also pre-
sented an overview of block-based video compression techniques and their associated
problems as well as their mitigation in the context of wireless video communications.
There are other types of compression schemes, which have not been discussed here, no-
tably vector quantisation techniques [42, 160-162], wavelet compression [163-167] and
quad-tree based video compression schemes [42,79,168,169]. Chapter 2 will present the
results of our attempts to enhance the Pan-European DVB system for mobile transmission

environments.



Chapter 2

OFDM-based Turbo-coded
Hierarchical and Non-hierarchical
Terrestrial Digital Video

Broadcasting

2.1 Background and Motivation
Following the standardization of the Pan-European Digital Video Broadcasting (DVB)

systems, we have begun to witness the arrival of digital television services to the home.
However, for a high proportion of business and leisure travellers it is desirable to have
access to DVB services while on the move. Although it is feasible to access these services
with the aid of dedicated DVB receivers, these receivers may also find their way into
the laptop computers of the near future. These intelligent laptops may also become the
portable DVB receivers of wireless-in-home networks.

In recent years three DVB standards have emerged in Europe for terrestrial [13], cable-
based [16] and satellite-oriented [12] delivery of DVB signals. The more hostile propaga-
tion environment of the terrestrial system requires concatenated Reed-Solomon [23,170]
(RS) and Rate Compatible Punctured Convolutional Coding [23,170] (RCPCC) combined
with Orthogonal Frequency Division Multiplexing (OFDM) based modulation [100]. By
contrast, the more benign cable- and satellite-based media facilitate the employment of
multi-level modems using upto 256-level Quadrature Amplitude Modulation (QAM) [100].
These schemes are capable of delivering high-definition video at bitrates of up to 20
Mbits/s in stationary broadcast-mode distributive wireless scenarios.

Recently, there has been a range of DVB system performance studies in the litera-
ture [171-174]. Against this background, in this contribution we have proposed turbo-
coding based improvements to the terrestrial DVB system [13] and investigated its per-
formance under hostile mobile channel conditions. We have also studied various video
bitstream partitioning and channel coding schemes both in the so-called hierarchical and
non-hierarchical transceiver modes to be discussed during our further discourse and com-

pared their performance.
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The rest of the chapter is divided into the following sections. In Section 2.2 the bit error
sensitivity of the MPEG-2 coding parameters [67] is characterised. A brief overview of the
enhanced turbo-coded and standard DVB terrestrial scheme is presented in Section 2.3,
while the channel model is described in Section 2.4. Following this, in Section 2.5 the
reader is introduced to the MPEG-2 data partitioning scheme [4] used to split the input
MPEG-2 video bitstream into two error protection classes, which can then be protected
either equally or unequally. These two video bit protection classes can then be broadcasted
to the receivers using the so-called DVB terrestrial hierarchical transmission format [13].
The performance of the data partitioning scheme was investigated by corrupting either
the high or low sensitivity video bits using randomly distributed errors for a range of
system configurations in Section 2.6 and their effects on the overall reconstructed video
quality were evaluated. Following this, the performance of the improved DVB terrestrial
system employing the so-called non-hierarchical and hierarchical format [13] is examined
in a mobile environment in Sections 2.7 and 2.8, before our conclusions and future work
areas are presented in Section 2.9. We note furthermore that readers mainly interested
in the overall system performance may opt for directly proceeding to Section 2.3. Let
us commence our discourse in the next section by describing an objective method of

quantifying the sensitivity of the MPEG-2 video parameters.

2.2 MPEG-2 Bit Error Sensitivity

At this stage we have to note again that a number of different techniques can be used
in order to quantify the bit error sensitivity of the MPEG-2 bits. The outcome of these
investigations will depend to a degree on the video material used, the output bitrate of
the video codec, the objective video quality measures used and the averaging algorithm
employed. Perceptually motivated, subjective quality based sensitivity testing becomes
simply infeasible due to the large number of associated test scenarios. Hence in this
section a simplified objective video quality measure based bit-sensitivity evaluation pro-
cedure is proposed, which attempts to take into account all the major factors influencing
the sensitivity of MPEG-2 bits. Specifically, the proposed procedure takes into account the
position and the relative frequency of the MPEG-2 parameters in the bitstream, the num-
ber of the associated coding bits for each MPEG-2 parameter, the video bitrate and the
effect of loss of synchronisation or error propagation due to corrupted bits. Nonetheless,
we note that a range of similar bit sensitivity estimation techniques exhibiting different
strengths and weaknesses can be devised and no doubt future research will produce a
variety of similarly motivated techniques.

In this section we assume familiarity with the MPEG-2 standard [4,67]. The aim
of our MPEG-2 error resilience study was to quantify the average PSNR degradation
inflicted by each erroneously decoded video codec parameter in the bitstream, so that
appropriate protection can be assigned to each parameter. First, we will define three
measures, namely the Peak Signal-to-Noise Ratio (PSNR), the PSNR degradation and

the average PSNR degradation, which are to be used in our subsequent discussions. The
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PSNR is defined as follows:
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PSNR = 10logq,

where A is the difference between the uncoded pixel value and the reconstructed pixel
value, while the variables M and N refer to the dimension of the image. The maximum
possible 8-bit pixel luminance value of 255 was used in Equation 2.1 in order to mitigate
the PSNR’s dependence on the video material used. The PSNR degradation is the differ-
ence between the PSNR of the decoder’s reconstructed image in the event of erroneous
decoding and successful decoding. The average PSNR degradation is then the mean of the
PSNR degradation values computed for all the image frames of the video test sequence.

Most MPEG-2 parameters are encoded by several bits and they may occur in differ-
ent positions in the video sequence. In these different positions they typically affect the
video quality differently, since corrupting a specific parameter of a frame close to the com-
mencement of a new picture start code inflicts a lesser degradation, than corrupting an
equivalent parameter further from the resynchronisation point. Hence the sensitivity of
the MPEG-2 parameters is position-dependent. Furthermore, different encoded bits of the
same specific MPEG-2 parameter may exhibit different sensitivity to channel errors. Fig-
ure 2.1 shows such an example for the parameter known as intra_dc_precision [67], which
is coded under the so-called Picture Coding Extension [4]. In this example, the PSNR
degradation profiles due to bit errors being inflicted on the parameter intra_dc_precision
of Frame 28 showed that the degradation is dependent on the significance of the bit con-
sidered. Specifically, errors in the most significant bit (MSB) caused an approximately 3
dB higher PSNR degradation, than the least significant bit (LSB) errors. Furthermore,
the PSNR degradation due to a MSB error of the intra_dc_precision parameter in Frame
73 is similar to the PSNR degradation profile for the MSB of the intra.dc_precision pa-
rameter of Frame 28. Due to the variation of the PSNR degradation profile for the bits
of different significance of a particular parameter, as well as for the same parameter at
its different occurrences in the bitstream, it is necessary to determine the average PSNR
degradation for each parameter in the MPEG-2 bitstream.

Our approach in obtaining the average PSNR degradation was similar to that sug-
gested in References [175] and [176]. Specifically, the average measure used here takes into
account the significance of the bits corresponding to the MPEG-2 parameter concerned,
as well as the occurrence of the same parameter at different locations in the encoded video
bitstream. In order to find the average PSNR degradation for each MPEG-2 bitstream
parameter, the different bits encoding a specific parameter, as well as the bits of the same
parameter but occuring at different locations in the MPEG-2 bitstream were corrupted
and the associated PSNR degradation profile versus frame index was registered. The ob-
served PSNR degradation profile generated for different locations of a specific parameter
was then used to compute the average PSNR degradation. As an example, we shall use
the PSNR degradation profile shown in Figure 2.1. In this figure there are three degra-
dation profiles. The average PSNR degradation for each profile is first computed in order
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Figure 2.1: PSNR degradation profile for the different bits used to encode the so-called in-
tra_dc_precision parameter [67] in different corrupted video frames for the “Miss America”
QCIF video sequence encoded at 30 frame/s and 1.15 Mbit/s.

to produce three average PSNR degradation values corresponding to the three respective
profiles. The mean of these three PSNR averages will then form the final average PSNR
degradation for the intra_dc_precision parameter. The same process is repeated for all
MPEG-2 parameters from the Picture Layer up to the Block Layer. The difference with
respect to the approach adopted in [175,176] was that while in [175, 176] the average
PSNR degradation was acquired for each bit of the output bitstream, we have adopted
a simpler approach in this contribution due to the large number of different parameters
within the MPEG-2 bitstream. Figure 2.2 shows the typical average PSNR degradations
of the various MPEG-2 parameters of the Picture Header Information, Picture Coding
Extension, Slice Layer, Macroblock Layer and Block Layer [4], which were obtained using
the 176 x 144 Quarter Common Intermediate Format (QCIF) “Miss America” (MA) video
sequence at 30 frames/s and a high average bitrate of 1.15 Mbits/s.

However, the different MPEG-2 parameters or codewords occur with different prob-
abilities and they are allocated different numbers of bits. Therefore, the average PSNR
degradation registered in Figure 2.2 for each MPEG-2 parameter was multiplied with
the long-term probability of this MPEG-2 parameter occuring in the MPEG-2 bitstream
and with the relative probability of bits being allocated to that MPEG-2 parameter.
Figure 2.3 and Figure 2.4 show the probability of occcurence of the various MPEG-2
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(c) Slice, Macroblock and Block Layers

Figure 2.2: Average PSNR degradation for the various MPEG-2 parameters in (a) Picture
Header Information (b) Picture Coding Extension and (c) Slice, Macroblock and Block
Layers for the “Miss America” QCIF video sequence encoded at 30 frame/s and 1.15
Mbit/s.

parameters characterised in Figure 2.2 and the probability of bits allocated to the pa-
rameters in the Picture Header Information, Picture Coding Extension, as well as in the
Slice, Macroblock and Block Layers [4], respectively, for the QCIF MA video sequence
encoded at 1.15 Mbit/s.

We shall concentrate first on Figure 2.3(a). It is observed that all parameters —
except for the full_pel forward_vector, forward_f_code, full_pel backward_vector and back-
ward_f_code — have the same probability of occurrence, since they appear once for every
coded video frame. The parameters full_pel forward_vector and forward_f_code have a
higher probability of occurrence than full_pel_backward_vector and backward_f_code, since
the former two appear in both P-frames and B-frames, while the latter two only occur
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in B-frames. For our experiments, the MPEG-2 encoder was configured such that for
every encoded P-frame, there were two encoded B-frames. However, when compared
with the parameters from the Slice Layer, Macroblock Layer and Block Layer, which are
characterised by the bar chart of Figure 2.3(b), the parameters of the Picture Header
Information and Picture Coding Extension appeared significantly less frequently.

If we compare the frequency of occurrence of the parameters in the Slice Layer with
those in the Macroblock and Block Layers, the former appeared less often, since there
were 11 macroblocks and 44 blocks per video frame slice for the QCIF Miss America video
sequence considered in our experiments. The AC Discrete Cosine Transform (DCT) [62]
coefficient parameter had the highest probability of occurrence, exceeding eighty percent.

Figure 2.4 shows the probability of bits being allocated to the various MPEG-2 pa-
rameters in the Picture Header Information, Picture Coding Extension, Slice, Macroblock
and Block Layers [4]. Figure 2.5 was included to more explicitly illustrate the probability
of bit allocation seen in Figure 2.4(b), with the probability of allocation of bits to the
AC DCQCT coefficients being omitted from the bar-chart. Considering Figure 2.4(a), the
two dominant parameters, with the highest number of encoding bits requirement, are
the Picture Start Code (PSC) and the Picture Coding Extension Start Code (PCESC).
However, comparing these probabilities with the probability of bits being allocated to
the various parameters in the Slice, Macroblock and Block Layers, the percentage of bits
allocated can still be considered minimal due to their infrequent occurrence. In the Block
Layer, the AC DCT coefficients require in excess of 85 percent of the bits available for
the whole video sequence. However, at bitrates lower than 1.15 Mbit/s the proportion
of AC-coefficient encoding bits was significantly reduced, as illustrated by Figure 2.6.
Specifically, at 30 frames/s and 1.15 Mbit/s, the average number of bits per video frame
is about 38 000 and a given proportion of these bits is allocated to the MPEG-2 control
header information, motion information and to the DCT coefficients. Upon reducing the
total bitrate budget — since the number of control header bits is more or less independent
of the target bitrate — the proportion of bits allocated to the DCT coefficients is substan-
tially reduced. This is explicitly demonstrated in Figure 2.6 for bitrates of 1.15 Mbit/s
and 240 kbit/s for the “Miss America” QCIF video sequence.

The next process, as discussed earlier, was to normalise the measured average PSNR
degradation according to the probability of occurrence of the respective MPEG-2 param-
eters in the bitstream and the probability of bits being allocated to this parameter. The
normalised average PSNR degradation caused by corrupting the parameters of the Pic-
ture Header Information and Picture Coding Extension [4] is portrayed in Figure 2.7(a).
Similarly, the normalised average PSNR degradation for the parameters of the Slice,
Macroblock and Block Layers is shown in Figure 2.7(b). In order to visually enhance
Figure 2.7(b), the normalised average PSNR, degradation for the AC DCT coefficients
was omitted in the bar-chart shown in Figure 2.8.

The highest PSNR degradation was inflicted by the AC DCT coefficients, since these
parameters occur most frequently and hence are allocated the highest number of bits.
When a bit error occurs in the bitstream, the AC DCT coefficients have a high probability
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ed to parameters in (a) Picture Header In-
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“Miss America” QCIF video sequence encoded at 30 frame/s and 1.15 Mbit/s.

Figure 2.4: Probability of bits being allocat
formation and Picture Coding Extension (
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Figure 2.5: Probability of bits being allocated to the various MPEG-2 Slice, Macroblock
and Block Layer parameters, as seen in Figure 2.4(b), where the probability of bits al-
located to the AC DCT coefficients was omitted, in order to show the allocation of bits
to the other parameters more clearly. This probability of bits allocation to the various
MPEG-2 parameters is associated with the “Miss America” QCIF video sequence encoded
at 30 frame/s and 1.15 Mbit/s.

of being corrupted. The other parameters, such as the DC_DCT size and DC_DCT_dif-
ferential, though exhibiting high average PSNR degradations when corrupted, registered
low normalised average PSNR degradations since their occurence in the bitstream is
confined to the infrequent intra-coded frames.

The end-of-block MPEG-2 parameter exhibited the second highest normalised average
PSNR degradation in this study. Although the average number of bits used for the end-of-
block is only approximately 2.17 bits, the probability of occurrence and the probability of
bits being allocated to it is higher than those of other parameters, with the exception of the
AC DCT coefficients. Furthermore, in general, the parameters of the Slice, Macroblock
and Block Layers exhibit higher average normalised PSNR degradations due to their more
frequent occurrence in the bitstream compared to the parameters, which belong to the
Picture Header Information and to the Picture Coding Extension. This also implies that
the percentage of bits allocated to these parameters is higher.

Comparing the normalised average PSNR degradations of the parameters in the Pic-
ture Header Information and Picture Coding Extension, the PSC exhibits the highest

normalised average PSNR degradation. Although most of the parameters here occur
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Figure 2.7: Normalised average PSNR degradation for the various parameters in (a)

Picture Header Information and Picture Coding Extension (b) Slice, Macroblock and
Block Layers, normalised to the probability of occurrence of the respective parameters in

the bitstream and the probability of bits being allocated to the parameter for the “Miss

America” QCIF video sequence encoded at 30 frame/s and 1.15 Mbit/s.
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Figure 2.8: This bar chart is the same as Figure 2.7(b), although the normalised average
PSNR degradation for the AC DCT coeflicients was omitted in order to show the average
PSNR degradation of the other parameters. This bar chart is presented for the “Miss
America” QCIF video sequence encoded at 30 frame/s and 1.15 Mbit/s case.

with equal probability as seen in Figure 2.3(a), the picture start code requires a higher
portion of the bits compared to the other parameters, with the exception of the extension
start code. Despite having the same probability of occurrence and the same allocation
of bits, the extension start code exhibits a lower normalised PSNR degradation than
the picture start code, since its average un-normalised degradation is lower, as shown in
Figure 2.2.

From Figures 2.7 and 2.8, we observe that the video PSNR degradation was dominated
by the erroneous decoding of the AC DCT coefficients, which appeared in the MPEG-2
video bitstream in the form of variable-length codewords. This suggests invoking unequal
error protection techniques for protecting the MPEG-2 parameters during transmission.
In a low complexity implementation, two protection classes may be envisaged. The higher
priority class would contain all the important header information and some of the more
important low-frequency variable-length coded DCT coefficients. The lower priority class
would then contain the remaining less important, higher frequency variable-length coded
DCT coefficients. This partitioning process will be detailed in Section 2.5 together with its
associated performance in the context of the hierarchical DVB [13] transmission scheme

in Section 2.8. Let us, however, first consider the architecture of the investigated DVB

system in the next section.
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Figure 2.9: Schematic of the DVB terrestrial transmitter functions.

2.3 DVB Terrestrial Scheme
The block diagram of the DVB terrestrial (DVB-T) transmitter [13] is shown in Figure 2.9,

which consists of an MPEG-2 video encoder, channel coding modules and an Orthogonal
Frequency Division Multiplex (OFDM) modem [100, 177]. The bitstream generated by
the MPEG-2 encoder is packetised into frames of 188-byte long. The video data in each
packet is then randomized by the scrambler of Figure 2.9. The specific details concerning
the scrambler have not been included in this paper, since these may be obtained from the
DVB-T standard [13].

Due to the poor error resilience of the MPEG-2 video codec, powerful concatenated
channel coding is employed. The concatenated channel codec of Figure 2.9 comprises
a shortened Reed-Solomon (RS) outer code and an inner convolutional encoder. The
188-byte MPEG-2 video packet is extended by the Reed-Solomon encoder [23,170] with
parity information to facilitate error recovery in order to form a 204-byte packet. The
Reed-Solomon decoder can then correct up to eight erroneous bytes for each 204-byte
packet. Following this, the RS-coded packet is interleaved by a convolutional interleaver
and further protected by a half-rate inner convolutional encoder using a constraint length
of 7 [23,170].

Furthermore, the overall code rate of the concatenated coding scheme can be adapted
by variable puncturing which supports code rates of 1/2 (no puncturing) as well as 2/3,

3/4, 5/6 and 7/8. The parameters of the convolutional encoder are summarised in Table

2.1.

Convolutional Coder Parameters
Code Rate 1/2
Constraint Length
o)

k
Generator Polynomials (octal format) | 171, 133

=N~ T

Table 2.1: Parameters of the CC(n,k, K) convolutional inner encoder of the DVB-T
modem.

If only one of the two branches of the transmitter in Figure 2.9 is utilised, the DVB-T
modem is said to be operating in its non-hierarchical mode. In this mode, the modem
can have a choice of QPSK, 16-QAM or 64-QAM modulation constellations [100].
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A second video bitstream can also be multiplexed with the first one by the inner
interleaver, when the DVB modem is in its so-called hierarchical mode [13]. The choice
of modulation constellations in this mode is between 16-QAM and 64-QAM. We shall
be employing this transmission mode, when the so-called data partitioning scheme, of
Section 2.5, is used to split the incoming MPEG-2 video bitstream into two video bit-
protection classes with one class having a higher grade of protection or priority than the
other one. The higher priority video bits will be mapped to the MSBs of the modulation
constellation points and the lower priority video bits to the LLSBs of the QAM-constellation
[100]. For 16-QAM and 64-QAM, the two MSBs of each 4- or 6-bit QAM symbol will
contain the more important video data. The lower priority video bits will then be mapped
to the lower significance 2 bits and 4 bits of 16-QAM and 64-QAM, respectively [100].

These QPSK, 16-QAM or 64-QAM symbols are then distributed over the OFDM
carriers [100]. The parameters of the OFDM system are presented in Table 2.2.

OFDM Parameters

Total number of subcarriers 2048 (2K mode)
Number of effective subcarriers 1705
OFDM symbol duration T 224 us
Guard Interval Ts/4 = 56us
Total symbol duration 280 us
(inc. Guard Interval)

Consecutive subcarrier spacing 1/7 4464 Hz
DVB channel spacing 7.61 MHz
QPSK and QAM symbol period 7/64 us

Table 2.2: Parameters of the OFDM module used in the DVB-T modem [13].

Beside implementing the standard DVB-T system as a benchmark, we have improved
the system by replacing the convolutional coder by a turbo codec [156,178]. The turbo
codec’s parameters used in our investigations are displayed in Table 2.3. The block
diagram of the turbo encoder is shown in Figure 2.10. The turbo encoder is constructed of
two component encoders. Each component encoder is a half-rate convolutional encoder,
whose parameters are listed in Table 2.3. The two component encoders are used to
encode the same input bits, although the input bits of the second component encoder are
interleaved before encoding. The output bits of the two component codes are punctured
and multiplexed, in order to form a single output bitstream. The component encoder used
here is known as a half-rate Recursive Systematic Convolutional (RSC) encoder [179]. It
generates one parity bit and one systematic output bit for every input bit. In order to
provide an overall coding rate of R = 1/2, half the output bits from the two encoders
must be punctured. The puncturing arrangement used in our work is to transmit all the
systematic bits from the first encoder and every other parity bit from both encoders [180].
We note here that one iteration of the turbo decoder involves two so-called Logarithmic
Maximum A-Posteriori (LogMAP) [181] decoding operations, which we repeated for the
8 iterations. Hence, the total turbo decoding complexity is about 16 times higher than a
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constraint length K = 3 constituent convolutional decoding. Therefore the turbo decoder

exhibits a similar complexity to the K = 7 convolutional decoder.

Input bits Convolutional
Encoder
Turbo Output Bits
Interleaver Puncturer —
-\
Convolutional
Encoder

Figure 2.10: Block diagram of turbo encoder.

Turbo Coder Parameters

Turbo Code Rate 1/2

Input Block Length 17952 bits

Interleaver Type Random

Number of Turbo Decoder Iterations 8

Turbo Encoder Component Code Parameters

Component Code Encoder Type Recursive

Systematic
Convolutional
(RSC)

Component Code Decoder Type Log-MAP [181]

Constraint Length 3

0 2

k 1

Generator Polynomials (octal format) 7,5

Table 2.3: Parameters of the inner turbo encoder used to replace the DVB-S system’s
K =T convolutional encoder of Table 2.1 (RSC: recursive systematic code).

In this section, we have given an overview of the standard and enhanced DVB-T
system, which we have used in our experiments. Readers interested in further details
of the DVB-T system are referred to the DVB-T standard [13]. The performance of
the standard DVB-T system and the turbo coded system is characterised in Section 2.7
and 2.8 for non-hierarchical and hierarchical transmissions, respectively. Let us now

briefly consider the multipath channel model used in our investigations.

2.4 Channel Model

The channel model employed in this study was the twelve-path COST 207 [182] Hilly
Terrain (HT) type impulse response, with a maximal relative path delay of 19.9 ps. This

strongly dispersive channel was selected in order to provide a scenario, which can be
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Figure 2.11: COST 207 Hilly Terrain (HT) type impulse response.

viewed as the worst-case propagation scenario, again, associated with propagation excess
delays up to 19.9 us. However, if the number of OFDM subcarriers is sufficiently high,
the individual OFDM subchannels can be viewed as a multiplicity of parallel narrowband
channels.

In the system characterised here, we have used a carrier frequency of 500MHz and a
sampling rate of 7/64us. Each of the channel paths was faded independently, obeying a
Rayleigh fading distribution, according to a normalised Doppler frequency of 107% [23].
This corresponds to a worst-case vehicular velocity of about 200 km/h. The unfaded
impulse response is depicted in Figure 2.11. For the sake of completeness we note that
the standard COST 207 channel model was defined in order to facilitate the comparison
of different GSM implementations [23] under identical conditions. The associated bitrate
was 271 kbit/s, while in our investigations the bitrate of DVB-quality transmissions can be
as high as 20 Mbit /s, where there is a higher number of resolvable multipath components
within the dispersion-range considered. However, the performance of various wireless
tranceivers is well understood by the research community over this standard COST 207
channel and hence its employment is beneficial in benchmarking terms. Furthermore,
since the OFDM modem has 2048 subcarriers, the subcarrier signalling rate is effectively
2000-times lower than our maximum DVB-rate of 20 Mbit/s, corresponding to 10 kbit/s.
At this subchannel rate, the individual subchannels can be considered nearly frequency-
flat. In summary, in conjunction with the 200 km/h vehicular speed used the investigated

channel conditions constitute a pessimistic scenario.
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Figure 2.12: Block diagram of the data partitioner and rate controller.

In order to facilitate unequal error protection, the data partitioning procedure of the

MPEG-2 video bitstream is considered next.

2.5 Data Partitioning Scheme

Efficient bitstream partitioning schemes for H.263-coded video were proposed for exam-
ple by Gharavi and Alamouti [183], which were evaluated in the context of the third-
generation mobile radio standard proposal known as IMT2000 [23]. As portrayed in
Figures 2.7 and 2.8, the corrupted variable-length coded DCT coefficients inflict a high
video PSNR degradation. Assuming that all MPEG-2 header information is received
correctly, the fidelity of the reconstructed images at the receiver is dependent on the
number of correctly decoded DCT coefficients. However, the subjective effects of the loss
of higher spatial frequency DCT coefficients are less dramatic compared to that of the
lower spatial frequency DCT coefficients. The splitting of the MPEG-2 video bitstream
into two different integrity bitstreams is referred to as data partitioning [4]. Recall from
Section 2.3 that the hierarchical 16- and 64-QAM DVB-T transmission scheme enables us
to multiplex two unequally protected MPEG-2 video bitstreams for transmission. This
section describes the details of the MPEG-2 data partitioning scheme [4].

Figure 2.12 shows the block diagram of the data partitioning scheme, which splits
an MPEG-2 video bitstream into two resultant bitstreams. The position at which the
MPEG-2 bitstream is split is based on a variable referred to as the Priority Breakpoint
(PBP) [4]. The PBP can be adjusted at the beginning of the encoding of every MPEG-2
image slice, based on the buffer “occupancy” or “fullness” of the two output buffers. For
example, if the high-priority buffer is 80 % full and the low-priority buffer is only 40
% full, the rate control module would have to adjust the PBP such that more data is
directed to the low-priority partition. This measure is taken to avoid high-priority buffer
overflow and low-priority buffer underflow events. The valid values for the MPEG-2 PBP

are summarised in Table 2.4 [4].
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LPBP } Syntax elements in high-priority partition 1
0 Low-priority partition always has its PBP set to 0.
1 Sequence, GOP, Picture and Slice layer information upto extra bit slice.
2 Same as above and upto macroblock address increment.
3 Same as above plus including macroblock syntax elements, but excluding

coded block pattern.
4 ...63 | Reserved for future use.

64 Same as above plus including DC DCT coefficient and the first runlength
coded DCT coefficient.

65 Same as above and up to the second runlength coded DCT coefficient.

64 + z | Same as above and up to z runlength coded DCT coefficient.

127 Same as above and up to 64 runlength coded DCT coefficient.

Table 2.4: Priority breakpoint values and the associated MPEG-2 parameters that will be
directed to the high-priority partition [4]. A higher PBP directs more parameters to the
high-priority partition. By contrast, for the low-priority partition a higher PBP implies
obtaining less data.

There are two main stages in updating the PBP. The first stage involves the rate
control module of Figure 2.12 in order to decide on the preferred new PBP value for each
partition based on its individual buffer occupancy and on the current value of the PBP.
The second stage then combines the two desired PBPs based on the buffer occupancy of
both buffers in order to produce a new PBP.

The updating of the PBP in the first stage of the rate control module is based on a
heuristic approach, similar to that suggested by Aravind et al. [124]. The update proce-
dure is detailed in Algorithm 1, which is discussed below and augmented by a numerical
example at the end of this section.

The variable ‘sign’ is used in Algorithm 1, in order to indicate how the PBP has
to be adjusted in the high- and low-priority MPEG-2 partitions, so as to arrive at the
required target buffer occupancy. More explicitly, the variable ‘sign’ in Algorithm 1 is
necessary, because the MPEG-2 PBP values [4] shown in Table 2.4 indicate the amount
of information which should be directed to the high-priority partition. Therefore, if the
low-priority partition requires more data, then the new PBP must be lower than the
current PBP. By contrast, for the high-priority partition a higher PBP implies obtaining
more data.

Once the desired PBPs for both partitions have been acquired with the aid of Algo-
rithm 1, Algorithm 2 is invoked to compute the final PBP for the current MPEG-2 image
slice. The inner working of these algorithms will be augmented by a numerical example
at the end of this section. There are two main cases to consider in Algorithm 2. The first
one occurs, when both partitions have a buffer occupancy of less than 50%. By using the
reciprocal of the buffer occupancy in Algorithm 2 as a weighting factor during the com-
putation of the PBP adjustment value “delta”, the algorithm will favour the new PBP
decision of the less occupied buffer in order to fill the buffer with more data in the current
image slice. This is simply because the buffer is closer to underflow and hence increasing

the PBP according to its instructions will assist in preventing the particular buffer from
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Algorithm 1 Computes the desired PBP update for the high- and low-priority partitions which is
then passed to Algorithm 2, in order to determine the PBP to be set for the current image slice.

Step 1: Initialize parameters
if High Priority Partition then

sign = 41
else
sign 1= —1
end if
Step 2:

if buffer occupancy > 80% then
diff := 64 — PBP
end if

if buffer occupancy > 70% and buffer occupancy < 80% then
if PBP > 100 then

diff := —9

end if

if PBP > 80 and PBP < 100 then
diff ;= -5

end if

if PBP > 64 and PBP < 80 then
diff := -2

end if

end if

if buffer occupancy > 50% and buffer occupancy < 70% then
diff := +1
end if

if buffer occupancy < 50% then
if PBP > 80 then

diff := 1
end if
if PBP > 70 and PBP < 80 then
diff := +2
end if
if PBP > 2 and PBP <« 70 then
diff := +3
end if
end if
Step 3:

diff := sign x diff
Return diff
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Algorithm 2 Computes the new PBP for the current image slice based on the current buffer
occupancy of both partitions

Step 1:
lf OccupanCyHiQhPriority < 50% and Occupa’nCyLowPriority < 50%
or Oceupancy g o priority = 90% and Occupancy o, priority < 90%
or Occupancy g o priority < 50% and Occupancy oy priority = 90%
or Occupancy g;on priority < 25% and  50% < Occupancy g, priority < 10%
or 50% < Occupancy g npriority < 70% and Occupancyy gy, priority < 2%
then
-1 . —1 3 .
delta = OccupanCyHighPriority X dlfinQhPT‘iOTity + OccupanCYL()priOMty X dlﬁLowPrzorzty
= =1 =1
Oceupancy g n priority + OCCUPANCY T 00y priority
else
delta L OccupanCYHighPriority X diﬂHighPriority + Occupa’nCyLowPriority X diﬁLowPriority
Oceupancy g, p priority + OCCUPANCY [ o0y Priority
end if
Step 2:

New_PBP := Previous PBP + [delta] where [] means rounding up to the nearest integer
Return New_PBP

underflowing. On the other hand, when both buffers experience a buffer occupancy of
more than 50%, the buffer occupancy itself is used as a weighting factor instead. Now,
the algorithm will instruct the buffer having a higher occupancy to have its desired PBP
adjusted such that less data is inserted into it in the current MPEG-2 image slice. Hence,
buffer overflow problems are alleviated with the aid of Algorithm 1 and Algorithm 2.

The new PBP value is then compared to its legitimate range tabulated in Table 2.4.
Furthermore, we restricted the minimum PBP value such that I-, P- and B-pictures have
minimum PBP values of 64, 3 and 2, respectively. Since B-pictures are not used for future
predictions, it was decided that their data need not be protected as strongly as that of the
I- and P-pictures. As for P-pictures, Ghanbari and Seferidis [184] showed that correctly
decoded motion vectors alone can still provide a subjectively pleasing reconstruction of
the image, even if the DCT coefficients were discarded. Hence, the minimum MPEG-2
bitstream splitting point or PBP for P-pictures has been set to be just before the coded
block pattern parameter, which would then ensure that the motion vectors would be
mapped to the high-priority partition. Upon receiving corrupted DCT coefficients they
would be set to zero, which corresponds to setting the motion-compensated error residual
of the macroblock concerned to zero. For I-pictures the fidelity of the reconstructed
image is dependent on the number of DCT coefficients that can be decoded successfully.
Therefore, the minimum MPEG-2 bitstream splitting point or PBP was set to include at
least the first runlength coded DCT coefficient.

Below we demonstrate the operation of Algorithm 1 and Algorithm 2 with the aid of
a simple numerical example. We shall assume that the PBP prior to the update is 75
and the buffer occupancy for the high- and low-priority partition buffers is 40% and 10%,
respectively. Considering the high-priority partition, according to the buffer occupancy
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Figure 2.13: Video partitioning scheme for the DVB-T system operating in hierarchical
mode.

of 40% Algorithm 1 will set the desired PBP update difference denoted by “diff” for the
PBP to +2 and this desired update is referred to as diffg;gnpriority in Algorithm 2. For
the low-priority partition, according to the buffer occupancy of 10% Algorithm 1 will set
the desired update for the PBP to —2, since the sign of diff is changed by Algorithm 1.
The desired PBP update for the low-priority partition is referred to as diffzoupriority in
Algorithm 2. Since both partition buffers’ occupancy is less than 50%, Algorithm 2 will
use the reciprocal of the buffer occupancy as the weighting factor, which will then favour
the desired update of the low-priority partition due to its 10 % occupancy. The final
update value — which is denoted by delta in Algorithm 2 — is equal to -2 (after being
rounded up). Hence, according to Step 2 of Algorithm 2 the new PBP is 73. This means
that for the current MPEG-2 image slice more data will be directed into the low-priority
partition, in order to prevent buffer underflow since PBP was reduced from 75 to 73
according to Table 2.4.

Apart from adjusting the PBP values from one MPEG-2 image slice to another to avoid
buffer underflow or overflow, the output bitrate of each partition buffer must be adjusted
such that the input bitrate of the inner interleaver and modulator in Figure 2.9 is properly
matched between the two partitions. Specifically, in the 16-QAM mode the two modem
subchannels have an identical throughput of 2 bits per 4-bit symbol. By contrast, in
the 64-QAM mode there are three 2-bit subchannels per 6-bit 64-QAM symbol, although
the standard [13] recommends using a higher-priority 2-bit and a lower-priority 4-bit
subchannels. Hence, it is imperative to take into account the redundancy added by
Forward Error Correction (FEC), especially when the two partition’s FECs operate at
different code rates. Figure 2.13 shows a block diagram of the DVB-T system operating in
the hierarchical mode and receiving its input from the video partitioner. The FEC module
represents the concatenated coding system, consisting of a Reed-Solomon codec [23] and
a convolutional codec [23]. The modulator can invoke both 16-QAM and 64-QAM [100].
We shall now use an example to illustrate the choice of the various partitioning ratios
summarised in Table 2.5.

We shall assume that 64-QAM is selected and the high- and low-priority video parti-

tions employ rate 1/2 and 3/4 convolutional codes, respectively. This scenario is portrayed
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Modulation Conv. Conv. Partition Bit Rate Ratio
Code Rate Code Rate (High Priority : Low Priority)
(High Priority) | (Low Priority) (B1: B2)
16-QAM 1/2 1/2 1: 1
1/2 2/3 3:4
1/2 3/4 2:3
1/2 5/6 3:5
1/2 7/8 4:7
2/3 1/2 4:3
64-QAM 1/2 1/2 1:2
1/2 2/3 3:8
1/2 3/4 1:3
1/2 5/6 3: 10
1/2 7/8 2:7
2/3 1/2 92:3

Table 2.5: The partitioning ratios for the high- and low-priority partition’s output bitrate
based on the modulation mode and code rates selected for the DVB-T hierarchical mode.
The line in bold corresponds to our worked example.

in the third line of the 64-QAM section of Table 2.5. We do not have to take the Reed-
Solomon code rate into account, since both partitions invoke the same Reed-Solomon
codec. Based on these facts and upon referring to Figure 2.13, the input bitrates Bj
and By of the modulator must be in the ratio 1:2, since the two MSBs of the 64-QAM
constellation are assigned to the high-priority video partition and the remaining four bits
to the low-priority video partition.

At the same time, the ratio of B3 to By is related to the ratio of B; to By with the

FEC redundancy taken into account, requiring:

Ba _ 2x By 64——Q_A1\/1 1
B4 EXBQ 2
_ 3.B 64—@14]\/[ 1
2 B> 2
(2.2)
Bl _ 12
B, — 27%X3
1
= 3

If, for example, the input video bitrate to the data partitioner module is 1 Mbit/s, the
output bitrate of the high- and low-priority partition would be By = 250 kbit/s and
By = 750 kbit/s, respectively, according to the ratio indicated by Equation 2.2.

In this section, we have outlined the operation of the data partitioning scheme, which
we used in the DVB-T hierarchical transmission scheme. Its performance in the context
of the overall system will be characterised in Section 2.8. Let us, however, first evaluate
the BER-sensitivity of the partitioned MPEG-2 bitstream to randomly distributed bit

errors using various partitioning ratios.
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2.6 Performance of the Data Partitioning Scheme

Let us consider here the 16-QAM modem and refer to the equally split rate 1/2 convo-
lutional coded high- and low-priority scenario as Scheme 1. Furthermore, the 16-QAM
rate 1/3 convolutional coded high-priority data and rate 2/3 convolutional coded low-
priority data based scenario is referred to here as Scheme 2. Lastly, the 16-QAM rate
2/3 convolutional coded high-priority data and rate 1/3 coded low-priority data based
partitioning scheme is termed as Scheme 3. We then programmed the partitioning scheme
of Figure 2.13 for maintaining the required splitting ratio B;/Bs, as seen in Table 2.6.
This was achieved by continuously adjusting the PBP using Algorithm 1 and Algorithm 2.
The 704 x 576-pixel “Football” High Definition Television (HDTV) video sequence was

used in these investigations.

Modulation Conv. Conv. Bit Rate
Code Rate Code Rate Ratio
(High Priority) | (Low Priority) | (High Priority : Low Priority)
(B1) (B2) (B : B2)
Scheme 1 16-QAM 1/2 1/2 1:1
Scheme 2 | 16-QAM 1/3 2/3 1:2
Scheme 3 | 16-QAM 2/3 1/3 2:1

Table 2.6: Summary of the three schemes employed in our investigations into the per-
formance of the data partitioning scheme. The FEC-coded high-priority video bitstream
B3, as shown in Figure 2.13, was mapped to the high-priority 16-QAM subchannel, while
the low-priority B4-stream to the low-priority 16-QAM subchannel.

Figures 2.14 to 2.16 show the relative frequency at which a particular PBP value
occurs for each image of the “Football” video sequence for the three different schemes of
Table 2.6 mentioned earlier. The reader may recall from Table 2.4 that the PBP values
indicate the proportion of encoded video parameters, which are to be directed into the
high-priority partition. As the PBP value increases, the proportion of video data mapped
to the high-priority partition increases and vice versa. Comparing Figures 2.14 to 2.16,
we observe that Scheme 3 has the most data in the high-priority partition associated with
the high PBPs of Table 2.4, followed by Scheme 1 and Scheme 2. This observation can be
explained as follows. We shall consider Scheme 3 first. In this scheme, the high-priority
video bits are protected by a rate 2/3 convolutional code and mapped to the higher-
integrity 16-QAM subchannel. By contrast, the low-priority video bits are encoded by
a rate 1/3 convolutional code and mapped to the lower-integrity 16-QAM subchannel.
Again, assuming that 16-QAM is used in our experiment according to line 3 of Table
2.6, 2/3 of the video bits will be placed in the high-priority 16-QAM partition and the
remaining video bits in the low-priority 16-QAM partition, following the approach of
Equation 2.2. The BER difference of the 16-QAM subchannels depend on the channel
error statistics, but the associated BERs are about a factor of 2 — 3 different [100]. In
contrast to Scheme 3, Scheme 2 will have 1/3 of the video bits placed in the high-priority
16-QAM partition and the remaining 2/3 of the video bits mapped to the low-priority
16-QAM partition, according to line 2 of Table 2.6. Lastly, Scheme 1 will have half
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of the video bits in the high- and low-priority 16-QAM partitions, according to line 1
of Table 2.6. This explains our observation in the context of Scheme 3 in Figure 2.16,
where a PBP value as high as 80 is achieved in some image frames. However, each PBP
value encountered has a lower probability of being selected, since the total number of
3600 occurrences associated with investigated 3600 MPEG-2 video slices per 100 image
frames is spread over a higher variety of PBPs. Hence, Scheme 3 directs about 2/3 of the
original video bits after 2/3-rate coding to the high-priority 16-QAM subchannel. This
observation is in contrast to Scheme 2 of Figure 2.15, where the majority of the PBPs
selected are only up to the value of 65. This indicates that about 2/3 of the video bits
are concentrated in the lower-priority partition, as indicated in line 2 of Table 2.6.

Figures 2.17(a) to 2.19(a) show the average probability at which a particular PBP
value is selected by the rate control scheme, as discussed in Section 2.5, during the en-
coding of the video sequence. Again, we observe that Scheme 3 encounters the widest
range of PBP values, followed by Scheme 1 and Scheme 2, respectively, since according
to Table 2.6 these schemes map a decreasing number of bits to the high-priority partition
in this order.

We then embarked on quantifying the error sensitivity of the partitioning Schemes
1 to 3 characterised in Table 2.6, when each partition was subjected to randomly dis-
tributed bit errors, although in practice the error distribution will depend on the fading
channel’s characteristics. Specifically, the previously defined average PSNR degradation
was evaluated for given error probabilities inflicting random errors imposed on one of the
partitions, while keeping the other partition error-free. These results are portrayed in
Figures 2.17(b), 2.18(b) and 2.19(b), for Schemes 1 to 3 respectively.

Comparing Figures 2.17(b) to 2.19(b), we observe that the average PSNR degradation
exhibited by the three schemes of Table 2.6, when only their high-priority partitions are
corrupted, is similar. The variations in the average PSNR degradation in these cases are
caused by the different quantity of sensitive video bits, which resides in the high-priority
partition. If we compare the performance of the schemes summarised in Table 2.6 at
a BER of 2 x 1073, Scheme 3 experienced approximately 8.8 dB average video PSNR
degradation, while Schemes 1 and 2 exhibited approximately 5 dB degradation. This
trend was expected, since Scheme 3 had the highest portion of the video bits — namely
2/3 — residing in the high-priority partition, followed by Scheme 1 hosting 1/2 and Scheme
2 having 1/3 of the bits in this partition.

On the other hand, we can observe a significant difference in the average PSNR degra-
dation measured for Schemes 1 to 3 of Table 2.6, when only the low-priority partitions are
corrupted by comparing the curves shown as broken lines in Figures 2.17(b) to 2.19(b).
Under this condition, Scheme 2 experienced approximately 16 dB average video PSNR
degradation at a BER of 2 x 1072, By contrast, Scheme 1 exhibited an approximately 4
dB average video PSNR degradation, while Scheme 3 experienced about 7.5 dB degrada-
tion at this BER. The scheme with the highest portion of video bits in the lower-priority
partition, i.e. Scheme 2, experienced the highest average video PSNR degradation. This

observation correlates well with our earlier findings in the context of the high-priority
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Figure 2.14: Evolution of the probability of occurrence of PBP values from one picture
to another of the 704 x 576-pixel “Football” video sequence for Scheme 1 of Table 2.6.
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Figure 2.15: Evolution of the probability of occurrence of PBP values from one picture
to another of the 704 x 576-pixel “Football” video sequence for Scheme 2 of Table 2.6.
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Figure 2.16: Evolution of the probability of occurrence of PBP values from one picture
to another of the 704 x 576-pixel “Football” video sequence for Scheme 3 of Table 2.6.
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Figure 2.17: (a) Histogram of the probability of occurrence for various priority breakpoints
and (b) average PSNR degradation versus BER for rate 1/2 convolutional coded high-
and low-priority data in Scheme 1 of Table 2.6.
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Figure 2.18: (a) Histogram of the probability of occurrence for various priority breakpoints
and (b) average PSNR degradation versus BER for the rate 1/3 convolutional coded high-
priority data and rate 2/3 convolutional coded low-priority data in Scheme 2 of Table 2.6.
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Figure 2.19: (a) Histogram of the probability of occurrence for various priority breakpoints
and (b) average PSNR degradation versus BER for the rate 2/3 convolutional coded high-
priority data and rate 1/3 convolutional coded low-priority data in Scheme 3 of Table 2.6.
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partition scenario, where the partition holding the highest portion of the video bits in the
error-impaired partition, exhibited the highest average PSNR degradation.

Having discussed our observations for the three schemes of Table 2.6 from the perspec-
tive of the relative amount of video bits in one partition compared to the other, we shall
now examine the details of the data partitioning process further, in order to relate them
to our observations. Figure 2.20 shows a typical example of an MPEG-2 video bitstream
both prior to data partitioning and after data partitioning. There are two scenarios to
be considered here, namely intra-frame coded macroblock partitioning and inter-frame
coded macroblock partitioning. We have selected the PBP value of 64 from Table 2.4 for
the intra-frame coded macroblock scenario and the PBP value of 3 for the inter-frame
coded macroblock scenario, since these values have been selected frequently by the rate
control arrangement for Schemes 1 and 2. This is evident from Figures 2.14 and 2.15
as well as from Figures 2.17(a) and 2.18(a). This implies, with the aid of Table 2.4 and
Figure 2.20, that only the macroblock (MB) header information and a few low-frequency
DCT coefficients will reside in the high-priority partition, while the rest of the DCT coef-
ficients will be stored in the low-priority partition. These can be termed as base layer and
enhancement layer, as seen in Figure 2.20. In the worst-case scenario, where the entire
enhancement layer or low-priority partition data is lost due to a transmission error near
the beginning of the associated low-priority bitstream, the MPEG-2 video decoder will
only have the bits of the high-priority partition in order to reconstruct the encoded video
sequence. Hence, the MPEG-2 decoder certainly cannot reconstruct good quality images.
Although the results reported by Ghanbari and Seferidis [184] suggested that adequate
video reconstruction is possible, provided that the motion vectors are correctly decoded,
this observation is only true if the previous intra-coded frame is correctly reconstructed.
If the previous intra-coded frame contains artifacts, these artifacts will be further prop-
agated to forthcoming video frames by the motion vectors. By attempting to provide
higher protection for the high-priority partition or base layer, we have indirectly forced
the rate control scheme, of Section 2.5, to reduce the proportion of video bits directed into
the high-priority partition under the constraint of a given fixed bitrate, which is imposed
by the 16-QAM subchannels.

In order to elaborate a little further, at a BER of 2 x 1073 Scheme 1 in Figure 2.17(a)
exhibited a near-identical PSNR degradation for the high- and low-priority video bits.
Upon assigning more bits to the low-priority partition, in order to be able to accommodate
a stronger FEC code in the high-priority partition results in an increased proportion of
error-impaired bits and the associated higher error sensitivity seen in Figure 2.18(b). As
such, there is a trade-off between the amount of video data protected and the code rate of
the channel codec. As a comparison to the above scenarios in the context of Schemes 1 and
2, we shall now examine Scheme 3. In this scheme, more video data — namely half the bits
— can be directed into the high-priority partition, as demonstrated by Figure 2.16 due to
encountering higher PBPs. This can also be confirmed with reference to Figures 2.18(b)
and 2.19(b) by observing the PSNR degradations associated with the curves plotted in
broken lines. If the low-priority partition is lost in Scheme 3, its effect on the quality of the
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Figure 2.20: Example of video bitstream (a) before data partitioning and (b) after data
partitiong for intra-frame coded macroblocks (MB) assuming a PBP of 64 and for inter-
frame coded macroblocks assuming a PBP of 3.
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Base Layer (High Priority Partition)
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Header | Header MB Header MB Header | Header MB | 660
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One Image Frame Information
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Figure 2.21: Example of high level bitstream syntax structure of a data partitioned
MPEG-2 video bitstream. The “MB data” shown in the diagram refers to the macroblock
header information and to the variable-length coded DCT coefficients, which have been

partitioned as shown in Figure 2.20.

reconstructed images is less detrimental than that of Scheme 2, since Scheme 3 loses only
half the bits, rather than 2/3. Hence, it is interesting to note that Scheme 3 experiences
slightly higher average PSNR degradation than Scheme 1 at a BER of 2 x 1073, when
only the low-priority partition is lost in both cases, despite directing only 1/3 rather than
1/2 of the bits to the low-priority partition. This observation can be explained as follows.

Apart from partitioning the macroblock header information and the variable-length
coded DCT coefficients into the high- and low-priority partitions, synchronization infor-
mation such as the Picture Header Information [4] is replicated in the enhancement layer,
as suggested by Gharavi et al. [183] as well as the MPEG-2 standard [4]. The purpose
is to enable the MPEG-2 decoder to keep the base and enhancement layers synchronised
during decoding. An example of this arrangement is shown in Figure 2.21. This resyn-
chronisation measure is only effective, when the picture start code of both the high- and
low-priority partitions are received correctly. If the picture start code in the low-priority
partition is corrupted, for example, the MPEG-2 decoder may not detect this PSC and
all the data corresponding to the current image frame in the low-priority partition will
be lost. The MPEG-2 decoder will then interpret the bits received for the low-priority
partition of the next frame as the low-priority data expected for the current frame. As
expected, due to this synchronisation problem the decoded video would have a higher
average PSNR degradation, than for the case where picture start codes are unimpaired.
This explains our observation of a higher average PSNR degradation for Scheme 3, when
only its lower-priority partition was corrupted by the transmission channel. On the other
hand, in this specific experiment, Scheme 1 did not experience the loss of synchronisation
due to corruption of its picture start code. Viewing events from another perspective, by
opting for allocating less useful video bits to the low-priority partition, the probability of
transmission errors affecting the fixed-length PSC within the reduced-sized low-priority
partition becomes higher.

These findings will assist us in explaining our observations in the context of the hier-

archical transmission scheme of Section 2.8, suggesting that the data partitioning scheme
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did not provide overall gain in terms of error resilience over the non-partitioned case. Let

us, however, consider first the performance of the non-hierarchical DVB-T scheme in the

next section.

2.7 Performance of the DVB Terrestrial Scheme Employing Non-hierarchical

Transmission

In this section we shall elaborate on our findings when the convolutional code used in the
standard non-hierarchical DVB scheme [13] is replaced by a turbo code. We will invoke
a range of standard-compliant schemes as benchmarks. The 704 x 576-pixel HDTV-
resolution “Football” video sequence was used in our experiments. The MPEG-2 decoder
employs a simple error concealment algorithm to fill in missing portions of the recon-
structed image in the event of decoding errors. The concealment algorithm will select the
specific portion of the previous reconstructed image, which corresponds to the missing
portion of the current image, in order to conceal the errors.

In Figures 2.22(a) and 2.22(b) the bit error rate (BER) performance of the various
modem modes in conjunction with our diverse channel coding schemes are portrayed
over stationary, narrowband Additive White Gaussian Noise channels (AWGN), where
the turbo codec exhibits a significantly steeper BER reduction in comparison to the
convolutionally coded arrangements.

Specifically, comparing the performance of the various turbo and convolutional codes
for QPSK and 64-QAM at a BER of 107%, the turbo code exhibited an additional cod-
ing gain of about 2.24 dB and 3.7 dB respectively, when using half-rate codes in Fig-
ures 2.22(a) and 2.22(b). Hence, the Peak Signal to Noise Ratio (PSNR) versus channel
Signal-to-Noise Ratio (SNR) graphs in Figure 2.25 demonstrate that approximately 2 dB
and 3.5 dB lower channel SNRs are required in conjunction with the rate 1/2 turbo codec
for QPSK and 64-QAM, respectively, than for convolutional coding, in order to maintain
high reconstructed video quality. The term unimpaired as used in Figure 2.25 and Fig-
ure 2.26 refers to the condition, where the PSNR of the MPEG-2 decoder’s reconstructed
image at the receiver is the same as the PSNR of the same image generated by the local
decoder of the MPEG-2 video encoder, corresponding to the absence of channel — but not
MPEG-2 coding — impairments.

Comparing the BER performance of the 1/2-rate convolutional decoder in Figure
2.23(a) and the so-called Log-Map [181] turbo decoder using eight iterations in Fig-
ure 2.23(b) for QPSK modulation over the worst-case fading mobile channel of Figure 2.11,
we observe that at a BER of about 10~ the turbo code provided an additional coding
gain of 6 dB in comparison to the convolutional code. By contrast, for 64-QAM using
similar codes, a 5 dB coding gain was observed at this BER.

Similar observations were also made with respect to the average Peak Signal to Noise
Ratio (PSNR) versus channel Signal to Noise Ratio (SNR) plots of Figure 2.26. For ex-
ample, for the QPSK modulation mode and a 1/2 coding rate, the turbo code required an
approximately 5.5 dB lower channel SNR for maintaining near-unimpaired video quality

than the convolutional code.
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Figure 2.22: BER after (a) convolutional decoding and (b) turbo decoding for the DVB-T

scheme over stationary, non-dispersive AWGN channels for non-hierarchical trans-
mission.
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Figure 2.23: BER after (a) convolutional decoding and (b) turbo decoding for the DVB-

T scheme over the wideband fading channel of Figure 2.11 for non-hierarchical
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Figure 2.25: Average PSNR versus channel SNR of the DVB scheme [13] over non-
dispersive AWGN channels for non-hierarchical transmission.

Comparing Figure 2.23(a) and Figure 2.24(a), we note that the Reed-Solomon decoder
becomes effective in lowering the bit error probability of the transmitted data further be-
low the BER threshold of 1074, From these figures we also observe that the rate 3/4
convolutional code is unsuitable for transmission over the highly dispersive hilly terrain
channel used in this experiment, when 64-QAM is employed. When the rate 7/8 convo-
lutional code is used, both the 16-QAM and 64-QAM schemes perform poorly. As for the
QPSK modulation scheme, a convolutional code rate as high as 7/8 can still provide a
satisfactory performance after Reed-Solomon decoding.

In conclusion, Tables 2.7 and 2.8 summarize the system performance in terms of the
Channel SNR (CSNR) required for maintaining less than 2 dB PSNR video degradation.
It was observed that at this PSNR degradation decoding errors were still perceptually
unnoticable to the viewer due to the 30 frames/s refresh-rate, although the typical still-
frame shown in Figure 2.27 in this scenario exhibits some degradation. It is important
to underline once again that the K = 3 turbo code and the K = 7 convolutional code
exhibited comparable complexities. The higher performance of the turbo codec facilitates
for example the employment of turbo-coded 16-QAM at a similar channel SNR, where
convolutional-coded QPSK can be invoked. This in turn allows us to double the bitrate
within the same bandwidth and hence improve the video quality. In the next section,

we shall present the results of our investigations employing the DVB-T system [13] in a

hierarchical transmission scenario.
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Figure 2.26: Average PSNR versus channel SNR of the DVB scheme [13] over the wide-
band fading channel of Figure 2.11 for non-hierarchical transmission.

Figure 2.27: Frame 79 of ”Football” sequence, which illustrates the visual effects of minor
decoding errors at a BER of 2.10~* after convolutional decoding. The PSNR degradation

observed is approximately 2 dB. The sequence was coded using a rate 7/8 convolutional

code and transmitted employing QPSK modulation.
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Mod. Code CSNR | E,/Ng BER
(dB)
QPSK | Turbo (1/2) 1.02 1.02 [ 61076
64-QAM | Turbo (1/2) 9.94 | 5.17 ] 210°°
QPSK Conv (1/2) 2.16 2.16 | 1.1.1073
64-QAM | Conv (1/2) 12.84 8.07 | 6-107%
QPSK | Conv (7/8) 6.99 | 4.56 | 2.107*
64-QAM | Conv (7/8) 19.43 | 12.23 | 3.107*

Table 2.7: Summary of the non-hierarchical performance results over non-dispersive
AWGN channels tolerating a PSNR degradation of 2dB. The BER measure refers to
BER after Viterbi or turbo decoding.

Mod. Code CSNR | E,/Ng BER
(dB)
QPSK | Turbo (1/2) 6.63 6.63 | 2.5-107%
64-QAM | Turbo (1/2) | 15.82 | 11.05 | 2.1073
QPSK | Conv (1/2) | 10.82 | 10.82 | 6-107*
64-QAM | Conv (1/2) | 20.92 | 16.15 | 7-107%
QPSK | Conv (7/8) | 20.92 | 18.49 | 3.107*

Table 2.8: Summary of the non-hierchical performance results over wideband fading
channels tolerating a PSNR degradation of 2dB. The BER measure refers to BER after

Viterbi or turbo decoding.

2.8 Performance of the DVB Terrestrial Scheme Employing Hierarchical
Transmission

The philosophy of the hierarchical transmission mode is that the natural BER difference
of a factor 2 to 3 of the 16-QAM modem is exploited for providing unequal error protection
for the FEC-coded video streams B3 and B4 of Figure 2.13 [100]. If the sensitivity of the
video bits requires a different BER ratio between the B3 and B4 streams, the choice of the
FEC codes protecting the video streams Bl and B2 of Figure 2.13 can be appropriately
adjusted to equal out or to augment these differences.

Below we will invoke the DVB-T hierarchical scheme in a mobile broadcasting scenario.
We shall also demonstrate the improvements which turbo codes offer, when replacing
the convolutional code in the standard scheme. Hence, the convolutional codec in both
the high- and low-priority partitions was replaced by the turbo codec. We have also
investigated replacing only the high-priority convolutional codec with the turbo codec,
pairing the 1/2-rate turbo codec in the high-priority partition with the convolutional
codec in the low-priority partition. Again, the “Football” sequence was used in these
experiments. Partitioning was carried out using the schematic of Figure 2.13 as well
as Algorithms 1 and 2. The FEC-coded high-priority video partition B3 of Figure 2.13
was mapped to the higher-integrity 16-QAM or 64-QAM subchannel. By contrast, the
low-priority partition B4 of Figure 2.13 was directed to the lower-integrity 16-QAM or
64-QAM subchannel. Lastly, no specific mapping was required for QPSK, since it exhibits
no subchannels. We note, however, that further design trade-offs become feasible, when
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reversing the above mapping rules. Indeed, this is necessary, for example, in conjunction
with Scheme 2 of Table 2.6, since the high number of bits in the low-priority portion render
it more sensitive than the high-priority partition. Again, the 16-QAM subchannels exhibit
a factor of 2 to 3 BER difference under various channel conditions, which improves the
robustness of the reverse-mapped Scheme 2 of Table 2.6.

Referring to Figure 2.28 and comparing the performance of the 1/2-rate convolutional
code and turbo code at a BER of 107 for the low-priority partition, the turbo code,
employing 8 iterations, exhibited a coding gain of about 6.6 dB and 5.97 dB for 16-QAM
and 64-QAM, respectively. When the number of turbo decoding iterations was reduced to
4, the coding gains offered by the turbo code over that of the convolutional code were 6.23
dB and 5.7 dB for 16-QAM and 64-QAM respectively. We observed that by reducing the
number of iterations to 4 halved the associated complexity, but the turbo code exhibited a
coding loss of only about 0.37 dB and 0.27 dB in comparison to the 8-iteration scenario for
16-QAM and 64-QAM, respectively. Hence, the computational complexity of the turbo
codec can be halved by sacrificing only a small amount of coding gain. The substantial
coding gain provided by turbo coding is also reflected in the PSNR versus channel SNR
graphs of Figure 2.30. In order to achieve transmission with very low probability of error,
Figure 2.30 demonstrated that approximately 5.72 dB and 4.56 dB higher channel SNRs
are required by the standard scheme compared to the scheme employing turbo coding,
when using 4 iterations in both partitions. We have only shown the performance of turbo
coding for the low-priority partition in Figures 2.28(b) and 2.29(b), since the turbo or
convolutional-coded high-priority partition was received with very low probability of error
after Reed-Solomon decoding for the range of SNRs used.

We also observed that the rate 3/4 and rate 7/8 convolutional codes in the low-priority
partition were unable to provide sufficient protection to the transmitted video bits, as it
becomes evident from Figures 2.28(a) and 2.29(a). In these high coding rate scenarios,
due to the presence of residual errors even after the Reed-Solomon decoder, the decoded
video exhibited some decoding errors, which is evidenced by the flattening of the PSNR
versus channel SNR curves in Figure 2.30(a), before reaching the error free PSNR.

A specific problem faced when using the data partitioning scheme in conjunction with
the high-priority partition being protected by the rate 1/2 code and the low-priority
partition protected by the rate 3/4 and 7/8 codes was that when the low-priority par-
tition data was corrupted, the error-free high-priority data available was insufficient for
concealing the errors, as discussed in Section 2.6. We have also experimented with the
combination of rate 2/3 convolutional coding and rate 1/2 convolutional coding, in order
to protect the high- and low-priority data, respectively. From Figure 2.30(a) we observed
that the performance of this 2/3- and 1/2-rate combination approached that of the rate
1/2 convolutional code in both partitions. This was expected, since now more data can
be inserted into the high-priority partition. Hence, in the event of decoding errors in the
low-priority data we had more error-free high-priority data that can be used to reconstruct

the received image.
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Figure 2.28: BER after (a) convolutional decoding and (b) turbo decoding for the DVB-
T hierarchical scheme over the wideband fading channel of Figure 2.11 using the
schematic of Figure 2.13 as well as Algorithms 1 and 2. In (b), the BER of the turbo or
convolutional-coded high-priority partition is not shown.
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Figure 2.29: BER after (a) RS and convolutional decoding and (b) RS and turbo de-
coding for the DVB-T hierarchical scheme over the wideband fading channel of
Figure 2.11 using the schematic of Figure 2.13 as well as Algorithms 1 and 2. In (b), the
BER of the turbo or convolutional-coded high-priority partition is not shown.
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Figure 2.30: Average PSNR versus channel SNR for (a) standard DVB scheme [13] and
(b) system with turbo coding employed in both partitions, for transmission over the
wideband fading channel of Figure 2.11 for hierarchical transmission using the
schematic of Figure 2.13 as well as Algorithms 1 and 2.
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Figure 2.31: Average PSNR versus channel SNR of the DVB scheme, employing turbo
coding in the high-priority partition and convolutional coding in the low-priority partition,
over the wideband fading channel of Figure 2.11 for hierarchical transmission using
the schematic of Figure 2.13 as well as Algorithms 1 and 2.

Our last combination investigated involved using rate 1/2 turbo coding and convo-
lutional coding for the high- and low-priority partitions, respectively. Comparing Fig-
ures 2.31 and 2.30(a), the channel SNR required for achieving unimpaired video trans-
mission in both cases were similar. This was expected, since the turbo-convolutional
combination’s video performance is dependent on the convolutional code’s performance
in the low-priority partition.

Lastly, comparing Figures 2.30 and 2.26, we found that the unimpaired PSNR con-
dition was achieved at similar channel SNRs for the hierarchical and non-hierarchical
schemes, suggesting that the data partitioning scheme had not provided sufficient per-
formance improvements in the context of the mobile DVB scheme to justify its added
complexity. Again, this was a consequence of relegating a high proportion of video bits

to the low-integrity partition.

2.9 Conclusions and Future Work

In this contribution, we have investigated the performance of a turbo-coded DVB system
in a mobile environment. A range of system performance results was presented based
on the standard DVB-T scheme as well as on an improved turbo-coded scheme. The

convolutional code specified in the standard system was replaced by turbo coding, which
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resulted in a substantial coding gain of around 5 dB. It is important to underline once
again that the K = 3 turbo code and the K = 7 convolutional code exhibited comparable
complexities. The higher performance of the turbo codec facilitates, for example, the
employment of turbo-coded 16-QAM at a similar SNR, where convolutional-coded QPSK
can be invoked. This in turn allows us to double the video bitrate within the same band-
width and hence to improve the video quality. We have also applied data partitioning to
the MPEG-2 video stream to gauge its efficiency in increasing the error resilience of the
video codec. However, from these experiments we found that the data partitioning scheme
did not provide substantial improvements compared to the non-partitioned video trans-
mitted over the non-hierarchical DVB-T system. We have also experimented with trellis
coded modulation (TCM) and turbo trellis coded modulation (TTCM) based OFDM.
The performance of the TCM- and TTCM-OFDM systems relative to the DVB-T scheme
is presented in Chapter 4.

Our future work will be focused on extending this DVB-T system study to incorpo-
rate various types of channel models, as well as on investigating the effects of different
Doppler frequencies on the system. The impact of employing various types of turbo in-
terleavers on the system performance is also of interest. A range of further wireless video

communications issues are addressed in [42,185].



Chapter 3

Satellite Based Turbo-coded,
Blind-Equalised Single-Carrier
4-QAM and 16-QAM Digital
Video Broadcasting

3.1 Background and Motivation

In recent years three harmonised Digital Video Broadcasting (DVB) standards have
emerged in Europe for terrestrial [13], cable-based [16] and satellite-oriented [12] delivery
of DVB signals. The dispersive wireless propagation environment of the terrestrial sys-
tem requires concatenated Reed-Solomon [23,170] (RS) and Rate Compatible Punctured
Convolutional Coding [23,170] (RCPCC) combined with Orthogonal Frequency Division
Multiplexing (OFDM) based modulation [100]. The satellite-based system employs the
same concatenated channel coding arrangement, as the terrestrial scheme, while the cable-
based system refrains from using concatenated channel coding, opting for RS coding only.
The performance of both of the satellite and the cable based schemes can be improved
upon invoking blind-equalised multi-level modems [100], although the associated mild dis-
persion or linear distortion does not necessarily require channel equalisation. However,
since we propose invoking turbo-coded 4-bit/symbol 16-level Quadrature Amplitude Mod-
ulation (16-QAM) in order to improve the system’s performance at the cost of increased
complexity, in this contribution we additionally invoked blind channel equalisers. This
is further justified by the associated high video transmission rates, where the dispersion
may become a more dominant performance limitation.

Lastly, the video codec used in all three systems is the Motion Pictures Expert Group’s
MPEG-2 codec. These standardisation activities were followed by a variety of system per-
formance studies in the open literature [186—189]. Against this background, in this chapter
we suggest turbo-coding based improvements to the satellite-based DVB system [12] and
present performance studies of the proposed system under dispersive channel conditions
in conjunction with a variety of blind channel equalisation algorithms. The transmitted

63
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Figure 3.1: Schematic of the DVB satellite system.

power requirements of the standard system employing convolutional codecs can be re-
duced upon invoking more complex, but more powerful turbo codecs. Alternatively, the
standard quaternary or 2-bit/symbol system’s Bit Error Rate (BER) versus Signal-to-
Noise Ratio (SNR) performance can almost be matched by a turbo-coded 4-bit/symbol
16-QAM based scheme, while doubling the achievable bitrate within the same bandwidth
and hence improving the associated video quality. This is achieved at the cost of an
increased system complexity.

The remainder of the chapter is organised as follows. A succinct overview of the turbo-
coded and standard DVB satellite scheme is presented in Section 3.2, while our channel
model is described in Section 3.3. A brief summary of the blind equaliser algorithms
employed is presented in Section 3.4. Following this the performance of the improved
DVB satellite system is examined for transmission over a dispersive two-path channel in

Section 3.5, before our conclusions and future work areas are presented in Section 3.6.

3.2 DVB Satellite Scheme
The block diagram of the DVB satellite (DVB-S) system [12] is shown in Figure 3.1, which

is composed of a MPEG-2 video encoder (not shown in the diagram), channel coding
modules and a Quadrature Phase Shift Keying (QPSK) modem [100]. The bitstream
generated by the MPEG-2 encoder is packetised into frames of 188-byte long. The video
data in each packet is then randomized by the scrambler. The details concerning the
scrambler have not been included in this paper, since these may be obtained from the
DVB-S standard [12].

Due to the poor error resilience of the MPEG-2 video codec, powerful concatenated
channel coding is employed. The concatenated channel codec comprises a shortened Reed-
Solomon (RS) outer code and an inner convolutional encoder. The 188-byte MPEG-2
video packet is extended by the Reed-Solomon encoder [23,170] with parity information
to facilitate error recovery to form a 204-byte packet. The Reed-Solomon decoder can
then correct up to eight erroneous bytes for each 204-byte packet. Following this, the
RS-coded packet is interleaved by a convolutional interleaver and further protected by a

half-rate inner convolutional encoder with a constraint length of 7 [23,170].



CHAPTER 3. SATELLITE SINGLE-CARRIER DIGITAL VIDEO BROADCASTING65

Input bits Convolutional
Encoder
Turbo Output Bits
Interleaver Puncturer
1
Convolutional

Encoder

IFigure 3.2: Block diagram of turbo encoder.

Furthermore, the overall code rate of the concatenated coding scheme can be adapted
by variable puncturing, not shown in the figure, which supports code rates of 1/2 (no
puncturing) as well as 2/3, 3/4, 5/6 and 7/8. The parameters of the convolutional encoder

are summarised in Table 3.1.

Convolutional Coder Parameters
Code Rate 1/2
Constraint Length
n

k
Generator Polynomials (octal format) | 171, 133

=N~

Table 3.1: Parameters of the CC(nk,K) convolutional inner encoder of the DVB-S mo-
dem.

In addition to implementing the standard DVB-S system as a benchmark, we have
improved the system’s performance with the aid of a turbo codec [156,178]. The block
diagram of the turbo encoder is shown in Figure 3.2. The turbo encoder is constructed of
two component encoders. Each component encoder is a half-rate convolutional encoder,
whose parameters are listed in Table 3.2. The two component encoders are used to
encode the same input bits, although the input bits of the second component encoder are
interleaved before encoding. The output bits of the two component codes are punctured
and multiplexed, in order to form a single output bitstream. The component encoder used
here is known as a half-rate Recursive Systematic Convolutional (RSC) encoder [179]. It
generates one parity bit and one systematic output bit for every input bit. In order to
provide an overall coding rate of one half, half the output bits from the two encoders
must be punctured. The puncturing arrangement used in our work is to transmit all the
systematic bits from the first encoder and every other parity bit from both encoders.

Readers interested in further details of the DVB-S system are referred to the DVB-5
standard [12]. The performance of the standard DVB-S system and that of the turbo-
coded system is characterised in Section 3.5. Let us now briefly consider the multipath

channel model used in our investigations.
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Turbo Coder Parameters

Turbo Code Rate 1/2

Input block length 17952 bits

Interleaver Type Random

Number of turbo decoder iterations 8

Turbo Encoder Component Code Parameters

Component Code Encoder Type Recursive

Systematic
Convolutional
(RSC)

Component Code Decoder Type Log-MAP [181]

Constraint Length 3

n 2

k 1

Generator Polynomials (octal format) 7,5

Table 3.2: Parameters of the inner turbo encoder used to replace the DVB-S system’s
convolutional coder (RSC: recursive systematic code).

3.3 Channel Model
The DVB-S system was designed to operate in the 12 GHz frequency band (K-band).

Within this frequency band, tropospheric effects such as the transformation of electro-
magnetic energy into thermal energy due to induction of currents in rain and ice crystals
lead to signal attenuations [101,190]. In the past 20 years, various researchers have con-
centrated their efforts on attempting to model the satellite channel, typically within a
land mobile satellite channel scenario. However, the majority of the work conducted for
example by Vogel and his colleagues [191-194] concentrated on modelling the statistical
properties of a narrowband satellite channel in lower frequency bands, such as the 870
MHz UHF band and the 1.5 GHz L-band.

However, our high bitrate DVB satellite system requires a high bandwidth, hence
the video bitstream is exposed to dispersive wideband propagation conditions. Recently,
Saunders et al. [195,196] have proposed the employment of multipath channel models to
study the satellite channel, although their study was concentrated on the L-band and
S-band only.

Due to the dearth of reported work on wideband satellite channel modelling in the
K-band, we have adopted a simpler approach. The channel model employed in this study
was the two-path (nT')-symbol spaced impulse response, where T' is the symbol-duration.
In our studies we used n = 1 and n = 2. This corresponds to a stationary dispersive
transmission channel. Qur channel model assumed that the receiver had a direct line-of-
sight with the satellite as well as a second path caused by a single reflector probably from
a nearby building or due to ground reflection. The ground reflection may be strong, if
the satellite receiver dish is only tilted at a low angle.

Based on these channel models, we studied the ability of a range of blind equaliser
algorithms to converge under various path delay conditions. In the next section we provide

a brief overview of the various blind equalisers employed in our experiments, noting that
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Figure 3.3: Two-path satellite channel model with either a one-symbol or two-symbol
delay.

the readers who are mainly interested in the system’s performance may proceed directly

to our performance analysis section, namely to Section 3.5.

3.4 The Blind Equalisers

In this section the blind equalisers used in the system are presented. The following blind

equalisers have been studied:
e The Modified Constant Modulus Algorithm (MCMA) [197]
e The Benveniste-Goursat Algorithm (B-G) [198]
e The Stop-and-Go Algorithm (S-a-G) [199]
e The Per-Survivor Processing (PSP) Algorithm [200].
We will now briefly introduce these algorithms.

First we define the variables that we will use:

y(n) = [y(n+ N1), ..., y(0),...,y(n — Ne)|” (3.1)
™ =1lc_n,. oo, (3.2)
2(n) = (™) y(n) =y (n) -V (3.3)

where y(n) is the received symbol vector at time n, containing the N1 + Nz + 1 most
recent received symbols, while N1, Ny are the number of equaliser feedback and feedfor-
ward taps, respectively. Furthermore, c¢(™ is the equaliser tap-vector, consisting of the
equaliser tap values and z(n) is the equalised symbol at time n, given by the convolution
of the received signal with the equaliser’s impulse response, while (7 stands for matrix
transpose. Note that the variables of Equations 3.1-3.3 assume complex values, when

multi-level modulation is employed.
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The Modified CMA (MCMA) is an improved version of Godard’s well-known Con-
stant Modulus Algorithm (CMA) [201]. The philosophy of the CMA is based on forcing
the magnitude of the equalised signal to a constant value. In mathematical terms the

CMA is based on minimising the cost function:
2
JCEMA) — g [(]z(n)[2 - Rz) J , (3.4)

where Ry is a suitably chosen constant and E[| stands for the expectation. Similarly
to the CMA, the MCMA, which was proposed by Wesolowsky [197], forces the real and
imaginary parts of the complex signal to the constant values of Ry p and Ry 1 respectively,

according to the equaliser tap update equation of [197]:

¢ = ™ — X y*(n){Relz(n)] ((Relz(n))? — Ro,r) +

5 - Imfz(n)] (Imlz(n)))? = Rar)},
(3.5)

where ) is the step—size parameter and the Ry g, Ry 1 constant parameters of the algorithm

are defined as:

_ B[(Relofm))]

B = B (Relaln))] &0
_ B[Umlan)]

Bl = BlImfa(m]) o0

where a(n) is the transmitted signal at time instant n.

The Benveniste-Goursat (B-G) algorithm [198] is an amalgam of the Sato’s al-
gorithm [202] and the decision-directed (DD) algorithm [100]. Strictly speaking, the
decision-directed algorithm is not a blind equalisation technique, since its convergence is
highly dependent on the channel.

This algorithm estimates the error between the equalised signal and the detected signal

as:
ePP(n) = z(n) — 3(n), (3.8)

where 2(n) is the receiver’s estimate of the transmitted signal at time instant n. Similarly

to the DD algorithm’s error term, the Sato-type error [202] is defined as:
%% (n) = z(n) — v - csgn(z(n)), (3.9)
where v is a constant parameter of the Sato-algorithm, defined as:

EWMWW?_EWmWWﬂ (3.10)

" T B[R] BIma(m)]]
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and csgn(z) = sign(Re{z}) + j - sign(Im{z}) is the complex sign function. The B-G

algorithm combines the above two error terms into one:
€¥(n) = ky - PP (n) + ky - [P (n)| - €540(n), (3.11)

where the two error terms are suitably weighted by the constant parameters k1 and k2 in
Equation (3.11). Using this error term, the B-G equaliser updates the equaliser coefficients

according to the the following equaliser tap update equations [198]:
Mt = ¢ —X.y*(n) - %(n). (3.12)

In our investigations, the weights were chosen as k; = 1, ko = 5, so that the Sato-error
was weighted more heavily, than the DD-error.

The Stop-and-Go (S-a-G) algorithm [199] is a variant of the decision-directed algo-
rithm [100], where at each equaliser coefficient adjustment iteration the update is enabled
or disabled, depending on whether the update is likely to be correct. The update equations
of this algorithm are given by [199]:

™ = ¢ — Xy (n) [ f,rRe{€PP (n)} + j 1 Tm{e”P (n)})] (3.13)

where * stands for the complex conjugate, ¢”?(n) is the decision-directed error as in
Equation (3.8) and the binary functions f, r, fn  enable or disable the update of the
equaliser according to the following rule. If the sign of the Sato-error (the real or the
imaginary part independently) is the same as the sign of the decision-directed error, then
the update takes place, otherwise it does not.

In mathematical terms, this is equivalent to [199]:

it sgn(Re[ePP(n)]) = sgn(Re[e’**°(n))) 314
e {o if sgn(Re[ePP(n)] # sgn(Re[e54(n)) (3.14)

b= { 1 if sgn(Im{ePP(n)}) = sgn(Im{e>*°(n)}) (3.15)
YT 00 i sgn(Im{ePP(n)}) # sgn(Im{eS¥o(n)}). '

For a blind equaliser, this condition provides us with a measure of the probability of
the coefficient update being correct.

The PSP algorithm [200] is based on employing convolutional coding and hence
it is a trellis-based sequence estimation technique, in which the channel is not known
“a priori”. Hence, an iterative channel estimation technique is employed, in order to
estimate the channel jointly with the modulation symbol. In this sense, an initial channel
estimation is used and the estimation is updated at each new symbol’s arrival.

In our case the update was based on the Least Mean Squares (LMS) estimates, ac-

cording to the following channel-tap update equations [200]:
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where h(® = (ﬁ(_n])d’ e ,izg"), . ,E(Lz))T is the estimated (for one surviving path) channel
tap-vector at time instant n, a(n) = (a(n+L1),...,a(0),...,a(n—Ly))7 is the associated

estimated transmitted symbol vector and y(n) is the actually received symbol at time
instant n.

Each of the surviving paths in the trellis carries not only its own signal estimation,
but also its own channel estimation. Moreover, convolutional decoding can take place
jointly with this channel and data estimation procedure, leading to improved Bit Error
Rate (BER) performance. A summary of the various equalisers’ parameters is given in

Table 3.3.

Step-size | No. of Initial
A Equal. Tap-
Taps Vector

Benveniste-Goursat | 5x107% 10 (1.2,0,---,0)
Modified-CMA 5x10~% 10 (1.2,0,---,0)

Stop-and-Go 5x10~*% 10 (1.2,0,---,0)
PSP (1 sym delay) 1072 2 (1.2,0)
PSP (2 sym delay) 1072 3 (1.2,0,0)

Table 3.3: Summary of the equaliser parameters used in the simulations. The tap—vector
(1.2,0,---,0) indicates that the first equaliser coefficient is initialised to the value 1.2,
while the others to 0

Having described the components of our enhanced DVB-S system, let us now consider

the overall system’s performance.

3.5 Performance of the DVB-S Scheme

In this section, the performance of the DVB-S system was evaluated by means of simu-
lations. Two modulation types were used, namely the standard QPSK and the enhanced
16-QAM schemes [100]. The channel model of Figure 3.3 was employed. The first chan-
nel model had a one-symbol second-path delay, while in the second one the path-delay
corresponded to the period of two symbols. The average BER versus SNR per bit per-
formance was evaluated after the equalisation and demodulation process, as well as after
Viterbi [23] or turbo decoding [156]. The SNR per bit or Ejp/N, is defined as follows:

SNR per bit = 1010g10% + 6 (3.17)

where S is the average received signal power, N is the average received noise power and
§, which is dependent on the type of modulation scheme used and channel code rate (R),

is defined as follows:

1
d = 10] . 3.18
0 OglOR x Bits per modulation symbol ( )

Our results are further divided into two subsections for ease of discussion. First, we
will present the system performance over the one-symbol delay two-path channel in Sec-

tion 3.5.1. Next, the system performance over the two-symbol delay two-path channel is
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presented in Section 3.5.2. Lastly, a summary of the system performance is provided in
Section 3.5.3.

3.5.1 Transmission Over the Symbol-spaced Two-path Channel

The linear equalisers’ performance was quantified and compared using QPSK modulation
over the one-symbol delay two-path channel model of Figure 3.4. Since all the equalisers’
BER performance was similar, only the Modified CMA results are shown in the figure.

The equalised performance over the one symbol-spaced channel was inferior to that
over the non-dispersive AWGN channel. However, as expected, it was better than with-
out any equalisation. Another observation for Figure 3.4 was that the different punctured
channel coding rates appeared to give slightly different bit error rates after equalisation.
This was because the linear blind equalisers required uncorrelated input bits in order to
converge. However, the input bits were not entirely random, when convolutional coding
was used. The consequences of violating the zero-correlation constraint are not gener-
ally known. Nevertheless, two potential problems were apparent. Firstly, the equaliser
may diverge from the desired equaliser equilibrium [203]. Secondly, the performance of
the equaliser is expected to degrade, owing to the violation of the randomness require-
ment, which is imposed on the input bits in order to ensure that the blind equalisers will
converge.

Since the channel used in our investigations was static, the first problem was not
encountered. Instead, the second problem was what we actually observed. Figure 3.5
quantifies the equalisers’ performance degradation due to convolutional coding. We can
observe a 0.1 dB SNR degradation, when the convolutional codec creates correlation
among the bits for this specific case.

The average BER curves after Viterbi or turbo decoding are shown in Figure 3.6(a). In
this figure, the average BER over the non-dispersive AWGN channel after turbo decoding
constitutes the best case performance, while the average BER of the one-symbol delay
two-path MCMA-equalised rate 7/8 convolutionally coded scenario exhibits the worst case
performance. Again, in this figure only the Modified-CMA was featured for simplicity.
The performance of the remaining equalisers was characterised in Figure 3.6(b). Clearly,
the performance of all the linear equalisers investigated was similar.

It is observed in Figure 3.6(a) that the combination of the Modified CMA blind
equaliser with turbo decoding exhibited the best SNR performance over the one-symbol
delay two-path channel. The only comparable alternative was the PSP algorithm. Al-
though the performance of the PSP algorithm was better at low SNRs, the associated
curves cross over and the PSP algorithm’s performance became inferior below the average
BER of 1073, Although not shown in Figure 3.6, the Reed-Solomon decoder, which was
concatenated to either the convolutional or the turbo decoder, became effective, when the
average BER of its input was below approximately 1074, In this case, the PSP algorithm
performed by at least 1 dB worse in the area of interest, which is at an average BER of
1074

A final observation in the context of Figure 3.6(a) is that when convolutional decoding
was used, the associated Ey/N, performance of the rate 1/2 convolutional-coded scheme
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(b) Same as (a) but enlarged in order to show performance difference of the
blind equaliser, when different convolutional code rates are used.

Figure 3.4: Average BER versus SNR per bit performance after equalisation and de-
modulation employing QPSK modulation and one-symbol delay channel (NE: Non-
Equalised; MCMA.:: Modified Constant Modulus Algorithm).
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Figure 3.5: Average BER versus SNR per bit performance after equalisation and demod-
ulation employing QPSK modulation and the one-symbol delay two-path channel
of Figure 3.3, for the Benveniste-Goursat algorithm, where the input bits are random (No
CONV) or correlated (CONV 7/8) as a result of convolutional coding having a coding
rate of 7/8.

appeared slightly inferior to that of the rate 3/4 and the rate 7/8 scenarios beyond certain
Ey /N, values. This was deemed to be a consequence of the fact that the 1/2-rate encoder
introduced more correlation into the bitstream than its higher rate counterparts and this
degraded the performance of the blind channel equalisers, which performed best, when
fed with random bits.

Having considered the QPSK case, we shall now concentrate on the enhanced system,
which employed 16-QAM under the same channel and equaliser conditions. In Figure 3.7
and Figure 3.8, the performance of the DVB system employing 16-QAM is presented.
Again, for simplicity, only the Modified CMA results are given. In this case the ranking
order of the different coding rates followed our expectations more closely in the sense that
the lowest coding rate of 1/2 was the best performer, followed by rate 3/4 codec, in turn
followed by the least powerful rate 7/8 codec.

The Stop-and-Go algorithm has been excluded from these results, since it does not
converge for high SNR values. This happens, because the equalisation procedure is only
activated, when there is a high probability of correct decision-directed equaliser update.
In our case, the equaliser is initialised far from its convergence point and hence the
decision—directed updates are unlikely to be correct. In the absence of noise this leads
to the update algorithm being permanently de-activated. If noise is present though, then

some random perturbations from the point of the equaliser’s initialization can activate
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Figure 3.6: Average BER versus SNR per bit performance after convolutional or turbo
decoding for QPSK modulation and one-symbol delay channel (NE: Non-Equalised;

B-G: Benveniste-Goursat; S-a-G: Stop-and-Go; MCMA : Modified Constant Modulus
Algorithm; PSP: Per-Survivor-Processing).
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(b) Same as (a) but enlarged in order to show performance difference of the
blind equaliser, when different convolutional code rates are used.

Figure 3.7: Average BER versus SNR per bit after equalisation and demodulation for 16-
QAM over the one-symbol delay two-path channel of Figure 3.3 (MCMA: Modified
Constant Modulus Algorithm).



CHAPTER 3. SATELLITE SINGLE-CARRIER DIGITAL VIDEO BROADCASTINGT76

B-G CONV
MCMA CONV
AWGN TURBO
B-G TURBO
MCMA TURBO

X PO

4 6 8 10 12 14 16 18 20
SNR per bit (dB)

Figure 3.8: Average BER versus SNR per bit after Viterbi or turbo decoding for 16-
QAM over the one-symbol delay two-path channel of Figure 3.3 (B-G: Benveniste-
Goursat; S-a-G: Stop-and-Go; MCMA.: Modified Constant Modulus Algorithm; PSP:

Per-Survivor-Processing).

the Stop-and-Go algorithm and can lead to convergence. We made this observation at
medium SNR values in our simulation study. For high SNR values though, the algorithm
did not converge.

It is also interesting to compare the performance of the system for the QPSK and
16-QAM schemes. When the one-symbol delay two-path channel model of Figure 3.3 was
considered, the system was capable of supporting the use of 16-QAM with the provision
of an additional SNR per bit of approximately 4-5 dB. This observation was made by
comparing the performance of the DVB system when employing the Modified CMA and
the half-rate convolutional or turbo code in Figure 3.6 and Figure 3.8 at a BER of 1074
Although the original DVB-Satellite system only employs QPSK modulation, our sim-
ulations had shown that 16-QAM can be employed equally well for the range of blind
equalisers that we have used in our work. This allowed us to double the video bitrate and
hence to substantially improve the video quality. The comparison of Figures 3.6 and
3.8 also reveals that the extra SNR requirement of approximately 4-5 dB of
16-QAM over QPSK can be eliminated by employing turbo coding at the cost
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of a higher implementational complexity. This allowed us to accommodate a
doubled bitrate within a given bandwidth, which improved the video quality.

3.5.2 Transmission Over the Two-symbol Delay Two-path Channel

In Figures 3.9 (only for the Benveniste-Goursat algorithm for simplicity) and 3.10 the
corresponding BER results for the two-symbol delay two-path channel of Figure 3.3 are
given for QPSK. The associated trends are similar to those in Figures 3.4 and 3.6, although
some differences can be observed, as listed below:

e The “cross-over point”, beyond which the performance of the PSP algorithm was
inferior to that of the Modified CMA in conjunction with turbo decoding is now
at 10™4, which is in the range, where the RS decoder guarantees an extremely low
probability of error.

e The rate 1/2 convolutional decoding was now the best performer, when convolu-
tional decoding is concerned, while the rate 3/4 scheme exhibited the worst perfor-
mance.

Finally, in Figure 3.11, the associated 16-QAM results are presented. Notice that the
Stop-and-Go algorithm was again excluded from the results. Furthermore, we observe a
high performance difference between the Benveniste-Goursat algorithm and the Modified
CMA. In the previous cases we did not observe such a significant difference. The difference
in this case is that the channel exhibits an increased delay spread. This illustrated the
capability of the equalisers to cope with more widespread multipaths, while keeping the
equalizer order constant at 10. The Benveniste-Goursat equaliser was more efficient, than
the Modified CMA in this case.

It is interesting to note that in this case, the performance of the different coding rates
was again in the expected order, the rate 1/2 being the best, followed by the rate 3/4 and
then the rate 7/8 scheme.

If we compare the performance of the system employing QPSK and 16-QAM over
the two-symbol delay two-path channel of Figure 3.3, we again observe that 16-QAM
can be incorporated into the DVB system, if an extra 5 dB of SNR per
bit is affordable in power budget terms. However, only the B-G algorithm is
worthwhile considering here out of the three linear equalisers of Table 3.3. This
observation was made by comparing the performance of the DVB system when employing
the Benveniste-Goursat equalizer and the half-rate convolutional coder in Figure 3.10 and

Figure 3.11.

3.5.3 Performance Summary of the DVB-S System

Table 3.4 provides an approximation of the convergence speed of each blind equalisation
algorithm of Table 3.3. It is clear that PSP exhibited the fastest convergence, followed
by the Benveniste-Goursat algorithm. In our simulations the convergence was quantified
by observing the slope of the BER curve, and finding when this curve was reaching
the associated residual BER, implying that the BER has reached its steady—state value.
Figure 3.12 gives an illustrative example of the equaliser’s convergence for 16-QAM. The
Stop-and-Go algorithm converges significantly slower than the other algorithms, which
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(b) Same as (a) but enlarged in order to show performance difference of the
blind equaliser, when different convolutional code rates are used.

Figure 3.9: Average BER versus SNR per bit performance after equalisation and de-
modulation for QPSK modulation over the two-symbol delay two-path channel of
Figure 3.3 (B-G: Benveniste-Goursat).
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Figure 3.10: Average BER versus SNR per bit performance after convolutional or turbo
decoding for QPSK modulation over the two-symbol delay two-path channel of
Figure 3.3 (B-G: Benveniste-Goursat; S-a-G: Stop-and-Go; MCMA.: Modified Constant
Modulus Algorithm; PSP: Per-Survivor-Processing).
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Figure 3.11: Average BER versus SNR per bit performance (a) after equalisation and
demodulation and (b) after Viterbi or turbo decoding for 16-QAM over the two-symbol
delay two-path channel of Figure 3.3 (B-G: Benveniste-Goursat; S-a-G: Stop-and-Go;
MCMA: Modified Constant Modulus Algorithm; PSP: Per-Survivor-Processing).
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Figure 3.12: Learning curves for 16-QAM, one-symbol delay two-path channel at
SNR=18dB.

can also be seen from Table 3.4. This happens because, during the startup, the algorithm
is de-activated most of the time, an effect which becomes more severe with an increasing
QAM order.

B-G | MCMA | S-a-G | PSP
QPSK 1sym |73 | 161 143 | 0.139
QPSK 2 sym | 73 | 143 7 0.139
16-QAM 1 sym | 411 | 645 1393
16-QAM 2 sym | 359 | 411 1320

Table 3.4: Equaliser convergence speed (in miliseconds) measured in the simulations,
given as an estimate of time required for convergence when 1/2 rate puncturing is used
(x sym: x-symbol delay two-path channel and x can take either the value 1 or 2).

Figure 3.13 portrays the corresponding reconstructed video quality in terms of the
average Peak Signal-to-Noise Ratio (PSNR) versus Channel SNR (CSNR) for the one-
symbol delay and two-symbol delay two-path channel model of Figure 3.3. The definition
of PSNR which is defined by Equation 2.1 and repeated here for convenience, is defined

as follows: ¥ y )
Zn:O Zm:O 255 (319)

n=o Lm=o A2’

where A is the difference between the uncoded pixel value and the reconstructed pixel
value. The variables M and N refer to the dimension of the image. The maximum
possible 8-bit represented pixel luminance value of 255 was used in Equation 3.19 in order
to mitigate the PSNR’s dependence on the video material used. The average PSNR is

PSNR = 10log19
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then the mean of the PSNR values computed for all the images constituting the video
sequence.

Tables 3.5 and 3.6 provide a summary of the DVB-Satellite system’s performance
tolerating a PSNR degradation of 2 dB, which was deemed to be nearly imperceptible
in terms of subjective video degradations. The average BER values quoted in the tables
refer to the average BER achieved after Viterbi or turbo decoding. The channel SNR is
quoted in association with the 2 dB average video PSNR degradation, since the viewer
will begin to perceive video degradations due to erroneous decoding of the received video

around this threshold.

Mod. Equaliser | Code CSNR | Ep/Ny
(dB)
QPSK PSP R=1/2 5.3 5.3

QPSK MCMA | Turbo (1/2) 5.2 5.2
16-QAM | MCMA | Turbo (1/2) | 13.6 | 10.6
QPSK MCMA | Conv (1/2) 9.1 9.1
16-QAM | MCMA | Conv (1/2) | 17.2| 142
QPSK | MCMA | Conv (3/4) | 11.5| 97
16-QAM | MCMA | Conv (3/4) | 202 | 154

(7/8)

(7/8)

QPSK B-G Conv (7/8 13.2 10.8
16-QAM | B-G Conv (7/8 21.6 16.2

Table 3.5: Summary of performance results over the dispersive one-symbol delay two-path
AWGN channel of Figure 3.3 tolerating a PSNR degradation of 2 dB.

Mod. Equaliser | Code CSNR | E,/Ny
(dB)
QPSK PSP R=1/2 4.7 4.7
QPSK B-G Turbo (1/2) 5.9 5.9
16-QAM | B-G Turbo (1/2) 13.7 10.7
QPSK B-G Conv (1/2) 8.0 8.0
16-QAM | B-G Conv (1/2) 17.0 14.0
QPSK B-G Conv (3/4) 12.1 10.3
16-QAM | B-G Conv (3/4) 21.1 16.3
QPSK B-G Conv (7/8) 13.4 11.0
16-QAM | MCMA Conv (7/8) 29.2 23.8

Table 3.6: Summary of performance results over the dispersive two-symbol delay two-path
AWGN channel of Figure 3.3 tolerating a PSNR degradation of 2 dB.

Tables 3.7 and 3.8 provide a summary of the SNR per bit required for the various
system configurations. The BER threshold of 10~ was selected here, since at this average
BER after Viterbi or turbo decoding, the RS decoder becomes effective, guaranteeing near
error-free performance. This also translates into near unimpaired reconstructed video
quality.

Finally, in Table 3.9 the QAM symbol rate or Baud rate is given for different punctur-

ing rates and for different modulation schemes, based on the requirement of supporting a
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Figure 3.13: Average PSNR versus channel SNR for (a) the one-symbol delay two-path
channel model and (b) the two-symbol delay two-path channel model of Figure 3.3 at a
video bitrate of 2.5 Mbit/s using the “Football” sequence.



CHAPTER 3. SATELLITE SINGLE-CARRIER DIGITAL VIDEO BROADCASTING84

Mod. Equaliser | Code Ey /Ny
QPSK | PSP R=1/2 6.1
QPSK | MCMA | Turbo (1/2) 5.2
16-QAM | MCMA | Turbo (1/2) | 107
QPSK MCMA | Conv (1/2) 11.6
16-QAM | MCMA | Conv (1/2) 15.3
QPSK | MCMA | Conv (3/4) 105
16:QAM | MCMA | Conv (3/4) 16.4
QPSK B-G Conv (7/8) 11.8
16-QAM | B-G Conv (7/8) 17.2

Table 3.7: Summary of system performance results over the dispersive one-symbol delay
two-path AWGN channel of Figure 3.3 tolerating an average BER of 1074, which was
evaluated after Viterbi or turbo decoding but before RS decoding.

Mod. Equaliser | Code Ey /Ny
QPSK PSP R=1/2 5.6
QPSK B-G Turbo (1/2) 5.7
16-QAM | B-G Turbo (1/2) | 10.7
QPSK B-G Conv (1/2) 9.2
16-QAM | B-G Conv (1/2) 15.0
QPSK B-G Conv (3/4) 12.0
16-QAM | B-G Conv (3/4) 16.8
QPSK B-G Conv (7/8) 11.7
16-QAM | MCMA | Conv (7/8) 26.0

Table 3.8: Summary of system performance results over the dispersive two-symbol delay
two-path AWGN channel of Figure 3.3 tolerating an average BER of 10™%, which was
evaluated after Viterbi or turbo decoding but before RS decoding.

Punctured Rate 4-QAM 16-QAM
Baud Rate | Baud Rate
(MBd) (MBd)
1/2 2.73 1.37
3/4 1.82 0.909
7/8 1.56 0.779

Table 3.9: The channel bitrate for the three different punctured coding rates and for the

two modulations.
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video bitrate of 2.5 Mbit/sec. We observe that the Baud rate is between 0.779 and 2.73
MBd, depending on the coding rate and the number of bits per modulation symbol.

3.6 Conclusions and Future Work

In this contribution, we have investigated the performance of a turbo-coded DVB sys-
tem in a satellite broadcast environment. A range of system performance results was
presented based on the standard DVB-S scheme, as well as on a turbo-coded scheme in
conjunction with blind-equalised QPSK/16-QAM. The convolutional code specified
in the standard system was substituted with turbo coding, which resulted in
a substantial coding gain of approximately 4-5 dB. We have also shown that
16-QAM can be utilised instead of QPSK, if an extra 5 dB SNR. per bit gain
is added to the link budget. This extra transmitted power requirement can
be eliminated upon invoking the more complex turbo codec, which requires
lower transmitted power for attaining the same performance as the standard
convolutional codecs.

Our future work will be focused on extending the DVB-Satellite system, in order to
support mobile users for the reception of satellite broadcast signals. The use of blind turbo
equalisers will also be investigated in comparison to conventional blind equalisers. Further
work will also be dedicated to trellis coded modulation (TCM) and turbo trellis coded
modulation (TTCM) based single-carrier equalised modems. The impact of employing
various types of turbo interleavers and turbo codecs on the system’s performance is also
of significant interest. Naturally, the above performance trends have to be verified also in
the context of other channel types as well as transceivers, which was set aside for future

research. Finally, a range of further wireless video communications issues are addressed

in mode depth in [42].



Chapter 4

Coded Modulation Assisted
OFDM DVB Systems for Mobile

Recelvers

4.1 Introduction

Since the invention of Trellis Coded Modulation (TCM) in the 1970s by Ungerboeck and
Csajka [204,205], coded modulation schemes have been popular, since they achieve coding
gain without bandwidth expansion. The first application of TCM can be found in the area
of digital transmission over telephone lines, notably in the International Telecommunica-
tion Union’s (ITU) 9.6/14.4 kbps trellis coded modem [100]. TCM has also been found
to be suitable for mobile communications scenarios [206,207], where bandwidth efficiency
is at a premium. Turbo Trellis Coded Modulation (TTCM) [208] has a structure similar
to that of the family of power efficient turbo codes [178], but utilises TCM codes as its
constituent codes. Both schemes employ set partitioning based signal labelling, in order
to increase the minimum Euclidean distance between the encoded information bits.

A more recently discovered member in the coded modulation family is Bit-Interleaved
Coded Modulation (BICM), which uses Gray-coded signal labelling [209]. It combines
conventional convolutional codes with several independent bit interleavers. The number
of bit interleavers equals the number of bits represented by a modulation symbol. Each
bit interleaver is independent of the other bit interleavers.

Recently, Li and Ritcey proposed a BICM enhancement employing iterative decoding
[210-212], where the BICM decoder feeds its soft output metrics back to the input of
the demodulator a number of times, before hard decision is invoked. The signal mapping
is based on set partitioning. We shall refer to this scheme as Iterative Decoded Bit-
Interleaved Coded Modulation (BICM-ID).

The aim of our work is to study the decoding complexity and bandwidth efficiency
trade-offs struck by these coded modulation schemes in comparison to the pan-European
terrestrial DVB system [13, 100, 157]. We are particularly interested in comparing the
performance of these coded modulation schemes and the convolutional-coded terrestrial

86
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Figure 4.1: Block diagram of the different coded modulation systems.

DVB scheme [13]. In the DVB standard [13], the convolutional code acts as the inner

code, which is concatenated to an outer Reed-Solomon code [23].

4.2 System Overview

The block diagram of the coded modulation schemes used in this study is shown in
Figure 4.1. Pseudo-random source bits are generated and fed into the Reed-Solomon
(RS) encoder. The RS encoder forms a concatenated coding scheme with one of the inner
channel encoders, namely with the convolutional encoder, the TCM, BICM or TTCM
encoder. The RS encoder adds a 16-byte parity part to the 188-byte information part
of the codeword, in order to correct eight erroneous bytes for each 204-byte RS-coded
packet. The convolutional interleaver adopted in this study is defined in the terrestrial
DVB standard [13]. The coded bitstream is interleaved prior to being mapped to the
modulation symbols based on their respective mapping strategies. For convolutional and
BICM encoding, the mapping is based on Gray labelling [100]. On the other hand, TCM,
TTCM and BICM-ID use set partitioning [205] based mapping of the bits to modulated
symbols. In order to counter the effects of dispersive multipath fading channels, we have
adopted the DVB standard’s Orthogonal Frequency Division Multiplexing (OFDM) based
transmission scheme [100]. The parameters of the OFDM DVB system are presented in
Table 4.1, while those of the convolutional encoder are summarised in Table 4.2.

Table 4.3 shows the generator polynomials [205,208] of the TCM and TTCM codes,

which are presented in octal format. These codes are systematic codes and the encoder
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OFDM Parameters

Total number of subcarriers 2048 (2K mode)
Number of effective subcarriers 1705
OFDM symbol duration T 224 ps
Guard Interval Ts/4 = 56us
Total symbol duration 280 us
(inc. Guard Interval)

Consecutive subcarrier spacing 1/7% © 4464 Hz
DVB channel spacing 7.61 MHz
QPSK and QAM symbol period 7/64 us

Table 4.1: Parameters of the OFDM module [13] ©ETSI.

Convolutional Coder Parameters
Code Rate 1/2
Constraint Length
7

k
Generator Polynomials (octal format) | 171, 133

=N~ T

Table 4.2: Parameters of the CC(n, k, K) convolutional inner encoder of the DVB terres-
trial modem [13] ©ETSI.

‘CodeRate[State’m}HO le ] H? ’H3]

1/2 8 111 ]02] - | -
(QPSK)

2/3 8 2 | 11 | 02 | 04 | -

(8PSK) | 16 2|23 ]02]| 10 | -

128 % | 2 | 277 | 54 | 122 | -

3/4 8 3 [ 11 |02 ] 04 | 10

(16-QAM) | 16 32102 0410

Table 4.3: Summary of the TCM and TTCM constituent codes proposed by Ungerboeck
[205] ©IEEE, as well as Robertson and Worz [208] ©IEEE, where m refers to the number
of coded information bits. The code generator polynomial, H?, is presented in octal
format. The ‘“*’ symbol refers to Ungerboeck’s code.

attaches only one parity bit to the information bits. Hence, the code rate of the om+1l_ary
signal is R = 0.

Table 4.4 shows the BICM and BICM-ID codes’ generator polynomials [213] in octal
format. These are nonsystematic codes, which also produce one parity bit only. Hence,
the code rates of these codes are similar to those of the TCM and TTCM codes, seen in
Table 4.3.

The DVB terrestrial convolutional code uses soft decision Viterbi decoding, while the
TCM, TTCM and BICM codes invoke the Maximum A-Posteriori (MAP) [214] decoding

algorithm.
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| Code Rate | State [ ¢° [ g' [ | ¢ I

1/2 8 17| - | -
(QPSK)

2/3 8 41261~

(8PSK) 1] 4|7~

16 711 4] -

2157 |-

3/4 8 41444

(16-QAM) 0l6]2]|4

012|515

Table 4.4: Summary of the convolutional codes employed in the BICM encoder. These
codes were obtained from page 331 of [213] (©Prentice Hall. The code generator polyno-

mial, ¢°, is presented in octal format.
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Figure 4.2: COST 207 Hilly Terrain (HT) type impulse response [182].

4.3 Channel Model

The channel model employed in this study was the twelve-path COST 207 [182] Hilly
Terrain (HT) type impulse response, with a maximal relative path delay of 19.9 pus. This
channel was selected, in order to provide a worst-case propagation scenario for the DVB-T
system employed in our study, upon using a mobile receiver.

In the system characterised here, we have used a carrier frequency of 500MHz and a
sampling rate of 7/64 us. Each of the channel paths was faded independently, obeying a
Rayleigh fading distribution, according to a normalised Doppler frequency of 107° [23].
This corresponds to a worst-case vehicular velocity of about 200 km/h. The unfaded
impulse response is depicted in Figure 4.2. For the sake of completeness we note that

the standard COST 207 channel model was originally defined in order to facilitate the
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comparison of different GSM implementations [23] under standard conditions. The as-
sociated GSM bitrate was 271 kbit/s. By contrast, in our investigations the bitrate of
DVB-quality transmissions can be as high as 20 Mbit/s, where there is a higher number of
resolvable multipath components within the dispersion-range considered than at the GSM
rate of 271 kbit/s. However, the performance of various wireless tranceivers is well un-
derstood by the research community over this standard COST 207 channel and hence its
employment is beneficial in benchmarking terms. Furthermore, since the OFDM modem
has 2048 subcarriers, the subcarrier signalling rate is effectively 2000-times lower than
our maximum DVB-rate of 20 Mbit/s, corresponding to 10 kbit/s. At this subchannel
rate, the individual subchannels can be considered nearly frequency-flat. In summary, in
conjunction with the 200 km/h vehicular speed used the investigated channel conditions

constitute a pessimistic scenario.

4.4 Simulation Results and Discussions

In this section, first we compare the performance of the coded modulation schemes to
that of the DVB terrestrial system using the rate 1/2 inner code. Specifically, Figure 4.3
shows the performance of the rate 1/2 TCM, BICM, BICM-ID and DVB-T convolutional
coding schemes over the wideband fading channel of Figure 4.2. We note here that these
schemes have different decoding complexities. The rate 1/2 TCM code is shown to perform
similarly to the DVB-T system’s rate 1/2 convolutional code. However, the TCM scheme
is less complex, since its code memory is only half that of the convolutional code. The
convolutional code begins to show coding gain over the rate 1/2 TCM scheme, when the
bit energy exceeds 12.7 dB in this case. On the other hand, the BICM and BICM-ID
schemes not only exhibit a lower decoding complexity, than the convolutional code, but
also achieve coding gains of 3.5 and 4.9 dB, respectively, at a BER of 1074

Figure 4.4 shows the performance of the TCM schemes over the dispersive fading
channel of Figure 4.2, when employing rate 2/3 codes using 8-state, 16-state and 64-state
trellises. Again, we use the rate 1/2 and 3/4 convolutional codes employed in the DVB
terrestrial system as benchmarkers [13,157]. The performance of the 8-state and 16-
state rate 2/3 TCM codes lies in between the rate 1/2 and rate 3/4 convolutional codes’
performance. This implies that these rate 2/3 TCM codes perform similarly to the rate
2/3 convolutional code adopted by the DVB standard (not shown in the graph) over the
dispersive fading channel of Figure 4.2. Hence, these TCM codes can achieve the same
performance as the convolutional codes, but at a lower computational complexity. This
observation was also valid for the rate 1/2 TCM scheme. When the code memory of the
rate 2/3 TCM code was increased to 7, the associated performance was similar to that
of the 64-state rate 1/2 convolutional code. Furthermore, we note that this TCM scheme
transmitted using 8PSK modulation, which carries two information bits and one parity
bit. On the other hand, the rate 1/2 convolutional codec of the DVB system transmitted
using QPSK modulation, which carries one information bit and one parity bit within the
same bandwidth. Therefore, the rate 2/3 TCM code is capable of transmitting at twice
the useful bitrate compared to the DVB system within the same bandwidth and at a

similar codec complexity.
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Figure 4.3: Performance of the rate 1/2 TCM, BICM, BICM-ID and DVB-T convolutional
coding schemes having a different decoding complexity over the wideband fading channel
of Figure 4.2. All schemes have a useful throughput of 1 bit/s/Hz.

Let us now compare the performance of the rate 2/3 BICM and BICM-ID codes to
that of the DVB convolutional codes, which is shown in Figure 4.5. The 8-state and 16-
state rate 2/3 BICM codes perform similarly to the 64-state rate 1/2 convolutional code.
When the complexity of the rate 2/3 BICM code is increased to 64 states, it achieves a
spectral efficiency of 2 bits/s/Hz, while also providing a coding gain of 1.3 dB over the
64-state rate 1/2 convolutional code, which only has a bandwidth efficiency of 1 bit/s/Hz.
The 8-state and 16-state rate 2/3 BICM-ID codes exhibit an even better performance, as
shown in Figure 4.5. Apart from possessing better spectral efficiency than the rate 1/2
convolutional code, the 8-state rate 2/3 BICM-ID code requires only half the decoding
complexity, while exhibiting a coding gain of 2.4 dB at a BER of 107%.

We continued our evaluation of the coded modulation schemes’ performance with rate
3/4 codes. The 8-state and 16-state rate 3/4 TCM schemes’ performance is similar to that
of the 64-state rate 3/4 convolutional code, but at a lower decoding complexity. However,
when the rate 3/4 BICM code having a memory of 3 is employed, it exhibits a coding
gain of 5.4 dB at a BER of 107 over the rate 3/4 convolutional code. We can attain
further coding gain, if we employ the 8-state rate 3/4 BICM-ID code, which increases the
coding gain by an additional 2.1 dB.

Figure 4.7 shows the performance of the corresponding coded modulation systems,
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Figure 4.4: Performance of rate 2/3 TCM in comparison to the rate 1/2 and 3/4 DVB-T
convolutional codes exhibiting a different decoding complexity for transmissions over the
wideband fading channel of Figure 4.2. The coded modulation scheme has a throughput
of 2 bits/s/Hz. The DVB scheme employing rate 1/2 convolutional code and QPSK
modulation has a throughput of 1 bit/s/Hz, while the rate 3/4 inner code case has a
throughput of 1.5 bit/s/Hz.

when TTCM is employed. The rate 1/2 TTCM having a code memory 3 constituent
TCM scheme, is seen to perform on par with the rate 1/2 turbo code, which we proposed
in [157] as a replacement for the convolutional code. However, the TTCM code employs a
smaller interleaver size of 8000 bits, instead of the 17952-bit memory of the turbo code’s
interleaver. This is equivalent to a potential saving of 60 % of storage space and latency.
The rate 2/3 TTCM scheme’s performance is observed to be between that of the DVB
systems employing QPSK and 64-QAM modulation modes using rate 1/2 turbo codes.
This indirectly implies that the rate 2/3 TTCM scheme exhibits similar performance
characteristics to the 16-QAM DVB system employing the same rate 1/2 turbo code.
From Figure 4.7, we also observe that the rate 3/4 TTCM code has a bandwidth efficiency
gain of 50 % in comparison to that of the rate 1/2 turbo-coded DVB-like system utilising
64-QAM. Furthermore, it also exhibits a coding gain of 2.1 dB at a BER of 1072
Figures 4.8 to 4.11 show an alternative view of the benefits of employing coded mod-
ulation schemes for broadcast applications. The “Salesman” sequence was used in these
experiments. The resolution of the sequence was 352-by-288 pixels. The sequence was
encoded by the MPEG-4 video encoder. Summary of the target and coded bitrate for
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Figure 4.5: Performance of rate 2/3 BICM and BICM-ID in comparison to the rates
1/2 and 3/4 DVB-T convolutional codes exhibiting different decoding complexity for
transmissions over the wideband fading channel of Figure 4.2. The coded modulation
scheme has throughput of 2 bits/s/Hz. The DVB scheme employing rate 1/2 convolutional
code and QPSK modulation has throughput of 1 bit/s/Hz, while the rate 3/4 inner code
case has throughput of 1.5 bit/s/Hz.

the encoded “Salesman” sequence is shown in Table 4.5 along with the associated average
luminance PSNR and compression ratio. The rate 1/2 coded modulation schemes were
used to transmit the “Salesman” sequence coded at 561.89 kbps. When the rate 2/3 coded
modulation schemes were used, the 1 Mbps coded “Salesman” sequence was transmitted,
while the rate 3/4 coded modulation schemes transmitted video encoded at 1.5 Mbit/s.
The increase in bitrate is proportional to the increase in spectral efficiency of the coded
modulation schemes, when the code rate is increased from rate 1/2 to rate 3/4. In the
event of decoding errors, the video decoder performed error concealment on the affected
image region by copying the corresponding image region from the previous reconstructed
image. By changing from rate 1/2 to rate 2/3 schemes, the average video quality in-
creased by approximately 1.9 dB in this case. If the code rate is increased further to 3/4,

an additional 1.5 dB PSNR average image quality improvement is recorded.

4.5 Summary

In this chapter, we have studied the performance of coded modulation schemes for trans-

missions over the COST 207 dispersive wideband channel of Figure 4.2. The TCM schemes
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Figure 4.6: Performance of rate 3/4 TCM, BICM, BICM-ID and the DVB-T convolutional
codes at different decoding complexity over the wideband fading channel of Figure 4.2.
All schemes have a useful throughput of 3 bit/s/Hz.

Target | Coded | Average Compression
Bitrate | Bitrate | Luminance Ratio
(kbps) | (kbps) | PSNR (dB)
500 561.89 34.32 64.95
1000 | 1000.35 36.41 36.48
1500 | 1515.35 37.74 24.08

Table 4.5: Summary of target and coded bitrate of the “Salesman” sequence at resolution
352-by-288 pixels. The associated average luminance PSNR and compression ratio are
also tabulated.

attained a performance similar to that of the convolutional codes adopted by the DVB
standard, albeit at a lower decoding complexity. The BICM codes consistently outper-
formed the corresponding convolutional code having the same code rate. The coding gain
of BICM was further increased when we employed iterative decoding. Comparing the four
coded modulation schemes, the TTCM systems provided the best performance in terms
of power efficiency. In higher-order modulation modes, the TTCM scheme was seen to
have a better spectral efficiency, than the turbo-coded DV B-like system. However, in
low-order constellation modes their spectral efficiency was similar. Furthermore, we also
showed that the average video quality improves when more spectrally efficient systems

are invoked.
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Figure 4.7: Performance of the TTCM scheme and the turbo-coded DVB terrestrial
system over the wideband fading channel of Figure 4.2. The turbo-coded DVB schemes
have useful throughputs of 1 bit/s/Hz and 3 bit/s/Hz for the QPSK and 64-QAM modes,
respectively. The TTCM schemes have useful throughputs of 1, 2 and 3 bit/s/Hz for the
rate 1/2, 2/3 and 3/4 cases, respectively.
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Figure 4.10: Average PSNR versus channel SNR for the MPEG-4 encoded “Salesman”
sequence transmitted using the iterative decoded BICM scheme.
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Chapter 5

MPEG-4 Based Digital Video

Broadcasting

5.1 Overview

At the time of writing the MPEG-4 video compression standard is not widely known.
Hence in this chapter we provide a novel synthesis of the information available in the
literature. One of the reasons for the popularity of the World Wide Web (WWW) is its
ability to allow users to interact with the information presented to them in the form of
links to other documents, which may or may not be at the same server site that pro-
vided the master document. These documents can be in the form of textual information,
graphic files, audio files or even video files. Hence, the users are not confined to view the
presentation of the documents in the order dictated by the content developers. They are
free to choose their own viewing preference. This shows a paradigm shift from passive
viewing to interactivity with the content.

The term multimedia conveys different meaning to different people. This is partly
due to the fact that multimedia technology covers three major disciplines and their as-
sociated industries, namely entertainment, telecommunications and computers. In [29],
multimedia is defined as the creation and packaging of information and its dissemination
as well as distribution through end-user cooperative and interactive applications. Hence,
it is not surprising that the disciplines of telecommunications, entertainment and com-
puter businesses are expected to converge. However, as Chiariglione [215] points out, the
convergence as stated is ill-posed. Instead, in his view the barriers inherited by the three
sectors in the form of content production and packaging, information transport and pro-
cessing as well as user equipment domains that will be removed. For example, at the time
of writing a broadcast company generally enables its viewers to follow the programmes
in sequence only, without any form of interactivity, apart from changing the television
channels. On the other hand, a viewer browsing a web page has a choice as to which
‘programmes’ he or she wants to follow next. At the time of their introduction, telecom-
munication facilities were set up to convey mainly audio or speech information. However,
with the increasing availability of multimedia source information, communication network

are expected to carry video as well as other multimedia information [27]. At the time
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of writing broadcast companies are poised to commence interactive services, while for
the multimedia traffic on the WWW duplex communications is already the norm. Both
wireline based and wireless telecommunications systems are now expected to cope with
more bandwidth hungry multimedia services. On the whole, in order for integrated du-
plex multimedia communication to become pervasive, the entertainment industry has to
launch interactive programmes, such as for example video-on-demand [15]. More efficient
coding of the info is needed in order to better utilise the communication network and the
interoperability of different networks has to be ensured.

The production mechanisms of audio-visual material are also evolving. Apart from
using a camera and microphone for recording, as in conventional movies, a significant
portion of the material can be computer generated. Using synthetic information has been
a common feature in computer games, which can be in two-dimensional (2D) or three-
dimensional (3D). Therefore, the compression techniques used for 3D and 2D video may
differ.

The arguments presented in this section have highlighted some of the problems that
have to be solved in order to enable multimedia communication to take off. The MPEG-4
standard is aimed at facilitating multimedia communications. Again in MPEG-4, the
multimedia content is viewed as a set of audio-visual objects that are presented, manipu-
lated and transported individually. These capabilities are supported by the introduction
of a set of tools, which are defined in several parts of the standard. The visual [5] and au-
dio [216] parts of the standard enable multimedia compression in the form of audio-visual
entities, e.g. arbitrary shaped video objects. The conventional rectangular video frame
is a special case of the video object. The MPEG-4 standard’s system oriented part [217]
is responsible for defining the overall architecture. We shall consider the details of these
components in our ensuing sections. However, first we elaborate on the functionalities and

requirements that the MPEG-4 standard is endeavouring to address in the next section.

5.2 Functionalities and Requirements
The three main requirements that form the central theme of MPEG-4 are

e content-based interactivity

e universal access

® compression.

The last requirement is addressed by the media coding component of the standard. As
mentioned above, a significant coding paradigm shift facilitated by MPEG-4 with respect
to other audio-visual coding standards, such as H.261, H.263, MPEG-1 and MPEG-2, is
the introduction of “audio-visual objects”. These objects can be related to each other
both spatially and temporally, instead of the conventional approach of coding rectangular
video frames along with their associated audio component.

When we refer to a video object, we are considering objects, such as humans, cars,
books or even the background of a scene. These objects can be manipulated and/or
motion translated relative to one another in time and space for forming a complete scene.
In order to communicate the constructed scene to the end-user, the MPEG-4 system [217]

has defined a tool known as Binary Format for Scenes (BIF'S), which is a scene description
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language discussed in Section 5.3.1. We can define audio objects, such as a man’s voice,
the noise generated by a car engine and music. Hence, the combination of a car and its
related engine noise will produce an audio-visual object.

In this section, we have introduced the concept of audio-visual objects. Let us now

look at each of the above requirements and their corresponding functionalities in turn.

5.2.1 Content-Based Interactivity

By representing a scene as a collection of objects, we are offered the ability to interact
directly with the individual objects. As such, the semantics of the scene representation
are important. We can attach interpretations or extra information regarding a particular
object, analogously to the hypertext documents known from WWW pages. For instance,
if we are viewing an advertisement of a car, we may be interested in obtaining more
information concerning the car, such as its price, engine type and the accessories available.
By selecting this car object, an additional window will appear on our display panel with
the required information, provided that this piece of information is available.

In another scenario, we can reuse our collection of objects to form new scenes, since
each object has a certain semantic message attached to it. This gives rise to a need for
an object compositor at the decoder end. Its function is to reconstruct the scenes with
the aid of the decoded objects. During the encoding process, composition information
in the form of spatio-temporal relationships is sent together with the objects in order
to facilitate the composition process. This composition information is conveyed to the
receiver with the aid of the BIFS.

The scene description process, which is related to the composition process at the
receiving MPEG-4 terminal, is independent of the decoding process of the audio-visual
objects. This enables the manipulation of objects as well as bitstream editing. Specif-
ically, by manipulating objects, the viewer is empowered with the ability to influence
the presentation of the scene. Objects can be readily removed or added. Also, objects
from other locations can be added. Furthermore, different objects can have different error
protection during transmission, depending on their perceived importance [27].

The MPEG-4 committee also envisaged the composition or amalgamation of natural
data with synthetic computer generated data [28]. This provides an innovative set of
options for exploitation in applications such as travel advertisement, distance learning,
cooperative work and virtual telepresence.

Temporal random access is also facilitated by the MPEG-4 standard, where the user
can fast-forward or reverse an arbitrarily shaped image object in a certain video sequence,
just like with the aid of a conventional video tape recorder.

In summary, we have three main functionalities under the content-based interactivity
requirement, namely:

e content-based manipulation

e synthetic and natural hybrid coding

e temporal random access.
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5.2.2 Universal Access
There are two main functionalities to be addressed in this context, such as:

e robustness in error-prone environments

e content-based scalability.

With the aid of the universal access capability, end-users are enabled to receive mul-
timedia information through different types of networks, such as fixed cable networks,
optical fibre networks, satellite networks and wireless networks. Wireless networks are
particularly hostile. In order to ensure the high-integrity delivery of information, error
concealment [88,103,134,135,149,152,153,218,219] and error resilient source coding tech-
niques have to be invoked, which have been reviewed in Chapter 1. The object-based
nature of MPEG-4 also facilitates a very low bitrate coding of audio-visual information,
which is suitable for supporting mobile multimedia services.

Alternatively, multimedia information may have to be decoded and displayed on dif-
ferent types of hardware. A solution would be to introduce scalability into the content.
In [87], content scalability was defined as the ability to identify and selectively decode and
reconstruct the video content of interest. The content scalability mentioned entails ad-
justing the spatial resolution, temporal resolution, quality and complexity [30]. In terms
of spatial scalability, the spatial resolution of an object can be increased or decreased. A
similar capability is facilitated in the time domain, in terms of increasing or decreasing
the frame rate. This enables important objects to have a higher spatial and/or temporal
resolution. Therefore, the quality and complexity of different objects can be selectively
controlled.

In this section, we discussed two functionalities in the context of the universal access
requirement, namely error resilience and content scalability. We will now continue our

discussion on the third context of the requirement, namely compression.

5.2.3 Compression

In Section 5.2.1 and Section 5.2.2, it was mentioned that the object-based nature of
MPEG-4 facilitates content-based interactivity and content scalability. However, there is
another underlying reason for employing coding of arbitrarily shaped objects. Research
has shown that if the reconstruction of three-dimensional scene models is possible, then a
substantial coding rate reduction can be achieved [29,34-39]. This ultimately corresponds
to a higher compression efficiency. Wireless transmission particularly benefits from this
improvement in video compression efficiency. Furthermore, more efficient coding requires
reduced storage space.

The second compression related functionality is known as multiple concurrent data
stream coding. According to [30], MPEG-4 will provide the ability to code multiple views
(as well as soundtracks) of a scene. It is also mentioned that the redundancy which exists
in multiple-view representation of the same scene can be exploited to provide an efficient
representation of three-dimensional natural objects. This capability supports compressing
stereoscopic video sequences.

Following the above brief notes on the objectives and motivation behind the design of

MPEG-4, let us now consider the MPEG-4 system architecture.
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5.3 MPEG-4 System Architecture
The MPEG-4 standard [217] specifies the overall architecture, which supports object-

based compression, manipulation and transport. Several tools are defined within the
system oriented part of the standard:

e Binary Format for Scenes (BIFS)

e object descriptor framework

e elementary stream management

e system decoder model.

Each of these components will be elaborated on during our discourse related to the MPEG-
4 system architecture. Before we proceed further, we introduce a number of terms, which
will be repeatedly used in augmenting the above concepts.

As we have argued in Section 5.2, audio or visual entities which can be viewed as in-
dividual elements in a particular scene, are known as audio-visual objects. These entities
can be natural objects as well as synthetic objects and they may be static or time-variant
in their nature. Each object’s information is conveyed with the aid of its own stream-
ing channel. These streaming channels are also known as elementary streams. More
specifically, the elementary streams are imaginary channels for the delivery of MPEG-4
encoded multimedia and control information, which are mapped to the physical deliv-
ery channels with the aid of the tools provided by the MPEG-4 Delivery Multimedia
Integration Framework (DMIF) [220]. The MPEG-4 DMIF will be discussed in Section
5.3.5. Since each elementary stream is associated with a particular object, the concept
of object descriptors is introduced, in order to uniquely identify the different elementary
streams. Since many of these elementary streams have to be synchronised in order to
provide a coherent MPEG-4 based multimedia presentation, a time stamping technique
is utilised for aligning them along the temporal axis. The system’s decoder model, which
will be discussed in Section 5.3.4, is introduced in order to provide an abstract notion
of time in MPEG-4, as well as to facilitate the modelling and management of decoder
buffers. The MPEG-4 system oriented specification, however, refrains from defining the
details of the various potential delivery technologies. This isolates the design of MPEG-4
from the specifics of the various transmission systems. As mentioned above, the MPEG-
4 elementary streams are mapped to the physical channels with the aid of a separate
delivery layer known as the DMIF. The aim of the DMIF is to allow the simultaneous
access, presentation and synchronisation of MPEG-4 multimedia contents, which are car-
ried through different delivery technologies. This motivated the definition of a uniform
interface between the MPEG-4 system layer and the delivery layer. Figure 5.1 shows the
overall architecture of an MPEG-4 multimedia terminal, which will be detailed during

our further discourse.

5.3.1 Binary Format for Scenes

The scene description information defines the manner in which the audio-visual objects
are identified as well as located, both spatially and temporally. The scene description
information is conveyed by the Binary Format for Scenes (BIFS) and it also describes the

dynamic behaviour and possible interactive features of the audio-visual objects for the
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audio broadcast ).

user. This scene description information is conveyed to the MPEG-4 codec’s compositor
in at least one elementary stream, as shown in Figure 5.1. Since the scene description is
carried in its own elementary stream, it may include timing information. This feature al-
lows the scene to be altered over time by content creators. Furthermore, user events, such
as a mouse click on an audio-visual object in order to disable it, can be captured. These
events can lead to the modification of the scene description’s behaviour. In order to pro-
vide flexibility in this respect, MPEG-4 has adopted ECMAScript [221], formerly known
as JavaScript [222], within the scene description process. These scripting tools enable
MPEG-4 to incorporate programmability into multimedia terminals. The capturing of
mouse events mentioned earlier is an example of programmability. The ECMAScript pro-
vides the means to enable the multimedia terminal to react accordingly once the mouse is
focused onto the particular audio-visual object and a particular action is selected. In our
example above, the corresponding action selected is to disable or remove the audio-visual
object.

Since the scene description has to be transported to the user’s terminal, a mechanism
is required for encoding this information. As mentioned above, the tool offered for this
purpose is known as the BIFS . The objects constituting the scene and the relationships
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among them are coded on the basis of a tree-structured format, similar to that employed in
the Virtual Reality Modelling Language (VRML) [223]. Each node in the tree contains an
audio-visual primitive together with its associated attributes. In order to achieve coding
efficiency, bitrate compression techniques are applied to the BIFS. Here we refrain from
elaborating on the associated compression techniques employed, referring the interested
reader to the literature for further details [217,224, 225].

Apart from providing a means for encoding the scene description, BIFS also contains
protocols for animating elements within the scene. A three-dimensional human head
and body model has also been defined within the BIFS, such that the content creator
can animate the model by controlling the nodes of the VRML tree that form the model
[217,226).

5.3.2 Object Descriptor Framework

As mentioned in our previous discussions, a particular scene description may comprise
several audio-visual objects. Each of these objects has a corresponding elementary stream
for its transmission. In order to allow the compositor to assign the right elementary stream
to the correct object, the object descriptor framework was introduced in the MPEG-4
standard.

During our further discourse, frequent reference is made to Figure 5.2. Each object
descriptor has a unique numeric object identifier (OD_ID) and it provides the required
association information for a set of elementary streams. In order to differentiate amongst
the different elementary streams contained within an object descriptor, a unique elemen-
tary stream identifier (ES_ID) is attached to each elementary stream. More specifically,
the OD_ID links the object descriptor to a particular scene node. By contrast, the ESIDs
within the object descriptor will link the necessary elementary streams, which together
constitute a single entity from the perspective of the scene description.

Object descriptors are conveyed by a specific elementary stream, which is referred to
as the object descriptor stream. In order to initialise an MPEG-4 presentation, it is nec-
essary to identify the scene description and the associated object descriptors’ elementary
streams. A specific object descriptor known as the initial object descriptor is defined
for this purpose. This initial object descriptor is usually transmitted during the session
initialisation stage, before any elementary stream channels are set up. It also contains
information such as the so-called profile and level requirements for the particular MPEG-4
multimedia presentation. Specifically, the profile [227] requirements refer to the choice
of tools necessary for decoding the multimedia information in the MPEG-4 presentation,
while the level [227] requirements refer to parameters related to the implementation com-
plexity assumed by the presentation, such as the maximum affordable coded multimedia
bitrate and the maximum decoder buffer size.

In addition to its role as the link between the scene description and elementary streams,
the object descriptor framework provides a mechanism for describing the relations between
elementary streams within the same object descriptor. This allows the establishment
of hierarchical relations between the elementary streams, in order to reflect the scalable

nature of the multimedia encoding process. For example, two distinct elementary streams
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Figure 5.2: Example showing the relationship between scene graphs, object descriptors
and elementary streams

corresponding to a low bitrate and a high bitrate video stream can be associated with a
particular object descriptor. An MPEG-4 terminal may choose to decode both or only
one of the elementary video streams, depending on its capability.

Specific descriptors for textual information based elementary streams can also be
embedded into the object descriptor. This textual information can be utilised for example
in keyword search processes invoked by search engines, for the textual deccription of
multimedia contents or for content rating information. Furthermore, Intellectual Property
Right Management and Protection (IPMP) descriptors can be included in the object
descriptor. This mechanism provides conditional access to particular contents items.

Again, Figure 5.2 illustrates the relationship between scene graphs, object descriptors
and elementary streams in forming an MPEG-4 multimedia presentation. Above, we have
provided a rudimentary survey of the facilities supported within the object descriptor
framework. The interested reader is referred to the treatise by Herpel and Eleftheriadis
[99] as well as to the MPEG-4 systems specification [217] for further details.

5.3.3 Elementary Stream Management

The elementary stream management module refers to the set of functionalities required to

establish synchronisation between elementary streams. This module operates within the
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Sync Layer (SL) indicated in Figure 5.1. The Sync Layer is responsible for packaging the
elementary streams in terms of so-called access units. An access unit refers to a complete
instance of a multimedia MPEG-4 presentation entity, such as a video frame. Timing
information is also added to the access unit, in order to facilitate synchronisation with
other access units and the resultant packet is known as a SL packet. The sequence of SL
packets stored in a particular decoding buffer is termed SL-packetised stream, as shown
in Figure 5.1.

The purpose of SL packets is to ease the mapping of access units during adaptation
to the delivery layer, since all elementary streams use the same SI packet structure
with the relevant synchronisation information attached to the SL packets, irrespective
of the delivery mechanism used. This method facilitates the synchronous decoding and
composition of the corresponding access units. Synchronisation can be established with
the aid of clock references and time stamps. The system’s decoder model, which we will
discuss in the next section, is responsible for synchronising the receiver’s clock reference
to the transmitter’s clock reference.

As noted earlier, the MPEG-4 systems specification is defined to be independent of the
delivery technology used. As such, a communication interface is defined for the mapping
of the SL-packetised stream to the relevant delivery channels. The delivery technolo-
gies used may be different, but the applications are unaware of the underlying delivery
mechanisms, since the MPEG-4 applications access the delivery mechanisms through a
common interface known as Delivery Multimedia Integration (DMIF) application inter-
face. This DMIF application interface will be discussed further in Section 5.3.5. However,
an exception to this approach is that the MPEG-4 systems specification defined a simple
multiplexing tool known as FlexMux, which exhibits a simple packet syntax. The Flex-
Mux tool was also indicated in Figure 5.1. Its aim is to create low bitrate and low delay
streams, which are then mapped to the delivery layer frame structure. This is desirable
in cases where the management load, overhead or delay to set up a different transport

channel for each elementary stream is too high.

5.3.4 System Decoder Model

The System Decoder Model (SDM) defines a system buffer model and a system timing
model in order to describe the behaviour of a receiving MPEG-4 terminal. Figure 5.3
shows the system decoder model. The building blocks of the SDM are the DMIF appli-
cation interface, the elementary stream decoder buffers, the audio-visual object decoders,
the composition buffers and the compositor.

The core elements that form the processing unit in the SDM are the access units,
which were introduced in Section 5.3.3. The DMIF application interface is responsible
for conveying the respective access units to their decoding buffers. The decoding buffers
will store these access units until they are decoded. Following their decoding, the media
decoder will remove them instantaneously from the decoding buffers. Once decoded, they
will be known as composition units and they are placed into the composition buffers. The

size of the buffers required at the decoder can be determined from the previously defined
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Figure 5.3: System decoder model

profile and level selected, which are indicated by the initial object descriptor during the
communication setup phase, as mentioned in Section 5.3.2.

It was alluded to earlier that the time stamp attached to an audio-visual object is used
to assist in synchronising its decoding in relation to other audio-visual objects. Firstly,
we observe that the encoder used to encode the audio-visual object and the decoder used
to recover the audio-visual object may not be operating at the same clock speed. Each of
the audio-visual objects at the encoder will be "stamped” with the time of its encoding
according to the encoder’s system clock. Hence, the terminology Object Time Base (OTB)
is used. However, the MPEG-4 decoder’s clock, which is referred to as System Time Base
(STB), will not be in synchronous relationship with the encoder’s time base. Therefore,
a time stamp known as Object Clock Reference (OCR) is sent to the decoder for aiding
the synchronisation of the encoder and decoder clocks. The Object Clock Reference is
the time the encoder clock shows when this time stamp is created. Hence, the OTB of
the audio-visual object will have to be mapped to the decoder’s STB for synchronised

decoding. The associated mapping can be achieved using the following equation:

AtsTp
Atorn

(5.1)

tspr = (topr — toTB-Start) + tST B—Starts

where:
tspr is the decoder’s system decoding time measured using the decoder’s clock
tsTp is the decoder’s System Time Base
torp is the encoder’s Object Time Base
topr is the object’s decoding time measured using the encoder’s clock
toTB—Start 1S the value of the first Object Clock Reference time stamp of the

audio-visual object
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Figure 5.4: MPEG-4 specifications showing the different types of multimedia information
processed at each layer.

tsTB_Start 1S the value of the decoder’s System Time Base, when the first
Object Clock Reference time stamp of the audio-visual object is received.
In short, Equation 5.1 aims to rescale the object’s decoding time based on the encoder’s

clock to a time based on the decoder’s clock.

5.3.5 MPEG-4 Delivery Multimedia Integration Framework

At its conception, MPEG-4 was targeted for employment in multiple operating scenarios
and it was designed for transmitting multimedia information using different delivery tech-
nologies. In order to create a flexible system specifications which can satisfy the above
requirements, the MPEG-4 system specifications [217] were defined to be independent of
the delivery mechanisms employed. On the other hand, functions which are related to
the delivery mechanisms were included into the MPEG-4 delivery multimedia integra-
tion framework known as DMIF. The DMIF Application Interface (DAI) is the enabling
mechanism for the MPEG-4 systems tools to access functions provided by the delivery
technology. By adopting the DMIF application interface, an MPEG-4 terminal can access,
present and synchronise multimedia content transmitted using different delivery mecha-
nisms. Figure 5.4 shows the different types of multimedia information processed at every
layer of the MPEG-4 specifications.

The DMIF reference architecture is shown in Figure 5.5, which illustrates three differ-
ent types of operating scenarios, namely broadcast to multiple receivers, local storage and
transport through some form of personal communications network. A distinct feature of
the reference architecture is that the three different operating scenarios are modelled in
a uniform manner. The building blocks of the architecture are the originating applica-
tion, the originating DMIF, the target DMIF and the target application. The originating
DMIF and the target DMIF form a session level service. The originating application is
the actual MPEG-4 multimedia application in the terminal. The originating application
interacts with the target application through the DMIF. For the remote communications

scenario, the originating and target applications reside on separate hosts. Hence, the two
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Figure 5.5: DMIF reference architecture

hosts communicate through signalling protocols specific to the communications networks
employed. For the local storage and broadcast scenarios, the target application is only
a conceptual model as shown in Figure 5.5 in order to maintain the uniformity of the
reference architecture for the three different operating scenarios.

The DMIF application interface links the MPEG-4 application and the delivery tech-
nology. It contains primitives for the MPEG-4 application to request the setup of a new
service session or to delete existing sessions, to setup or delete communication channels
and to control the corresponding transfer of multimedia information through these chan-
nels. The DMIF filter plays a key role in identifying and activating the appropriate DMIF.
The originating application will issue a request for a new session and for providing the
resource locator for the DMIF interface. The DMIF filter will then examine this resource
locator in order to activate the correct DMIF for the originating application.

The DMIF signalling protocol forms a generic session level protocol designed for sup-
porting multimedia information streaming. The protocol stack includes the provision for
activating the FlexMux tool, which was shown in Figure 5.1 and discussed briefly in Sec-
tion 5.3.3, in order to optimise the employment of network resources. Once an MPEG-4
multimedia session has been initiated, several streams are selected and requested. The
DMIF signalling protocol creates one channel for each requested MPEG-4 multimedia
stream. The FlexMux tool can be invoked to multiplex these channels, in order to con-
serve network resources. However, the signalling protocol is not responsible for controlling
the data streaming process. The application carries out this task.

Since the DMIF signalling protocol is a generic protocol, a mechanism known as re-
source descriptor was introduced by the MPEG-4 standard with the aim of identifying
different transport mechanisms, such as the Internet Protocol (IP), MPEG-2 transport
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streams [67,228] and the Asynchronous Transfer Mode (ATM) transport protocol. Fur-
thermore, due to the different signalling protocols employed by these transport protocols,
a mapping functionality is incorporated into the DMIF signalling protocol, in order to
associate the corresponding DMIF signalling protocol with the signalling protocols of the
various transport protocols. This function is performed at the DMIF network interface

by the signalling module, as shown in Figure 5.5.

5.3.6 Summary of MPEG-4 System Architecture

Let us now summarise the MPEG-4 system architecture by providing the reader with a
summary of the sequence of events, which takes place when an MPEG-4 application is
activated by the user. This overview will assist the reader in visualising the inter-linking
of the system tools we have discussed thus far in this chapter.

An MPEG-4 application commences with the selection of the service required by the

user. The sequence of events that follow are as listed below:

e The originating application initiates a request to start a new service session with
the aid of the DMIF application interface.

e The DMIF filter of Figure 5.5 will examine the resource locator passed to it by
the originating application through the DMIF application interface. This resource
locator will be used to identify the target DMIF that provides the required service.
It then contacts the corresponding target DMIF by utilising the DMIF signalling
protocol as seen in Figure 5.5. The target DMIF will contact the target application
in response to this event. The same session initialisation process is applied regardless
of the specific operating scenarios, i.e. whether it is a broadcast, local storage or a
remote interactive application. However, in remote applications a network session
is established through the DMIF network interface.

e Once the service session has been successfully setup, the initial object descriptor
of the requested service is transmitted. The originating application then uses this
service session in order to create connections for transporting streaming data.

Above, we have briefly discussed the functionalities of the tools provided by the

MPEG-4 systems and DMIF specifications. Since our treatment has been rudimentary,
we refer to [5,217,220,224] for further information. Details concerning the MPEG-4 sys-
tems specifications can be found in [217], as well as in the tutorial papers by Avaro et
al. [98] and Herpel and Eleftheriadis [99]. The MPEG-4 DMIF specifications were detailed
in [220].

5.4 MPEG-4 Natural Video Coding
The central concept underlying the MPEG-4 standard is that of audio-visual objects,

which provide direct access to the scene contents. There are many types of multimedia
information sources, such as natural still images, stereoscopic images, computer generated
images, text, video and etc. In this section, we limit our discussions to natural video
objects.

With our intuitive feel for video objects composing a scene, the MPEG-4 video specifi-
cations (5] define a hierarchy of classes which facilitate the description of the relationships
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Figure 5.6: Relationship between video objects, video object layers and video object
planes (adapted from Ebrahimi [32] © Elsevier Science 1997).

among video objects. This hierarchy is constituted by four elements, namely the Video
Session (VS), the Video Object (VO), the Video Object Layer (VOL) and the Video
Object Plane (VOP). In order to augment our discussions, we consider an example. Let
us commence by viewing a particular video scene at some point in time. At the start
of our observation, there are three video objects in the scene, namely a walking man, a
moving car and the background scene. As time elapses, the man is seen walking towards
the viewer. The car appears from behind the man, moves past the man and eventually
disappears from the viewer’s domain. Before we proceed, the reader is reminded that a
video sequence comprises frames of still images, which are captured at certain instances
in time in a sequential manner. In this context, a video session consists of the frames from
the first frame until the frame captured at the instant, where the car is last seen. The
next video session will commence with the walking man and the background scene only,
until other video objects appear on the scene. The man, the car and the background scene
are considered three distinct video objects, since they have certain semantics attached to
them. Since we are dealing with video objects, the video object plane refers to consec-
utive snapshots of the particular object in time. The notion of the video object layer is
created for introducing the concept of spatial and temporal scalability to a video object.
A spatial scalability enhancement is where the spatial resolution of an object is increased.
By contrast, a temporal scalability enhancement is where a video object is displayed at a
higher frame rate, in order to enable the object to be viewed following a smoother motion
trajectory. In both scalability cases, there will be a base layer and an enhancement layer
representation of the object. The concept of video object layer is used to represent these
two layers. The first video object layer will be the base layer and the second video object
layer will be the enhancement layer. Figure 5.6 portrays the relationship between a video
session, video objects, video object layers and video object planes.

There are several ways of utilising the video object planes. The most common one is

to let each VOP contains the encoded video data for a particular time sample of a video
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Figure 5.7: General block diagram of the MPEG-4 video encoder (adapted from Ebrahimi
[32] © Elsevier Science 1997).

object. A rectangular video frame is a special case of a VOP, which is designed to hold
arbitrarily shaped video object planes. Hence, the VOP will contain shape information,
motion parameters and texture data. The VOP can also be used to code a video sprite,
which is similar to a video frame but it appears persistently over time. The sprite’s
behaviour can be modified by changing its brightness and by warping it, in order to allow
for spatial deformability.

The general structure of the MPEG-4 video encoder is shown in Figure 5.7. In Sec-
tion 5.2, it was mentioned that content-based interactivity is one of the major require-
ments in MPEG-4. This is evident in the block diagram of the video encoder’s structure,
where a scene is composed of different Video Objects (VOs). The coding control mod-
ule is needed, since different video objects may be characterised with the aid of different
parameters and encoded in various coding modes. Here, a video object is not restricted
to natural video objects, but it may entail synthetic video [95,226] as well. Hence, it is
expected that natural and synthetic video may use alternative coding methods. These
associated coding configuration information will be attached to the respective objects for
informing the receiver of the methods required for the decoding of the respective objects.
Since interactivity is also a feature in MPEG-4, the end-user is allowed to influence the
coding strategy with the aid of the coding control. One possibility is to distribute the total
bitrate allocation budget across various objects, such that objects of specific interest are
represented at a higher resolution and at a higher bitrate. Furthermore, the composition
process can be adjusted in order to suit the end-user’s viewing preference.

The general structure of the MPEG-4 video decoder is shown in Figure 5.8, which
obeys an inverse structure with respect to that of the encoder. An important difference is
the presence of a compositor, which will appropriately arrange the decoded objects based
on their spatio-temporal relationships prior to displaying them. Earlier, it was noted that
the end-user can interact with the encoder. In cases where there is no upstream control

channel from the decoder to the encoder, the end-user may still interact with the decoder
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by either controlling the compositor or the demultiplexer of Figure 5.8, so as to change
the relative spatial relationship of the objects at the compositor or to decide which object
is decoded from the specific bitstream concerned at the demultiplexer.

Since each video object layer consists of a series of video frames known as video object
planes, the MPEG-4 standard has defined a video object plane encoder, which is similar
to those in the MPEG-1 [3], MPEG-2 [4], H.261 [1] and H.263 [2] standards. The only
difference is the addition of a shape coding module in the MPEG-4 version. Figure 5.9
shows the video object plane encoder which incorporates the shape coding module. In
the figure, there is a flag known as VOP _of_arbritary_shape. Its purpose is to indicate the
presence or absence of shape information in the bitstream. When standard rectangular
images are coded, the encoder structure shown in the figure will have the same structure
as those found in the MPEG-1 [3], MPEG-2 [4], H.261 [1] and H.263 [2] standards. This
structure is also known as the hybrid DPCM /transform coding technique [46]. The first
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video object plane (VOP) will be encoded in intra-frame coded mode, i.e. it is coded
without any reference to any other VOPs. Subsequent VOPs will be inter-frame coded,
which are known as P-VOPs as they are coded with respect to previously coded VOPs.
The third prediction mode is that of the bidirectionally predicted VOP (B-VOP), which
forms its prediction of the current VOP on the basis of both previous and future VOPs.

After coding the shape information, the VOPs will be partitioned into macroblocks
of size 16-by-16 pixels. The previously coded video frame is stored in the reconstructed
frame buffer of both the encoder and that of the decoder. Motion estimation is then
performed on a macroblock basis, in order to produce a motion vector which can be
used to motion compensate the previously decoded frame. The prediction error is then
the difference between the current macroblock of interest and the motion compensated
macroblock of the previous reconstructed frame. The prediction error is then Discrete
Cosine Transformed (DCT) on an 8x8 block basis. These transformed prediction error
blocks will be quantised and run-length encoded using procedures similar to those in
the established H.263 standard [2]. The quantization stepsize can be varied to allow the
achievement of certain target bitrate and to prevent buffer overflow or underflow. The
rate control process which is responsible for optimising the bit allocation of the encoded
video frame is not discussed here [77,78,80-83,229-231].

Having explored the general principles behind the VOP encoder structure, we will
now take a closer look at each component of the encoder structure, including the shape
coding module, the motion estimation and compensation module as well as the texture

coding module.

5.4.1 Shape Coding
The MPEG-4 codec utilises two types of shape information, which are known as binary
shape information and grey scale shape information. The binary shape information gives
us the information in the form of binary labels which indicate the silhouette of the object.
Hence, we are able to infer which pixels belong to the video object at any given time.
The shape of a VOP is enclosed by a rectangular window having a size in multiples of 16
pixels in both the horizontal and vertical directions. The size of the bounding rectangle is
defined such that there is a minimum number of 16-by-16 pixel macroblocks covering it.
The pixels in the bounding box which do not belong to the object will be set to ”0”, while
the pixels that belong to the object will be set to 7255”. The macroblocks within the
bounding rectangle are known as Binary Alpha Blocks (BAB). As for the grey scale shape
information, the difference is that each corresponding pixel can have a range of values
from ”0” to ”7255”, which indicates the degree of transparency of a pixel [32,232]. A ”0”
value means a completely transparent pixel, while the value ” 255" implies an opaque pixel.
Figure 5.10 shows an example of a video object plane with its corresponding bounding
box, which is partitioned into 16x16 macroblocks.

As there are two types of shape information, there are also two corresponding shape
coding methods. They are binary shape coding and grey scale shape coding, which are

the next topics of our discussion.
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Figure 5.10: Example showing video object plane with its corresponding bounding box
(adapted from Ebrahimi [32] © Elsevier Science 1997).

5.4.1.1 Binary Shape Coding
The shape compression algorithm provides two categories for coding a BAB based on
the so-called Context Based Arithmetic Encoding (CAE) scheme [233], namely the intra-
coded CAEs or IntraCAEs and inter-coded CAEs or InterCAEs. In the IntraCAE mode,
the BAB is encoded without any reference to previously encoded BABs. By contrast, the
BAB is encoded with reference to previously encoded BABs in the InterCAE mode. The
motion vectors describing the motion translation of the BAB in the InterCAE case can be
obtained by searching for the best matching position of the current BAB with respect to
the previously encoded BAB based on a certain similarity metric, such as for example the
minimum sum of absolute difference. The motion vectors found are differentially encoded.
The encoding of the BAB which belongs to an intra-coded VOP can be further clas-
sified as follows:
e If the macroblock concerned is deemed to be opaque, shape coding is not required.
However, the corresponding texture information will be encoded.
e If the macroblock is classified as transparent, its shape and texture will not be
encoded.
e If the macroblock is a shape macroblock, as shown in Figure 5.10, the shape infor-
mation is encoded in intra mode (IntraCAE).
Similarly, the encoding of the BAB which belongs to an inter-coded VOP can be
further divided into the following categories:
e If the macroblock is considered to be opaque, shape coding is not required. However,
the corresponding texture information will be encoded.
e Provided that the macroblock is deemed transparent, its shape and texture will not
be encoded.
e This BAB is encoded using the IntraCAE mode, if motion estimation fails to provide
a suitable match for the current BAB on the basis of the previously encoded BAB.
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Figure 5.11: Templates for computing the context number to be used in the context based
arithmetic encoder.

e The motion vector difference is zero and the BAB is not updated.

e The motion vector difference is zero, but the BAB is updated since the motion
prediction error is non-zero. The InterCAE mode is employed for encoding the
BAB motion prediction error.

e The motion vector difference is non-zero, but the BAB is not updated since the
motion prediction error is close to zero.

e The motion vector difference is non-zero and the BAB is updated. The InterCAE

is employed for encoding the BAB motion prediction error.

Reiterating, the context based arithmetic encoding algorithm [5,233] is used to encode

the BAB, where each pixel is encoded in a scanline order as follows:

e A parameter known as context number is computed based on the templates shown
in Figure 5.11. In an intra-coded BAB the context information is based on pixels,
which belong to the BAB currently being encoded. By contrast, for inter-coded
BABs, four of the context pixels originate from the BAB currently being encoded
and the other five context pixels belong to the previously encoded motion compen-
sated BAB, which also acts as the prediction BAB for the current BAB. The context
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number C(z,7) is computed as follows [233]:

n
Cli,g) =Y cli,5)2%, (5.2)
k=0
where (7, j) refers to the location of the pixel under consideration and ¢ (4, j) refers
to each context pixel adjacent to the pixel at location (i, j).

e The context number serves as the index, addressing the predefined probability ta-
ble [5] which outputs the probability of the pixel under consideration to be either
belonging to the video object concerned or not. A constant probability distribution
is employed instead of an adaptive arithmetic coding scheme in order to reduce the
associated memory requirement.

e The corresponding probability value is used to assist the arithmetic encoder for
codeword assignment,.

Above, we have provided a brief outline of the binary shape coding method employed

by the MPEG-4 encoder. Further related details can be found in the MPEG-4 video
specifications [5].

5.4.1.2 Grey Scale Shape Coding

As mentioned previously, the grey scale BAB comprises a binary mask, also known as
support information, and the associated transparency values for each pixel within the
confines of the bounding box specified by the binary mask. Hence, two encoding stages
are required by the grey scale shape coding. The first encoding stage corresponds to the
binary shape coding required for generating the support information, as discussed in the
previous section. The second stage encodes the 8-bit pixel transparency values within
the shape concerned using technique similar to that used for compressing the arbitrarily
shaped texture data, employing a block-based motion compensated DCT assisted coding

scheme. Hence, this is a lossy compression scheme.

5.4.2 Motion Estimation and Compensation

Any video sequence can be viewed as a set of sequential snapshots of still images of a
scene. Therefore, consecutive snapshots are correlated. It is this form of predictability
or redundancy that the motion prediction mechanism is exploiting. In its basic form,
we can simply use the previous frame for predicting the current frame. However, the
drawback is that the motion which occurs in between the time the frames are recorded
is not taken into account. Therefore, typically more sophisticated motion estimation
and compensation techniques are introduced for exploiting and removing the temporal
redundancy inherent in the video sequence. The prediction mechanism can be divided into
two main categories. The first one is known as forward prediction, whereby the previous
encoded picture is used as the reference picture. As mentioned before, the video object
plane encoded in this manner is referred to as the P-VOP. The second mode is known as
bidirectional prediction. Here, both the previous and future encoded pictures are used
for forming the motion prediction. The video object plane encoded in this manner is

termed as the B-VOP. At the commencement of the encoder’s operation, the prediction
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buffer is empty. Hence, the first VOP is encoded independently of other VOPs. This
VOP is known as an intra-frame coded VOP or I-VOP. The major difference in MPEG-4,
with respect to H.263 for example, regarding motion estimation and compensation is the
introduction of video objects. Specifically, in MPEG-4 the motion estimation has to be
employed for arbitrarily shaped video object planes instead of using rectangular video
frames.

Similarly to the shape coding technique introduced in Section 5.4.1, the video object
plane is encapsulated by a bounding box which is also divided into macroblocks of 16-
by-16 pixels for luminance macroblocks and 8-by-8 pixels for chrominance blocks. When
a macroblock is completely outside the video object plane, no motion estimation is em-
ployed. This macroblock is also labelled as an exterior macroblock, as shown in Figure
5.10. By contrast, when a macroblock belongs completely to the video object plane,
motion estimation is carried out using standard block matching techniques on the basis
of 16-by-16 macroblocks for producing a motion vector. Alternatively, each 8-by-8 pixel
block can have its own motion estimation process, resulting in four motion vectors per
macroblock.

The third case to consider is when a macroblock is partially filled with pixels that
belong to a VOP. We shall refer to this macroblock as a boundary macroblock, as shown
in Figure 5.10. In order to facilitate the employment of standard block matching algo-
rithms here, the boundary macroblock of the reference VOP is padded by replicating
boundary pixel values towards the exterior of the reference VOP. This replication process
is performed in two stages, namely horizontal repetitive padding and vertical repetitive
padding. By contrast, the exterior macroblock is padded by a procedure known as ex-
tended padding.

Let us illustrate the repetitive padding procedures with the assistance of a luminance

boundary block, represented in matrix form as follows:

0 0 0 0 0 0 47 46
45 46 0 0 0 48 49 49
4 45 0 0 0 0 0 0
0 0 0 0 0 0 0

@V =14 45 45 0 0 0 0 o0 (5:3)
45 45 46 46 0 0 48 48
A7 45 46 4T 47 0 48 48

46 44 45 45 46 46 46 47

For horizontal repetitive padding, each boundary pixel value of a reference VOP is copied
to the left or right of the reference VOP boundary. In our example, we assume that the
pixels having zero value are to be considered outside the VOP boundary concerned. This
exterior VOP region is also known as the transparent region. If two boundary pixel values
exist that fill the same transparent region, the two values are averaged according to the

f T s + f €T R

f(z,y)
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where the symbol |p| means rounding to the nearest integer lower or equals to p. The
parameter z; refers to the location of the nearest pixel value at the VOP boundary at the
left of the current location z. Likewise, z, refers to the location of the nearest pixel value
at the VOP boundary at the right of the current location z. After horizontal repetitive

padding, the resultant matrix f'(z,y) is as shown below:

47 47 47 47 47 47 47 46
45 46 47 47 47 48 49 49
44 45 45 45 45 45 45 45
o 0 0 0 0 0 0 o0
44 45 45 45 45 45 45 45
45 45 46 46 47 47 48 48
47 45 46 47 47 47 48 48
46 44 45 45 46 46 46 47

fzy) = (5.5)

The process of vertical repetitive padding ensues similarly to the horizontal repeti-
tive padding, but the process takes place in the vertical direction. The vertical repetitive
padding is responsible for padding the remaining unfilled transparent pixels in the bound-
ary block concerned. The resultant matrix after vertical repetitive padding is shown below

for our example:

47 47 47 47 47 47 47 46
45 46 47 47 47 48 49 49
44 45 45 45 45 45 45 45
F(z,y) = 44 45 45 45 45 45 45 45 . (5.6)
44 45 45 45 45 45 45 45
45 45 46 46 47 47 48 48
47 45 46 47 47 47 48 48
46 44 45 45 46 46 46 47

The third padding process, which is referred to as extended padding, is used to pad
the remaining exterior macroblocks. For exterior macroblocks, which are adjacent to the
boundary macroblocks, pixel values from the border of one of the boundary macroblocks
are used for padding. The selection of the boundary macroblock concerned is based on
the positions of the boundary macroblocks in relation to the exterior macroblock, as
shown in Figure 5.12. The order of priority is from the largest index to the smallest
index. The remaining transparent macroblocks are filled with pixel values of magnitude
gbits-per—pizel=1 and for 8-bit pixel resolution, this is equal to 128.

Once the reference VOP boundary macroblocks are padded, standard block matching
based motion estimation can be invoked for the current macroblock. The sum of absolute
difference between the pixels in the current macroblock and the pixels at the same position
in the reference macroblock can be used as a similarity measure for locating the best
matching region. If the current macroblock is a boundary macroblock, only the pixels
that belong to the VOP will be used to compute the sum of absolute difference.
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Figure 5.12: The index of the boundary macroblocks indicates their priorities in terms of
being selected for padding process. The order of priority is from the largest number to
the smallest number.
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Figure 5.13: Candidate predictors for determining the motion vector MV of the current
block. Specifically, MV is predicted from the median of MV'l, MV2 and MV3 which are
the motion vectors of the surrounding blocks.

The motion vectors obtained are encoded differentially with respect to the median
values of the motion vectors of the three previously encoded macroblocks, as shown in
Figure 5.13. Specifically, the prediction of MV is formed from the median of the three
candidate motion vectors, namely that of MV1, MV2 and MV3. The selection of the
blocks used for predicting the motion vector MV depends on the portion of the block in
the macroblock concerned, as seen in Figure 5.13. The differential motion vector values
are then variable-length encoded. If any of the candidate motion vectors belongs to a
transparent block, this MV predictor block will be labelled as invalid. If only one of
the candidate motion vector predictors is invalid, it will be set to zero. If two of the
candidate motion vector predictors are invalid, they are set to the value of the third
candidate motion vector predictor. If all three candidate motion vector predictors are

invalid, they are set to zero.
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Overlapped block motion compensation [5, 60] is also supported in MPEG-4. The
motion vectors are acquired by the standard block-matching method. However, the mo-
tion compensation process differs, because during the compensation process the motion
vectors of neighbouring blocks are also taken into account apart from the motion vector
of the current block. Each motion vector will provide an estimate of the pixel value, and
the pixel estimates are then weighted, in order to form the final prediction value.

Since the motion prediction will not be a perfect one, motion prediction errors will be

generated. The process of encoding this prediction error is the topic of the next section.

5.4.3 Texture Coding

The term texture as used in this section may refer to either the texture of the actual pixel
values or to that of the motion compensated residual, which is the result of imperfect
motion prediction. The texture coding process consists of a number of consecutive steps,
namely Discrete Cosine Transformation (DCT) [62,64], DCT coefficient quantisation and
variable-length DCT codeword assignment. This process is similar to that of other block
coding based schemes, such as H.261, H.263, MPEG-1 and MPEG-2. The 16-by-16 pixel
macroblocks are tesselated in order to form the bounding box that hosts the arbitrarily
shaped video object plane.

The first step in texture coding is to perform DCT on the actual pixel values in the
case of intra-frame coded macroblocks or on the motion compensated residual in the case
of inter-frame coded macroblocks, as shown in Figure 5.9. The DCT process is performed
on each 8-by-8 block of a macroblock, since the DCT exhibits a high energy compaction
property in the frequency domain. Hence, after the DCT process, the signal energy will
be concentrated in the low-frequency range. The DCT coefficient quantisation process
is used for removing the low energy, high-frequency components. For intra-frame coded
macroblocks, the average signal energy of the quantised DCT coefficients can be further
reduced by employing DCT coeflicient prediction from neighbouring blocks, as shown in
Figure 5.14. The adaptive selection of DC and AC DCT coefficient prediction direction
is determined with the aid of comparing the horizontal and vertical DC gradients of the
current block and its neighbouring blocks. If the DC gradient between block A and block
B is higher than that between block B and block C, the AC and DC coefficients of block
A are chosen for predicting the coefficients of the current block and vice versa. It should
be noted that only the AC DCT coeflicients at the boundary of the block are used for
prediction, as indicated by the shaded region in Figure 5.14.

The resultant two-dimensional 8-by-8 pixel DCT coefficient matrix is scanned into a
one-dimensional DCT coefficient string such that it typically contains a long chain of zeros
followed by a non-zero value. This enables compression through the use of variable-length
encoding. For inter-frame coded blocks, the well established zig-zag scan, shown in Figure
5.15, is employed. For intra-frame coded blocks, however, the encoder may select zig-zag
scanning, alternate horizontal scanning or alternate vertical scanning. The selection is
based on the DC coefficient prediction direction and on the activation of the AC prediction
mode. If the AC prediction mode is inactive, only zig-zag scanning is used. Otherwise,

either the alternate horizontal scanning or alternate vertical scanning approach of Figure
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Figure 5.14: DCT coefficients prediction of current block from neighbouring blocks.

5.15 is chosen, depending on the DC prediction direction. If the DC coefficient is predicted
from the adjacent horizontal block, alternate vertical scan is invoked for the current block
in an effort to maximise the length of zero strings before runlength coding.

Macroblocks that contain arbitrary-shape texture data at the VOP boundaries have
to be padded into rectangular macroblocks prior to discrete cosine transformation. For
inter-frame coded macroblocks, the blocks are padded with zero values. For intra-frame
coded blocks, a technique known as low pass extrapolation [97] is used to pad the blocks,
which is performed in two stages as follows:

1. The mean of the pixels belonging to the boundary block is computed and used as

the padding value for the transparent region.

2. An averaging operation based on the following equation is performed for all the

pixels that lie outside the VOP:

f(x’y)z,yEVOP — f(xay - 1) + f("E - 1,y) 1’ f(zvy + 1) + f(CL' + lvy) (57)

If any of the pixels considered in Equation 5.7 lies outside the block concerned, it is

excluded from the filtering operation and the denominator is adjusted accordingly.
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Figure 5.15: The three different modes for scanning DCT coefficients prior to variable-
length encoding.

5.4.4 Scalable Coding

At the beginning of this chapter it was stated that one of the MPEG-4 standard’s ob-
jectives is to enable content-based interactivity in the context of audio-visual objects.
Potential end-user requests are for a particular visual object to be displayed at a higher
spatial and/or temporal resolution. A higher temporal resolution will result in a smoother
motion perception. Both enhancements will result in a more pleasing perception for the
user.

Before we proceed further, the notion of bitstream scalability will be introduced. First
of all, it should be noted that the encoding of audio-visual objects will result in a set of
bitstreams, corresponding to each individual object. If spatial or temporal scalability is
utilised, there will be an extra bitstream, which is the so-called enhancement layer. This
enhancement layer can be multiplexed with the base layer bitstream for forming the final
bitstream, which will be transmitted to the receiver. Now, depending on the complexity of
the decoder, it may decode only the base layer for reconstructing the object or to include
the decoding of the enhancement layer as well. Although the enhancement layer and the
base layer are multiplexed for transmission, it is not necessary to decode both layers for
recovering the object. This is the essence of bitstream scalability. It is stated in [32]

that bitstream scalability is the property of a bitstream that permits the decoding of
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Figure 5.16: Example showing the first type of enhancement, where only a subset of the
base layer is enhanced either spatially or temporally.

appropriate subsets of a bitstream for generating complete pictures of a certain resolution
or quality commensurate with the proportion of the bitstream decoded. This fact has
important hardware implications. A low complexity decoder can still decode the base
layer for reconstructing a reasonable picture quality, while a higher complexity decoder
may decode the additional enhancement layer as well, in order to attain a better picture
quality.

The MPEG-4 video specifications [5] define two types of enhancements. The first one
entails enhancements of portions of the base layer. The second type allows the enhance-
ment of the entire base layer. Figure 5.16 shows an example of employing enhancements
to limited portions of the base layer. In this example, there are two distinct objects in
the scene, i.e. the man and the background. Referring to the data structure defined in
Section 5.4, the overall scene of the base layer is treated as one video object. At the base
layer, this video object has only one video object layer (VOL0). When enhancement is
applied to the image of the man only, there will be an extra video object layer (VOL1)
exclusively created for the man. When an enhancement of the second type is invoked, the
VOL1 will represent the whole scene, similarly to VOLO.

The general encoding and decoding structure of a two-layer scalability processing
model is shown in Figure 5.17. At the source, there are two encoders, one for the base
layer and one for the enhancement layer. The bitstreams generated by both encoders are
multiplexed and transmitted to the receiver. The receiver has a similar structure to that
of the encoders. The bitstreams received are demultiplexed and sent to the decoders for
processing. The functions of the scalability preprocessor, midprocessor and scalability
postprocessor will be made more explicit during our further discussions on spatial and

temporal scalability. These are our next topics of discussion.
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Figure 5.17: General encoding and decoding structure for a two-layer scalability process-
ing model utilised in the MPEG-4 Video specification [5].

5.4.4.1 Spatial Scalability

In terms of spatial scalability, the viewer may have the option of increasing the resolution
of the video object seen. However, this mode is only applicable to rectangular frame based
pictures [5]. The discussion that ensues is made with reference to Figure 5.17. The video
object planes, VOPs, form the input of the scalability preprocessor. This preprocessor
downsamples the input VOPs for forming a reduced resolution base layer, which is sent
to the base layer encoder for encoding. After encoding, the reconstructed base layer is
fed to the midprocessor for upsampling, before being passed to the enhancement layer
encoder. The other input of the enhancement layer is constituted by the higher resolution
VOPs received from the preprocessor. After encoding, the base layer and enhancement
layer bitstreams are multiplexed and sent to the receiver. It should be noted that the
higher resolution VOPs and the upsampled base layer VOPs input to the enhancement
layer encoder represent the same VOPs. At the enhancement layer, the upsampled base
layer VOP acts as a prediction of the incoming VOP. At the decoder, the reverse process
is invoked. The only difference is the presence of the scalability postprocessor. This
postprocessor upsamples the base layer VOPs and incorporates the enhancement layer’s
decoded information prior to displaying it.

The VOPs of the base layer obey the encoding techniques described earlier. Hence, the
base layer can be intra-frame coded (I-VOP) or predictive inter-frame coded (P-VOP and
B-VOP). As for the enhancement layer, P-VOPs or B-VOPs are commonly used, although
I-VOPs can also be employed. A possible relationship among the corresponding I-VOP,
P-VOP and B-VOP of the base layer and enhancement layer is shown in Figure 5.18.
Since the decoding of the enhancement layer is dependent on the upsampling of the
corresponding base layer information, the corresponding base layer VOP must be encoded
before the encoding of the enhancement layer VOP can take place.

In this subsection, we have examined briefly the spatial scalability option offered by

the MPEG-4 codec. We shall now proceed to consider its temporal scalability feature.
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Figure 5.18: A possible relationship among the I-VOP, P-VOP and B-VOP between the
base layer and enhancement layer.

5.4.4.2 Temporal Scalability

The temporal scalability mode is applicable to encoding arbitrarily shaped objects as
well as rectangular shaped VOPs. With reference to Figure 5.17, the encoder’s scalability
preprocessor temporally demultiplexes the input video object into two groups of VOPs.
One of the associated VOP groups is fed to the base layer, while the other group to the
enhancement encoder. In this case, the encoder’s midprocessor has no function and hence
transparently conveys the reconstructed base layer VOPs to the enhancement encoder
for use in its predictions. At the decoder, the inverse process is employed. Specifically,
the decoder’s postprocessor outputs the base layer without any conversion. As for the
decoder’s enhancement layer, the postprocessor temporally multiplexes the base layer and
enhancement layer, in order to produce the higher temporal resolution enhancement layer
VOPs.

In order to illustrate the two types of enhancements mentioned in Section 5.4.4, we
consider two examples which have been adapted from [32]. The first example portrays
the first type of enhancement, i.e. the enhancement of a fraction of the base layer,
as portrayed in Figure 5.19 in terms of temporal scalability. In this example, VOLO
represents the background and a particular object in the scene, while VOL1 represents
exclusively the particular object considered in the enhancement layer. Hence, VOLO is
the base layer in this case, which has a lower frame rate. VOLI is coded to enable for
example a particular high speed object in the scene to achieve an increased display rate.

The second example is shown in Figure 5.20, where the background represented by
the rectangular frame and the arbitrarily shaped object are two separate entities. The
background frame only exists in the base layer. By contrast, the arbitrarily shaped object
has a base layer and an enhancement layer for a potentially higher temporal scalability.
In this case, the scalability is related to the whole of the base layer constituted by the
arbitrarily shaped object.

Having considered the issues of temporal scalability in this section, we provide a brief

summary of the MPEG-4 video coding issues, before characterising the performance of
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Figure 5.19: Example showing the temporal scalability of a fraction of the base layer
(adapted from Ebrahimi [32] © Elsevier Science 1997).
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Figure 5.21: First frame of the QCIF “Miss America” sequence.

the codec.

5.4.5 Summary of MPEG-4 Natural Video Coding

The MPEG-4 visual standard [5] treats the coding of arbitrary shaped video objects as
its main aim. This allows convenient manipulation of the video objects within the frames.
The MPEG-4 video encoder is seen as an evolution from the existing video coding stan-
dards, such as H.263 and MPEG-2, which encode only rectangular frame-based video. In
order to support arbitrary-shape object encoding, the MPEG-4 Visual standard has spec-
ified the encoding of shape information, which was discussed in Section 5.4.1. The texture
coding tools, though similar to those used in existing video coding standards, have to be
modified in order to accommodate the encoding of arbitrary shaped texture data. The
necessary modifications were summarised in Section 5.4.3. The standard has also speci-
fied several enhancements in order to increase the achievable compression efficiency, such
as AC and DC DCT coefficient predictions, as well as three alternative DCT coefficient
scanning techniques prior to the variable-length codeword assignments. As in previous
video coding standards, the MPEG-4 visual standard [5] has also offered scalability tools
in the form of both temporal and spatial scalability modes. These scalability modes have
also been extended in order to account for the object-based coding schemes adopted by

the standard.

5.5 Performance of the MPEG-4 Codec

The investigations conducted in this section are aimed at characterising the performance
of the MPEG-4 codec employing a range of video sequences. The simulations were carried
out using colour video sequences, which were sampled at 10 frames/s and 30 frames/s.
The video sequences used were “Miss America”, “News” and “Foreman” of dimensions
176-by-144 pixels. This video representation format is known as the Quarter Common
Intermediate Format (QCIF). The first frame of these three sequences is shown in Figures
5.21 to 5.23.

Initially, the MPEG-4 encoder was set to operate without activating the rate control.
The quantiser step size was set to the finest and coarsest levels, in order to gauge the lower
and upper bound of the coded bitrate and that of the compression ratio attainable for
the video sequences considered. Explicitly, Table 5.1 presents a summary of the MPEG-4
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Figure 5.23: First frame of the QCIF “Foreman” sequence.

codec’s performance, when the quantiser step size was set to the finest and coarsest levels
for the “Miss America”, “News” and “Foreman” QCIF video sequences. As expected, the
codec exhibited the highest compression ratio for the “Miss America” sequence, followed
by the “News” and Foreman” sequences, respectively. The high compression ratio of the
“Miss America” sequence is a consequence of its low spatial detail and limited amount
of motion activity. The MPEG-4 encoder is capable of achieving a coded bitrate of 6.85
kbit/s, when the coarsest quantiser is used for encoding the “Miss America” sequence
sampled at 10 frames/s. At 30 frames/s, the lowest achievable average coded bitrate
was 13.42 kbit/s, which corresponds to approximately twice the lowest achievable coded
bitrate experienced at 10 frames/s case. The “Foreman” sequence which exhibits a fair
amount of spatial detail, but only a limited amount of motion activity requires a minimum
coded bitrate of 30.89 kbit/s and 52.85 kbit/s for scanning rates of 10 frames/s and 30
frames/s, respectively.

In our next experiment, the MPEG-4 encoder’s rate control [230] was activated. Figure
5.24 and Figure 5.25 show the performance of the video codec in terms of the achievable
PSNR image quality, against bitrate and compression ratio, respectively. The MPEG-
4 codec’s performance is observed to scale quasi-linearly over the operating range. In
order to increase the video scanning rate from 10 frames/s to 30 frames/s, the video
encoder is required to approximately double its bitrate in order to maintain the same

image quality for the “Miss America” and “News” sequences. However, the “Foreman”



CHAPTER 5. MPEG-4 BASED DIGITAL VIDEO BROADCASTING 130

Sequence | Type | Frame | Quantiser | Coded Average | Compression
Rate Step Size | Bitrate | Luminance Ratio

(fps) (Kbps) | PSNR (dB)
Miss QCIF 10 1] 496.59 47.41 6.12
America 31 6.85 33.87 443.78
News QCIF 10 1] 456.10 47.19 6.67
| 31 13.09 26.81 232.27
Foreman | QCIF 10 1] 776.41 47.34 3.92
31 30.89 27.77 98.45
[ Miss QCIF 30 1| 1442.40 47.04 6.33
America 31 13.42 33.73 680.08
News QCIF 30 1] 1002.93 47.06 9.10
31 21.63 26.95 421.83
Foreman | QCIF 30 1] 1754.14 47.21 5.20
31 52.85 28.44 172.64

Table 5.1: Upper and lower bounds of the MPEG-4 codec’s performance for various
QCIF resolution video sequences, where the video encoder employs either the finest or
the coarsest quantiser, in order to obtain the highest and lowest quality encoded video,
respectively. The rate control was disabled in this experiment.

sequence required only about 50 % bitrate increase, in order to maintain the same image
quality when the video scanning rate is tripled. This is attributed to the fact that upon
reducing the frame scanning rate to 10 frames/s, the motion prediction between the
100 ms spaced video frames becomes less efficient and hence the achievable compression
ratio is reduced. Viewing this phenomenon from a different angle, we observe that we
can obtain the same PSNR image quality at a factor three lower frame scanning rate
at about half the bitrate, when the associated slight jerkiness is acceptable. This fact
implies a reduction of the bandwidth required for transmitting the encoded video. It is
also observed from Figure 5.25 that when maintaining the same PSNR image quality in
comparison to the original 30 frames/s sequence, there is an approximately factor two
compression ratio loss, when the video frame scanning rate is decreased from 30 frames/s
to 10 frames/s. This is a result of reduced predictibility of the 100 ms spaced frames.
It is interesting to observe in Figure 5.25 that as the compression ratio is decreased, the
image quality expressed in terms of the PSNR attained by the video codec for the “Miss
America” sequence at 10 frame/s and 30 frame/s converges, while this is not observed for
the other two sequences. This can be explained as follows. The “Miss America” sequence
is more amenable to compression compared to the other two sequences. Since it contains
only a small amount of motion in conjunction with limited spatial detail, the difference
between two consecutive frames is limited even for the 10 frames/s scenario. Hence at low
compression ratios, the PSNR image quality converges, since even the low frame scanning
rate 10 frames/s “Miss America” sequence is smoothly evolving and therefore it can be

encoded at a high quality.
We continued our experiments using three different Common Intermediate Format
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Figure 5.26: First frame of the CIF “Salesman” sequence.

(CIF) video sequences of dimension 352-by-288 pixels, namely the “Miss America”, “Sales-
man” and “Football” video clips, which are sampled at both 10 frames/s and 30 frames/s.
The “Miss America” sequence is as shown in Figure 5.21 but at CIF resolution, while the
CIF “Salesman” and “Football” sequences are shown in Figure 5.26 and 5.27, respectively.
Table 5.2 presents a summary of the MPEG-4 codec’s performance when the rate control
module is switched off. As before, the finest and coarsest quantiser step sizes are selected
in order to enable us to obtain the upper and lower bound of the coded bitrate and
compression ratio attainable by the video codec. Again, the “Miss America” sequence
exhibits the highest compression ratio of the three sequences considered. Similarly to
the “Miss America” sequence, the “Salesman” sequence is also amenable to compression.
This property is due to their moderate motion activity and spatial detail. By contrast,
the “Football” sequence exhibits a low compression ratio due to its high motion activity
and increased spatial detail. Hence a significantly higher coded bitrate is required, even
when the coarsest quantiser step size is employed. Specifically, the “Football” sequence
requires approximately seven and eight times higher bitrate than the “Miss America” se-
quence for the 10 frames/s and 30 frames/s scenarios, respectively. Incidentally, the CIF
resolution “Miss America” sequence requires an approximately four times higher bitrate
than the QCIF resolution “Miss America” sequence. This corresponds to the factor four
increase in resolution.

As in the context of QCIF sequences, we then invoked the MPEG-4 encoder’s rate
control module for encoding the CIF sequences. The associated range of attained coded
bitrates and compression ratios is shown in Figure 5.28 and Figure 5.29 respectively. The
image quality is seen to vary in a quasi-linear fashion as a function of the coded bitrate
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Figure 5.27: First frame of the CIF “Football” sequence.

Sequence | Type | Frame | Quantiser Coded Average | Compression
Rate | Step Size Bitrate | Luminance Ratio

(fps) (Kbps) | PSNR (dB)
Miss CIF 10 1| 2489.84 47.07 4.89
America 31 28.86 35.63 421.56
Salesman | CIF 10 1| 2873.03 46.78 4.23
31 31.80 28.49 382.56
Football CIF 10 1| 4671.66 47.52 2.60
31 208.77 27.54 58.27
Miss CIF 30 1| 7324.51 47.05 4.98
America 31 53.97 35.61 676.28
Salesman | CIF 30 1| 8196.47 46.75 4.45
31 58.33 28.59 625.68
Football CIF 30 1 | 12553.65 47.58 2.91
31 451.98 27.37 80.75

Table 5.2: Upper and lower bounds of the MPEG-4 codec’s performance for various
CIF resolution video sequences, where the video encoder employs either the finest or
the coarsest quantiser, in order to obtain the highest and lowest quality encoded video,
respectively. The rate control was disabled in this experiment.
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Figure 5.28: Average PSNR image quality versus coded bitrate performance of the MPEG-
4 codec for the CIF resolution “Miss America”, “Salesman” and “Football” video se-
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and compression ratio. In reducing the frame scanning rate from 30 frames/s to 10
frames/s, the coded bitrate achieved is reduced by approximately a factor of two for the
same image quality for all three CIF sequences. Overall at a given PSNR, the operating
bitrate range of the MPEG-4 codec spans an order of magnitude for these CIF sequences.
From Figure 5.29, we note that the “Miss America” clip is significantly more amenable
to compression at a given PSNR than the “Salesman” sequence. Another observation,
which is valid in the context of both sequences, is that their PSNR appears similar at both
scanning rates, although different for the two sequences. This observation is based on the
fact that the difference between two consecutive frames is limited for both sequences.
However, again, since the “Salesman” sequence contains more spatial detail than the
“Miss America” sequence, the PSNR image quality attained is lower for the “Salesman”
sequence at the same compression ratio. On the other hand, the “Football” sequence
exhibits more significant differences between consecutive frames, since it contains higher
motion activity than the other two CIF sequences. This is reflected in the difference
between their compression ratios achieved, when the frame scanning rate is decreased by
a factor of three.

Lastly, we characterised the performance of the MPEG-4 codec using the “Stefan”
sequence, which has a resolution of 720-by-480 pixels. From Table 5.3, we observe that
the “Stefan” sequence has a low compression ratio due to its high spatial detail and
medium amount of motion activity. When the rate control module is disabled and the
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quantiser step size is set to the finest level, the coded bitrate attained is as high as 52
Mbit/s. The operating range of the MPEG-4 codec for this sequence is portrayed in
Figure 5.30 and Figure 5.31.

( Sequence | Type | Frame | Quantiser | Coded Average Compression
Rate | Step Size | Bitrate | Luminance Ratio
(fps) (Mbps) | PSNR (dB)
Stefan | 720x480 30 1 52.05 46.97 2.39
31 2.41 25.45 51.62

Table 5.3: Upper and lower bounds of the MPEG-4 codec performance for “Stefan”
sequence at resolution of 720-by-480 pixels. The video encoder employs either the finest
or the coarsest quantiser in order to obtain the best and worst quality encoded video.
The rate control is disabled in this experiment.

In summary, we note that the MPEG-4 video codec has a wide operating range. For

a low activity video sequence, such as the QCIF “Miss America” clip, the video codec
The operating range can also be

can achieve a coded bitrate as low as 6.85 kbit/s.
extended to high bitrates for CIF and larger video sequences. Therefore, the MPEG-4
codec is suitable not only for low bitrate applications, such as videoconferencing over
wireless networks, but also can be targeted at video broadcast appplications, such as high
definition television broadcast. In the next section, we will concentrate our discussions

on the MPEG-4 codec’s error resilience features.
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Figure 5.30: Average PSNR image quality versus coded bitrate performance of the MPEG-
4 codec for the 720-by-480 resolution “Stefan” sequence at 30 frames/s.
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5.6 MPEG-4 Error Resilience Features

One of the implications of universal access requirement in MPEG-4, which was discussed
in Section 5.2.2, is the possibility of communicating MPEG-4 encoded multimedia signals
through heterogeneous communication networks. The propagation conditions of mobile
channels are particularly severe due to Rayleigh fading, as argued in Section 1.3. In
general, forward error correction codes, such as convolutional codes, Reed-Solomon codes,
turbo codes and etc., are used to counteract the effects of channel errors. However, the
channel decoders may not be able to correct all the channel errors. This has motivated
the MPEG-4 committee to include error resilient features into the MPEG-4 video decoder
in order to mitigate the effects of the residual errors after channel decoding. The error

resilient features introduced into the MPEG-4 video decoder comprise:

e error detection and localisation

e resynchronisation

o data recovery.

The video decoder can be utilised to detect errors in the video bitstream with the aid
of semantic and syntactic checks. Examples of error detection performed by the video
decoder are

e more than 64 DCT coeflicients are decoded per 8-by-8 pixel block

e decoded motion vectors are outside the allowed range

e invalid variable-length codewords

e wrong coding mode detection for macroblock, such as intra-frame coded pictures

containing inter-frame coded blocks.
If the decoder identifies a decoding error, it will curtail decoding and attempts to resyn-
chronise at the next valid decoding start point. At this stage, the decoder may manage to
isolate the transmission error to be between two resynchronisation points and may regain
synchronisation with the encoder. In the next three sections, we will outline the ap-
proaches adopted by the MPEG-4 committee in providing resilience against transmission

€Irors.

5.6.1 Resynchronisation

In the event of a decoding error, the MPEG-4 video decoder regains synchronisation by
searching for the next resynchronisation marker in the bitstream. The resynchronisation
marker is a unique codeword. Hence, the probability that the decoder confuses it with
other codewords is low. This technique is also employed in other video coding standards,
such as MPEG-2, H.261 and H.263. In the H.261 and H.263 standards, each image
is divided into rows of macroblocks, with each row spanning from the left boundary
of the image to its right boundary. FEach row of macroblocks is also known as group
of blocks (GOB). The resynchronisation marker is inserted at the start of the GOB.
Hence, resynchronisation can only occur at the left edge of the image, provided that the
resynchronisation marker is not corrupted by channel errors. The smallest region in which
transmission errors can be isolated is one row of macroblocks. In the MPEG-2 standard,

the group of blocks term is also known as a slice. However, a slice does not have to
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Figure 5.32: MPEG-4 video packet structure employing a resynchronisation marker and
the Header Extension Code (HEC), in order to assist the decoder in recovering from its

€rrors.

be constrained to occupy a whole row of macroblocks. One row of macroblocks can be
represented by more than one slice.

MPEG-4 provides a similar slice synchronisation scheme as well. It does not restrict
the slice to an entire row of macroblocks. Instead, it divides the image into video packets,
each packet containing a similar number of bits. When there is significant motion activity
in a region of the image, more bits will be used to encode the macroblocks in this region.
On the other hand, a low activity image region, such as the still background, can be coded
with less bits per macroblock. Hence, the video packet will contain more macroblocks in
a low activity region compared to a high activity region. When residual channel decoder
errors exist, the video decoder can localise the errors in a high activity region to a smaller
number of affected macroblocks. This enables the optional error concealment scheme to
operate more effectively.

Apart from searching for the next resynchronisation marker, the decoder also has to
remove any data dependencies between data that belongs to different video packets. This
is a consequence of differentially encoding information, such as the DC DCT coefficients
and motion vectors. The following information is inserted at the start of each video
packet, in addition to the resynchronisation marker:

e macroblock address of the first macroblock in the video packet, which indicates the

spatial location of this macroblock in the image

e quantisation parameter, which denotes the default quantisation parameter used to

quantise the DCT coefficients of the macroblocks within this video packet.

The video decoder will also reset the motion vector predictors, which we discussed in
Section 5.4.2, so that prediction is made from within the video packet boundary only.
Figure 5.32 portrays the organisation of data within a video packet. Up to now, we have
indirectly assumed that the picture header information has not been corrupted. The
picture header contains information such as time stamp and picture coding type, which
assists the video decoder in successfully decoding the received video data. However, this
information can also be corrupted during transmission. Hence, an optional section within
the video packet, known as Header Extension Code (HEC), is introduced, which contains
information similar to that carried in picture header, in order to allow the information in
each video packet to be independently decoded. Furthermore, by comparing the informa-
tion contained within the video packet header and the picture header, the video decoder
can determine the validity of the picture header data. The use of the HEC can reduce

the number of dropped video frames, when the picture header is corrupted.
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Figure 5.33: Video packet structure in MPEG-4 employing data partitioning. The term
HEC refers to the header extension code and MBM denotes to motion boundary marker.

5.6.2 Data Partitioning

Typically, after the video decoder has detected a decoding error, it is incapable of locating
the exact position of the error. This is a consequence of the extensive use of variable-length
codewords, in order to achieve a high compression ratio. Hence, the data between the
detection of the error and the next resynchronisation point are discarded. Furthermore,
since the motion and texture data are encoded jointly within a macroblock, they are
both lost in case of transmission errors. The data partitioning scheme used in MPEG-
4 was incorporated for reducing the amount of lost data by separating the motion and
texture data within the transmitted video packet, as seen in Figure 5.33. The motion
data of all the macroblocks belonging to the same video packet are also grouped together.
Similarly, the texture data, of all the macroblocks belonging to the same video packet are
grouped together. The motion section and the texture section are separated by a unique
Motion Boundary Marker (MBM). The MBM indicates the end of the motion data and
the start of texture data segment in Figure 5.33. The specific bit pattern of the MBM was
obtained with the aid of computer search based on generating every possible combination
of codewords from the variable-length code tables used for encoding the motion data [103].
The aim of this search was to find a MBM, which is unique, and hence it is not emulated
by any combination of codewords from this code table. Again, Figure 5.33 shows the
structure of the video packet employing data partitioning. The role of the HEC in Figure
5.33 was highlighted in Section 5.6.1.

If the video decoder detects any error while decoding the motion data, all the mac-
roblocks in the current video packet will be skipped. This is because the effects of motion
vector errors propagate for a long time due to the misaligned local and remote recon-
struction frame buffers. However, if only the texture data is corrupted, the video decoder
will retain the motion data but discards all the texture data. If the MBM was correctly
detected, the video decoder has a high confidence that the motion data of Figure 5.33
is correct. Furthermore, if the whole video packet is successfully decoded, but the next
resynchronisation marker is missing, the video decoder will discard all the texture data
belonging to the current video packet, which preceeded the lost marker. This action is
favoured because the video decoder is confident of the correctness of the motion data,
since the MBM is detected, but the texture data is likely to be corrupted.

5.6.3 Reversible Variable Length Codes

In the previous section we noted that the variable-length encoded texture data is dis-
carded until the next resynchronisation point is found, when a decoding error is detected.
The data is removed, irrespective of whether it has actually been corrupted, since the de-

coder loses synchronisation when an earlier error renders the subsequent variable-length
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codewords undecodable. It would be beneficial if we could reduce the likelihood of the
texture data being discarded. Reversible Variable Length Codes (RVLC) [104,105] were
adopted by the MPEG-4 codec with this motivation in mind. These RVLCs have the
specific property that they are decodable either in the forward or backward direction.
When the video decoder detects an error while decoding in the forward direction, it will
halt the forward decoding process and starts decoding in the reverse direction, once the
next resynchronisation point was found. Hence, some of the texture data at the end of
the packet seen in Figure 5.33, which would normally be discarded can be salvaged. In
order for the RVLC scheme to be effective, all the data that is encoded using RVLC must
occur together. Hence, this scheme is usually invoked together with the data partitioning
scheme.

Although the MPEG-4 standard does not specify the behaviour of the video decoder,
when the RVLC scheme is utilised, Talluri [85] has provided an attractive strategy for
decoding the video bitstream employing RVLCs. His suggestion is repeated here for the
reader’s convenience. Consider this example with the assistance of Figure 5.34, where the

variables used are as follows:

L: Total number of bits used for encoding the DCT coefficients in a video
packet

N: Total number of macroblocks in a video packet

L1: Number of bits which can be decoded in the forward direction

L2: Number of bits which can be decoded in the backward direction

NI1: Number of macroblocks which can be completely decoded during
forward decoding

N2: Number of macroblocks which can be completely decoded during

backward decoding

fmb(S):  Number of decoded macroblocks when S bits can be decoded in
the forward direction

b.mb(S): Number of decoded macroblocks when S bits can be decoded in
the backward direction

T: Threshold (Recommended value for MPEG-4 is 90).

The bitstream is decoded in the forward direction first. If no decoding error is detected,
the decoding process is successful and the next video packet will be decoded. If a decoding
error occurs in the forward decoding process, the decoder will search up to the end of the
current video packet and commences backward decoding, until an error is detected. The
next step is to decide on the amount of information to discard. There are four possibilities
to be considered, which are as follows:

e (L1 + L2 < L) and (N1 + N2 < N): The fmb(L1 - T) number of macroblocks
from the start and b.mb(L2 - T) number of macroblocks from the end of the video
packet are retained.

e (L1 4+ L2 < L) and (N1 + N2 > N): The (N - N2 - 1) number of macroblocks
from the start and the (N - N1 - 1) number of macroblocks from the end of the

video packet are retained.



CHAPTER 5. MPEG-4 BASED DIGITAL VIDEO BROADCASTING 141

— L M )
Positions where errors are L1 : N * 12
detected in a bitstream T :
! P i :
: DT T :
3 . N L
Number of decoded MBs : - E = : N2 !
corresponding to L1 and | i ; |
L2
MBs to be
discarded
f mb(L1-T) b mb(L2 -T)

Figure 5.34: Example of a possible decoding strategy for the MPEG-4 bitstream employ-
ing reversible variable-length codes.

e (L1 +L2>L)and (N1 + N2 < N): The (N - b_mb(L2)) number of macroblocks
from the start and the (N - f.mb(L1)) number of macroblocks from the end of the
video packet are retained.

e (L1 + L2 > L) and (N1 + N2 > N): The min{(N - b_mb(L2)), (N - N2 - 1)}
number of macroblocks from the start and the min{(N - fmb(L1)), (N- N1-1)}
number of macroblocks from the end of the video packet are retained. The operator
min{a, b} returns either the value a or b, depending on which one has the smaller
value.

In our ensuing section, we will characterise the performance of the MPEG-4 error

resilience tools within the context of a DVB terrestrial transmission scenario.

5.6.4 Performance of the MPEG-4 Error Resilience Tools Within DVB Ter-
restrial Transmission Scenario

In this section we present the results of our study of the MPEG-4 error resilience tools
within the context of a DVB terrestrial transmission scenario. The DVB terrestrial system
has been discussed in Chapter 2. The “Salesman” and “Stefan” video sequences are used
in our experiments. The “Salesman” clip has a dimension of 352-by-288 pixels, while the
“Stefan” sequence has a dimension of 720-by-480 pixels. Figure 5.26 and Figure 5.35 show
the first frame of the “Salesman” and “Stefan” video sequences, respectively.

Both video sequences are encoded using the MPEG-4 video encoder and the coding
parameters are summarised in Tables 5.4 and 5.5. For the encoded video sequences
employing only resynchronisation markers but no other error resilience enhancements,
direct copying of the affected image region from the previously reconstructed video frame
is performed in the event of a decoding error. On the other hand, this concealment
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Figure 5.35: First frame of the 720-by-480 pixel “Stefan” video sequence.

method is invoked only when the specific part of the video packet, which contains motion
information is corrupted. However, when data partitioning is used, then the lost section of
the video frame is replenished from the previous frame, even if only the texture information
was corrupted. If only the texture portion of the video packet is corrupted, the motion

information is still utilised, while the texture information is removed.

“Salesman” Coding Parameters

Image Resolution 352 x 288
Target Bitrate 1 Mbps
Total Frames 150
Frame Rate 30 fps

Motion Vector Search Range | 16 x 16 pixels
Intra-Frame Refresh Period 15 or 30 frames
Video Packet Size 1500 bits

Table 5.4: Coding parameters for the CIF “Salesman” video sequence.

“Stefan” Coding Parameters

Image Resolution 720 x 480
Target Bitrate 5 Mbps
Total Frames 120
Frame Rate 30 fps

Motion Vector Search Range | 16 x 16 pixels
Intra-Frame Refresh Period 15 frames
Video Packet Size 1500 bits

Table 5.5: Coding parameters for the “Stefan” video sequence.
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Figure 5.36: PSNR versus channel SNR performance for the MPEG-4 encoded “Sales-
man” sequence with intra-frame refresh updates every 30 frames. The encoded video
employs low-complexity resynchronisation marker assisted error recovery. The DVB-T
system employs rate 1/2 convolutional code as its inner code, and an outer Reed-Solomon
code to form a concatenated coding scheme. The QPSK, 16-QAM and 64-QAM based

transmissions were used.

Figure 5.36 shows a comparison of the performance of the data partitioned scheme and
the low-complexity resynchronisation marker assisted scheme within a DVB terrestrial
transmission scenario employing a rate 1/2 convolutional code as its inner code. The
intra-frame refresh period used for this experiment was 30 frames. The “Salesman” video
sequence was used. We note that the data partitioned scheme outperforms the low-
complexity resynchronisation marker assisted scheme in the transmission scenario, which
employs Quadrature Phase Shift Keying (QPSK) modulation. At the channel SNR of
11.2 dB, the data partitioned scheme outperformed the low-complexity resynchronisation
marker assisted scheme by 3.4 dB in terms of the achievable PSNR. The 2 dB PSNR
degradation threshold was selected as the maximum tolerable objective quality drop,
because the viewer will begin to notice the degradation of the decoded video quality
at this level. However, when employing the 16-QAM and 64-QAM modulation modes,
respectively, the low-complexity resynchronisation marker assisted scheme consistently
performed better than the data partitioned scheme. This observation can be explained as

follows. Each video packet which utilises the data partitioning tool can be divided into
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Figure 5.37: PSNR versus channel SNR performance for the MPEG-4 encoded “Sales-
man” sequence with intra-frame refresh update every 15 frames. The encoded video
employs low-complexity resynchronisation marker assisted and data partitioning based
error resilience tools. The DVB-T system employs rate 1/2 convolutional code as its in-
ner code, and an outer Reed-Solomon code to form a concatenated coding scheme. The
QPSK, 16-QAM and 64-QAM based transmissions were used.

two main sections, namely motion information and texture information as suggested by
the packetisation scheme seen in Figure 5.33. The effectiveness of the data partitioned
scheme relies on the fact that channel errors will affect the texture information more than
motion information, since the accumulated probability of bit errors increases towards
the end of the transmission packet. If this condition holds, the data partitioned scheme
will provide better error resilience, than the resynchronisation assisted scheme, since the
motion information can be used to provide better error concealment, especially in the
image areas where high motion activity is registered. By contrast, if errors occur towards
the beginning of the video packet, corrupting the motion information, this results in
erroneous motion vector predictions and prolonged video degradations. It should also be
noted that in our experiments the inter-frame coded pictures do not contain any intra-
frame coded macroblocks. Intra-frame coded macroblocks are restricted to intra-frame
coded frames only. The previously mentioned efficiency criterion of the data partitioned
scheme is met by the QPSK modulated transmission system in this particular scenario.
For the 16-QAM and 64-QAM systems, however, this criterion is not met, because the
modulation modes in these cases are less robust than QPSK modulation, when employing
the same type of channel codes. Hence the probability of motion data errors is increased,

which result in prolonged motion prediction errors.
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Figure 5.38: PSNR versus channel SNR performance for the MPEG-4 encoded “Sales-
man” sequence with intra-frame refresh update every 15 frames. The encoded video
employs low-complexity resynchronisation marker assisted and data partitioning based
error resilience tools. The DVB-T system employs rate 3/4 convolutional code as its in-
ner code, and an outer Reed-Solomon code to form a concatenated coding scheme. The
QPSK, 16-QAM and 64-QAM based transmissions were used.

The same set of experiments were then repeated for the “Salesman” video sequence.
However, the intra-frame refresh period was reduced from 30 frames to 15 frames. The
comparison of the performance between the low-complexity resynchronisation marker as-
sisted scheme and the data partitioned scheme is shown in Figure 5.37. With more
frequent intra-frame updates, the error propagation can be curtailed every 15-frame intra-
frame update period. This observation is made in Figure 5.37, where the performance
of the low-complexity resynchronisation marker assisted scheme is similar or better than
that of the data partitioned scheme.

We have also made similar observations for the identically encoded “Salesman” video
sequence, when transmitted over a DVB terrestrial system employing rate 3/4 and rate
7/8 convolutional codes, respectively. The associated results are shown in Figure 5.38
and Figure 5.39. The intra-frame refresh period was also set to 15 frames.

Figure 5.40 and Figure 5.41 show the results of our experiments using the “Stefan”
video sequence of Figure 5.35. The intra-frame refresh period was maintained at 15
frames. For the case where each video packet size was set to 1500 bits, the low-complexity
resynchronisation marker assisted scheme outperformed the data partitioned scheme by
approximately 3 to 4 dB in terms of PSNR. The PSNR improvement for the “Stefan”

sequence was higher than for the “Salesman” sequence, because the “Stefan” sequence
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Figure 5.39: PSNR versus channel SNR performance for the MPEG-4 encoded “Sales-
man” sequence with intra-frame refresh update every 15 frames. The encoded video
employs low-complexity resynchronisation marker assisted and data partitioning based
error resilience tools. The DVB-T system employs rate 7/8 convolutional code as its in-
ner code, and an outer Reed-Solomon code to form a concatenated coding scheme. The
QPSK, 16-QAM and 64-QAM based transmissions were used.

exhibits a higher motion activity than the “Salesman” sequence. Since the data parti-
tioned scheme relies on most of the encoded motion information to be correctly decoded
in order for it to be effective, its performance deteriorates for the “Stefan” sequence. A
higher motion activity would translate into more motion information being encoded into
the video bitstream. As a result, the motion information has a higher probability of
being corrupted by channel errors. Furthermore, the direct copying based concealment
algorithm, which we employed in our experiments, will perform poorly and hence the
concealed region will show obvious discontinuities with respect to other decoded regions
of the picture.

Overall, we found that the low-complexity resynchronisation marker based scheme
outperformed the data partitioned scheme within the investigated DVB transmission sce-
nario. The data partitioned scheme relies on the high probability of correct motion in-
formation in the encoded video bitstream in order for it to be effective. Within a mobile
DVB transmission scenario, this condition is not guaranteed. Hence, the data partitioned
scheme has inflicted further deterioration of the decoded video quality in this transmission

scenario, due to the error propagation engendered by the corrupted motion information.
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Figure 5.40: PSNR versus channel SNR performance for the MPEG-4 encoded “Stefan”
sequence with intra-frame refresh update every 15 frames. The encoded video employs
low-complexity resynchronisation marker assisted and data partitioning based error re-
silience tools. The DVB-T system employs rate 1/2 convolutional code as its inner code,
and an outer Reed-Solomon code to form a concatenated coding scheme. The QPSK,

16-QAM and

64-QAM based transmissions were used.

5.6.5 Packet Based MPEG-4 Video Data Transmission

The MPEG-4 error resilience tools were designed with the aim of enabling the video

decoder to cope with residual channel errors left uncorrected by the channel decoder.

However, the

error resilience tools provided have several drawbacks:

e If a valid codeword is corrupted to another valid codeword, there is a possibility

that the video decoder fails to detect it, because the semantics and syntax of the

bitstream are correct.
e The data partitioning approach aims to utilise the motion information salvaged
from an erroneous video packet. Research has shown that error concealment using
motion information achieves a better reconstructed picture quality than the simple
direct copying approach [184]. However, this motion information assisted scheme is

only effective, if the following conditions apply:
1. There is no frame loss since this would results in motion discontinuity.
2. The correct motion information is always available. This implies that errors

affect only the texture information. Otherwise, the use of the recovered motion

information will lead to error propagation.
e If the video frame region, which is used for prediction was actually formed with

the aid of error concealment from the previous reconstructed picture, the video
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Figure 5.41: PSNR versus channel SNR performance for the MPEG-4 encoded “Stefan”
sequence with intra-frame refresh update every 15 frames. The encoded video employs
low-complexity resynchronisation marker assisted and data partitioning based error re-
silience tools. The DVB-T system employs rate 3/4 convolutional code as its inner code,
and an outer Reed-Solomon code to form a concatenated coding scheme. The QPSK,
16-QAM and 64-QAM based transmissions were used.

decoder faces the problem of adding prediction errors for the current macroblock to
the wrong predicted region. This will result in a phenomenon referred to as colour
bleeding in the current reconstructed picture.

Let us now discuss a low-complexity packetisation scheme, which we have proposed
in order to circumvent the first problem mentioned earlier. We have also adopted the
content-based intra-coded macroblock update scheme proposed by Chen and Hwang [110]
in order to limit the error propagation problem caused by using an error impaired region
from the previous reconstructed picture for motion prediction.

As seen in Figure 5.42, the transmission packet comprises a packet header and the
packet’s payload. The packet header contains two indices. The first index points to
the start of the first independently decodable, i.e. self-contained macroblock within the
transmission packet. The second index points to the end of the last self-contained, i.e.
complete decodable macroblock within the transmission packet. Again, Figure 5.42 shows
our low-complexity transmission packet structure. These transmission packets are pro-
tected by channel codes prior to transmission. If any of these packets contain errors,
which could not be corrected by the channel decoder, the packets are dropped. Since the
next transmission packet may contains a fraction of a macroblock that can be success-

fully decoded, the video decoder will always be presented with the error-free bitstream
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Figure 5.42: Low-complexity transport packet structure for MPEG-4 video data.

portion, in order to attempt its video decoding. Hence, the problem of presenting the
video decoder with undetectable errors is avoided.

The MPEG-4 video packet’s data can be mapped to the transmission packet as follows.
The first index of the transmission packet will always point to the start of the MPEG-4
video packet in order to allow subsequent video data to be independently decoded from
the video data of the previous transmission packet. The MPEG-4 encoder will attempt
to fit as many complete macroblocks’ data into one transmission packet, as possible. The
last macroblock which cannot be completely fitted into the current transmission packet
will be split across two transmission packets. This so-called partial macroblock cannot be
decoded, if part of its data is lost due to transmission packet dropping. Hence, the first
index of the transport packet will always point to the start of a MPEG-4 video packet.
In our DVB scenario, our transmission packet size is defined to be 187 bytes in order to
fit one transmission packet into one DVB transmission packet, which can carry 187-byte
of data. Our transmission packet header is allocated 22 bits and the packet payload is
allocated a total of 1474 bits.

However, our proposed packetisation scheme alone is incapable of increasing the ro-
bustness of the video decoder. The problem of using the wrong video frame region for
motion prediction due to repetition-based error concealment still exists because packet
dropping will result in the region of the picture carried by the packet concerned being
concealed by the video decoder. In order to mitigate this problem, the adaptive intra-
coded macroblock update scheme proposed by Chen and Hwang [110] was adopted, which
will be highlighted during our forthcoming discourse.

Figure 5.43 will be used to assist us in highlighting the adaptive intra-coded mac-
roblock update scheme of Chen and Hwang [110]. Frame k refers to the current frame to
be encoded and Frame (kK — 1) and Frame (k — 2) are the previous reconstructed frames.
The current macroblock to be encoded in Frame k is denoted as M By/(z,y), where (z,y)
refers to its location within the frame. Basically, the video encoder has a choice of encod-
ing M By, (z,y) in either intra-coded mode or inter-coded mode. First, motion estimation is
performed for M By(z,y) and its best match in Frame (k—1) is labelled as M By_1(z',v').
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Figure 5.43: Relationship between the current macroblock to be encoded, the reference
macroblock and the potential concealment macroblock to be used for concealing the ref-
erence macroblock, if it is lost due to transmission packet dropping.

However, M By_1(z',y’) may get lost due to transmission packet dropping as a result of
channel errors. Consequently, the video decoder may have to conceal the lost macroblock
with the aid of M Byg_5(z',y'), if the direct copying based method of error concealment
is employed. This action would result in error propagation, if the wrong macroblock,
namely the concealment based macroblock was used for prediction. Chen and Hwang
showed that a measure of the mismatch between the correct macroblock M By_1(z',%’)
used for prediction and the incorrect macroblock M By_5(z’,y"), which would be used for
motion prediction in case of concealment, can be invoked by the encoder to select either
the intra coding mode or the inter coding mode for the current macroblock M By(z,y).
The measure of mismatch between the above two macroblocks used by the encoder is
the average of the absolute pixel value differences between the above two macroblocks,
namely the correct prediction macroblock and the incorrect prediction macroblock. If
the mismatch is above a certain threshold, the current macroblock is encoded in intra-
coded mode in order to ensure that even if transmission packet dropping and concealment
occurs, no dramatic video quality degradation is perceived. Otherwise, it is encoded in
inter-coded mode. The authors of [110] have shown experimentally that a mean absolute
difference threshold value of 10 is adequate in providing a trade-off between compression
efficiency and error resilience. Intuitively, we note that if a macroblock has a high corre-
lation with the macroblock used to conceal it in the event of transmission packet loss, the
mismatch measure will register a small value. In this case, the video decoder achieves a
good concealment, and the fact of using concealment will not be perceived by the viewer.

Hence, the detrimental effects of error propagation are minimum. By contrast, if the
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mismatch between the corresponding macroblocks is high, then the effects of error propa-
gation will be noticeable. Since we are studying a broadcast system, such as DVB, there is
no feedback channel from the video decoder informing the video encoder of this problem.
Hence, intra-coded macroblocks are used to curtail the error propagation problem. In
summary, the above adaptive intra-coded macroblock update scheme proposed by Chen
and Hwang [110] was employed in our system for controlling the coding mode selection
process by the video encoder in an intelligent fashion. Due to the dependence of this
scheme on the content of the video in selecting the macroblock coding mode, it is also
referred to as Content-Based Error Resilient Coding (CBERC) scheme.

We will discuss the performance of this scheme in the context of DVB terrestrial
transmission in the next section. We will also compare its performance to the previously

discussed MPEG-4 error resilience tools.

5.6.6 Performance of the Packet Based MPEG-4 Video Data Transmission

Below we characterise the performance of our proposed packetisation scheme within the
context of the DVB terrestrial transmission scenario, which we discussed in Chapter 2.
A comparison will also be made between the proposed scheme and the MPEG-4 error
resilience tools. The “Salesman” and “Stefan” video sequences are used again in our
experiments here. The coding parameters used for both video sequences were shown in
Tables 5.4 and 5.5. Figures 5.26 and 5.35 showed the first frame of the “Salesman” and
“Stefan” video sequences, respectively. Figure 5.44 portrays the transmission packet loss
ratio versus channel SNR characteristics for the DVB terrestrial transmission scenario,
showing that as the channel SNR decreases, the transport packet loss ratio increases.
Let us first concentrate on the performance of our proposed packetisation scheme in
comparison to the low-complexity MPEG-4 resynchronisation marker assisted scheme,
where the previously used rate 1/2 convolutional code was employed. The intra-frame
refresh period was 30 frames. For the system that utilises QPSK modulation in Figure
5.45, it is interesting to note that the proposed scheme outperformed the MPEG-4 resyn-
chronisation assisted scheme by 3.3 dB in terms of the average video PSNR. Again, a
maximum 2 dB average PSNR degradation was selected, because at this threshold the
viewer will begin to notice the transmision error induced artifacts in the reconstructed
video. Figure 5.46 shows the comparison between the reconstructed Frame 31 of the
“Salesman” video sequence, when the low-complexity resynchronisation marker assisted
scheme is invoked and when the proposed packetisation and adaptive intra-coded mac-
roblock update based scheme is used. The artifacts seen in Figure 5.46(a) are the result
of channel induced corruption to the quantiser parameter, which was not detected by the
video decoder, because the corruption changes one valid codeword to another valid code-
word. However, the same problem is not faced by the adaptive intra-coded macroblock
update scheme, because the video decoder is presented with only correct information to
decode. By contrast, in the 16-QAM system of Figure 5.45 the performance of both error
resilience enhancement schemes is comparable. The use of packetisation and adaptive
intra-coded macroblock updates do not always guarantee a higher reconstructed video
PSNR. In order for the adaptive intra-coded macroblock update scheme to be effective
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Figure 5.44: Transport packet loss ratio versus channel SNR for the DVB terrestrial trans-
mission scenario, using rate 1/2 and rate 3/4 convolutional codes employed by the DVB
terrestrial system. The convolutional code is concatenated to an outer Reed-Solomon

code.

in curtailing error propagation, the corresponding intra-coded macroblock updates have
to reach the video decoder safely. If the dropped transmission packets contain these
intra-coded macroblock updates, the video decoder will be unable to mitigate the error
propagation and the quality of the reconstructed video will deteriorate.

The same experiment was repeated, but with the rate 1/2 convolutional code changed
to a rate 3/4 convolutional code. The packetisation and adaptive intra-coded macroblock
update scheme consistently outperformed the low-complexity resynchronisation marker
assisted scheme for both the QPSK and 16-QAM scenarios. The PSNR improvement is
approximately 1.6 dB and 1.9 dB for the QPSK and 16-QAM schemes, respectively, as
seen in Figure 5.47.

At the next stage of our experiments, the intra-frame refresh period was reduced
from 30 frames to 15 frames. Figures 5.48 and 5.49 show the performance of the pack-
etisation plus the adaptive intra-coded macroblock update scheme against that of the
resynchronisation marker assisted scheme for the “Salesman” video sequence in this par-
ticular scenario. We note that in conjunction with more frequent intra-frame updates,
the advantage of the adaptive intra-coded macroblock update scheme is diminished.

Figures 5.50 and 5.51 show our comparison of the performance between the resyn-
chronisation marker assisted scheme and the packetisation plus adaptive intra-coded mac-
roblock update scheme for the “Stefan” video sequence. The packetisation plus adaptive

intra-coded macroblock update scheme shows consistent improvements in all the cases
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Figure 5.45: Average video PSNR versus channel SNR performance for the MPEG-4 en-
coded “Salesman” video sequence transmitted using the DV B terrestrial system employing
rate 1/2 convolutional code as its inner code. The modulation types are QPSK and 16-
QAM. The intra-frame refresh period is 30 frames and CBERC denotes content-based

error resilient coding.

portrayed. It should be noted that the unimpaired video and the 2 dB PSNR degradation
threshold shown in Figures 5.50 and 5.51 refer to the “Stefan” video sequence, employing
the low-complexity resynchronisation marker assisted scheme. The unimpaired PSNR
video quality of the packetisation plus adaptive intra-coded macroblock update scheme is
approximately 1 dB lower in this case. This is a consequence of sending more intra-coded
macroblocks. Intra-coded macroblocks are encoded using more bits than inter-coded mac-
roblocks. Hence, when intra-coded macroblocks are transmitted, there will be less bits
available for encoding other macroblocks, when a constant bitrate encoding scenario is
used.

Overall, we conclude that the introduction of the proposed packetisation enhancement
at the system layer combined with the adaptive intra-coded macroblock update scheme
can improve the error resilience of the MPEG-4 video decoder. However, the bitrate
efficiency of the proposed scheme is limited by the associated higher proportion of intra-

coded macroblocks.

5.7 Summary
The MPEG-4 standard was contrived for enabling multimedia communication. Its re-
quirements and functionalities include the ability to interact with the encoded media,

achieving a high compression ratio and the support of coding tools for enabling universal
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(a) Resynchronisation marker only

(b) Packetisation and adaptive intra-coded macroblock update

Figure 5.46: Comparison of the reconstructed Frame 31 of the “Salesman” video sequence
when utilising (a) the resynchronisation marker assisted scheme and (b) the proposed
packetisation scheme as well as adaptive intra-coded macroblock update for increasing
the video decoder’s resilience to channel errors.
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Figure 5.47: Average video PSNR versus channel SNR performance for the MPEG-4 en-
coded “Salesman” video sequence transmitted using the DVB terrestrial system employing
rate 3/4 convolutional code as its inner code. The modulation types are QPSK and 16-
QAM. The intra-frame refresh period is 30 frames and CBERC denotes content-based
error resilient coding.

access of the encoded media. The MPEG-4 system’s architecture was defined such that

these requirements are met. The architecture comprises:

Object Descriptor Framework: This module is responsible for providing the
necessary tools for an MPEG-4 terminal for describing all the objects that exist
within an MPEG-4 presentation.

Binary Format for Scenes: This module complements the object descriptor
framework in providing means for the multimedia content creator to supply com-
position information for the MPEG-4 terminal.

Elementary Stream Management: This module manages the streaming of en-
coded object data to the MPEG-4 terminal.

System Decoder Model: It defines a system buffer model and a system timing
model in order to model the behaviour of a receiving MPEG-4 terminal. This is
important in overcoming the problem of buffer underflow and overflow, as well as
in providing a synchronised presentation of MPEG-4 encoded objects.

Delivery Multimedia Integration Framework: This framework provides the
necessary abstraction for any MPEG-4 application from the underlying communi-
cation networks. This concept is essential for MPEG-4 systems to interoperate with

each other through heterogeneous networks.
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Figure 5.48: Average video PSNR versus channel SNR performance for the MPEG-4
encoded “Salesman” video sequence transmitted using the DVB terrestrial system em-
ploying rate 1/2 convolutional code as its inner code. The modulation modes are QPSK
and 16-QAM. The intra-frame refresh period is 15 frames. CBERC denotes content-based

error resilient coding.

The system architecture section of the standard provides us with an overview of the
operation of a typical MPEG-4 terminal. We elaborated on the tools available for coding
natural video in Section 5.4. In order to support object-based coding, shape coding
tools are made available in the MPEG-4 Visual specification [5]. There are two types of
shape coding tools, namely binary shape coding and grey scale shape coding, which were
the topic of Sections 5.4.1.1 and 5.4.1.2, respectively. The pixel padding algorithm was
introduced into the motion estimation and DCT modules of the video codec in order to
facilitate the encoding of arbitrary shaped video objects. Apart from the enhancements
of the MPEG-4 video codec incorporated for supporting arbitrary shaped object coding,
the philosophy of the codec is similar in principle to that of other standard block-based
motion compensated DCT video codecs, such as H.261 [1], H.263 [2], MPEG-1 [3] and
MPEG-2 [4]. The scalability tools of the codec include spatial scalability and temporal
scalability, which allow the video sequence to be encoded such that MPEG-4 terminals
having different decoding capabilities can decode the encoded video sequence, albeit with
different qualities. This is one of the requirements for universal access of MPEG-4 encoded
media, which we discussed in Section 5.2.2. Furthermore in Section 5.5, we observed that
the MPEG-4 has a wide operating range, from very low bitrate to very high bitrate
scenarios. This ensures that the codec can be used in a multitude of applications, from

mobile video conferencing to high definition television broadcast.
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Figure 5.49: Average video PSNR versus channel SNR performance for the MPEG-4
encoded “Salesman” video sequence transmitted using the DVB terrestrial system em-
ploying rate 3/4 convolutional code as its inner code. The modulation modes are QPSK
and 16-QAM. The intra-frame refresh period is 15 frames. CBERC denotes content-based
error resilient coding.
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Figure 5.50: Average video PSNR versus channel SNR performance for the MPEG-4
encoded “Stefan” video sequence transmitted using the DVB terrestrial system employing
rate 1/2 convolutional code as its inner code. The modulation modes are QPSK and 16-
QAM. The intra-frame refresh period is 30 frames. CBERC denotes content-based error
resilient coding.
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Figure 5.51: Average video PSNR versus channel SNR performance for the MPEG-4
encoded “Stefan” video sequence transmitted using the DVB terrestrial system employing
rate 3/4 convolutional code as its inner code. The modulation modes are QPSK and 16-
QAM. The intra-frame refresh period is 30 frames. CBERC denotes content-based error
resilient coding.

Another requirement for universal access is the need to transmit MPEG-4 encoded
media over heterogeneous networks, such as the Internet, wireless communication net-
works and broadcast networks. The propagation conditions over wireless communication
networks are particularly harsh. Hence, the MPEG-4 committee has proposed error re-
silience tools to be incorporated into the MPEG-4 visual specification. These tools are
resynchronisation markers, data partitioning and reversible variable-length codes. We
have provided experimental results for characterising the resynchronisation marker as-
sisted scheme and the data partitioning scheme in Section 5.6.4 in the context of DVB
terrestrial transmission scenarios. We have also invoked a packetisation plus adaptive
intra-coded macroblock update scheme, which can further improve the error resilience
of the MPEG-4 video codec. The proposed scheme was shown to perform well up to a

transport packet loss ratio of approximately 5 %.



Chapter 6

Conclusions and Suggestions for
Future Work

6.1 Summary

In this thesis, we have discussed a range of issues related to digital video transmissions
to mobile and fixed receivers. In Chapter 1, we have highlighted the basics of video
compression in the context of standard video codecs, such as H.263, MPEG-2 and MPEG-
4. The associated error resilience issues related to these video codecs were also considered.
Specifically, following our introduction to the problems associated with video transmission,
we embarked on quantifying the sensitivity of the MPEG-2 parameters to channel errors
in Chapter 2. We have also presented our results on the performance of the terrestrial
DVB scheme employing both non-hierarchical and hierarchical transmission scenarios.
Furthermore, we have characterised the performance of the satellite DVB scheme, which
was presented in Chapter 3. In order to further enhance the performance of the DVB
systems, we have also proposed the replacement of the DVB convolutional inner code
with a convolutional constituent code based turbo code. In Chapter 4, we studied coded
modulation schemes. Finally, we have also studied the recently ratified MPEG-4 standard
in Chapter 5.

In order to elaborate further, our discussions on video compression fundamentals in
Chapter 1 has shown that variable-length codes and predictive coding techniques are em-
ployed by the family of state-of-the-art video codecs to achieve high compression ratios.
However, such techniques are sensitive against transmission errors. Specifically, the cor-
ruption of variable-length codes will in general lead to the loss of data until the recovery
of the next resynchronisation codeword within the video bitstream. The employment of
predictive techniques also means that the transmission errors will be propagated, if the
synchronisation markers are corrupted. This situation is further aggravated in mobile
channels, where bit error rates as high as 1072 are common due to Rayleigh fading. We
have characterised the sensitivity of the MPEG-2 bitstream parameters to channel errors.
Our experiments have shown that the variable-length codes, which are used to encode
the DCT coefficients are the most susceptible to channel errors. This has suggested the

use of unequal error protection schemes for protecting the MPEG-2 bitstream. The video
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bitstream was split into two classes, namely a high-priority class and a low-priority class.
The MPEG-2 data partitioning scheme was invoked in this case. The DVB terrestrial sys-
tem operating in its hierarchical mode was used to multiplex both the high-priority and
low-priority video data prior to modulation for transmission. The DVB system specifies
the mapping of the high-priority and low-priority data to each modulation symbol. This
in turn imposes a restriction on the proportion of video data that can be inserted into
the high-priority partition. Our simulations showed that in order to satisfy the above
restriction imposed by the transmitter as well as for preventing the video buffer from
overflowing or underflowing, a substantial amount of video data would be relegated to
the low-priority partition. Hence, in the event of errors in the low-priority partition, a
high proportion of video data was lost and low reconstructed video quality was recorded.
Hence, we found that the non-partitioned reconstructed video quality was better than
that of the partitioned scenario. We then endeavoured to enhance the tranceiver’s perfor-
mance further by proposing the replacement of the DVB inner convolutional codec with
a more powerful turbo codec. Our simulations demonstrated that the turbo codec was
capable of providing a coding gain of approximately 5 dB at a similar codec complexity,
as the inner convolutional code employed, when the same modulation mode is employed.
Furthermore, if the rate 1/2 turbo code is employed together with 16-QAM modulation,
the SNR required in order to achieve a similar bit error rate performance was similar to
that of the scheme employing a rate 1/2 convolutional code and QPSK. This implies that
the useful bit per symbol transmission capacity can be doubled and a higher video quality
can be attained.

Having characterised the performance of the terrestrial DVB system, we continued
our study with the satellite-based DVB system. Furthermore, turbo-coded enhancement,
similar to that of the terrestrial DVB system, was also introduced. Again, we observed
that the rate 1/2 turbo code was capable of providing a coding gain of approximately 4-5
dB. We have also shown that 16-QAM can be invoked at a similar power budget to that
of QPSK, when turbo coding is employed. This enhancement translates into doubling of
the useful bit per symbol transmission capacity. The doubling of transmission capability
can beneflt the video codec in two different ways. Namely, the video can be encoded at a
higher quality or the number of video channels can be doubled, given a certain bandwidth.

Continuing our efforts towards enhancing the tranceiver performance further, we em-
barked on the study of coded modulation schemes in various broadcast scenarios in Chap-
ter 4. The coded modulation schemes studied were trellis coded modulation, turbo trellis
coded modulation, bit-interleaved coded modulation and iterative decoded bit-interleaved
coded modulation. The trellis coded modulation schemes were found capable of match-
ing the performance of the inner convolutional code employed by the DVB standards.
The advantage of the trellis coded modulation schemes was that they could achieve this
performance at a lower decoding complexity. Furthermore, for the case where a rate 2/3
TCM 8PSK scheme having a code memory of 7 is employed, the associated performance
is similar to that of the rate 1/2 convolutional code using a code memory of 6 and a
QPSK modulation scheme, as employed in the DVB standard. This became explicit in
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the performance curves of Figure 4.4. Hence the corresponding effective throughputs were
2 and 1 bit per symbol, respectively. Therefore, the video can be encoded at a higher
quality or the number of video channels can be increased, similarly to the improvements
attained by employing turbo codes instead of convolutional codes. In our simulations, it
was found that by doubling the coded bitrate for the “Salesman” sequence, the recon-
structed PSNR video quality increased by approximately 2 dB. While the TCM codes
can perform similarly to the corresponding convolutional codes of the same code rate but
at a lower decoding complexity, the BICM codes can achieve an additional coding gain of
3.5 dB for the QPSK and 8PSK scenarios, with respect to the convolutional codes of the
same code rate as well as the same decoding complexity as the corresponding TCM codes.
The performance of the BICM codes can be further improved, if iterative decoding is em-
ployed. Of the four coded modulation schemes, the TTCM schemes provided the best
performance in terms of power efficiency. When compared to the turbo-coded DVB-like
system, the TTCM schemes have a better spectral efficiency in high-order constellation
modes, such as 16-QAM. By contrast, in low-order constellation modes, both schemes
possess a similar spectral efficiency.

Chapter 5 provided an overview of the recently standardised MPEG-4 standard. It
started by discussing the functionalities and requirements of the MPEG-4 standard. This
was followed by the description of the MPEG-4 system architecture that underlies the
functionalities supported. Next, we elaborated on the features of the MPEG-4 standard.
A notable contribution of the standard is the introduction of object-based video coding
techniques. We have also shown that the MPEG-4 video codec is versatile and meets the
requirements of a wide range of applications. It can encode video at rates as low as 5-6
kbps for mobile video conferencing applications up to rates as high as several megabits per
second at a video quality suitable for digital television broadcast. A feature of particular
interest in the standard is the introduction of error resilience tools for transmitting video
through hostile channels, such as mobile radio channels. There are two main types of error
resilience tools, namely resynchronisation markers and data partitioning. The resynchro-
nisation markers allow the video decoder to resynchronise the decoding process, once an
error has occured. The data between the error and the next resynchronisation marker will
be lost. In order to more strongly protect the more sensitive video bits, the concept of
data partitioning was introduced. In this case, the motion and texture data are separated.
The philosophy behind this scheme is that should the texture data be corrupted, the video
decoder still has the motion data in order to reconstruct a better image. However, the
data partitioning scheme relies on the optimistic assumption that the motion data are
received without error. If this condition is not met, the video decoder will not necessarily
be able to reconstruct an adequate-quality image, even though the associated texture
data is received without errors. This observation is valid because the correct motion data
may still point to a corrupted region in the previous reconstructed image and hence error
propagation may occur. In our simulations, we found that the resynchronisation marker
based scheme typically performs better, than the data partitioning scheme.

We also note that the MPEG-4 video decoder is capable of detecting errors in the
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bitstream with the aid of semantic and syntactic checks. However, it fails to detect
errors, which may cause the corruption of one valid codeword to another valid codeword.
One particular example, which we have shown was the corruption of the quantiser index
parameter. The corresponding reconstructed image for this case was shown in Figure
5.46(a). As a remedy of this problem, we have proposed a simple packetisation scheme,
where the video decoder will only be supplied with data, which has been received correctly.
This scheme will enable us to circumvent the problem mentioned above. Nevertheless,
one problem still persists in the current scheme. The portion of the image, where the
coded data is dropped, is concealed by using the corresponding portion of the previous
reconstructed image. If the concealment does not provide a good match to the actual
missing image portion, the viewer will notice it. We have adopted an adaptive intra-coded
macroblock update scheme originally proposed by Chen and Hwang [110] as a counter-
measure for mitigating the poor concealment problem. It should be noted, however,
that other intra-coded macroblock update schemes [109,113,115] can also be employed.
In our simulations we observed that the above simple packetisation and adaptive intra-
coded macroblock update scheme can operate effectively up to an approximately 5 %

transmission packet loss ratio.

6.2 Suggestions for Further Work

There are several possible extensions to the work presented in this thesis. In Chapter 2, we
characterised the performance of the terrestrial DVB systems, proposing the replacement
of the inner convolutional code with a turbo code. It would be beneficial to study the
performance of the turbo code, when various types of turbo interleavers are used. The
characterisation of the terrestrial DVB system’s performance should also be extended to
other channel models and Doppler frequencies.

The implementationally complex DVB Reed-Solomon decoder cannot utilise the soft
decision inputs provided by the inner decoder. Hence, when we replaced the convolutional
codec with the turbo codec, we did not exploit the soft decision outputs provided by the
turbo decoder. The feasibility of adapting the Reed-Solomon decoder to accepting soft
information bits would certainly be worthwhile future research.

The MPEG-4 audio-visual system has recently been standardised. The system pro-
mised to provide the enabling technology for multimedia communication. In this respect,
we are hoping to extend our work to encompass the coding of stereoscopic video. The
simplest form of stereoscopic video is presented in the form of having a pair of images
which are captured at the same sampling instance, where one of the images is presented
to the right eye and the other one to the left eye. With the existing MPEG-4 video
standard, we are capable of encoding stereoscopic video by invoking the video encoder’s
temporal scalability mode. The images to be presented to the right eye, for instance,
can be encoded as the base layer. The corresponding images for the left eye can be
encoded as the enhancement layer. This particular coding scenario would enable us to
encode our stereoscopic video without violating the syntax of the MPEG-4 standard.
Apart from the block-based motion compensated DCT codec feature of the MPEG-4,

we are also interested in exploring the feasibility of employing wavelet-based schemes for
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compressing the stereoscopic video. A particular advantage of the wavelet-based scheme
is its ability to encode video at various levels of resolutions. This feature is attractive
in enabling the encoded video to be viewed by different viewers who may be wearing
stereoscopic glasses of varying capabilities. Typical applications in this area are virtual
conferencing, three-dimensional television broadcast, immersive computer games within
a multiuser environment, distance learning and telemedicine. Furthermore, it would also
be interesting to extend our error resilience work to cover stereoscopic video coding.

We have not considered the effects of the network layer on the transmission of video
source signals in this thesis. In a real-life scenario, the video source will be multiplexed
with other video sources, audio sources, textual data and control information. It is im-
portant that the correct source data is routed to the correct receipient. During network
congestion or transmission errors, some transmission packets may be dropped. The re-
ceiver has to be sufficiently robust in order to be able to still forward the correct source
data to the right owner. Furthermore, in communication networks such as the Internet,
network congestion will lead to delay jitter. The source decoder has to be adapted in
order to cope with the resultant delay jitter. Within wireless networks users are free to
roam from one serving cell to another. At the network layer, the routing algorithm has to
be able to track the movement of the user and forward the owner’s source data correctly

and in time, in order to support real-time communication.



Glossary

AALS5
ACK

ARQ
ATM
B-G
B-ISDN
BAB
BICM
BICM-ID
BIFS
CAE
CBERC
CIF

CMA
DAB
DAI
DCT
DMIF
DVB
EREC
FEC
GOB
HDTV
HEC
IDCT
P
IPMP
ISD
LMS
LogMAP
LOS
MBM

ATM Adaptation Layer 5

Positive acknowledgement signal in automatic repeat request sys-
tem (ARQ)

Automatic Repeat Request

Asynchronous Transfer Mode transport protocol
Benveniste-Goursat Algorithm

Broadband Integrated Services Digital Network

Binary Alpha Block

Bit-Interleaved Coded Modulation

Iterative Decoded Bit-Interleaved Coded Modulation
Binary Format for Scenes

Context Based Arithmetic Encoding

Content Based Error Resilient Coding

Common Intermediate Format images containing 352 pixels in
the horizontal direction and 288 pixels in the vertical direction
Constant Modulus Algorithm

Digital Audio Broadcast

DMIF Application Interface

Discrete Cosine Transformation

Delivery Multimedia Integration Framework

Digital Video Broadcasting

Error Resilient Entropy Coding

Forward Error Correction

Group of Blocks

High Definition Television

Header Extension Code

Inverse Discrete Cosine Transformation

Internet Protocol

Intellectual Property Rights Management and Protection
Independent Segment Decoding

Least Mean Squares

Logarithmic Maximum A-Posteriori

line-of-sight

Motion Boundary Marker
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MCER
MCMA
NACK

OBMC
OCR
OFDM
OTB
PBP

PCESC
POTS
PSC
PSNR
PSP
QAM
QCIF

QPSK
RCPCC
RPS
RS
RSC
RTP
RVLC
S-a-G
SDM
SL
SNR
TCM
TDD
TS
TTCM
UDP
UMTS
VO
VOL
VOP
VRML
VS
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Motion compensated error residual

Modified Constant Modulus Algorithm

Negative acknowledgement signal in automatic repeat request
system (ARQ)

Overlapped Block Motion Compensation

Object Clock Reference

Orthogonal Frequency Division Multiplexing

Object Time Base

Priority Breakpoint which is used by the data partitioning scheme
to indicate the position of an input video bitstream to be split
into two output bitstreams

Picture Coding Extension Start Code

Plain Old Telephone Service

Picture Start Code

Peak Signal-to-Noise Ratio

Per-Survivor Processing Algorithm

Quadrature Amplitude Modulation

Quarter Common Intermediate Format images containing 176
pixels in the horizontal direction and 144 pixels in the vertical
direction

Quadrature Phase Shift Keying

Rate Compatible Punctured Convolutional Code

Reference Picture Selection

Reed-Solomon codes

Recursive Systematic Convolutional Code

Real-Time Transport Protocol

Reversible Variable Length Codes

Stop-and-Go Algorithm

MPEG-4 System Decoder Model

Sync Layer

Signal-to-Noise Ratio

Trellis Coded Modulation

Time Division Duplex

MPEG-2 Transport System

Turbo Trellis Coded Modulation

User Datagram Protocol

Universal Mobile Telecommunication System

Video Object

Video Object Layer

Video Object Plane

Virtual Reality Modelling Language

Video Session
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WWW World Wide Web
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