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This thesis is based on research into wideband speech and audio compression. We have 

studied the Code-Excited Linear Predictive (CELP) codecs, which use forward adaptation 

of the linear prediction synthesis filter, as well as codecs which use backward adaptation. A 

subband-split coding technique has been investigated where the high frequency, low energy 

subband has been treated separately with its bit rate contribution limited appropriately. 

A codec utilising a fullband forward adaptive coding approach has also been investigated. 

A range of wideband Line Spectrum Frequency (LSF) Vector Quantization (VQ) schemes 

designed for this codec have been comparatively studied. 

In addition, backward adaptive linear prediction analysis offers a solution for maintain-

ing a low coding delay, namely below 10 ms. A low delay wideband speech codec, operating 

at a variable bit rate ranging from 32 down to 8 kbi t /s has been studied, which was ob-

tained from the extension of the G.728 16 kbit /s low delay narrowband standard codec. A 

low delay wideband codec utilising the algebraic CELP (ACELP) technique has also been 

investigated. 

The new GSM Adaptive Multi-Rate (AMR) codec has been studied and its correspond-

ing bits sensitivities were characterized. A burst-by-burst (BbB) adaptive Joint-Detection 

based Code-Division Multiple Access (JD-CDMA) speech transceiver has been developed, 

which is capable of dropping its source coding rate from 10.2 kbi t /s to 4.75 kbit /s at a 

concomitant reduction of its speech quality under transceiver control in order to invoke a 

more error resilient modem mode amongst less favourable channel conditions. Both the 

objective and subjective speech quality assessments favoured the proposed BbB adaptive 

transceiver. 

The attractive MPEG-4 audio codec, which features various coding tools developed for 

coding speech and music signals, was also investigated. The MPEG-4 Twin-VQ scheme is 

applied in conjunction with space-time coded OFDM transceiver configurations, in order to 

obtain an adaptive multi-rate audio transceiver. 
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Chapte r 1 

Introduction 

1.1 A Historical Perspect ive on Speech Coding 

Speech, once predominantly transmitted on circuit-switched networks, is now conveyed 

through a multitude of communication channels, ranging from wireless (cordless, cellular, 

and satellite) to packet networks (IP, ATM, and Frame Relay). For the past few years, 

speech coding has played a fundamental role in the integration of voice and data transmission 

over the Internet. We have observed an explosive growth in this area and the benefits of near 

real-time voice transmissions over the Internet are attractive. The mobile communications 

industry is also poised to roll out the products of the recently standardized Third Generation 

(3G) wireless technology [112]. 

The history of speech coding dates back to Dudley's invention of the vocoder [4] in 

1939, which first analyzes speech in terms of its pitch and spectrum and then synthesizes 

it by exciting a bank of analogue band-pass filters with periodic or random excitation for 

voiced and unvoiced sounds, respectively. The first milestone in replacing the analogue 

representation of speech by digital speech was the introduction of linear Pulse Code Mod-

ulation (PCM) [2], which employs a straightforward analogue to digital conversion method 

for discrete-time, discrete-amplitude approximation of analogue waveforms. It is a wave-

form codec, which strives to obtain a replica of the original speech waveform. PCM is a 

well understood technique associated with low power consumption and delay [2]. Loga-

rithmic PCM was standardized by the International Consultative Committee for Telephony 

and Telecommunications (CCITT), now known as the International Telecommunications 

Union's Telecommunications Sector (ITU-T) in 1971 to operate at 64 kbit/s. The corre-

sponding scheme is known as the G.711 speech codec. In order to exploit the redundancy 

inherent in speech signals, predictive coding can be used for forming the prediction error 



between the actual speech segment and the predicted speech, and quantizing the prediction 

error sequence prior to transmission. This technique is referred to as Differential PCM 

(DPCM) [3]. When adaptive quantizers or predictors are used, the encoding process is 

termed as Adaptive DPCM (ADPCM) [2], The ADPCM technique was widely employed 

in the early standard codecs, such as the ITU G.721, G.723 and G.726 schemes [5]. G.721 

was first standardized in 1984 operating at 32 kbit/s, while G.723 was standardized in 

1988, offering another two additional bit rates, namely 24 and 40 kbit/s. G.726 represents 

a unification of G.721 and G.723, providing an additional bit rate of 16 kbit/s. Another 

important member of the differential waveform codec family, invented by De Loraine [1] in 

1946 is the Delta Modulation (DM) technique, which is basically a one-bit DPCM scheme 

that was lavishly documented by Steele in [45]. 

For bit rates higher than 16 kbit/s, transform coding [8] and subband coding [7] contin-

ued to generate research interests since the 1970s. Today, they are not viewed as competitive 

techniques in speech coding, but they still continue to make a presence in most audio, im-

age and video coding schemes, exemplified by the MPEG standardization activities [113]. 

Using transforms such as the Discrete Cosine Transform (DCT) or Discrete Fourier Trans-

form (DFT), the speech samples are placed in contiguous blocks and transformed into the 

frequency domain. Each transform coefficient is encoded using a number of bits dependent 

on its perceptual importance. Notably, transform and subband techniques are still the pre-

ferred techniques in wideband speech coding, exemplified by both the ageing G.722 [114] 

codec and the latest G.722.1 [14] standard. The G.722 codec, which was standardized in 

1988 employs a two-band subband coding scheme, supporting bit rates of 48, 56 and 64 

kbit/s. G.722 is now replaced by G.722.1, which employs transform coding using the Mod-

ulated Lapped Transform (MLT) [60], offering bit rates of 24 and 32 kbit/s. There is an 

increasing interest in wideband speech coding in order to provide increased intelligibility and 

improved perceptual quality, which is achieved by increasing the bandwidth to 7 kHz. With 

the advent of a higher computing power, more complex algorithms can be implemented 

with ease, and an improvement of speech quality by expanding the signal's bandwidth is 

now more feasible. Wideband coding is also of interest in systems using dynamic bandwidth 

allocation shared between coexisting services with the ability to support bit rate trade-offs 

between voice, video and data services. 

The general speech production model, used extensively in all current speech codecs, was 

the results of the research by Fant [10] in the late fifties. The speech model consists of a linear 

slowly time-varying system modelling the vocal tract, excited by either a periodic impulse 

excitation representing voiced speech segments, or by a random excitation for mimicking 

unvoiced speech. An important milestone was the introduction of the Linear Prediction (LP) 
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technique, a process where the current speech sample is predicted by the linear combination 

of previous samples. The application of the LP technique for encoding speech was first 

reported by Itakura and Saito [11] and Atal and Schroeder [115]. Atal and Hanauer [12] later 

reported an LP-based Analysis-by-Synthesis (LPAS) system. A version of the LPC vocoder, 

referred to as LPC-10, because it uses a 10-th order linear predictor, was standardized 

by the U.S. Government as the Federal Standard 1015 in 1983 [18], for secure military 

communications. 

The main limitation of LPC vocoding is the assumption that speech signals are either 

voiced or unvoiced. This is a gross simplification, since a speech segment often consists 

of partially voiced and unvoiced components. In 1982, Atal and Remde [31] proposed the 

Multi-Pulse Excitation (MPE) technique, which used no voiced/unvoiced decisions. The 

excitation is modelled by a number of pulses, whose amplitudes and positions are determined 

by minimizing the perceptually weighted error between the original and synthesized speech. 

The MPE scheme was the first of a new generation of analysis-by-synthesis speech codecs 

capable of producing high quality speech at bit rates around 10 kbit/s and down to 4.8 kbit/s 

[116]. Since the introduction of the MPE codec, significant eSorts were concentrated on 

modelling the excitation. In 1986, Regular Pulse Excitation (RPE) coding was introduced 

by Kroon et al. [34], where the pulses are regularly spaced in the excitation with the position 

of the first pulse and the pulse amplitudes determined during the encoding process. A 

modified version of the RPE codec, referred to as RPE using Long-Term Prediction (RPE-

LTP) [19] was selected a year later as the speech codec for the Global System of Mobile 

Communications known as GSM, operating at a bit rate of 13 kbit/s. 

The most important form of LPAS coding today, dominating the bit rate range from 

4 to 16 kbit/s is the Code-Excited Linear Prediction (CELP) based coding. It was the 

invention of Schroeder and Atal in 1985, and their seminal paper on CELP coding [33] 

continues to attract citations. CELP coding differs from MPE and RPE coding in that 

the excitation signal is effectively vector quantized. The excitation is given by an entry 

selected from a large vector quantizer codebook, and a multiplicative gain term controlling 

its power. Initially the real time implementation of CELP coding was deemed unfeasible 

due to its high computational complexity associated with the search for the best codebook 

entry, which meant that every excitation sequence had to be passed through the synthesis 

filters in order to evaluate as to how close the reconstructed speech it produced would be to 

the original in the analysis-by-synthesis process. Later, numerous techniques emerged for 

reducing the complexity and enhancing the performance of CELP codecs in the next decade, 

mainly through optimizing the structure of the codebook, making it soon an algorithm of 

practical importance. The numerous contributions in this field were documented in the 



excellent tutorial paper by Gersho in [117]. 

In most of the LPAS codecs, typically the linear predictor's parameters [118] required 

the highest fraction of bits in the total bit allocation scheme. Hence, considerable efforts 

have been invested in finding ways of representing these parameters efficiently. The conven-

tional methods include transforming the LP parameters into the domains of the reflection 

coefficients, Log-Area Ratios (LAR) or Line Spectral Frequencies (LSF) [118]. Most of the 

recent work focused on the quantization of the LSFs [119-121], which was first introduced 

by Itakura [6] in 1975. This includes investigations into various split-VQ [122] and multi-

stage VQ [123] schemes, spHt matrix quantization technique by Xydeas et al. [124-126] and 

the studies into interframe and intraframe correlations of the LSFs especially by Eriksson 

aZ. [127,128]. 

The CELP-based approaches dominated the speech coding standardization activities of 

both wireline and wireless applications throughout the 1980s and 1990s. The first of these 

was the adoption of the U.S. Federal Standard 1016 [21] in 1991, operating at a bit rate of 

4.8 kbit/s. The intense research during the period of 1987 and 1992 [129], investigating low-

delay (LD) speech coding solutions, which was critical in interactive communications, was 

culminated with the adoption of the LD-CELP algorithm, developed by Chen et al. [22] as 

the G.728 standard developed for 16 kbit/s speech coding. The essence of CELP techniques, 

with its analysis-by-synthesis approach to codebook search, is retained in LD-CELP. The 

LD-CELP, however, uses backward adaptation of the predictors and their gain in order to 

achieve an algorithmic delay of 0.625 ms [22]. Only the index of the excitation codebook 

is transmitted. The predictor coefficients are updated using LPC analysis of the previously 

quantized speech. The block size for the excitation vector and gain adaptation is five 

samples only. 

A variant of the CELP algorithm referred to as Vector-Sum Excited Linear Prediction 

(VSELP), proposed by Gerson and Jasiuk [38] in 1989 has been adopted as a standard 

for the North American TDMA digital cellular telephone system (IS54), operating at 7.95 

kbit/s. VSELP was also favoured as the standard speech codec for the Japanese TDMA 

Personal Digital Cellular (PDC) system operated at a lower bit rate of 6.7 kbit/s, and also 

as the half-rate codec for the GSM standard at 5.6 kbit/s [17]. Employing half-rate speech 

codecs effectively allows the number of users to be doubled. 

The Pitch Synchronous Innovation (PSI-CELP) scheme [23, 130] was selected as the 

half-rate speech codec for the Japanese TDMA digital cellular system in 1993. PSI-CELP 

is based on CELP, but has more adaptive excitation structures. In voiced frames, instead 

of using conventional CELP-type random excitation vectors, PSI-CELP converts the ran-
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dom excitation vectors to periodic sequences by repeating stored random vectors as well as 

by using an adaptive codebook. In silent, unvoiced, and transient frames, the codec dis-

pensed with using the adaptive codebook and switches to fixed random codebooks. In 1993, 

QCELP [16] was standardized by the Telecommunications Industry Association (TIA) for 

Code Division Multiple Access (CDMA) based digital cellular telephony in North America, 

specified as the IS96 standard. QCELP is a variable rate codec, operating at the bit rates 

of 8.5, 4, 2 and 0.8 kbit/s. This bit rate scalability is achieved by using different num-

ber of bits for quantizing the LSPs and also using different subframe sizes depending on 

the required bit rate. The adaptive codebook is not used in the 0.8 kbit/s mode and the 

fixed codebook is replaced by a noise generator [16]. The QCELP codec's reconstructed 

speech quality was found poorer than that of the IS54 VSELP codec. Hence a replacement 

codec was selected in 1995, which was based on the Relaxed CELP (RCELP) coding al-

gorithm [24]. At the lower bit rates the partial weighted speech waveform-matching, on 

which LPAS codecs rely, constrains the speech quality. In order to overcome this drawback, 

RCELP uses a generalization of the analysis-by-synthesis paradigm. This generalization 

relaxes the waveform-matching constraints without affecting the speech quality. 

In parallel with the standardization activities of G.728, the ITU also initiated the process 

of standardizing an 8 kbit/s speech codec for wireless applications, referred to as G.729 [25]. 

Candidate codecs emerged from NTT (Japan) and also from CNET (France) in association 

with Sherbrook University (Canada) which satisfied almost all the requirements except for 

the frame erasure specifications. Finally, these organisations decided to pool their resources, 

in order to offer a joint-solution that could satisfy all the requirements. This process cul-

minated in the standardization of the Conjugate-Structure Algebraic CELP (CS-ACELP) 

algorithm [25] as the 8 kbit /s ITU speech codec. Around 1995, two other standard codecs 

were proposed, which employed coding algorithms similar to those of the G.729. The 

G.723.1 [26] scheme was standardized for very low bit rate videophone applications. Specif-

ically, G.723.1 offers the bit rates of 6.4 and 5.3 kbit/s, employing a frame size of 30 ms 

and a 7.5 ms look-ahead. This resulted in a total one-way delay of 67.5 ms, compared to 

25 ms for G.729 [131]. In another related development, the G.729 Annex A scheme [27] 

was specified for Digital Simultaneous Voice and Data (DSVD) applications. It shares the 

coding schemes of the G.729 standard, while invoking algorithmic simplifications, in order 

to derive a reduced-complexity version of the original G.729 codec. 

Besides the ubiquitous CELP codecs, other competing methodologies promoted in the 

eighties and nineties included Sinusoidal Transform Coding (STC) proposed by McAulay 

and Quatieri [35], Multi-Band Excitation (MBE) vocoders advocated by Griffin and Lim 

[37], the Prototype Waveform Interpolation (PWI) principle proposed by Kleijn [39], the 



Mixed Excitation Linear Prediction (MELP) arrangement suggested by McCree et al. [40] 

and the LPC-based Pitch Synchronous Interpolation codec of Papanastasiou and Xydeas 

[41]. These codecs were primarily developed for delivering high speech quality at the bit 

rates of 4 kbit/s and below, culminated with the adoption of the Mixed Excitation Linear 

Prediction (MELP) codec as the new U.S. Federal Standard at 2.4 kbit/s [28]. Currently, 

there is still an ongoing standardization activity for the specification of the ITU 4 kbit/s 

speech codec. Various CELP and vocoder techniques [132,133] have been proposed. The 

successful completion of this standard will facilitate significant economies in network band-

width utilisation. The widespread use of these codecs are due to the fact that they could 

achieve comparable speech quality to that of the medium-rate CELP codecs. Speech quality 

generally degrades when CELP codecs are used for bit rate of 4 kbit/s and below. This 

can be explained by the fact that the sparsity of bits, which is of less than 1 bit for ev-

ery two amplitude samples of speech, makes it impossible to adequately approximate the 

original waveform [117]. On the other hand, parametric codecs, or vocoders [69], make no 

attempt to reproduce a waveform similar to the original. Parametric codecs have greater 

potential for reproducing a signal perceptually similar to the original, while operating at bit 

rates in the region of 2 kbit/s and below, where effective waveform reproduction is virtually 

impossible. 

The earliest vocoders were based on the model of linear prediction coding (LPC), pro-

posed by Atal and Hanauer [12]. Basically, speech is synthesized by passing an excitation 

signal through a spectral shaping filter, modelling the spectral shape of the vocal tract. The 

excitation signal mimics the glottal waveform using random noise for unvoiced speech and 

a sequence of periodic pulses for voiced speech [64]. However, the synthesized speech is of 

synthetic quality, exhibiting frequently a "buzziness" characteristic. This happens because 

this simple voiced/unvoiced excitation model produces only excitation spectra that consist 

entirely of harmonics of the fundamental frequency (voiced) or noise-like energy (unvoiced), 

whereas speech is frequently a composite of voiced and unvoiced excitation sources [37]. So, 

any improved LPC vocoder algorithms must take this effect into account. Recent develop-

ments have seen the emerging of new algorithms in this area, especially the contributions 

by McCree and Barnwell et al. with their Mixed Excitation Linear Prediction (MELP) 

codec [134,135]. 

The second type of parametric coding is sinusoidal coding, first advocated by McAulay 

and Quatieri [35,136,137]. The main characteristic of sinusoidal codecs is that voiced speech 

is reconstructed in the decoder by generating a sum of sinusoids whose frequencies, ampli-

tudes and phases are carefully modified in successive frames to represent and track the 

evolving short term spectral of the original speech [117]. A variant of sinusoidal coding is 



the Multiband Excitation Coding (MBE) [37]. It extends the sinusoidal model further by 

modelling the mixed voiced-unvoiced spectrum that often occurs in human speech produc-

tion. Specifically, the speech spectrum is divided into a number of frequency bands, with 

each band declared as either voiced or unvoiced depending on how well the sinusoidal model 

fits the actual input spectrum in the band. A sinusoidal coding technique is used to en-

code those voiced bands while unvoiced bands are synthesized using bandpass filtered white 

gaussian noise. Finally, all the voiced and unvoiced components are summed to obtain the 

reconstructed speech signal. This MBE's procedure differs from the method proposed by 

McAulay and Quatieri in that the unvoiced component is obtained through actual noise, 

rather than randomising the phases of the amplitudes. 

Another interesting parametric coding technique, proposed by Kleijn et al. [39,138], is 

the waveform interpolation (WI) coding. This came from the observation, that a sequence 

of pitch cycle waveforms evolves slowly over time, which suggests that one can extract 

a pitch-cycle waveform, or characteristic waveform (CW) at regular time intervals, and 

then obtain a good approximation of the intermediate pitch-cycle waveforms by means of 

interpolation [69]. In principal, the characteristic waveforms are extracted from the linear 

prediction residual signal. These CWs are filtered in the evolution domain to decompose the 

signal into a slowly evolving waveform (SEW) characterising voiced speech and a rapidly 

evolving waveform (REW) representing noise-like unvoiced speech, as these two types of 

waveforms have different characteristics and can be most efficiently encoded separately. 

Efi'ectively, the aim of interpolation-based codecs is to represent a small portion of the 

waveform correctly, then subsequently perform interpolation to reproduce the complete 

speech signal, thus, decreasing the required bit rate while maintaining the speech quality. 

Efforts have also been undertaken to develop hybrid codecs, incorporating various ex-

isting techniques. In particular, the Manchester Pitch Synchronous (MPS) codec developed 

by Xydeas et al. [41] combined the concepts developed in sinusoidal coding, MBE coding 

and waveform interpolation coding into an LPC vocoder framework, yielding high quality 

speech at bit rates below 1.5 kbit/s. A version of the Multi-Band Excitation (MBE) cod-

ing, referred to as the Improved MBE (IMBE) codec [15] was selected for the International 

Maritime Satellite (INMARSAT) system, operating at a bit rate of 4.15 kbit/s. MBE is 

essentially a parametric codec based on classifying the full frequency band of the speech 

signal as either voiced or unvoiced subbands since it is rare that the speech signal exhibits 

pure voice or unvoiced spectral characteristics right across its full frequency range. Hence 

typically the voicing strength of each subband is quantized and transmitted, together with 

a pitch frequency. At the decoder the individual bands are then synthesized as either voiced 

using sinusoidal coding, or unvoiced using a random noise generator. 



In very low bit rate speech coding, below bit rate of 2.4 kbps, only those advanced 

schemes, based on either the variable duration "segments" of model parameters or the 

employment of speech recognition technique to classify phonemes using a finite alphabet, 

are found to be able to use efficiently the limited number of bits and overcome the problems 

of standard frame-by-frame coding [32,139-141]. Substantial amount of work is still required 

for attaining an acceptable subjective speech quality under such low bit rate constraints. 

In those phonetic codecs proposed, for example in [140,141], typically, phonemes are used 

as the choice of basic units, which induces the need of a phonetically transcribed training 

database. These codecs decompose speech into a sequence of speech units by using a speech 

recognition technique, and transmit the obtained unit indices and unit durations. The 

codecs synthesize speech by concatenating typical instances of speech units according to 

the unit indices and unit durations. 

In the paper by Xydeas et al. [142], they proposed a segmental coder which broke the 

LSP parameter tracks into variable duration segments for quantization. Variable duration 

segments of LSP vector tracks are classified into one of a finite number of language related 

events. Specific codebooks, designed optimally for each event type, are then employed to 

vector quantize the individual LSP vectors of a given segment. At the decoder, the segments 

are reconstructed and concatenated to yield a quantized spectral sequence. Transparent 

LPC quantization performance was reported at an average rate of 800 bit /s [142]. 

Recent advances in the field of wireless communications facilitate the employment of mul-

timode variable bit rate coding techniques [69,143], as exemplified by the IS96 QCELP [16] 

and the IS127 [24] RCELP speech codecs. Multimode speech coding allows the adaptation 

of the coding structure depending on the signal's characteristics or channel conditions, while 

maintaining a high speech quality at a given bit rate. Some of the earlier contributors to 

variable rate coding include Taniguchi [9], Kroon and Atal [144], Cellario and Sereno [145], 

Paksoy, Srinivasan and Gersho [146], and Lupini, Cox and Cuperman [147]. The recently 

standardized Adaptive Multi Rate (AMR) codec [29,148] also provides multiple bit rates, 

ranging from 4.75 up to 12.2 kbit/s. 

Currently, there is also ongoing research with the objective of designing codecs which 

take into consideration both speech and music signals [149-151]. Furthermore, the issue 

of scalability in terms of bit rate, sampling rate, bandwidth and complexity will become 

increasingly important in all future speech coding designs, as exemplified by the MPEG-

4 speech codec family [13]. In the last few years, there has been an increasing focus on 

improving the quality of voice coding systems rather than on further increasing the com-

pression efficiency. This trend manifested itself in the concerted efforts devoted to wideband 

speech coding [151-154]. Other areas of interest include designing codecs that are robust 



to the bursty transmission errors encountered in wireless systems, or to packet losses in the 

Internet and Asynchronous Transfer Mode (ATM) communications [155]. 

In Figure 1.1, we show the evolution of speech coding research over the past sixty years 

and all the standard speech codecs were summarised in Table 1.1. These milestones have 

also been incorporated in the range of monographs and text-books summarised in Figure 

1.2. Speech coding considerations for mobile communications are based on a tradeoff be-

tween a range of conflicting design factors, such as bit rate, speech quality, computational 

complexity, delay and error resilience as suggested by Figure 1.3. Speech codecs are usually 

optimized by weighting these factors differently according to the target application. Per-

haps the most important parameter is the bit rate. The lower the bit rate, the higher the 

number of users that can be accommodated in a given bandwidth. Bit rate reduction is 

the primary motivation of speech coding. The required bit rates are often dependent on 

the communication channel and the intended application. An equally important parameter 

is the reconstructed speech quality. Typically the lower the bit rate, the lower the recon-

structed speech quality. This highlights the first trade off of the two parameters, where a 

balance has to be found. The main difficulty is that of finding an objective speech qual-

ity criterion that correlates well with subjective or perceptual assessments for a variety of 

speech codecs and input signals. 

The third parameter is the computational complexity of the speech codec. In order 

to improve the speech quality at lower bit rates, typically more complex algorithms are 

adopted. Thus, the computational complexity of the algorithm is related to the target bit 

rate and to the required speech quality. The computational complexity is often quantified 

in terms of floating point operations per second (FLOPS). The penultimate parameter on 

our list is the delay introduced by the speech codec, which is important in the context of 

real-time full-duplex communications. The tolerable delay is dependent on the nature of the 

application. For example, in highly interactive conversations delay in excess of 100 ms may 

be perceived as an impairment. The final parameter considered here is the error resilience 

of the speech codec, which is very important in mobile communications, whereby the harsh 

nature of the mobile propagation environment typically leads to error bursts [161]. The 

channel error statistics are often divided into two main types. Random errors are usually 

due to channel noise. In order to counteract random errors, a sufficiently high signal-to-noise 

ratio must be achieved. In addition, channel coding can be invoked, whereby redundancy 

is added to the transmitted information in order to render it more robust against channel 

errors. The drawback here would be the additional overhead incurred by the redundancy 

incorporated. Burst errors are common in fading mobile channels and hence the employment 

of channel coding in mobile systems is wide-spread. 
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Standard Date Algorithm Bit Rate Complexity Frame Size 

(kbi t / s ) (MIPS) (ms) 

I T U Recommendat ions 

G.711[2] 1972 PCM 56-64 1 0.125 

C^721 [5] 1984 ADPCM 32 1 0.125 

G.723 1986 ADPCM 24,40 1 0.125 

(;J26 1988 ADPCM 16,24,32,40 1 0.125 

G.722 Wideband 1988 Subband 48,56,64 10 0.125 

Codec [20] Coding 

G.728 [156] 1992 LD-CELP 16 30 0.625 

G.729 [25] 1995 CS-ACELP 8 20 10 

G.723.1 [26] 1996 CS-ACBLP 5.3,6.3 16 30 

G.729 Annex A [27] 1996 CS-ACELP 8 10.5 10 

G.722.1 Wideband 2000 Transform 24,32 - 20 

Codec [14] Coding 

Cellular Standards 

GSM FR [19] 1987 RPE^LTP 13 4.5 20 

IS54[38] 1989 VSELP 7.95 20 20 

PDC FR 1990 VSELP 6.7 20 20 

INMARSAT [15] 1990 IMBE 4.15 7 20 

IS96 [16] 1993 QCELP 0.8,2,4,8 20 20 

PDC HR [157] 1993 PSI-CELP 3.45 48 40 

GSM HR [17] 1994 VSELP 5.6 30 20 

GSM BFR [158] 1995 ACELP 12.2 27 20 

IS127 EVRC [159] 1995 RCELP 0.8,4,8 16 20 

IS641 BFR [160] 1996 ACELP 7.4 22 20 

GSM-AMR [29] 1998 ACELP 4.75-12.2 - 20 

U.S D o D Secure Telephony 

FS1015[18] 1984 LPC-10 2.4 20 22^ 

FS1016 p i ] 1991 CELP 4.8 19 30 

New FS 2.4kbit/s [28] 1996 MELP 2.4 20L4 22.5 

Table 1.1: ITU, cellular and secure telephony speech coding standards. 



Algorithms/Techniques 

Dudley's vocoder [4] 

Delta Modulation (DM) [1] 

Pulse Code Modulation (PCM) [2] 

Differential PCM (DPCM) [3] 

11 

Standard Codecs 

1940 

1950 

Speech Production Model [10] 1960 

Linear Predictive Coding (LPC)[11] 
LP-based Analysis-by-Synthesis (LPAS) [12] 

1970 — 

Adaptive DPCM (ADPCM) [5] 
Subband Coding [7] 
Adaptive Transform Coding [8] 
Line Spectral Frequencies (LSF) [6] 

1980 

Vector Quantization (VQ)[30] 
Multi-Pulse Excitation (MPE) [31] 

Segmental Vocoder [32] 

Code-Excited Linear Prediction (CELP) [33] 
Regular Pulse Excitation (RPE) [34] 
Sinusoidal Transform Coding (STC) [35] 

Multiband Excitation (MBE) [37] 
Multimode Coding [9] 
Vector-Sum Excited Linear Prediction (VSELP) [38] 

Algebraic CELP (ACELP) [36] 1990 

Low-Delay CELP (LD-CELP) [22] 
Prototype Waveform Interpolation (PWI) [39] 
Mixed-Excitation Linear Prediction (MELP) [40] 
Pitch-Synclironous Innovation CELP [23] 
Relaxed CELP (RCELP) [24] 

LPC-based Pitch Synchronous Interpolation [41] 

2000 

G.711 (64kbit/s, companded PCM) [2] 

US DoD FS1015 (2.4kbil/s, LPC Vocoder) [18] 
G.721 (32kbit/s, ADPCM) [5] 

G.723 (24,32,40kbit/s, ADPCM) 
GSM Full Rate (13kbit/s, RPE-LTP) [19] 

G.722 (48,56,64kbit/s, Subband Codec) [20] 
G.726 (16,24,32,40kbit/s, ADPCM) 
IS54 (7.95kbit/s, VSELP) 
Inmarsat (4.15kbit/s, Improved MBE) [15] 
Japan PDC Full Rate (6.7kbit/s, VSELP) 
US DoD FS1016 (4.8kbit/s, CELP) [21] 
G.728 (16kbit/s, LD-CELP) [22] 

IS96 (0.8,2,4,8.5kbil/s, QCELP) [16] 
Japan PDC Half Rate (3.45kbit/s, PSI-CELP) [23] 
GSM Half Rate (5.6kbil/s. VSELP) [17] 
IS127 (0.8.4.8.5kbit/s. RCELP) [24] 
G.729 (8kbit/s, CS-ACELP) [25] 
G.723.1 (5.3, 6.3kbit/s, ACELP) [26] 
G.729 Annex A (8kbit/s, ACELP) [27] 
US DoD (2.4kbit/s, MELP) [28] 

GSM Adaptive Multi-Rate (4.75-12.2kbit/s, ACELP) [29] 

MPEG-4 Speech (2-24kbit/s. HVXC, CELP) [13] 

G.722.1 (24.32kbit/s, Transform Codec) [14] 

Figure 1.1: A brief history of speech coding. 



CHAPTER J. f N T R O D t / C T f O N 

1970 

12 

1980 

1990 

2000 

Cattermole, Principles of pulse code modulation [42] 
Tobias, Foundations of modern auditory theory [43] 

Flanagan, Speech analysis, synthesis and perception [44] 

Steele, Delta modulation systems [45] 
Markel & Gray, Linear prediction of speech [46] 
Jayant, Waveform quantization and coding [47] 

Moore, Introduction to the psychology of hearing [48] 

Rabiner & Schafer, Digital processing of speech signals [49] 

Oppenheim & Schafer, Digital signal processing [50] 
Crochiere & Rabiner, Multirate digital signal processing [51] 

Hess, Pitch determination of speech signals [52] 
Jayant & Noll, Digital coding of waveforms [2] 

Saito & Nakata, Fundamentals of speech signal processing [53] 

Papamichalis, Practical approaches to speech coding [54] 
Shaughnessy, Speech communications [55] 

Quackenbush et al.. Objective measures of speech quality [56] 

Furui, Digital speech processing [57] 

Zwicker & Fasti, Psychoacoustics [58] 
Atal, Cuperman & Gersho, Advances in speech coding [59] 
Malvar, Signal processing with lapped transform [60] 
Furui & Sondhi, Advances in speech signal processing [61] 
Gersho & Gray, Vector quantization and signal compression [30] 
Vandewalle et al.. Signal processing VI: theories and applications [62] 
Vaidyanathan, Multirate systems and filterbanks [63] 
Deller, Proakis & Hansen, Discrete-time processing of speech signals [64] 
Atal, Cuperman & Gersho, Speech and audio coding for wireless and network applications [65] 
Veldhuis & Breeuwer, An introduction to source coding [66] 

Vetterli & Kovacevic, Wavelets and subband coding [67] 
Kondoz, Digital speech: coding for low bit rate systems [68] 
Kleijn & Paliwal, Speech coding and synthesis [69] 
Watkinson, The art of digital audio [70] 

Akansu & Smith, Subband and wavelet transforms, designs and applications [71] 
Strang & Nguyen, Wavelets and filterbanks [72] 
Gilchrist & Grewin, Collected papers on digital audio bit-rate reduction [73] 

Jayant, Signal compression: coding of speech, audio, text, image and video [75] 

Gibson et al., Digital compression for multimedia: principles and standards [76] 
Kahrs & Brandenburg, Applications of digital signal processing to audio and acoustics [77] 
Madisetti & Williams, The digital signal processing handbook [78] 

Gold & Morgan, Speech and audio signal processing [79] 
Hanzo, Somerville & Woodard, Modern speech communications :principles and applications [80] 

for fixed and wireless channels 

Figure 1.2: Mile-stones in speech and audio processing. 
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Figure 1.3: Contradictory system design requirements of various speech/audio communica-

tions systems. 

1.2 Organizat ion of Thesis 

Following the above rudimentary introduction, the remainder of this thesis is divided into 

seven chapters. 

• The 2nd Chapter gives an overview of speech coding. Current research activities, 

especially in the area of wideband speech coding are highlighted. The speech files 

used throughout this thesis are also documented. 

• Chapter 3 concentrates on the development of a fullband forward adaptive wideband 

ACELP speech codec. Subband-split coding techniques have also been investigated. 

Various wideband Line Spectral Frequency (LSF) quantization schemes were compar-

atively studied, and the best scheme - a 38-bit LSF vector quantizer based on the 

Safety-Net VQ (SNVQ) technique has been developed and was used in all subsequent 

work. 

» In Chapter 4 the backward adaptive CELP technique was investigated, which offers 

the advantage of low delay, albeit at an increased complexity. A low delay wideband 

speech codec, operating at a variable bit rate from 32 down to 8 kbit/s has been 

studied, which was derived as the extension of the G.728 16 kbit/s low delay standard 

codec. A low delay wideband codec utilising the algebraic CELP (ACELP) technique 

has also been implemented. 



® The concept of Adaptive Multi-Rate (AMR) coding is introduced in Chapter 5, and 

its bit sensitivity is characterized. A dual-rate AMR codec, operating at bit rates 

of 4.75 and 12.2 kbit/s was incorporated in a novel Burst-by-Burst (BbB) adaptive 

Joint-Detection based Code-Division Multiple Access (JD-CDMA) speech transceiver, 

which was capable of dropping its source coding rate, and speech quality under 

transceiver control. Subjective and objective speech quality evaluations were also 

conducted for the system studied. 

• In Chapter 6, the MPEG-4 audio codec was investigated. It consists of multiple coding 

tools designed for encoding both speech and music signals. The MPEG-4 Twin-VQ 

scheme is applied in conjunction with Space-Time OFDM configurations in order to 

obtain an adaptive multi-rate audio transceiver. 

• Finally, Chapter 7 summarizes the main findings of the research and suggestions for 

future research are presented. 

The novel contributions of the thesis are as follows: 

• Comparatively studied various wideband speech spectral quantization schemes, in-

cluding the family of memoryless VQs, classified VQs, predictive VQs and multimode 

VQs [162]. 

• The development of an attractive 38-bit wideband LSF vector quantizer based on the 

Safety-Net VQ (SNVQ) technique, which offers a good design compromise by invoking 

a combination of memoryless VQ and predictive VQ [163]. 

• Contrived a novel burst-by-burst adaptive joint detection based CDMA speech transceiver, 

which employs the Adaptive Multi Rate (AMR) codec operating at 4.75 kbit/s and 

10.2 kbit/s speech modes, in conjunction with Redundant Residue Number System 

(RRNS) based channel coding and a reconfigurable BPSK or 4QAM based Joint-

Detection (JD) assisted CDMA scheme. This allows us to switch between a set of 

different source and channel codecs as well as transmission parameters, depending on 

the overall instantaneous channel quality [164]. 

• A novel multimode application of the MPEG-4 TWINVQ audio codec in conjunc-

tion with space-time coding and an OFDM transceiver, resulting in two different-

complexity system design principles [165]. 

Having provided an overview of the thesis, let us now commence our discourse with a 

brief overview of speech coding. 



Chap te r 2 

Overview of Speech Coding 

2.1 Mot ivat ion 

This chapter gives a rudimentary overview of speech coding and its new research directions 

during the last few years. The motivation behind wideband speech encoding is highlighted. 

Various methods of assessing a speech encoder's performance are examined. Finally, the 

speech database used throughout this thesis is introduced. 

The explosion of interest and activities in the area of speech coding aiming for the 

efficient representation of speech in digital format has facilitated a considerable decrease in 

the bit rate required for transmitting speech within the telephone bandwidth of 300-3400 

Hz. Several international standards have also been adopted [22,25,155]. The most recent 

standard is the G.729 8 kbit/s speech codec [25], with its reduced complexity version Annex 

A and silence compression based version Annex B [166]. The growth of activities in the field 

of speech and audio coding is driven by the insatiable demand for voice communication from 

a service-oriented perspective and by their cost-efi'ective implementation using digital signal 

processing algorithms from an enabling technology perspective. Efficient implementations 

are fuelled furthermore by the need to conserve bandwidth in both wired and wireless 

telecommunication networks, and the requirement of conserving disk space in voice storage 

systems. A range of excellent articles available in the field of speech coding are amply 

covered in references [117,155,167-176]. Special issues of journals, magazines and symposia 

were dedicated to the areas of signal processing and communications [177-187]. Books on 

speech processing [2, 30, 42, 45, 49, 55, 57, 61, 64, 68, 80] also provide an extensive coverage 

of speech coding. There are excellent collections of papers, for example those edited by 

Jayant [47], Atal, Cuperman and Gersho [59,65] , as well as Kleijn and Paliwal [69], which 

can give readers an in-depth exposure to speech signals and compression. 

15 
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Figure 2.1: Typical energy spectrum of a wideband speech signal. 

Most work on speech coding is based on telephone-bandwidth speech, nominally limited 

to about 3.1 kHz and sampled at a rate of 8 kHz. Wideband speech coding is of increasing 

interest at the time of writing and it is intended for speech or audio signals limited to 7 kHz 

bandwidth and sampled at 16 kHz. Compression of wideband speech makes it possible to 

achieve low bit rates, while maintaining a speech quality that resembles the audio quality 

of AM radio, sometimes referred to as "commentary" quality, as opposed to the usual 

telephone quality. For all of us who grew up with the limited bandwidth built into the 

conventional telephone, which dates back to the first transcontinental telephone service 

between New York and San Francisco in 1915, wideband speech communications is a new 

and refreshing experience. Improved-quality wideband speech codecs will find applications 

in teleconferencing, multimedia services etc.. 

Figure 2.1 shows the typical energy spectrum of a wideband speech signal. Compared 

to narrowband telephone-quality speech, the low-frequency enhancement from 50 to 200 Hz 

contributes to increased naturalness, presence and comfort. The high-frequency extension 

from 3400 to 7000 Hz provides better fricative differentiation (for example, s versus f) and 

therefore higher intelligibility. The naturalness of wideband speech is a significant feature 

in advanced telecommunications services, such as audio teleconferencing and broadcasting. 

The basic rate Integrated Services Digital Network (ISDN) provides a natural framework 
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Mode Speech Rate (kbit/s) Data Rate (kbit/s) 

1 64 0 

2 56 8 

3 48 16 

Table 2.1: G.722 Transmission Modes 

for a 64 kbit/s algorithm to encode wideband speech for such applications. It provides two 

64 kbit/s circuit-switched channels and one 16 kbit/s packet-switched channel [114]. The 

digital connectivity supported by ISDN has prompted a renewed worldwide activity of the 

audio transmission quality. In particular, end-to-end digital connectivity has made possible 

the inclusion of low frequencies down to 50 Hz in the transmitted audio band [114]. 

2.2 T h e G.722 S tandard 

The new standard for wideband speech coding is the G.722.1 [14] codec, operating at the 

bit rates of 24 and 32 kbit/s. The operations of G.722.1 will be described in Section 2.2.1. 

This scheme replaces the ageing G.722 wideband codec [20], which operates at 48, 56 and 

64 kbit/s. The original G.722 scheme took into considerations the need to accommodate a 

data channel for end-to-end signalling information and for low bit rate data transmission 

within the 64 kbit/s channel. As a result, three transmission modes were defined. Mode 

1 was intended only for speech transmission at the bit rate of 64 kbit/s, while Mode 2 

includes speech transmission at 56 kbit/s plus 8 kbit/s of data transmission. Finally, Mode 

3 was capable of transmitting speech at 48 kbit/s in conjunction with 16 kbit/s of data 

transmission. These three modes are summarised in Table 2.1. 

The basic schematic of the G.722 codec is shown in Figure 2.2. Essentially, it is based 

on a two-band subband Adaptive Differential Pulse Code Modulation ADPGM [80] codec. 

At the encoder, the input signal is sampled at a rate of 16 kHz, and decomposed into two 

subbands of equal bandwidth, both of which can now be sampled at 8 kHz. The subband 

decomposition is performed using Quadrature Mirror Filters (QMF) [7], constituted by two 

linear-phase Finite Impulse Response (FIR) filters, whose impulse responses are symmetric. 

QMFs were first proposed by Esteban and Galand [7], and interested readers find an in-

depth description of QMFs for example in the book by Steele [161]. 

The two subband signals, namely the lower subband signal (0-4000 Hz) and the upper 
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Figure 2.2: G.722 SB-ADPCM codec schematic 

subband signal (4000-8000 Hz) are processed by two separate encoders, as shown in Figure 

2.2. At a sampling frequency of 16 kHz, a total bit rate of 64 kbit/s corresponds to a 

resolution of 4 bit/sample. By appropriately allocating the available bits to each subband, 

the codec can be optimized, in order to match the input signal statistics. In the case of 

speech signals, most of the energy is in the lower subband (0-4000 Hz), hence the signal 

in this band should be encoded with a higher resolution than in the upper subband. It 

was found, that the bit allocation, which yields the best results is 6 bit/sample for the 

lower subband and 2 bit/sample for the upper subband [114]. Hence a 48 kbit/s signal is 

produced at the output of the Lower Subband ADPCM Encoder while a 16 kbit/s signal is 

generated from the Upper Subband ADPCM Encoder, as seen in Figure 2.2. The signals 

are then multiplexed for transmission over the channel. 

At the decoder, the 64 kbit/s received signal is demultiplexed into two signals, which 

form the codeword inputs of the Lower and Upper Subband ADPCM Decoders. In order 

to allow for the transmission of data, for example fax and speech within the same channel, 

the lower speech subband resolution is variable, and may assume the rates of 6, 5 or 4 

bit/sample. The upper subband resolution is fixed at 2 bit/sample. Each reduction of 1 

bit/sample in the lower subband provides 8 kbit/s for data transmission. Finally, the receive 
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Figure 2.3: Block diagram of the G.722.1 Encoder 

QMF in Figure 2.2 essentially interpolates the reconstructed subband signals from 8 to 16 

kHz, in order to form the fullband reconstructed signal. 

2 .2 .1 T h e N e w G . 7 2 2 . 1 S t a n d a r d 

The new G.722.1 wideband standard codec [14] provides compression of both speech and 

music signals, represented in the bandwidth from 50 Hz to 7 kHz, at the bit rates of 24 

and 32 kbit/s. This relatively low complexity wideband standard codec is a version of 

the PictureTel Transform Codec (PTC) (©1996 PictureTel Corporation [188]) and it was 

recommended for hands-free applications, such as conferencing where there is low probability 

of frame loss. The bit rate budget per frame for the 24 kbit /s and 32 kbi t /s operations is 

480 and 640 bits, respectively. 

Figure 2.3 gives an overview of the encoder's signal processing operations. In the first 

processing step, the Pulse Code Modulation (PCM) based input signal is mapped from 

the time domain into the frequency domain, using the Modulated Lapped Trans/orm(MLT), 

which is a derivative of the Discrete Cosine Transform (DCT) [60,94,189,190]. The latest 
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320 time domain samples, which represent 20 ms of audio at the sampling rate of 16 kHz 

form a block. This current block of 320 samples is then fed together with the previous block 

of 320 samples into the MLT. As its output, the MLT then produces a block of 320 frequency 

domain samples, which yields a frequency resolution of 8000 Hz/320 = 25 Hz. Note that 

only the signal components having frequencies up to 7 kHz are encoded, which correspond 

to MLT frequency-domain coefficients with an index smaller than 280 - the remaining 40 

MLT coefficients are discarded. 

The retained 280 MLT coefficients are further grouped into 14 equal-width frequency 

regions, each representing a frequency range of 500 Hz, and hosting 280/14 = 20 MLT 

coefficients. For each frequency region, the square Root of the Mean Power (RMS) of the 

MLT coefficients in that region is calculated, which gives a low resolution, 500 Hz-spaced 

estimate of the spectral envelope that is subsequently quantized. By the help of these values, 

the MLT coefiicients are then quantized using different step sizes according to a perceptual 

model. This task is performed by calculating an initial categorization, in which a certain 

set of quantization- and coding parameters referred to as the category is assigned to each 

of the 14 500 Hz-wide regions. 

A total of 16 tentative categorizations and bit allocations are calculated, of which only 

the one that makes use of the available 480 or 640 bits per 20 ms in the most efficient way 

is used. Each categorization consists of a set of fourteen category assignments, with one of 

the 16 assignments applied to each of the 14 500 Hz-wide regions. Associated with each 

category is an expected number of bits required for encoding a region. The MLT coefficients 

are quantized and coded differently for each of the 16 categorizations. The actual number 

of bits required for each categorization for each of the 14 regions is determined and after 

the best allocation has been determined, the MLT coefficients are quantized and Huffman 

coded. Specifically, the MLT coefficients of each of the 14 500 Hz-wide regions are first 

normalized by the quantized spectral envelope of the region and then all the 20 25 Hz-

spaced MLT coefficients are scalar quantized. The resulting scalar quantized values of the 

20 MLT coefficients are combined to form 20-dimensional vector. The 20 vector components 

are then Huffman coded, where the most frequent vector component values are encoded with 

fewer bits compared to the less frequent vector indices. 

During the last encoding step, the spectral envelope, the categorization index, and the 

280 encoded MLT coefficients are multiplexed for transmission. In order to satisfy the 

requirement of a constant transmitted bit rate, while employing variable-length Huffman 

coding, four control bits are transmitted for indicating to the decoder, which of the 16 

possible categorizations was selected. The specific categorization that provided the number 

of bits closest to the required 480 or 640 bits/20ms is selected for transmission. 
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In the next section, an overview of the recent activities on speech coding is presented. 

This overview will not be exhaustive, but rather aims to give some interesting insights into 

the research directions of the speech coding community. 

2.3 Overview of Recent Speech Coding Activit ies 

Let us initially consider the recent advances in narrowband speech coding, a topic which has 

been the subject of intense research over the past few decades. We will focus our attention 

on the activities in wideband speech coding later in Section 2.4. 

2 .3 .1 P a r a m e t r i c C o d i n g 

Recent activities in narrowband speech coding have been concentrated primarily on de-

veloping algorithms capable of delivering toll quality at a bit rate of 4 kbit/s and below. 

These efforts culminated in the standardization of the Mixed Excitation Linear Predictive 

(MELP) codec as the new U.S. Federal Standard at 2.4 kbit/s [28]. In this bit rate region 

parametric encoders such as the MultiBand Excitation (MBE) vocoder [37], the sinusoidal 

transform encoder [35], and the prototype waveform interpolation codec [39] have been 

widely used. The widespread employment of these codecs are due to the fact that these 

codecs have achieved comparable speech quality to that of the medium-rate Code Excited 

Linear Predictive (CELP) codecs. However, the speech quality generally degrades, when 

CELP codecs are used at a bit rate of 4 kbit/s and below. This can be explained by consid-

ering the paucity of bits, since at a sampling rate of 8 kHz and a bit rate of 4 kbit/s only 

0.5 bit/sample is assigned, rendering it impossible to adequately approximate the original 

speech waveform [117]. Parametric codecs, or vocoders [69], on the other hand, make no 

attempt to reproduce a waveform similar to the original. Parametric codecs rather aim for 

reproducing a signal perceptually similar to the original, while operating at bit rates in the 

region of 2 kbit/s and below, where effective waveform reproduction is virtually impossible. 

The earliest vocoders were based on the model of Linear Predictive Coding (LPC), 

as proposed by Atal and Hanauer [12]. Basically, speech is synthesized by passing an 

excitation signal through a spectral shaping filter, modelling the spectral shape of the vocal 

tract. The excitation signal mimics the glottal waveform using random noise for unvoiced 

speech and a sequence of periodic pulses for voiced speech [64]. However, the vocoded 

speech is of synthetic quality, exhibiting frequently "buzziness". This happens because this 

simple voiced/unvoiced excitation model produces excitation spectra consisting entirely of 

harmonics of the fundamental frequency for voiced sounds or noise-like excitation spectra for 



unvoiced sounds, whereas speech is frequently a composite of voiced and unvoiced excitation 

sources [37]. Hence, any improved LPC vocoder algorithm has to address this problem. 

Recent developments have seen the emergence of new algorithms in this area, especially in 

a number of contributions by McCree and Barnwell et al. in the context of their Mixed 

Excitation Linear Prediction (MELP) codec [134,135]. 

The second type of parametric coding is sinusoidal coding, which was first proposed 

by McAulay and Quatieri [35, 136, 137]. The main characteristic of sinusoidal codecs is 

that voiced speech is reconstructed in the decoder by generating a sum of sinusoids whose 

frequencies, amplitudes and phases are carefully modified in successive frames, in order to 

represent and track the evolving short term spectrum of the original speech [117]. A variant 

of sinusoidal coding is the MBE [37], which extends the sinusoidal model further by mod-

elling the mixed voiced-unvoiced spectrum that often occurs in human speech production. 

Specifically, the speech spectrum is divided into a number of frequency bands, where each 

band is declared as either voiced or unvoiced depending on how well the sinusoidal model 

fits the actual input spectrum in the band. The sinusoidal coding technique is used to 

encode the predominantly voiced frequency bands of the speech signal while the unvoiced 

bands are synthesized using bandpass filtered white Gaussian noise. Finally, all the voiced 

and unvoiced components are summed, in order to obtain the reconstructed speech signal. 

The above MBE procedure differs from the method proposed by McAulay and Quatieri in 

that the unvoiced component is mimicked by noise, rather than by randomising the phases 

of the sinusoidal excitation components. 

Another interesting parametric coding technique, proposed by Kleijn et al. [39,138], is 

Waveform Interpolation (WI) assisted coding. The philosophy of WI based coding accrues 

from the observation, that a sequence of pitch cycle duration waveforms evolves slowly over 

time, which suggests that one can extract a pitch-cycle waveform, or Characteristic Wave-

form (CW) at longer regular time intervals, and then obtain a good approximation of the 

intermediate pitch-cycle duration waveforms by means of waveform interpolation between 

the characteristic waveforms [69]. These characteristic waveforms are extracted from the 

linear prediction residual signal. Typically the CWs are decomposed into a Slowly Evolving 

Waveform (SEW) characterising voiced speech and a Rapidly Evolving Waveform (REW) 

representing noise-like unvoiced speech segments, since these two types of waveforms have 

different characteristics and can be more efficiently encoded separately, then jointly. More 

explicitly, the aim of interpolation-based codecs is to represent a short-duration portion 

of the waveform accurately, and then subsequently to perform interpolation between the 

consecutive accurately-represented waveforms, in order to reproduce the complete speech 

signal, thus, decreasing the total required bit rate while maintaining high perceptual speech 
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Figure 2.4: Schematic of the hybrid encoder proposed by Shlomot et al. [191] ©1998 IEEE 

quality. 

Efforts have also been invested in order to develop hybrid codecs, incorporating various 

existing techniques. In particular, the Manchester Pitch Synchronous (MPS) codec [41] 

combined the concepts developed in sinusoidal coding, MBE coding and waveform interpo-

lation coding into an attractive LPC vocoder framework, yielding high quality speech at bit 

rates below 1.5 kbit/s. In another proposal by Shlomot et al. [191], the authors proposed 

a method for overcoming the limitation of harmonic codecs in handling transitional speech 

segments by integrating a time-domain waveform codec with a frequency-domain paramet-

ric codec, resulting in a so-called a hybrid codec. Transitional speech segments actually 

consist of local time events, which cannot be represented by the bimodal periodic or noise 

based excitation models, hence a natural choice would be to employ a time-domain wave-

form codec for capturing the location and structure of the local time events. A schematic 

of a hybrid encoder is shown in Figure 2.4. A linear prediction module is used initially for 

obtaining the residual signal, which will become the target signal to be modelled by the 

encoder. The speech classifier then decides concerning the switching between the three pos-

sible encoder modes by making a decision whether the speech frame is harmonic, transitory 

or stationary unvoiced. For each frame, the transmitted parameters are the LP parame-

ters, the class decision and the quantized parameters of the appropriate codec modes. The 

excitation signal is decoded according to the speech class transmitted and passed through 

a synthesis LP filter for generating the reconstructed speech signal. 
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The combination of harmonic and waveform coding will create a synchronization prob-

lem. In low bit rate harmonic coding the linear phase, or time shift information of the 

sinusoidal excitation is not transmitted and therefore the reconstructed harmonic signal is 

not synchronized with the original speech signal. On the other hand, a waveform encoder 

generates a signal, which is time-aligned with its target signal. Consequently, signal conti-

nuity is not preserved, when switching from one model to the other. This requires a phase 

synchronization module, which could provide signal continuity [191]. 

In very low bit rate speech coding, well below the bit rate of 2.4 kbit/s, only advanced 

schemes, based either on variable duration "segments" represented by various model param-

eters or speech recognition assisted techniques classifying phonemes using a finite alphabet, 

are found to operate efficiently, given the limited number of encoding bits. In the phonetic 

encoders proposed for example in [140,141], typically phonemes are used as basic units, 

which require a phonetically transcribed training database. These encoders decompose the 

speech signal into a sequence of speech units by using a speech recognition technique and 

transmit the unit indices and unit durations obtained during the recognition phase. The 

encoders synthesize speech by concatenating typical instances of speech units according to 

the unit indices and unit durations. 

Xydeas et al. [142] proposed a segmental encoder, which segmented the LSF parameter 

tracks into variable duration segments for quantization. Variable duration segments of 

LSF vector tracks were classified into one of a finite number of language-related events. 

Specific codebooks, designed optimally for each event type, were then employed for vector 

quantizing the individual LSF vectors of a given segment. At the decoder, the segments were 

reconstructed and concatenated for yielding a quantized spectral sequence. Transparent 

LPC quantization performance was reported at an average LSF encoding rate of 800 bit/s 

[142]. 

2 .3 .2 C E L P C o d i n g 

CELP coding techniques still prevail at the time of writing in the medium bit rate range from 

6 to 24 kbit/s, finding their ways into numerous applications and speech coding standards 

[155]. Historically, the first of these CELP-based standards was the adoption of the U.S. 

Federal Standard 1016 [192], using a CELP algorithm operating at 4.8 kbit/s, intended 

primarily for secure voice transmission. The original IS-54 full-rate speech encoder of the 

North American Time Division Multiple Access (TDMA) [161] digital cellular system is 

also a variation of the CELP algorithm, namely the Vector-Sum Excited Linear Prediction 

(VSELP) scheme proposed by Gerson and Jasiuk [38]. 
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Codec Mode Source Channel&Signalling Total 

(kbit/s) (kbit/s) (kbit/s) 

Half-Rate Mode 0 7.45 3.95 11.4 

Half-Rate Mode 1 5.15 6.25 11.4 

Full-Rate Mode 0 11.85 10.95 :22.8 

Full-Rate Mode 1 7.45 15.35 22.8 

Table 2.2: Rate allocation for codec modes in Texas Instrument's AMR codec [195] 

The rapid growth in demand for cellular services has prompted the standardization of 

half-rate speech encoders. Two of the most recent half-rate encoders are the GSM VSELP 

scheme [17], operating at a bit rate of 5.6 kbit/s, and the Japanese Pitch Synchronous 

Innovation CELP (PSI-CELP) arrangement operating at a bit rate of 3.45 kbit/s [80]. In 

1992, the International Telecommunications Union (ITU-T) adopted the Low Delay CELP 

(LD-CELP) algorithm as an international standard for 16 kbit/s speech coding, referred 

to as G.728 [80]. The G.728 codec was developed by Chen et al. as detailed in [22,156]. 

More recently, the ITU-T standardized two speech codecs, namely the G.729 and G.723.1 

schemes, operating at low bit rates. The G.729 scheme is based on the so-called Conjugate 

Structure Algebraic CELP (CS-ACELP) algorithm [25,193], operating at 8 kbit/s, while 

the G.723.1 [26] standard specifies a dual-rate speech codec operating at bit rates of 5.3 and 

6.3 kbit/s. The CELP principle is essentially based upon the Linear Prediction Analysis-by-

Synthesis (LPAS) technique, first proposed by Atal and Schroeder [33]. Interested readers 

find a wealth of information about CELP coding in the literature [69,117,118,194]. 

In recent years significant efforts have been dedicated to the research of multi-rate 

coding. As an example, the recent GSM Adaptive Multi-Rate (AMR) standardization 

activities have prompted intensive research interests in defining a new European cellular 

communication system designed for supporting an AMR mechanism in both the half-rate 

and full-rate GSM channels [29]. The concept of AMR coding provides a way to obtain good 

performance across a wide range of channel conditions by allowing the network to monitor 

the quality of the communications channel and to instruct the codecs to appropriately 

adjust the allocation of bits between source and channel coding accordingly. This can be 

implemented with the aid of an adaptation algorithm whereby the network selects one of 

a number of available speech encoder modes, each having a pre-determined source/channel 

bit allocation [148]. The AMR concept will be explored in more details in Chapter 5. 

There were four AMR candidate codecs and their scrutiny provides valuable insights 

into applying state-of-the-art speech coding techniques. One of the candidate codecs was 
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Parameter Half-Rate 0 Half-Rate 1 Half-Rate 1 Full-Rate 0 Full-Rate 1 

(voiced) (unvoiced) 

LPC 26 26 26 26 26 

Pitch Lags 23 13 8 23 23 

Fixed Excitation 72 50 24 160 72 

Gains 28 14 14 28 28 

Total bits/frame 149 103 72 237 149 

Bit Rate (bit/s) 7450 5150 3600 11850 7450 

Table 2.3: Bit allocation of Texas Instrument's AMR codec proposal [195]. 

proposed by the speech coding team of Texas Instrument [195]. The codec was designed to 

operate in both the GSM full-rate channel mode at a total channel-coded bit rate of 22.8 

kbit/s and in the GSM half-rate channel mode at channel-coded bit rate of 11.4 kbit/s. In 

each of the above modes, the encoder supports two specific codec modes. The corresponding 

bit allocations for source coding, channel coding and signalling are illustrated in Table 2.2 

for each codec mode. 

Each codec mode uses a CELP codec having a frame size of 20 ms with a lookahead 

of 5 ms for LPC analysis. The LPC parameters are encoded once per 20 ms frame in the 

Line Spectral Frequency (LSF) domain using a 4-stage, 26-bit Multi-Stage Vector Quantizer 

(MSVQ). All source encoders have four 5 ms excitation optimisation subframes, with the 

exception of the Half-Rate Mode 1, where there are two subframes of 10 ms duration 

each. In all codec modes, the pitch lag is encoded using an adaptive codebook search 

algorithm, where the first pitch lag in each frame is encoded using 8 bits and the remaining 

lags are differentially encoded with respect to the previous lag, with the aid of 5 bits 

each. The fixed excitation is obtained from a sparse ternary codebook. The fixed and 

adaptive excitation gains are jointly vector quantized using a 7-bit codebook, where the 

fixed excitation gain component is differentially coded with respect to a predicted gain 

estimated from the previous gain values. 

As observed in Table 2.3, the Full-Rate Mode 1 and Half-Rate Mode 0 use an identical 

CELP codec operating at a bit rate of 7.45 kbit/s. The Full-Rate Mode 0 is also based on a 

similar codec, where a higher bit rate is used for fixed excitation coding, resulting in a total 

rate of 11.85 kbit/s. The Half-Rate Mode 1 operates at a bit rate of 5.15 kbit/s. It uses a 

source-controlled multimodal CELP codec where each input speech frame is classified into 

one of two source coding modes based on a voiced-unvoiced decision, as indicated in Table 

2.3. The voiced mode is encoded in the same way as in the other codec modes. By contrast 
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Bit Rate 2.4 kbit/s 3.9 kbit/s 5.2 kbit/s 6.8 kbit/s 

Update Rate 

(ms) 

20 20 20 20 Update Rate 

(ms) 10 10 10 10 10 10 10 10 

LPC 28 28 28 28 

Pitch 7 7 5 7 5 7 7 

Voicing 3 4 4 4 4 5 5 

RMS Energy 6 7 7 7 7 7 7 

Spectral Amplitudes 4 8 8 8 8 21 21 

Total for 20 ms 48 78 104 136 

Table 2.4: Bit allocations for the different rates of the splitband LPC Vocoder of [196]. 

in the unvoiced mode, no adaptive codebook is used, since unvoiced signals do not contain a 

periodic component. The fixed excitation is encoded with the aid of a stochastic codebook, 

while the fixed excitation gain is encoded using the same codebook as the one used in the 

voiced mode. 

In another candidate codec submitted by the University of Surrey, a vocoder based 

system was proposed instead of the more popular CELP based system. Villette et al. 

in [196] argued that because only a total channel-coded rate of 11.4 kbit/s as available in 

the half-rate GSM channel, it is desirable to have a source coded rate below 4 kbit/s in order 

to provide a sufficiently high rate for the channel coding and hence to keep the number of 

corrupted speech frames to an unacceptable level. The authors opted for a vocoder based 

system, which would provide better speech quality at 4 kbit/s than a CELP based system. 

Table 2.4 shows the bit allocations and update rates of this splitband LPC Vocoder 

scheme. Essentially, 28 bits are used for the LSF quantization over a frame of 20 ms in 

each mode of operation, except at the bit rate of 6.8 kbit/s, where the LPC analysis is 

performed twice in a 20 ms frame. Other parameters such as the pitch lag and gain, the 

voiced-unvoiced decision, the RMS energy and the spectral amplitudes are processed over 

a subframe of 10 ms. The second subframe's pitch lag is encoded differentially using 5 bits 

with respect to the first pitch lag, in order to save bits in the 3.9 and 5.2 kbit/s modes 

. The 2.4 kbit/s mode was not used, because it was found that the speech quality of this 

codec was not sufficiently high to reach a MOS of 4, which was needed for fulfilling the 

requirements of the AMR competition. Similarly, only the higher bit rates were used for 

designing the half-rate system [196]. 

The contribution of Siemens to the standardization process involved a proposal based 
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Bit Rate 6.1 kbit /s 8.1 kbit/s 9.5 kbit /s 13.3 kbit/s 

LPC 22 22 22 22 

LTP 32 32 32 32 

Adaptive CB Gain 12 12 12 12 

Fixed CB Gain 16 16 16 32 

Fixed Excitation 40 80 108 168 

Total 122 162 190 266 

Table 2.5: Bit allocations for the different rates of the VR-CELP Codec of [197] 

on a variable rate CELP (VR-CELP)algorithm [197]. In this codec the various bit rates 

within the range of 6.1 to 13.3 kbit/s were obtained simply by using different fixed excitation 

codebooks, while using the same coding schemes for all other speech parameters, as shown 

in Table 2.5. However, the 13.3 kbit/s rate requires twice the number of gain factors in 

comparison to other available bit rates due to the halved excitation vector length. This 

implies that seamless mode switching can be readily implemented by simply activating a 

different vector codebook for excitation coding. Moreover, in the case of a mode detection 

error, the Variable-Rate CELP (VR-CELP) scheme exhibits a robust behaviour, since only 

the fixed excitation is misinterpreted, which usually leads only to unobjectionable distortions 

of the reconstructed speech. 

An error concealment algorithm [198] was also employed by the codec, which guarantees 

added robustness against transmission errors. The aim of error concealment is to render 

the errors that could not be corrected by the channel decoder inaudible or at least less 

annoying for the listener. It was reported that in the absence of background noise under 

error free transmission conditions, the VR-CELP codec operating at the rate of 9.5 kbit/s 

achieved a subjective quality close to that of the GSM EFR speech codec operating at 12.2 

kbit/s, while at the rate of 13.3 kbit /s the VR-CELP codec outperformed the GSM EFR 

codec [197]. Finally, at its lowest bit rate of 6.1 kbit/s, it provided a better performance 

than that of the original GSM FR codec, which operates at 13 kbit/s. 

We have also seen an active contribution from the NEC Research Labs, proposing a whole 

family of codecs based on the Multi-Pulse CELP (MP-CELP) technique [199-201], which 

contributed to the AMR and MPEG-4 CELP speech standardization activities. Figure 2.5 

shows the schematic diagram of the 6.4 kbit/s MP-CELP encoder, proposed by Ozawa et 

al. [199], which has a frame size of 10 ms and a subframe size of 5 ms. According to this 

method, the excitation signal is represented with the aid of the multi-pulse technique [118]. 

The amplitudes or signs of all pulses in a subframe are simultaneously vector quantized in 
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Figure 2.5: Schematic of the 6.4 kbit/s MP-CELP AMR codec, proposed by Ozawa et 

aZ. [199] ©1998 IBBB 

order to improve the achievable compression. A 'combination search' is employed between 

the multiple sets of pulse positions and the pulse amplitude code vectors in order to find 

the best set and hence to improve the performance of the codec, as shown in Figure 2.5. 

The pulse locations are restricted based on the algebraic structure, as in G.729, in order 

to reduce both the transmission bit rate and the pulse location search complexity. A 

technique referred to as pulse location restriction was developed, primarily for improving the 

codec's performance, when subjected to background noise. Here, the possible pulse locations 

used for voiced speech and unvoiced speech are different. More specifically, for unvoiced 

speech, more stringent pulse location restrictions are used, in order to represent noise-

like signals. The voiced/unvoiced decisions are carried out on the basis of the quantized 

adaptive codebook gain of the previous subframe. Hence, no side information concerning 

the voiced/unvoiced decision is required for transmission to the decoder. 

Another proposal for the AMR standard by Ito et al. [200] is based on a multi-rate MP-
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Mode of Operation FR HR 

Gross Coding Rate [kbit/s] 22^ 1L4 

Speech Coding Rate [kbit/s] 1&6 8 8 5.5 

Channel Coding Rate [kbit/s] 1&2 1A8 3.4 5.9 

Table 2.6: Coding rates for speech and channel coding in the AMR MP-CELP codec pro-

posed by Ito et al. [200]. 

CELP codec and on convolutional channel coding. This codec operates at several speech 

coding rates, maintaining a fixed gross rate including speech and channel coding in both 

the Full-Rate (FR) and Half-Rate (HR) modes. The AMR standardization process had two 

important goals. The first one was improving the quality in the HR mode. The other goal 

was attaining an increased robustness against high channel-error rates, in particular in the 

FR mode. A multi-rate MP-CELP codec can be readily designed by changing the number 

of pulses used for generating the multi-pulse excitation. This codec has the capability of 

adaptively controlling each coding rate according to the prevalent instantaneous channel 

conditions. The speech and channel coding rates used are shown in Table 2.6, when oper-

ating at gross rates of 22.8 and 11.4 kbit/s in the FR and the HR modes. Observe in Table 

2.6 that there are two different speech and channel rates in both the FR and HR modes, 

which are associated with a higher and lower channel coding rate, while satisfying the total 

bit rate budget constraints of 22.8 and 11.4 kbit/s, respectively. At bit rates of 10.6 and 8 

kbit/s, a frame length of 20 ms and a subframe length of 5 ms was used, while at 5.5 kbit/s, 

a 10 ms subframe was employed in conjunction with the same 20 ms frame length. 

With the anticipation of widespread multimedia applications, such as videophone and 

video-conferencing over Asynchronous Transfer Mode (ATM) and Internet links, high qual-

ity speech codecs are in high demand. These applications require special considerations in 

terms of the tolerable packet losses. A feasible approach to handling lost packets is to real-

ize a scalable codec where the reconstructed speech signal can be decoded with the aid of 

partially received packets, which contain a fraction of the entire encoded bitstream. Further-

more, realising bandwidth scalability for covering both narrowband (3.1 kHz bandwidth) 

and wideband (7 kHz bandwidth) speech coding applications is attractive, since wideband 

speech transmission provides more natural quality than narrowband speech signal, although 

its higher bit rate requirement cannot always be satisfied. 

In a contribution by Nomura et al. [201], a bit rate and bandwidth scalable speech codec 

based on the MP-CELP principle [202] was proposed. This codec became the successful 

candidate for the MPEG-4 CELP speech coding standard. The bit rate scalable MP-CELP 
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Figure 2.8: Bandwidth extension tool of MP-CELP codec [201] 

codec shown in Figure 2.6 was realized by adding a bit rate scalable tool to an MP-CELP 

codec such as for example that of [203], which encodes the down-sampled 8 kHz signal. 

The bandwidth extension tool seen in Figure 2.6 encodes the input signal sampled at 16 

kHz, as it will be detailed in the context of Figure 2.8. More specifically, the quantized 

LSFs, the pitch delay and the multi-pulse excitation signal are forwarded by the bit rate 

scalable MP-CELP encoder to the bandwidth extension tool, as shown in Figure 2.6. The 

narrowband speech is reproduced by the bit rate scalable MP-CELP decoder seen at the 

bottom of Figure 2.6 by decoding a part of the transmitted bitstream, while the wideband 

speech signal is reproduced by decoding the entire bitstream encoded by the bandwidth 

extension tool and the bit rate scalable MP-CELP codec. 

Specifically, in the bit rate scalable module shown in Figure 2.7 the residual signal in the 

bit rate scalable tool seen at the bottom of Figure 2.7 produced by subtracting the signal 

synthesized by the core encoder for the original speech signal is encoded with the aid of 

multi-pulse vector quantization in the bit rate scalable tool seen at the bottom of Figure 2.7. 

The adaptive pulse-position control block changes the algebraic structure of the codebook 

at each excitation stage, depending on the encoded multi-pulse excitation generated by the 

core codec stage. More specifically, the algebraic structure of the codebook is adaptively 

controlled in order to prevent the occurrence of the same pulse positions as in the core 
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encoder stage. As usual, the pulse positions are obtained by minimizing the perceptually 

weighted error between the residual signal in the bit rate scalable tool seen at the bottom 

of Figure 2.7 and the output signal of the Bit Rate Scalable module of Figure 2.7. 

Figure 2.8 shows the bandwidth extension tool of Figure 2.6 in more detail, which 

encodes the wideband input signal, sampled at a frequency of 16 kHz. It uses a similar 

encoding algorithm to the narrowband MP-CELP encoder of Figure 2.7, and also utilizes 

the LSFs, the pitch delay and the excitation signal generated by the narrowband MP-

CELP codec. The LSF quantization process is depicted in Figure 2.9, which requires the 

quantized narrowband LSFs, namely /„&, generated by the narrowband MP-CELP encoder. 

The unquantized wideband LSFs, /^6, are predicted using both intraframe and interframe 

prediction and the LSF prediction residual is then vector quantized. As shown in Figure 

2.9, the intraframe prediction module computed the estimated LSFs fest by invoking the 

quantized narrowband LSFs as follows: 

, ... for i= l , . . . ,^n6, 
== < (2.1) 

[O.O, for i=Nnb+l,..nNwb, 

where b{i) are the prediction coefficients, while N^b and Nŷ b are the number of narrowband 

and wideband LSF coefHcients, respectively. The quantized wideband LSFs, f^b, are con-

stituted by the sum of the estimated wideband LSFs, fest, obtained using the superposition 

of the intraframe and interframe prediction results and that of the vector quantized values 

of the LSF prediction error Cp, as follows: 

p 

fwbi'^) ~ ^ i (2.2) 
p=0 

where ap(i) denotes the interframe prediction coefficients and P is the order of the interframe 

prediction. 

The excitation signal is obtained from a linear combination of the adaptive excitation 

code vector with the two multi-pulse excitation signals, scaled by their respective gain values 

as seen in Figure 2.8. The adaptive codevector is obtained from the past excitation signal, 

as usual, shifted according to the pitch delay, which is selected by closed-loop search in the 

range around the open-loop estimated pitch delay, or that of the narrowband MP-CELP 

codec. One of the multi-pulse excitation signals is obtained by upsampling and interpolation 

the multi-pulse excitation signal generated by the narrowband encoder, while the other 

multi-pulse excitation signal consists of several non-zero pulses determined according to 

Atal's classic procedure [31], where the pulse positions and amplitudes are determined by 

minimizing the perceptually weighted distortion. 
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Figure 2.9: LSF quantizer of MP-CELP codec [201] 

Table 2.7 shows the bit allocation scheme of the bit rate and bandwidth scalable encoder 

of Figure 2.6. The MP-CELP core encoder and the bandwidth expansion tool of Figure 

2.8 and the bit rate scalable tool of Figure 2.7 operating with a frame size of 20 ms. Each 

frame consists of two 10 ms subframes in the MP-CELP core encoder of Figure 2.6 and 

the bit rate scalable tool, while the bandwidth extension tool of Figure 2.8 has four 5 ms 

subframes within a 20 ms frame. The MP-CELP core encoder operates at the bit rate of 

6 kbit/s, while the bit rate scalable and bandwidth extension tools require an additional 

bit rate budget of 2 and 10 kbit/s, respectively. As seen in Table 2.7, for the core encoder 

of Figure 2.6, 2 bits were allocated for mode indication. The LSFs are encoded using 22 

bits/20ms. In each 10 or 5 ms subframe, the pitch delay value is quantized employing 8 

bits, while the excitation pulse position are encoded using 31 bits per subframe. The gains 

of the adaptive codevectors and the multi-pulse excitation gains are vector quantized using 

6 bits per 10 or 5 ms subframe. When the bit rate scalable tool of Figure 2.7 is employed, 

an extra 2 kbit /s bit rate budget added to the rate of the core encoder stage. Different bit 

rate scalable tools can be amalgamated with the core encoder in order to obtain for example 

a 6-1-2=8, 6+2+2=10 or 6+2+2+2=12 kbit/s rate codec. The extra bits are primarily due 

to the extra allocation of 16 bits per 10 or 5 ms subframe used for encoding an extra 20 

ms of pulse positions assigned to the multi-pulse excitation and the associated gain factors, 

which is quantized using 4 bits. The extra 16+4=20 bits/lOms allocation corresponds to the 

added 2 kbit /s bit rate contribution. The bandwidth extension tool of Figure 2.8 operates 

at 10 kbit/s, where 32 bits per 20 ms frame were allocated for LSF vector quantization, and 

three bits per 5 ms were used for encoding the pitch delay. A total of 28 extra bits per 5 ms 

subframe are employed for encoding of the multi-pulse excitation positions. The gain factors 
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A/UP-CIESLI) Bit Rate Bandwidth 

Core Scalable Extension 

Encoder Tool Tool 

Mode 2 - -

Frame Energy 6 - -

LSF 22 - 32 

Pitch Delay 8 x 2 - 3 x 4 

Multi-Pulse 3 1 x 2 1 6 x 2 2 8 x 4 

Gain 6 x 2 4 x 2 (7-k4j ][ 4 

Bit Rate [kbit/s] 6.0 2.0 lOLO 

Table 2.7: Bit allocation scheme of the bit rate and bandwidth scalable CELP encoder of 

Figure 2.6 [201]. 

of both the adaptive and multi-pulse excitation codebook vectors are vector quantized using 

7 bits per 5 ms, while the gain factor of the multi-pulse excitation obtained with the aid 

of upsampling and interpolation or synonymously using sampling rate extension is scalar 

quantized using 4 bits per 5 ms subframe. 

2.3.3 MPEG-4 Coding 

At the current state-of-the-art a plethora of speech codecs exist, which offer a range of 

different speech qualities at various implementational complexities and bit rates. Hence it 

is an attractive option to integrate a number of coding techniques into a 'toolbox' , that 

could provide a range of different speech qualities and bit rates for different applications and 

transmission conditions. The standardization activities within the framework of MPEG-

4 Audio [204], have spurred a large body of research, defining a wide-ranging compression 

capabilities using various coding tools. MPEG-4 Audio integrates representations of natural 

audio, such as speech and music encoding systems, with synthetic audio, such as MIDI and 

Text-to-Speech (TTS) systems [205]. A wide range of bit rates are supported spanning from 

2 kbit/s per channel up to 64 kbit/s per channel. 

When coding audio signals, which include speech and music, three types of coding tools 

have been specified for supporting this broad range of bit rates [206]. Parametric coding 

techniques cover the lowest bit rate range, that is from 2 to 4 kbit/s, which are mostly used 

for speech encoding at a sampling frequency of 8 kHz. Speech encoding at medium bit rates 

between 6 and 24 kbit/s uses Code Excited Linear Predictive (CELP) coding techniques. 



In this region, namely two sampling rates, 8 and 16 kHz are used for supporting both 

narrowband and wideband speech coding, respectively. For bit rates between 16 and 64 

kbit/s, Time-to-Frequency (T/F) coding techniques, such as the MPEG-2 Advanced Audio 

Coding (AAC) standard [207] are applied. The audio signals represented in this bit rate 

region typically have sampling frequencies in the range from 8 to 96 kHz. 

As mentioned above, the philosophy of the MPEG-4 Audio standard is to provide a 

'toolbox' comprising a range of speech and audio codecs, covering the bit rates range span-

ning 2 - 6 4 kbit/s. This is because no single coding scheme was found that was capable of 

spanning the complete range from very low bit rate speech coding to high quality multi-

channel audio coding. The algorithms to be highlighted below were defined with the goal of 

maximizing the overlapping or common exploitation of tools between different algorithms 

and maximizing the flexibility in generating different versions of the basic coding algorithms. 

Specifically, the following MPEG-4 Audio coding algorithms have been standardized [110]: 

• Harmonic Vector eXcitation Coding (HVXC) based low rate speech encoder mode 

[110] 

• Narrowband/wideband CELP speech encoder mode [110] 

• General Audio (GA) encoding mode designed for medium to high qualities [110] 

• Transform-domain Weighted Interleaved Vector Quantization (TWINVQ) based on 

encoding tool designed for increasing the audio coding efficiency at very low bit rates 

[96] 

Specifically, HVXC coding is used at low bit rates spanning the range of 2 to 4 kbit/s. 

Amongst a range of other tools, HVXC employs Line Spectral Pairs (LSF), the so-called. 

Vector Quantization (VQ) tool and the harmonic VQ tool. It supports a range of different 

bit rates. The MPEG-4 CELP codec supports more functionalities, which include sup-

porting multiple bit rates, i.e. bit rate scalability, bandwidth scalability and complexity 

scalability where the term 'scalability' was used in a wide sense to indicate multiple choices 

corresponding to different engineering trade-offs. In addition, MPEG-4 CELP supports 

both fixed and variable bit rate transmission. The bit rate is specified according to the 

user's requirements, taking account of the sampling rate chosen and also the type of LPC 

Quantizer (Scalar Quantizer or Vector Quantizer) selected. The CELP coding mode of 

MPEG-4 is constituted by three main tools, which are the Regular Pulse Excitation (RPE) 

tool, Multi-Pulse Excitation (MPE) tool and LSF VQ tool [110]. The RPE tool is as-

signed exclusively to the wideband encoding mode because of its relative implementational 

simplicity. 



The General Audio encoding mode employs the Time/Frequency (T/F) encoding algo-

rithm, which is capable of encoding complex music material at bit rates from 6 kbit/s per 

channel and stereo signals at rates from 16 kbit/s per stereo channel up to broadcast quality 

audio at 64 kbit/s per channel and more. The MFEG-2 Advanced Audio Coding (AAC) 

syntax is fully supported by MPEG-4 T / F based encoding. Note that MPEG-4 T / F based 

coding is not restricted to fixed bit rates, indeed it supports a wide range of bit rates and 

variable rate coding. The TWINVQ mode is an alternative module for the AAC-type quan-

tization and it is based on an interleaved vector quantization and LPC spectral estimation 

procedure [96,108]. It covers the bit rate range from 6 kbit/s to over 40 kbit/s, and it is 

capable of maintaining a constant bit rate. Further discussion about MPEG-4 codecs will 

be detailed in Chapter 6. 

2.4 Pas t Activit ies in Wideband Speech Coding 

As mentioned in Section 2.2.1, the wideband standard speech codec is the ITU-T G.722.1 

scheme [14], which operates at bit rates of 24 and 32 kbit/s. G.722.1 is based on transform 

coding and it replaces the ageing G.722 standard codec [20], which was standardised for 

operation at 48, 56 and 64 kbit/s, way back in 1988. Wideband speech coding is also one 

of the coding tools of MPEG-4, relying on CELP speech coding [110]. Currently, ETSI is 

also standardizing wideband AMR (AMR-WB) speech codec for employment in the GSM 

system, with recent proposals for example by Schnitzler et al. [208] and Murashima et 

oZ. [209]. 

Contemporary approaches to wideband speech coding are typically based on either 

CELP [118] or transform coding schemes [2]. Transform codecs generally achieve efficient 

compression by invoking adaptive bit allocation and entropy coding. However, transform 

coding may impose a relatively high delay. One of the earliest wideband transform codecs 

was proposed by Quackenbush [210]. It was a Fast Fourier Transform (FFT) based 32 

kbit/s transform codec, which adopted the transform coding approach originally suggested 

by Johnston [90] for audio signals. 

A popular approach to wideband CELP speech coding has been to employ the state-

of-the art narrowband CELP speech codec and modify it for wideband speech coding. The 

fact that G.729, the ITU-T standard for 8 kbit /s algorithm achieves toll quality at 8 kbit/s 

suggests that it should be possible to reconstruct high quality wideband speech sampled at 

16 kHz at the bit rate of 16 kbit/s using CELP coding. This assumption prompted research 

into this area, in order to develop a high quality wideband speech codec operating at 16 

kbit/s based on the CELP approach. 



(%%APTER2 39 

Traditionally, two distinct classes of wideband CELP speech codecs have been studied, 

namely the fullband CELP and splitband CELP. Fullband CELP is usually associated with 

a higher complexity due to requiring large codebooks and suffers from an intermittent back-

ground hiss audible in the decoded speech. This limitation is experienced, because due to 

minimising the weighted mean squared error across the entire spectral band, insufficient 

emphasis is put on the high-frequency, low energy speech spectrum [211]. However, the 

Sherbrooke speech coding team argued in reference [212] that Algebraic CELP codecs are 

amenable to wideband coding with the utilisation of a focused codebook search strategy. 

They developed their narrowband ACELP codecs further in a variety of forward and back-

ward adaptive arrangements, which operated in the bit range of 9.6-32 kbit/s, as described 

in references [212-214]. In terms of real time implementations, Harborg et al. [215] have 

successfully implemented a wideband speech codec based on the fullband approach using 

a single Digital Signal Processor (DSP). Significant efforts have been invested in reducing 

the computational complexity, to 15.5 Million Instructions Per Second (MIPS) in order to 

render real time implementation feasible. 

Another problem associated with fullband coding of wideband speech is the codec's 

inability to treat the less predictable high-frequency, low-energy speech band adequately, 

which was tackled by the G.722 codec using splitband coding. The frequency band spanning 

4-7 kHz is important for attaining improved intelligibility and naturalness but it only con-

tains a small fraction of the speech energy. Therefore its bit rate budget allocation has to 

be limited accordingly. One of the earliest codecs, which employed this splitband approach 

was proposed by McElroy et al. [216], where the lower frequency subband is encoded with 

the aid of a standard CELP codec, while the upper subband is quantized using a second 

order predictor and gain-shape vector quantization resulting in a very low overall bit rate 

of 7.2 kbit/s. In a contribution by Black et al. [211], a 16 kbit/s codec having a coding 

delay of 8.5 ms was suggested, employing a splitband architecture using backward adaptive 

techniques. The upper subband was quantized using a 6th order forward oriented predictor, 

which was excited by a vector generated from a Gaussian source. The lower subband was 

quantized using a backward predictive CELP codec employing joint vector quantization of 

the pitch and Exed codebook gains. The codec provided comparable speech quality to that 

produced by the G.722 standard at 48 kbit/s [211]. 

A similar splitband approach was described by Paulus et al. in [217], using two unequal 

width subbands spanning the range of 0-6 kHz and 6-7 kHz. In fact, the full bandwidth of 

7 kHz was only applied by Paulus for unvoiced frames since it was found that representing 

voiced speech up to the 6 kHz cut-off frequency was sufficient, without any loss of perceptual 

speech quality [217]. The upper subband of unvoiced speech segments was represented by 
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Figure 2.10: Details of the ACELP decoder and High-Frequency Resynthesis (HFR), pro-

posed by Schnitzler [218]. 

white noise with the appropriate adjustment of the short term energy, while the CELP 

technique was used in the lower subband, namely below 6 kHz. An overall algorithmic 

delay of 25 ms was incurred when employing a 10 ms speech frame, using a look-ahead 

of 5 ms for LPC analysis plus the 10 ms delay introduced by the analysis-and-synthesis 

niter banks. 

In the spirit of the splitband codec put forward by Paulus et al. in [217], Schnitzler [218] 

proposed a modified scheme for 13 kbit/s wideband speech encoding, which will be detailed 

in the context of Figure 2.10. The ACELP approach was used for encoding the 0-6 kHz band, 

following the process of critical sub-sampling. The high frequency signal components in the 

range of 6-7 kHz were generated by a process referred to as improved High-Frequency-

Resynthesis (HFR) [218] at the decoder, such that no additional information had to be 

transmitted. 

Figure 2.10 shows the details of the decoder and the components of the HFR scheme. 

Specifically, the received bits are used by the ACELP decoder seen at the left of Figure 

2.10 for reconstructing the lower subband signal with the aid of the Adaptive Codebook 

(ACB) and Fixed Codebook (FCB), the synthesis filter of l / ^ ( z ) and the corresponding gain 

factors. An adaptive postfilter is applied to the signal in order to enhance the achievable 

perceptual quality. The decoder's rate conversion module denoted as 12/16 in Figure 2.10 

interpolates the postfilter's output in order to convert back the sampling rate back to the 

original sampling rate of 16 kHz. As alluded to above, the HFR module generates an 

upper subband signal portion. As shown in Figure 2.10, the regenerated upper subband 

signal is essentially constituted by filtered bandpass noise, which is scaled by the HFR 

gain GHfr- The parameters needed for the generation of the upper subband signal are 
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based solely on the received lower subband parameters and the employment of a priori 

knowledge concerning the statistics of the input speech. Specifically, as seen in Figure 2.10 

the decoded and interpolated lower subband signal is first filtered using the filter transfer 

function A n f r i ^ ) , where the corresponding LSF parameters Uwb are obtained from the 

codebook with the aid of a direct mapping of its lower subband LSFs ojn, output by 

the codebook Cn,. The analysis filter Afffr{z) generates the upper band prediction residual 

din{n) using the upper band LSFs and dib{n) is then superimposed on the Guf r -

scaled bandpass noise, yielding the signal d^bin) in Figure 2.10. Finally, the reconstructed 

wideband speech is obtained by filtering the regenerated residual signal d^b through the 

HFR LPC synthesis filter of 1/Ah friz)- This codec was reported to give an improved 

performance both with and without acoustic background noise. The speech quality was 

judged to be comparable to that produced by the CCITT G.722 wideband codec operating 

at 48 kbi t /s using informal listening test. Owing to its attractive features this codec also 

formed the basis of the AMR-WB codec feasibility study conducted in [208], in the context 

of robust wideband speech transmission in a GSM full rate channel at a gross bit rate of 

22.8 kbit /s . 

Another technique of modelling the upper subband signal of a wideband coded speech 

was proposed by McCree [153]. This technique involves imposing the pitch-related period-

icity extracted from the frequency band spanning the range of 3-4 kHz on the time domain 

envelope of the upper subband excitation. By contrast, Gaussian noise-excited LP synthesis 

is used for the upper subband signal, which was incapable of modelling the characteristics 

of voiced speech sufficiently accurately. For strongly voiced speech, this pitch-related pe-

riodicity is present at most frequencies above 2 kHz, hence the pitch-related periodicity 

was estimated from the higher frequencies of the lower subband signal, namely from the 

range of 3-4 kHz. Hence, the appropriate grade of voicing can be reproduced by applying 

the envelope of the 3-4 kHz bandpass-filtered decoded speech for modulating the upper 

subband noise excitation signal. Effectively, only the relative gain factor between the orig-

inal upper subband excitation signal (4-8 kHz) and the signal spanning the range of 3-4 

kHz has to be transmitted. A similar split vector quantization technique as applied in the 

lower subband, can be used for vector quantizing the upper subband's LSFs. However, the 

process of high-pass filtering and decimation produces an upper subband spectrum, which 

exhibits a high-pass, rather than the low-pass characteristic, which decays from lower to 

higher frequencies. Hence the upper subband would not be efficiently quantized using a 

scheme similar to the lower subband's LSF quantizer. Hence, the original spectrum of the 

upper subband has to be 'reversed' with respect to the frequency by inverting the sign of 

every other LPC coefficient [153], in order to impose spectral characteristics similar to those 
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of the lower subband (0-4 kHz) spectrum for the sake of achieving efficient quantization by 

the lower subband LSF quantizer. As a result, a 14 kbit/s wideband codec was produced, 

where the lower subband signal was encoded using the 11.8 kbit/s G.729 Annex E standard 

codec [219]. 

A splitband CELP encoder is usually of lower complexity than a fullband codec, but 

typically exhibits an extra algorithmic delay imposed by the analysis and synthesis filter-

banks. Furthermore, the splitband approach suffers from speech quality degradations due 

to the filter frequency response aliasing imperfections in the frequency range where the 

lower and upper subbands overlap. In a contribution by Ubale et al. [220], a Multi-Band 

CELP (MB-CELP) scheme having two equal width subbands was proposed, which was 

shown to overcome both of the previously mentioned artifacts, namely the high-frequency 

hiss of fullband CELP codecs and the speech quality degradations imposed by the aliasing 

imperfection of the filterbank overlap regions of splitband CELP codecs. The MB-CELP 

codec [220] employs multi-band excitation codebooks, which was generated with the aid 

of an off-line training process, filtering the full-band excitation. Furthermore, fullband LP 

synthesis and analysis-by-synthesis error minimization over the entire 0-7 kHz band was 

invoked. The multi-band excitation codebook sizes can be dynamically tailored to the per-

ceptual importance of the frequency bands. Due to the off-line band-split filtering of the 

excitation, no filterbank delay is incurred. Moreover, the speech quality does not suffer from 

aliasing artifacts in the overlap region of the frequency bands, since error minimization is 

applied over the full speech band of 0-7 kHz. 

Another variant of the CELP technique is the multi-codebook CELP (MCELP) scheme 

proposed by McElroy et al. in [221]. The authors proposed the employment of multiple 

codebooks and synthetic glottal pulses coupled with adaptive bit allocation in modelling 

the excitation. The conventional CELP encoders are not suited for accurately modelling 

unvoiced to voiced transitions, since they are prone to introducing a distinctive 'warble' [221] 

into the speech. The problem is due to the memory of the adaptive codebook storing of 

past excitations, specifically due to its inability to introduce the required pitch pulses at 

the onset of a voiced transition. The adaptive codebook works well during steady state 

voiced speech segments, but it is not ideal for representing voiced-unvoiced transitions. The 

16 kbit/s MCELP codec was reported to be comparable to the 64 kbit/s G.722 scheme in 

terms of its speech quality when encoding male speech and comparable to the 48 kbit/s 

G.722 mode for representing female speech [221]. The quality improvement is achieved at 

the expense of an increased computational complexity compared to that of conventional 

CELP codecs. 

Intensive research efforts have been invested also in the area of low-delay wideband 
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speech coding. Ordentlich and Shoham presented a 32 kbit/s wideband LD-CELP codec 

[222], which was similar to the 16 kbit/s narrowband G.728 codec [156]. This 32 kbit/s 

wideband LD-CELP codec did not have a pitch predictor and used a backward adaptive 

LPC predictor having a filter order of 32. The perceptual weighting filter was specifically 

modified for enhancing the wideband speech quality, with a second order all-pole filter 

section cascaded to the usual pole-zero weighting filter. The speech quality of this codec 

was comparable to that of the ITU-T 64 kbit/s G.722 wideband speech coding standard, 

and this was achieved with a one-way coding delay of less than 1 ms. Paulus et al. [223] 

described a 24 kbit/s low-delay wideband CELP codec having a frame size of 10 ms and 

forward adaptive LPC and pitch predictors. Sanchez et al. [214] reported on the design 

of 32 and 24 kbit/s low delay wideband codecs with a frame size of 3 ms and backward 

adaptive LPC and pitch predictors. The quantization of the prediction residual was carried 

out in the frequency domain. Wuppermann and de Bont [224] studied a low delay Infinite 

Impulse Response (IIR) non-uniform band filterbank and used it in a 32 kbit/s wideband 

codec having a coding delay of 7.8 ms. Black et al. [211], as discussed earlier utilised a 

splitband approach as well as backward adaptive recovery of the LPC coefficients, in order 

to achieve a low delay of 8.5 ms. 

In a contribution by Ubale and Gersho [225], a low-delay MB-CELP codec was proposed 

for encoding wideband speech and music signals, with an achievable one-way delay of about 

10 ms. This delay was achieved by exploiting the time-domain correlations inherent in the 

speech signal using a two-stage linear prediction scheme for the sake of reducing the bit rate. 

The schematic of the codec is shown in Figure 2.11. The first stage of the two-stage linear 

predictive scheme operates in a forward adaptive mode, requiring the explicit transmission of 

the LPC coefficients and exploits the time domain correlations inherent in the speech signal, 

which are also reflected by the spectral shape of the input spectrum. The second predictive 

stage, which operates in backward adaptive mode, employing a filter-order of 100, is intended 

for modelling the periodicity of music signals, manifesting itself in the fine structure of the 

spectrum. As shown in Figure 2.11, instead of processing the past excitation signal, which 

is applied to the forward-adaptive LP synthesis filter, the backward-adaptive LP analysis 

uses the residual signal obtained by forward-adaptive filtering of the previously decoded 

speech [226]. However, this high-order backward adaptive linear prediction filter does not 

have sufficiently high order for exploiting the long-term periodicity of speech [225]. Hence 

a conditional pitch predictor, which is implemented as an adaptive codebook is employed 

for improving the performance of the codec, when encoding speech, without degrading 

the music representation performance. The metric used for enabling or disabling the pitch 

prediction is the value of the closed-loop adaptive codebook gain. If the adaptive codebook's 
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Figure 2.11; Schematic of the Multi-band CELP (MB-CELP), proposed by Anil Ubale et 

aZ. [225]. 

contribution to the target vector, generated by removing the zero-input response of the 

weighted synthesis filter from the weighted speech provides a coding gain higher than the 

threshold of 2 dB, then the pitch prediction will be activated. 

Table 2.8 summarises the bit allocation scheme of the MB-CELP codec of Figure 2.11, 

which operates at a bit rate of 24 kbit/s, utilising a frame size of 10 ms and an excitation 

optimisation subframe size of 5 ms. A 16th-order forward adaptive LP filter operating in 

the LSF domain is used, while the backward-adaptive LP filter order is 100. This high 

filter-order is affordable in bit rate terms, since the filter coefficients do not have to be 

transmitted although it has a high complexity. In the forward adaptive LP analysis, the 

LP coefficients are converted to LSFs and they are quantized using 21 bits for each 10 ms 

frame employing a switched predictive multi-stage vector quantization scheme [227]. More 

specifically, second-order autoregressive interframe predictors were employed and the binary 

flag activating one of the two predictors was quantized using one bit. The prediction residual 

is encoded using multi-stage vector quantization with 5 stages of 4 bits each, resulting in a 

total of (5x4)+l=21 bits per 10 ms frame. During speech encoding, the pitch prediction flag 

will be set, which is encoded using 1 bit per 5 ms subframe. Pitch prediction is implemented 

using the adaptive codebook method, where only pitch delays higher than the 5ms or 80-
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Pitch Prediction Flag 0 1 

Parameters per 10 ms frame Bits/Frame Bits/Frame 

LSF (53:.4)4-l= 21 (5x4)+l=21 

Pitch flag 1+1=2 1+1=2 

Pitch delay 0 9+9=18 

Pitch gain 0 4+4=8 

Multi-Band Codebook Indices (9x9)4-(9x9)=162 68+68=136 

Multi-Band Codebook Gains 27+27=54 27+27=54 

Total bits/10 ms frame 239 239 

Table 2.8; Bit allocation scheme of the low-delay Multi-band CELP (MB-CELP) by Ubale 

et al. [225] 

sample subframe length are searched, scanning the range of 81-336 samples. The associated 

fractional pitch delays having non-uniform spacing are quantized using 9 bits per 5 ms 

subframe. The pitch gain is scalar quantized using 4 bits. 

The MB-CELP codec of Figure 2.11 uses multi-band excitation codebooks for repre-

senting the excitation signal. As shown in Figure 2.11, the fixed codebook excitation is 

generated with the aid of nine filtered codebooks, which corresponds to nine non-uniform 

bandwidths of 50-500 Hz (Band 1), 500-1000 Hz, 1000-1500 Hz, 1500-2000 Hz, 2000-2600 

Hz, 2600-3400 Hz, 3400-4400 Hz, 4400-5600 Hz and 5600-7000 Hz (Band 9), respectively. 

When encoding music signals and hence disabling the pitch predictor, a fixed 9-bit codebook 

is applied for each band, since it was observed that the signal strength of the nine bands 

varies relatively little with time, which results in (9 • 9) -t- (9 • 9) = 162 bits per 10 ms frame. 

By contrast, when the pitch prediction is activated, the bits allocated to the codebooks of 

the excitation bands in the order of increased frequencies are 9, 9, 9, 9, 9, 7, 6, 5, 5, which 

totals 68 4- 68 == 136 bits per 10 ms frame, as seen in Table 2.8. The sign of the nine fixed 

codebook gains is transmitted using 9 bits per 5 ms subframe, or 18 bits per 10 ms frame. 

The gain magnitudes are quantized using predictive split-VQ with the aid of 18 bits per 5 

ms subframe or 36 bits per 10 ms frame. This yields a total of 54 bits per 10 ms frame 

for the transmission of the fixed codebook gain, as seen in Table 2.8. Listening test results 

show that the 24 kbit/s MB-CELP codec outperforms the G.722 codec operating at the 

significantly higher bit rate of 56 kbit/s. The topic of low delay wideband coding will be 

covered in more depth in Chapter 4. 

With the increasing importance of multimedia communications, in particular in the 

context of both the Ethernet based and the wireless Internet, bit rate and bandwidth seal-
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ability is desirable since it facilitates the best possible exploitation of the instantaneously 

available throughput by appropriately adjusting the source coding rate. The MPEG-4 

Audio standardization activities have spurred intensive research with special emphasis on 

scalability [154,201,228-230]. Scalable coding, which implies the capability of a codec to 

usefully decode subsets of the total coded bitstream, is particularly desirable in packet-

based transmissions where some of the transmitted packets cannot be delivered due to 

network congestion. For example, the delivery of music over Internet is becoming increas-

ingly popular and hence the issue of bandwidth efficiency is highly critical. Provided that 

originally high quality music content was encoded and stored, with the aid of scalability 

we can allow access to a lower quality version without reencoding, when the network is 

congested. This enables users to audition a lower quality music sample before making a 

decision to buy. Furthermore, scalability offers the advantage of seamless transitions be-

tween bit rate and bandwidth changes, with added benefits of reduced storage requirements 

and lower computational complexity in the lower-quality modes. The ubiquitous CELP 

technique was employed in references [154,201,228,230], while sinusoidal transform coding 

was investigated in [229] with the aim of supporting scalable wideband coding. 

A general codec architecture was proposed by Aguilar et al. [229] for embedded coding 

supporting scalability in terms of both the sampling rate as well as the bit rate. Figure 

2.12 shows the general codec architecture. It was assumed that for achieving sampling rate 

scalability, the ratios between the sampling rates supported must be of powers of 2. The 

decoder has the flexibility of decoding any of the supported sampling rates, provided that 

the encoder used the highest sampling rate. In the scenario when M = 3, the sampling 

rates of 8, 16 and 32 kHz are supported. The input signal is converted to the frequency 

domain by the FFT and the coefficients are split into 3 bands covering the range from 0 to 

4 kHz, 4 to 8 kHz and 8 to 16 kHz. 

The FFT coefficients uJi of the %-th band are multiplied by 1 / 2 ^ ^ ' and encoded by the 

z-th band's embedded encoder, which may also perform embedded coding at multiple bit 

rates. In general, the lower subband FFT coefficients are also made available to the upper 

subband encoders. The reverse operations are performed at the decoder, as shown in Figure 

2.12. The decoder has the capability of determining which sampling rate should be used for 

a given decoding bit rate, without any prior knowledge concerning the sampling rate and 

bit rate used at the encoder. For example, during the encoding of speech sampled at 32 

kHz and encoded at a high bit rate using a 2048-point FFT, the decoder has three options. 

Firstly, it may directly decode the bitstream and output the signal sampled at 32 kHz at 

a lower bit rate, using a 1024-point inverse FFT by shipping every other FFT coefficient 

and hence obtain the 16 kHz sampled speech, or decoding at an even lower bit rate using 
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Figure 2.12: The octave-band FFT-based embedded codec architecture supporting sampling 

rate scalability [229]. 

a 512-point FFT for synthesizing the output speech at a sampling rate of 8 kHz. This 

codec philosophy can be applied to various waveform coding schemes, such as FFT-based 

transform coding and Sinusoidal Transform coding (STC) [229]. 

As mentioned before, in recent years, a large body of research was dedicated to designing 

coding algorithms, which take into consideration both speech and music signals [149-151, 

231,232]. One of the major challenges associated with the design of wideband codecs is to 

retain a strong element of speech-specific modeling, in order to achieve high speech quality 

at low bit rates, while allowing other types of signals such as music to be encoded without 

significant degradation. Traditionally, LP has been used for achieving very low bit rates, 

when encoding speech signals. However, LP codecs perform rather poorly for general audio 

signals, especially when pitch predictors are used [69]. On the other hand, high audio quality 

can be achieved using transform coding relying on a perceptual error criterion, although 

at the price of an increased bit rate. Hence, there is a "grey zone" at intermediate bit 

rates between 16 and 64 kbit/s, where the computational complexity of LP-based codecs 
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such as CELP schemes become unmanageable, and where the quality of transform coding 

becomes unacceptable. Hybrid codecs, using both LP and transform coding [233, 234], 

constitute an attractive alternative at these bit rates. Lefebvre proposed a codec [233], 

which combined time-domain linear prediction with frequency domain transform coding of 

the residual. Here, the analysis-by-synthesis procedure, frequently used in CELP codecs 

is by-passed and instead, the weighted residual signal is transformed and encoded in the 

frequency domain using transform coding. 

Similarly, another candidate codec participating in the ITU-T wideband codec selection 

process, namely AT&T's codec, is also based on the principle of Transform Predictive 

Coding (TPC) [234,235]. More specifically, this candidate codec uses the Discrete Fourier 

Transform (DFT) of the long-term or pitch prediction residual, which was obtained similarly 

to the standard recognized method used in conventional CELP coding, namely after the 

LPC analysis and error weighting filter. The codec performed quite well for clean speech 

signals, but its performance degraded when encoding music and noisy speech. In order 

to improve the achievable music representation performance, the encoder's structure was 

improved by replacing the DFT by the Modified Discrete Cosine Transform (MDCT) [234]. 

The combined Adaptive Transform / CELP (ATCELP) codec, proposed by Combescure 

et al. [232] is another type of hybrid codec, which combines the Subband-CELP and Adap-

tive Transform Coding (ATC) based techniques for encoding wideband speech and music at 

16, 24 and 32 kbit/s. The general structure of the ATCELP codec is shown in Figure 2.13. 

The switch choosing between the two coding techniques is controlled by a signal classifier, 

which processes exclusively the input signal. The CELP mode is used mainly for speech 

signals, while the ATC mode is applied for encoding music and stationary background noise 



signals. For transmission at a bit rate of 16 kbit/s, the signal bandwidth is reduced to 5 

kHz, while at 32 kbit/s only the ATC mode is selected for encoding regardless of the type 

of input signals. The CELP algorithm is based on a splitband scheme using two unequal 

subbands spanning from 0-5 kHz and 5-7 kHz, as proposed by Paulus et al. in [217]. The 

philosophy of the ATC algorithm follows that of the scheme described in [236], which is 

based on the MDCT transform that exploits the ear's psychoacoustic properties in terms 

of the masking curves calculated in the transform domain. 

As shown in Table 2.9, at 16 kbit/s, when the CELP mode is employed, only the param-

eters generated by the Lower Band (LB) are transmitted. The number of bits allocated for 

the Adaptive CodeBook (ACB) and the Fixed CodeBook (FOB) also varies, depending on 

the voicing mode, determined every 10 ms frame. During a 5 ms voiced subframe adaptive 

codebook search using fractional delays is applied. This requires 84-6 = 14 bits per 10 ms for 

encoding the pitch delay parameter since the second pitch delay is differentially quantized 

suing 6 bits. For every 5 ms subframe, the pitch gain is non-uniformly quantized using 4 

bits. Hence, the total number of bits used for encoding the adaptive codebook delay and 

gain in a 10 ms duration voiced subframe is 8+6+4+4 = 22 bits. By contrast, no bits are 

allocated for the ACB during unvoiced frames. As regards to the fixed codebook excitation 

optimisation, the codebook search is applied every 2.5 ms, in order to identify 10 non-zero 

excitation pulses, resulting in 25 or 30 bits per 2.5 ms subframe, depending on the voicing 

mode. The fixed codebook gain was quantized uniformly using 4 bits. This yields a total 

of (25 • 4) + (4 • 4) = 116 bits for voiced frames and (30 • 4) + (4 • 4) = 136 bits for unvoiced 

frames. 

In contrast to the 16 kbit/s mode, which was restricted to encoding the 0-5 kHz band, 

at the bit rate of 24 kbit/s, the CELP mode is employed to the full 7 kHz bandwidth. The 

bit allocation for the LPC, voicing and ACB parameters is the same as in the 16 kbit/s 

scenario, which is 33, 2 and 22 bits, respectively. The only difference is in the allocation of 

the fixed codebook parameters. The FCB excitation update rate is increased and a fixed 

codebook search is executed now for every 1 ms. The fixed codebook excitation vector 

is quantized using either 12 or 14 bits, depending on the voicing indication. The fixed 

codebook gain is also quantized using 3 or 4 bits. For the upper subband spanning the 

bandwidth of 5-7 kHz, an LPC analysis of filter order of 8 is applied, which is quantized 

with the aid of 10 bits. Using a subframe of 16 samples spaced by 0.25 ms at the sampling 

rate of 4 kHz, an 8-bit Gaussian codebook having 256 entries is searched for optimizing the 

excitation vectors. The fixed codebook gain is also quantized using 3 bits. This requires a 

total of (8 • 5) + (3 • 5) = 55 bits for encoding the UB's fixed codebook parameters. 

The process of switching between ATC and CELP encoding is important in order 
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16 k b i t / s Mode 24 k b i t / s Mode 

ATC/CELP 2 2 

LB LPC 33 33 

LB Voicing 1+1=2 1+1=2 

LB ACB (V/UV) 22/0 -1- 22/0 22/0 + 22/0 

22: (84-6)+(4+4) 22: (8+6)+(4+4) 

LB FCB (V/UV) 116/136 + 116/136 162/185 + 162/185 

116: (25x4)+(4x4) 162: 

136: (30x4)4-(4x4) 185: 

UB LPC - 10 

UB FCB - (8x5)+(3x5)=55 

Error protection 7 .. 11 8 .. 10 

Total bits 320 480 

Table 2.9: Bit allocation for the CELP mode of the ATCELP codec of Figure 2.13 for a 20 

ms frame [232]. 

to enable a smooth transitions between consecutive ATC/CELP encoded frames. The 

ATC/CELP switch is activated by a signal classifier, which assesses the stationarity of the 

input signal, whereby the CELP mode is favoured for encoding non-stationary signals, such 

as speech, while the ATC mode is invoked for encoding stationary signals, such as music 

signals. When switching between the coding modes, a transition frame is applied for avoid-

ing discontinuities in the reconstructed output signal. In the case of a transition from 

the ATC to CELP mode at frame nth, the ATC algorithm applies a modified window 

function, as shown in a stylised format in Figure 2.14. This implies that the ATC codec will 

be able to decode the first 5 ms of frame (n + 1), avoiding the possible time domain aliasing 

effects due to the missing ATC coefficients in the next frame. By contrast, the CELP codec 

mode will only be employed during the last 5 ms of the {n + l)-th frame, and the shaded 

10 ms speech signal segment shown in Figure 2.14 has to be extrapolated by extending the 

residual signal of the previous output frames periodically using the pitch lag. The resultant 

reconstructed signal is then subjected to LPC synthesis filtering. The transition from the 

CELP m o d e to ATC mode employs a similar procedure, subject to a slight difi'erence 

in the transition window function, which is reversed in time, with respect to the one used 

during the ATC to CELP mode transition. 

Another important milestone was created by the researchers of the NTT Lab, who 

proposed a general speech and audio coding algorithm, under the name of Transform-domain 
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Figure 2.14; The frame transition from the ATC to CELP mode of the ATCELP codec [232] 

Weighted Interleaved Vector Quantization (TWINVQ) [96,108,149]. The TWINVQ codec 

was designed with one-way multimedia communications in mind, for the scenario such as 

the Internet, data storage and digital broadcasting, where generally longer encoder delays 

and higher complexity are tolerable. The proposed coder is primarily an MDCT-based 

transform coding scheme, employed in conjunction with interleaved vector quantization 

and LPC spectral estimation techniques [96]. The two noted drawbacks of this scheme 

were the high associated delay imposed by MDCT windowing and the high computational 

complexity of the vector quantization scheme employed. When using a frame size of 64 

ms, the delay incurred was 128 ms [149]. Nonetheless, the TWINVQ scheme constitutes an 

attractive technique for multimedia applications and hence it was successfully incorporated 

as a tool in the MPEG-4 Audio scheme [13]. It was reported that the audio quality achieved 

at 16 kbit/s by the TWINVQ scheme is comparable to that of G.722 at 48 kbit/s. This 

TWINVQ technique will be discussed in more detail in Section 6.2.9. 

In a contribution by Trinkaus et al. [231] a hybrid subband-transform algorithm was pre-

sented for coding both speech and audio signals. Each input frame was first split into a lower 

and an upper subband using a Quadrature Mirror Filter (QMF) bank [118]. Each of the 

subband signals was then converted to a set of transform coefficients using the Modulated 

Lapped Biorthogonal Transform (MLBT) [237]. The MLBT coefficients were partitioned 

into 21 non-uniformly spaced critical bands [84], and subsequently quantized using a com-

bined scalar-vector quantization technique. Scalar quantization was used for the MLBT 
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coefficients lying in the first five critical bands (0-510 Hz), while vector quantization was 

used for the MLBT coefficients in the remaining 16 critical bands (510-7700 Hz). This codec 

operating at the bit rate of 32 kbit/s was reported to outperform G.722 in its 64 kbit/s 

mode [231]. 

In another development, Chen [151] proposed a speech and audio codec, capable of op-

erating at a bit rate of 64 kbit/s, and a sampling rate of 32 kHz. The motivation of using 

a higher bit rate in conjunction with a higher sampling rate was the lack of codecs, which 

were capable of supporting Internet Protocol (IP)-based telephony at near CD quality. At 

the time of writing, it is not paramount to use low bit rate speech codecs since many IP-

based telephony systems have a high transmission bandwidth. The IP-based employment 

of numerous audio codecs was also hampered by their long encoding delays and the asso-

ciated high computational complexity, rendering them unattractive for IP-based telephony 

systems. Chen's proposed audio codec [151] is essentially an MDCT-based transform codec. 

It achieves a low delay by using a small frame size of 8 ms, employing two MDCT trans-

forms in each 8 ms duration frame. The first MDCT transform invokes a sinusoidal-shaped 

window stretching over the entire 8 ms frame, while the second transform employs a sinu-

soidal window spanning the last 4 ms of the current frame and the first 4 ms of the next 8 

ms frame. Thus, the total coding delay is 12 ms, contributed by 8 ms frame size plus the 

additional 4 ms of look ahead. 

The two sets of MDCT coefficients are used for calculating and then quantizing the 

logarithmic-domain gains of the 23 frequency bands. The quantized logarithmic-domain 

gain values are used in the adaptive bit allocation process. The resultant bit allocation and 

the gains quantized in the linear domain are used for quantizing the MDCT coefficients. The 

MDCT quantizer indices and gain codebook indices are subsequently multiplexed in order 

to form the output bitstream. Chen [151] also proposed a novel direct decoding of the 32 

kHz sampled bitstream into 16 kHz or 8 kHz sampled signal, without first decoding a 32 kHz 

sampled signal and then down-sampling it to the target sampling rate. The conventional 

way of obtaining an 16 kHz sampled signal from a 32 kHz sampled signal is to set all but 

the first M/2 MDCT coefficients to zero, performing the M-point inverse DCT-IV and then 

invoke overlap-add synthesis, in order to get a 32 kHz sampled output signal, and finally 

down-sampling it to 16 kHz [60]. The 32 kHz sampled output signal is given by [151]: 

1 1 TT 
= Y ^ %(A)coa[(m -t- -)(A: 4- g ) ^ ] , (2.3) 

k=0 

where X{k) is the A-th MDCT coefficients and X{k) = 0 for A: > M/2. According to this 

fast lower-resolution direct decoding method, an M/2-point inverse DCT-IV was employed 
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instead, using the first M / 2 number of MDCT coefficients, in order to obtain; 

k=0 
M_i 

2 L. 1. n 
= ^ • J m E X(k)cosm„ + -) + - ] ( * + - ) - I (2.5) 

k=0 

= \/2x{2n + -) (2.6) 

According to Equation 2.6 we arrive at 16 kHz sampled direct decoding, by simply 

using the lower-frequency first half of the MDCT coefficients for performing a half-sized 

inverse MDCT and overlap-add synthesis, then finally multiplying the result by which 

is significantly faster, than employing the conventional method. Similar operations can be 

applied for direct decoding to an 8 kHz sampled signal by using the first M / 4 number of 

MDCT coefficients. 

Most of the wideband codecs considered thus far operate around the bit rate of 16 kbit/s, 

with only a few studies [216] dedicated to wideband speech coding at 8 kbi t /s or below. 

A recent feasibility study of using a Mixed Excitation Linear Predictive (MELP) codec for 

wideband speech encoding at 8 kbit/s, was presented by Lin et al. [152]. The narrowband 

MELP standard [28] was appropriately modified. Firstly, the frame size was set to 180 

samples corresponding to 11.25 ms at a sampling rate of 16 kHz, which equals half the 

frame size of the narrowband MELP standard [28]. This faster parameter update rate was 

used for improving the subjective quality of the decoded speech. An LPC filter order of 20 

was deemed necessary, which was quantized using Split VQ [122] at 60 or 55 bits per 11.25 

ms frame when aiming for bit rates of 8.4 or 8 kbit /s , respectively. For pitch analysis an 800 

Hz bandwidth, 10th order low-pass filter was employed, replacing the 1 kHz bandwidth, 6th 

order filter used in the MELP standard. This change resulted in a larger variation in the 

autocorrelation of the low-pass filtered signal, which facilitates a more accurate selection of 

the integer pitch based on the maximum autocorrelation value. 

The mixed excitation in the MELP codec is obtained with the aid of a 5-band model, 

where the corresponding voicing strength of each band is computed based on the autocor-

relation of the signal, filtered by five time-invariant bandpass filters. The frequency range 

of the bandpass filters was defined to be 0-1000, 1000-2000, 2000-4000, 4000-6000, 6000-

8000 Hz, in order for covering the wideband speech frequency range. The pitch frequency 

and the lowest frequency band's voicing strength were then jointly quantized using 9 bits. 

Each of the four remaining band's voicing strength was quantized using 1 bit, applying an 

autocorrelation-based voicing threshold of 0.6 [152]. The input speech signal's gain was 
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Parameter Number of Bits 

LSFs 60 or 55 

Fourier magnitude 10 

Gain 10 

Pitch &lowest band voicing 9 

Bandpass voicing 4 

Periodicity flag 1 

Sync Bit 1 

Total bits/11.25 ms frame 95 or 90 

Bit Rate (kbit/s) 8.4 or 8 

Table 2.10: Bit allocation of the wideband MELP codec of [152]. 

computed twice per 11.25 ms frame, with the first subframe's gain quantized using 6 bits, 

while the second gain value is quantized using 4 bits. The first ten Fourier magnitudes, 

which are determined from the peaks of the Fourier transform of the prediction residual 

signal are also quantized, in order to improve the accuracy of the speech model at the per-

ceptually important lower frequencies, which are represented with the aid of a 10-bit vector 

quantizer. A flag indicating the presence or absence of periodicity also has to be transmitted 

for the sake of instructing the decoder, whether the pulse-like component of the excitation 

should be periodic or aperiodic. The corresponding bit allocation of this wideband MELP 

codec is summarised in Table 2.10. Its subjective evaluation has shown that at its higher 

bit rate of 8.4 kbit/s the performance was comparable to that of G.722 at 48 kbit/s. 

The main features of all the wideband codecs discussed earlier are summarised in Table 

2.11. We can observe from Table 2.11 that since the standardization of the G.722 codec [20] 

more than a decade ago, the intensive research efi'orts from the speech coding community 

have reduced the possible bit rate for wideband speech encoding from 64 kbit/s to 8 kbit/s. 

Significant efforts were also invested to provide a generic coding paradigm for coding both 

speech and music signals, shown by the TWINVQ codec by Moriya at al. [149], the MB-

CELP codec by Ubale at al. [225] and the ATCELP codec by Combescure et al. [232]. 

Furthermore, the attractive features of providing multiple bit rates encoding and bandwidth 

scalability, as demonstrated by Nomura et al. [201] and Murashima et al. [209], showed the 

wide-ranging capabilities that could be incorporated in future speech codecs. 
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Date Coding 

Algorithm 

Bit Rate 

(kbit/s) 

Quality Encoding 

Delay (ms) 

G.722 
[20] 

1988 SB-ADPCM 48, 56, 64 Commentary 1.5 

Quackenbush 

[210] 

1991 Adaptive 

256-FFT 

32 N/A 16 

Laflamme 

[212] 1991 

Fullband 

Forward-Adaptive 

ACELP 

16 N/A 30 

Sanchez Calle 

[214] 1992 

Fullband 

Backward-Adaptive 

ACELP 

32 N/A 1 

Salami 

[213] 1992 

Fullband 

Forward-Adaptive 

ACELP 

9.6 - 14 at 14 kbit/s % 

G.722 at 56 kbit/s 

30 

J. Paulus 

[223] 1993 

Low Delay 

Backward-Adaptive 

CELP 

24 N/A N/A 

Wuppermann 

[224] 1993 

IIR Low Delay 

Non-Uniform Band 

Filterbank 

32 N/A 7.8 

McEkoy 

[216] 
1993 Splitband 

CELP 

7.2 N/A N/A 

Lefebvre 

[233] 

1994 Transform Coded 

Excitation 

16 - Speech 

24 - Music 

N/A 10-40 

Harborg 

[215] 1994 

Fullband 

Forward-Adaptive 

ACELP 

16 at 16 kbit/s w 

G.722 at 64 kbit/s 

N/A 

Black 

[211] 1995 

Splitband: 

Backward-Adaptive 

CELP 

16 at 16 kbit/s % 

G.722 at 48 kbit/s 

8.5 

McElroy 

[221] 1995 

Multi-codebooks 

Glottal Pulses 

CELP 
16, 24 

at 16 kbit/s % 

G.722 at 48 kbit/s 

for female speech 

N/A 

Paulus 

[217] 1996 

Unequal Splitband 

CELP 16 

Better than 

G.722 at 48 kbit/s 25 

Chen 

[234,235] 1997 

DFT/MDCT-baaed 

Transform Predictive 

Coding 

16, 24, 32 N/A 40 
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Date Coding 

Algorithm 

Bit Rate 

(kbit/s) 

Quality Encoding 

Delay (ms) 

Ubale 

[220] 

1997 Multiband 

CELP 

16 Better than 

G.722 at 48 kbit/s 

13.75 

Moriya 

[149] 

1997 TWINVQ 

Transform Codec 

16 at 16 kbit/s % 

G.722 at 48 kbit/s 

128 

Nomura 

[201] 

1998 Bandwidth Scalable 

MP-CELP 
16 at 16 kbit/s % 

G.722 at 56 kbit/s 

N/A 

Ubale 

[225] 

1998 Low Delay 

Multiband CELP 

24 Better than 

G.722 at 56 kbit/s 

10 

Combescure 

[232] 

1999 ATCELP 

(Adaptive Transform + 

CELP) 

16, 24, 32 

16 kbit/s % 48 kbit/s G.722 

24 kbit/s % 56 kbit/s G.722 

32 kbit/s % 64 kbit/s G.722 

N/A 

Trinkaus 

p31] 

1999 Hybrid 

Subband-Transform 

32 Better than 

G.722 at 64 kbit/s 

40 

G.722.1 

[14] 

1999 MLT-based 

Transform Codec 

24, 32 Commentary <60 

McCree 

[153] 

2000 Splitband 

ACELP 

14 14 kbit/s % 48 kbit/s G.722 N/A 

Koishida 

[154] 

2000 Bandwidth Scalable 

ACELP 

16 Better than MPEG-4 

CELP at 16 kbit/s 

N/A 

Chen 

[151] 
2000 MDCT-based 

Transform Codec 

64 kbit/s 

at 32 kHz 

CD-quality 12 

Murashima 

[209] 

2000 Multi-Rate MPEG-4 

Wideband CELP 

for AMR-WB 
15.9, 12.1 N/A N/A 

Schnitzler 

[208,218] 

2000 Splitband ACELP 

for AMR-WB 

13 at 13 kbit/s % 

G.722 at 48 kbit/s 

25 

Aguilar 

[229] 

2000 Sinusoidal 

Transform Coding 

9.6 N/A N/A 

Lin 

[152] 

2000 Mixed Excitation 

Linear Prediction 

8, 8.4 at 8.4 kbit/s % 

G.722 at 48 kbit/s 

- 20 

N/A : Not available 

Table 2.11: Wideband codecs. 



2.5 Speech Quali ty Measures 

In this section, the objective speech quality measures used during our investigations of 

wideband speech codecs are detailed. Objective measures provide a convenient way of 

comparing and reporting on the performance of different codecs. They are also useful for 

codec designers, who want to assess how algorithmic changes affect the performance, so 

that the codec can be further optimised. Ultimately, the speech quality of a codec must 

be judged by formal subjective listening tests, where the reconstructed speech is played to 

impartial listeners and their opinions are sought. One of the most commonly used subjective 

measures is the Mean Opinion Score (MOS) [69]. According to this method, listeners are 

asked to grade the reconstructed speech quality as excellent, good, fair, poor or bad with 

a mark of 5 given to excellent quality. Subjective measures such as the MOS are time 

consuming and expensive to quantify. Hence, contriving an objective measure, which is 

capable of reliably predicting subjective measure is desirable. 

Objective measures can be classified as time and frequency domain measures. Objective 

measures evaluated in the time domain are defined as the distortion between the original 

and reconstructed speech waveforms. The most common objective measure is the Signal-

to-Noise Ratio (SNR), which is usually expressed in terms of dB as follows; 

where s(n) represents the original speech samples and s(n) the reconstructed speech sam-

ples. The SNR measure characterizes the ratio of the long term average speech power to 

the long term average quantization noise power. These long term SNR calculations weight 

a higher-power speech section more heavily, than a lower-power section. Therefore, the 

higher-power speech section will become the dominant one in terms of determining the 

objective speech quality while the quality of a lower-power speech section cannot be ad-

equately reflected by the SNR measure as reliably as that of a higher-power section, in 

spite of its importance during consonants and transient periods of the speech signal. An 

improved alternative that can be used is the Segmental SNR (SEGSNR), which measures 

the SNR over short, typically 10-20 ms segments of the speech waveform and then sum all 

the values for all the 10-20 ms segments, as follows: 

1 ^ 
jfjCCAS'.N'a:: - - (2.8) 

/=i 

Here, N is the number of speech segments over which averaging is carried out and SNRf 

is the SNR value of frame / . Summing the SNRf values in terms of dBs in the logarithmic 

domain is similar to evaluating their geometric mean in the linear domain, which gives 



a more adequate and 'gain' weighting to both the higher-power and lower-power speech 

segments. Hence the SEGNSR is better correlated with the subjective MOS values, than 

the SNR. 

In the frequency domain, the spectral distortion measures are defined as the distortion 

between the original and reconstructed speech spectrum. A frequently used measure is the 

Spectral Distance (SD), given by; 

\ 
1 ^ 

— ^ [ 1 0 log(f;) - 1 0 log(A)]" (2.9) 
2 = 1 

where Pi is the spectral magnitude in the speech spectrum represented by the unquan-

tized LSF values, Pi is the spectral magnitude in the speech spectrum represented by 

the quantized LSF values, and M is the number of discrete frequencies in the spectrum. 

The SD measure considers the difference between the spectra of both the original and 

reconstructed speech signal at its full frequency-domain resolution. There is another type of 

objective frequency-domain speech quality measure considering only the spectral envelope, 

but ignores the spectral fine-structure. Specifically, Cepstrum Distance (CD) is a LPC-

based measure [238], which is given by: 

1 = 1 

where Cx{i) and Cy{i) are the cepstral coefficients of the original and the reconstructed sig-

nals, and p is the LPC predictor's order. The cepstral coefficients can be derived iteratively 

from the corresponding LPC filter coefficients [239]. 

Throughout our studies, informal listening tests were also conducted in order to assess 

the reconstructed speech quality of the speech codecs both subjectively as well as objectively. 

In the next section the speech files which are used for testing the various speech codecs are 

described. 

2.6 Speech Database 

Table 2.12 shows the speech files that would be used during our informal listening tests 

for various codec implementations. Our database contained the utterance of the voiced 

consonant "d" and unvoiced consonant "t", with each corresponding to a segment length of 

2 ms. We also used two speech files having a length of 8.21 and 7.17 s, respectively, uttered 

by two American male speakers. The database consists of further two speech files of 7.04 
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Name Type Gender File Length(s) 

male_d.bin voiced consonant d male 0.02 

male_t.bin unvoiced consonant t male 0.02 

manl.bin speech male 8.21 

man2.bin speech male 7.17 

womanl.bin speech female 7.04 

woman2.bin speech female 12.29 

wide.bin speech male 43J5 

moza.bin music - 14.99 

vivaldi.wav music - 30.50 

handel.wav music - 32T0 

chinese_zither.wav music - 16.0 

Table 2.12: The Speech Database. 

and 12.29 s duration, uttered by two American female speakers, complemented by a 43.75 

s speech file with utterances from British speakers. Finally, four music files are also used in 

our studies, especially in our investigations of the MPEG-4 audio codec in Chapter 6. 

2.7 S u m m a r y and Conclusions 

Section 2.1 first gave readers a broad overview of the field of speech coding. Current research 

efforts of the speech coding community concentrate on providing better speech quality and 

on incorporating various extra codec features, such as supporting multiple bit rates and 

bandwidth scalability. Wideband speech coding attracted significant research interests by 

providing an enhanced speech quality with the advent of expanding the speech bandwidth 

from the conventional telephone bandwidth of 3.1 kHz to 7 kHz. 

In Section 2.2, we introduced the G.722 standard [20], which was the first wideband 

speech codec standardized in 1988, operating at three possible bit rates of 48, 56 and 64 

kbit/s. Recently, the G.722 codec was replaced by a new wideband codec, the so-called 

G.722.1 codec [14], which provides compression of both speech and music signals at the 

bit rates of 24 and 32 kbit/s. The G.722 codec employs a two-band subband ADPCM 

coding algorithm, while the G.722.1 is a transform codec based on the Modulated Lapped 

Transform (MLT). 

The current activities in speech coding were discussed in Section 2.3, commencing with 

an emphasis on narrowband speech coding, which has been an area of continuing growth 



in terms of research interests. Specifically, parametric techniques such as LPC vocoding, 

sinusoidal coding and prototype waveform coding have been dominant in this very low bit 

rate region, which also includes hybrid versions that combined various existing techniques. 

In Section 2.3.2, CELP techniques were discussed, since the family of CELP codecs continues 

to maintain a strong presence in the bit rate region between 6 and 24 kbit/s. Significant 

efi'orts have been invested during the last few years in multi-rate CELP coding, which 

culminated with the adoption of the Adaptive Multi-Rate (AMR) codec [29] as the new 

GSM standard. Section 2.3.3 provides an overview of the MPEG-4 coding 'toolbox', which 

consists of a range of speech and audio codecs, spanning the bit rate range from 2 to 64 

kbit/s. 

The activities in wideband speech coding were detailed in Section 2.4. A lot of the 

research efi'orts were motivated by the standardization of a new wideband codec, which was 

termed as the G.722.1 codec [14]. Most codecs designed for wideband speech and audio 

coding employ codecs from the CELP-family, transform codecs or hybrid versions of both. 

There is a general trend for designing codecs capable of encoding both speech and music 

signals, as demonstrated in the context of the TWINVQ codec by Moriya at al. [149], the 

MB-CELP codec proposed by Ubale et al. [225] and the ATCELP codec advocated by 

Combescure et al. [232]. Furthermore, some codecs [154,201] also incorporate wideband 

speech coding modes in their design, in order to offer users the feature of 'bandwidth 

on demand'. Multiple bit rate encoding [209, 232] and various other features capable of 

ofi'ering different encoding and decoding complexities as demonstrated by the MPEG-4 

CELP mode [110] will continue to fuel intensive research interest in the field of speech 

coding. The wideband codecs discussed in Section 2.4 were summarised in Table 2.11. 

In Section 2.5 various objective measures were detailed for quantifying the speech quality. 

Finally in Section 2.6, the speech database used throughout this thesis was introduced. 

Following the introductory notes provided in this chapter. Chapter 3 gives a more detailed 

discussion on forward adaptive wideband speech coding. Two forward adaptive coding 

techniques will be explored and comparatively studied. 



Chap te r 3 

Forward Adaptive Wideband 

Speech Coding 

3.1 In t roduc t ion 

In this chapter we investigate the family of forward adaptive ACELP coding techniques in 

the context of wideband speech coding. Forward adaptive techniques require the calculation 

of the short term synthesis filter coefficients from the input speech and their transmission 

to the decoder as side information [49]. Specifically, we consider two different techniques 

which are the split-band coding and full-band coding of wideband speech. The split-band 

technique will be detailed in the next section while full-band coding will be introduced 

in Section 3.3. In the context of full-band coding, a wideband LSF quantizer is required. 

Hence we have developed a 38-bit LSF vector quantizer [163] based on the Safety-Net VQ 

(SNVQ) technique [127,240,241], which will be introduced in Section 3.3.5. 

3.2 Subband-Spl i t A C E L P Wideband Speech Coding 

3.2.1 Background 

In this section, the Subband-Split ACELP coding technique is investigated. The split-band 

approach is advantageous, compared to the fullband approach, since the high frequency 4-8 

kHz band contains only a small fraction of the speech energy. Therefore the bit allocation 

budget of the 4-8 kHz range is expected to be more frugal compared to the low frequency 

band (0-4 kHz). In reference [211], Kondoz et al. utilised this split-band method using a 

QMF filterbank [161], whereby the lower subband is encoded using a backward adaptive 

61 
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Lower Subband 

Parameter Bits Update Frame (ms) Rate (bit/s) 

LTP Delay 8 L75 457L4 

Fixed Codebook Index 8 1.75 457L4 

VQ gains 8 1J5 4571.4 

Upper Subband 

Line Spectral Frequencies 12 7 1714.4 

RMS gain 4 7 571^ 

Total 16000 

Table 3.1: Bit allocation for the 16 kbit/s SB-CELP wideband codec ©Kondoz et al. [211]. 

CELP technique, in order to achieve a low delay, while the upper subband was modelled 

using a random source with its energy appropriately adjusted in the band. A specific advan-

tage of the split-band approach is that any speech distortion imposed by the quantization 

process is confined to the band, where it is produced. This is especially important, when 

backward oriented LPC prediction is applied, as proposed by Kondoz et al. In addition, 

the split-band structure allows the excitation signal to be tailored to the characteristics of 

the individual subbands. 

The bit allocation for the 16 kbit/s SB-CELP codec proposed by Kondoz et al. is 

shown in Table 3.1. The lower subband is quantized using the backward predictive CELP 

technique, applied successfully for example in the narrowband G.728 16 kbit/s Low-Delay 

CELP (LD-CELP) codec [22,156]. The LD-CELP codec avoids the excessive coding delay 

typically incurred by forward predictive CELP codecs with the aid of performing the LPC 

analysis in a backward oriented mode. This eliminates the need for a long look-ahead speech 

frame, since the analysis is performed on the basis of past quantised speech. Consequently, 

no LPC information has to be transmitted, since the past quantised speech is present both at 

the encoder and decoder. In the G.728 codec, no Long Term Predictor (LTP) or adaptive 

codebook is used. Instead, a synthesis filter of order 50 is used for modelling both the 

long-term as well as short-term correlations of the reconstructed speech signal. This allows 

all the transmitted bits to be assigned to the excitation codebook. However, the LPC 

coefficient can only be adequately recovered from the previously decoded speech, if the 

reconstructed speech is of sufficiently high quality. Otherwise the low reconstructed speech 

quality results in a contaminated LSF set, which further degrades the reconstructed speech 

quality of the forthcoming speech frames. Furthermore, the reconstructed speech used for 

generating the backward oriented LSF set has to be of low delay for the sake of high-quality 
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LSF representation. This in turn enables the G.728 encoder to use a short speech frame 

duration of 0.625 ms, thus allowing the coding delay to be kept to a minimum. In the codec 

proposed by Kondoz et al, the backward oriented LPC analysis used in the lower subband 

was based on 10 LPC coefficients, updated over a Barnwell-windowed [211] narrow-band 

frame length of 20 ms duration from the previously quantised speech. The rationale behind 

using a relatively long backward-oriented LPC frame duration was that of minimizing the 

codec's complexity. However, as mentioned above, the relatively high latency may degrade 

the LSF's representation quality and ultimately the overall speech quality. Therefore, a more 

frequent LSF-refresh operation is desirable, if the associated complexity is affordable. In 

addition to the fixed codebook contribution, a forward predictive LTP was incorporated in 

the codec, taking into account the previous studies conducted by Soheilli [242]. Specifically, 

Soheilli found that when the excitation optimization frame size is higher than five samples, 

the excitation contribution of the fixed codebook alone is insufficient for compensating for 

the errors incurred by the backward oriented LPC analysis justifying the employment of 

the additional LTP. In the codec studied the excitation optimisation frame length was 1.75 

ms, corresponding to 14 samples at the subband sampling rate of 8 kHz. A fractional 

pitch delay [243] was used with a resolution of 1/3 sample-distance in the range from 19 

1/3 to 84 2/3 and an integer delay in the higher-delay range spanning from 85 to 143. 

The resulting LTP delay is represented by 8 bits, while an 8-bit fixed codebook having 

256 overlapping sequences was used, as shown in Table 3.1. The associated gains of the 

adaptive and fixed codebooks were jointly vector quantised using 8 bits, following a closed 

loop training technique based on the Linde-Buzo-Gray (LBG) [244] algorithm. 

In the upper subband, due to the noise-like structure of the signal, the spectral shape 

was relatively coarsely quantised using a 6th-order LPC predictor, whose coefficients were 

determined using the forward oriented approach for speech frames spanning over 20 ms of 

Barnwell windowed speech. The LPC coefficients are updated in the upper subband using 

a frame length of 56 samples or 7 ms, which is four times the lower subband frame length 

of 14 samples. The six LPC coefficients were converted to LSFs and then vector quantised 

using a total of 12 bits, as shown in Table 3.1. At the decoder, the upper subband signal 

was simply modelled by exciting the LSF-based 6th-order upper subband synthesis filter 

with a randomly generated vector of length 56 samples from a zero mean, unit variance 

Gaussian source. The magnitude of the excitation vectors was determined at the encoder, 

by inverse filtering the upper subband signal and calculating Root-Mean-Square (RMS) 

value by averaging over the length of the residual signal. The RMS value was then scalar 

quantised using 4 bits, resulting in a total bit allocation of 16 kbit/s, as seen in Table 3.1. 

This 16 kbit/s codec was reported to produce high quality speech at a total encoding delay 



of 8.5 ms, which is considerably longer than the 1.5 ms coding delay of G.722. 

In the next section, a split-band structured wideband codec, which employs the forward-

adaptive ACELP technique, rather than the backward predictive scheme advocated by 

Kondoz et a/., is proposed and investigated. Our simulation results are summarised in 

Section 3.2.5. 

3.2.2 The 10.3 kbit/s Subband-Split ACELP Codec's Outline 

In our 10.3 kbit/s codec, the standard QMF-based band-splitting scheme applied in the 

G.722 codec was used for splitting the input signal sampled at a 16 kHz sampling rate into 

the lower and upper subband signals. Both subband signals will be processed independently 

at the sampling frequency of 8 kHz. In contrast to the 16 kbit/s codec of Kondoz et al. [211], 

in this scheme the 8 kbit/s G.729 ACELP codec was used in the lower subband, while a 

simple random excitation scheme was applied in the upper subband, yielding a 10.3 kbit/s 

SB-ACELP codec. 

In our investigations employing forward-adaptive LPC analysis within the lower band of 

the splitband structure, the standard G.729 8 kbit/s Conjugate Structure Algebraic Code 

Excited Linear Prediction (CS-ACELP) codec [25] was used for encoding the perceptually 

more important lower subband signal residing in the 0-4 kHz band. CELP coding schemes 

are capable of offering good speech quality at low bit rates due to their Analysis-by-Synthesis 

(AbS) structure, which was covered extensively in references [118,194]. Due to the noise-

like structure of the upper subband signal, exhibiting a slowly varying dynamic range, the 

signal can be coarsely quantized. In this case, the LSF quantizer of the G.729 scheme was 

used for modelling the spectral envelope. The excitation input to the LPC synthesis filter 

was obtained simply from a zero-mean, unit variance Gaussian source. In the next section, 

the lower subband encoder and the upper subband encoder will be highlighted in greater 

detail. 

3.2.3 Lower Subband Codec 

3.2.3.1 Encoder 

Figure 3.1 shows the signal flow of the lower subband's encoding process. Essentially, 

ACELP coders use an AbS scheme, in which the information to be transmitted to the 

receiver is largely determined in a closed-loop fashion, so that the signal reconstructed by 

the decoder is perceptually as similar as possible to the original speech. Initially the lower 

subband signal was high-pass filtered or synonymously, pre-emphasised, and scaled during 
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Figure 3.1: The subband-split ACELP lower subband encoder, which is similar to the G.729 

encoder's structure [25]. 

the pre-processing stage. The pre-processed signal s(n) will then be used in the rest of the 

analysis. The LPC coefficients were calculated for every 10 ms speech frame in the LPC 

analysis block using the autocorrelation method applying the 30 ms asymmetric window 

shown in Figure 3.2. These LPC coefficients were then converted to LSFs and quantized 

using predictive two-stage vector quantization with the aid of 18 bits [25]. The excitation 

signal u(n) is given by the sum of the outputs of two codebooks, namely the adaptive 

and fixed codebooks as shown in Figure 3.1. The adaptive codebook is used for modelling 

the long-term periodicities present in voiced speech, while the fixed codebook models the 

random noise-like residual signal, generated after both long-term and short-term prediction. 

The excitation signal u(n), which excites the short-term or LPC synthesis filter of Figure 

3.1, operates in a closed-loop with the aim of minimising the error between the original and 

the reconstructed speech. According to the theory of auditory masking [58,86], the quan-

tization noise residing in the spectral-domain formant regions, where the speech spectrum 
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Figure 3.2: LPC windowing function used in the lower subband encoder. 
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Figure 3.3; The configuration for finding the target vector for the pitch search. 

exhibits high energy, can be partially or totally masked by the speech signal. Therefore it 

is beneficial to concentrate the quantization error energy in these formant regions. This is 

the function of the perceptual weighting block in Figure 3.1. As usual, the error weighting 

filters of the AbS feedback loop of Figure 3.1 emphasises the spectrum of the quantization 

noise in the frequency regions, where the speech has low energy, and de-emphasise the noise 

in the formant regions, which therefore allows the allocation of more noise in the formant 

regions. 

The excitation parameters, namely the adaptive and fixed codebook parameters, were 

computed for each 10 ms subframe. The LPC coefficients of the current frame were used for 

the second subframe, while in the first 10 ms subframe, the LPC coefficients were computed 
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Figure 3.4: The lower subband decoder, which is similar to the G729 decoder's structure [25]. 

from the interpolation of the LPC coefficients from the current and previous frame. An open-

loop pitch delay was estimated once per 10ms frame based on the perceptually weighted 

speech signal. Then, the operations to be described below were repeated for each subframe. 

The so-called target signal x{n) [25] was determined by filtering the LPC residual signal 

through the weighted synthesis filter W{z)IA[z), as shown graphically in Figure 3.3. 

Closed-loop pitch search was then carried out by searching around the open-loop pitch 

delay. The target signal was updated by subtracting the filtered adaptive codebook con-

tribution and the new target vector was used in the fixed codebook search. An algebraic 

codebook using a 17-bit address was used for the fixed codebook excitation. Finally, the 

gains of the adaptive and fixed codebooks were jointly vector quantized using 7 bits per 10 

ms, with Moving-Average (MA) prediction applied to the fixed codebook gain. 

3.2.3.2 Decoder 

The inverse operations of the encoder section are applied for decoding the transmitter! 

parameters at the decoder, as seen in Figure 3.4. The received indices of the LSF quantizer 

are used for reconstructing the quantized LSF coefficients. Interpolation is applied, in order 

to generate the interpolated LSF coefficients corresponding to the second 10 ms subframe. 

The interpolated LSF coefficients are converted to LPC filter coefficients in every 10 ms 

subframe. The LPC coefficients are then used for synthesizing the reconstructed speech in 

the subframe. Then, the following steps are repeated for every subframe: 

1. Decoding of the adaptive codebook excitation, 

2. Decoding of the fixed codebook excitation, 

3. Decoding of the adaptive and fixed codebooks gains, 
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Figure 3.5: G.729 postfilter [25]. 

4. Computation of the reconstructed speech s(n) by filtering the composite excitation 

through the synthesis filter of Figure 3.4. 

The G.729 adaptive postfilter shown in Figure 3.4 was used, because it improves the 

perceptual quality of the decoded speech by emphasising the frequency domain formants 

and the pitch related spectral peaks in the speech, and by attenuating the spectral valleys 

between these peaks. This renders the effect of quantization noise less audible in the recon-

structed speech since despite the noise shaping imposed by the error weighting filter, it is 

the spectral-domain valleys between the formant and pitch peaks, where the quantization 

noise energy is most likely to cross the masking threshold and to become audible [245]. 

Therefore, attenuating the speech in these regions reduces the audible noise, and since the 

ear is not sensitive to the speech intensity in these spectral-domain valleys, only minimal 

perceptual distortion is introduced to the speech signal. 

The adaptive postfilter consists of three cascaded filters stages, as shown in Figure 3.5, 

namely the long-term postfilter, a short-term postfilter and a tilt compensation filter, fol-

lowed by an adaptive gain control procedure. The short term postfilter follows the peaks 

and valleys of the spectral envelope, emphasising the spectral-domain formants, while at-

tenuating the more noise-contaminated spectral valleys. The weighted LPC synthesis filter 

shapes the spectral envelope, thus the short term postfilter's shape is also based on that of 

the weighted synthesis filter. However, the weighted synthesis filter introduces a spectral 

tilt in the high frequency regions, hence influencing the energy of the formants. Therefore, 

the tilt compensation filter is introduced for removing the associated spectral tilt. 

The long term postfilter follows the peaks and valleys of the pitch harmonics, again, em-

phasising the peaks and attenuating the valleys. The final section of the adaptive postfilter 

is the Adaptive Gain Control (AGC), applied to the signal sf{n) as shown in Figure 3.5, 

in order to match the energy of the reconstructed speech signal s{n) to that of the original 

speech. In other words, the AGC attempts to prevent the time-variant amplification of the 
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Figure 3.7; Upper Subband Encoder. 

speech signal. The AGO operates by estimating the magnitude of the input and output 

signals of the postfilter, where subsequently the output signal's amplitude is adjusted on a 

sample by sample basis. The resulting signal sf (n) was high-pass filtered and scaled by a 

factor of 2, in order to produce the decoded lower subband signal, as shown in Figure 3.4. 

Figure 3.6 shows some typical waveforms obtained at various points of the encoder of 

Figure 3.1. All the graphs display a 40 ms duration signal segment using the speech file 

manl.bin of Table 2.12. The locally reconstructed speech at the encoder does not aim to 

match the waveform of the original speech signal. The reconstructed speech has a more 

sinusoidal nature compared to the original speech. The LPC residual is also observed to 

have some long-term periodic structure, which could be exploited by applying long-term 

prediction or using the adaptive codebook technique. 

3.2.4 Upper Subband Codec 

3.2.4.1 Encoder 

Figure 3.7 shows the upper subband encoder, which processes the upper subband signal 

after the filtering procedure at the QMF stage. A 10th order LPC analysis was applied to 

the upper subband signal processing a 10ms segment of Hamming windowed speech. The 

LPC coefficients are updated during every 10 ms frame and they are converted to LSFs 

for quantization. The LSF quantization procedure used in G.729 is applied here. The LSF 

parameters are subsequently transmitted over the channel for decoding at the other end of 

the communication link. 



In order to compute the Root Mean Square (RMS) values of the LPC residual of this 

subband for the sake of scaling the randomly generated upper subband excitation vector at 

the decoder, the upper subband signal was first inverse filtered with the LPC coefficients 

obtained from the upper subband LPC analysis in order to produce the residual signal, as 

shown in Figure 3.7. Specifically, the RMS values were computed over the 10 ms length of 

the residual, as follows: 

(3.1) 

where FL is the frame length of the speech segment, while r{n) is the LPC residual signal 

of the upper subband. However, informal listening tests confirmed that the RMS values 

were excessive, in order for them to be used as the excitation vector gain. Hence, the RMS 

values were scaled by an attenuation factor of 0.1, which was perceptually optimised. A 5-

bit Max-Lloyd scalar quantizer was used for quantizing the attenuated RMS values. In our 

off-line design procedure the quantizer was initialized with the aid of a uniform design and 

subsequently invoked the iterative Max-Lloyd design procedure, documented for example 

by Jayant and Noll [2]. 

In Figure 3.8, the PDFs and CDFs of the quantization indices of the 5-bit encoded RMS 

values of the upper subband encoder are shown using two speech files, namely manl.bin 

and womanl.bin of Table 2.6. As observed from the graphs, the LPC residual of the upper 

subband of female speech generally exhibited a more uniform RMS PDF compared to male 

speech. Again, studying of the perceived reconstructed speech quality as a function of the 

number of bits used for the RMS scalar quantizer resulted in the selection of a 5-bit, 32-level 

quantizer. 

3.2.4.2 Decoder 

Figure 3.9 shows the schematic of the upper subband decoder. The transmitted LSF pa-

rameters and the RMS index were decoded at the receiver, in order to obtain the LPC 

coefficients and the RMS gain values. A unit variance, zero mean Gaussian noise genera-

tor was used for generating a vector having a length of 80 samples, which corresponds to 

a 10 ms duration excitation vector at the 8 kHz subband sampling rate. The Gaussian 

random process was generated by applying the Box-Muller algorithm [246] to a uniformly 

distributed random sequence. These random excitation vectors were scaled by the decoded 

RMS values, before passing the resultant signal through the LPC synthesis filter in order 

to obtain the reconstructed upper subband signal, as shown in Figure 3.9. 

Figure 3.10 graphically illustrates the waveforms at different stages of the upper subband 
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Figure 3.9: Upper subband decoder. 
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Figure 3.10: Characteristic upper subband signals of approximately 125 ms duration : (a) 

Original upper subband speech segment (b) LPC residual (c) Scaled Gaussian noise (d) 

Reconstructed upper subband speech segment. 

speech codec. In the figure trace (a) displays the original upper subband speech segment of 

approximately 125 ms duration, trace (b) shows the LPC residual waveform, with trace (c) 

showing the scaled Gaussian noise signal, and finally, trace (d) displays the reconstructed 

upper subband speech segment. Again, the upper subband signal is a noise-like process 

having a slowly varying dynamic range, which is clearly portrayed in Figure 3.10. The upper 

subband decoder hence does not attempt to provide a waveform matching representation 

of the upper subband signal, it simply attempts to model its spectral envelope. Hence the 

upper subband signal is simply regenerated by exciting the LPC synthesis filter using the 

appropriately RMS-scaled random zero-mean, unit variance Gaussian generator. 

Note that the amplitude range of the reconstructed speech segment as displayed in 
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Figure 3.10 has been reduced by a factor of 10 due to the application of the attenuation 

factor of 0.1 for the RMS gain values. Again, this attenuation factor was found to give 

a better subjective codec performance, avoiding the harshness in the reconstructed speech 

segment. 

3.2 .5 C o d i n g P e r f o r m a n c e 

In this section, the performance of the proposed 10.3 kbit/s forward-adaptive subband-split 

ACELP codec is characterised. First, its bit allocation is shown in Table 3.2. In the lower 

subband, the signal was encoded using 80 bits per 10 ms frame, as in the G.729 codec [25]. A 

10th order LPC analysis was applied for encoding the lower subband's spectral information, 

which was transformed to LSFs and vector quantized with the aid of 18 bits per frame. As 

regards to the adaptive codebook, the pitch delay was encoded using 8 bits in the first 5 

ms subframe and differentially encoded using 5 bits in the second 5 ms subframe. A pitch 

delay parity bit was also generated for rendering the codec more robust against random bit 

errors. For the fixed codebook excitation, an algebraic codebook employing a total of 17 

bits was used. This includes 13 bits dedicated to encoding the fixed codebook index and 

4 bits assigned to encoding the fixed codebook sign. The gains of the adaptive and fixed 

codebook were jointly vector quantized using 7 bits. 

In the upper subband encoder, a lOth-order LPC analysis was employed for modelling 

the spectral envelope of the upper subband signal and 18 bits were used for the vector 

quantization of the LSFs. The remaining 5 bits were used for encoding the RMS values, 

scaling the random Gaussian noise exciting the upper subband's synthesis filter at the 

decoder. This gives a total of 23 bits per 10 ms for representing the upper subband signal. 

In Figure 3.11 the reconstructed speech segment of the speech file manl.bin of Table 2.6 

was compared to the original speech signal, demonstrating that this codec does not strive to 

give an accurate waveform matching representation of the original speech signal, especially 

in the upper subband, where a crude representation was obtained due to using a random 

Gaussian generator. 

When informal listening tests were performed for assessing the reconstructed speech 

quality of the coder, it was found to be superior to the G.729 coded narrowband speech, 

exhibiting an increased naturalness and presence, but was slightly worse the speech quality 

of G.722 at 48 kbit/s. More specifically, this codec lost some of its dynamic range due to the 

reduced amplitude of the upper subband, where an attenuation factor of 0.1 was applied to 

the RMS values computed at the encoder. However, when the original unattenuated RMS 

values were transmitted, the reconstructed speech sounded quite harsh. Again, this is due 
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Lower Subband 

Parameter Subframe 1 Subframe 2 Bits per 10 ms frame 

Line Spectrum Pairs 18 

Adaptive Codebook Delay 8 5 13 

Pitch Delay Parity 1 1 

Fixed Codebook Index 13 13 26 

Fixed Codebook Sign 4 4 8 

Codebook gains (stage 1) 3 3 6 

Codebook gains (stage 2) 4 4 8 

Subtotal 80 

Upper Subband 

Line Spectrum Pairs 18 

RMS gains 5 

Subtotal 23 

Total 103 

Bit Rate 10.3 kbit/s 

Table 3.2: Bit allocation for the 10.3 kbit/s Forward-Adaptive Splitband-ACELP codec. 

to the relatively crude representation of the upper subband signal, which can be improved 

by using more sophisticated upper subband coding schemes. Speech impairments are often 

inflicted by the splitband approach due to the associated degradations in the frequency 

range, where the QMF frequency responses of the lower and upper subband overlap, which 

was pointed out for example by Ubale [220]. This is a consequence of the fact that so-called 

perfect reconstruction QMFs are not realisable for finite filter orders other than the order 

of two. This low filter order on the other hand allows substantial energy spillage between 

the subbands. 

Figure 3.12 shows the Segmental SNR variation versus the frame index for the speech 

file "woman2.bin" of Table 2.6. Every 10 ms frame consists of 160 samples. The highest 

instantaneous Segmental SNR value obtained was 22 dB. 

Again, the performance of this 10.3 kbit/s codec can be further improved by using a 

better representation of the upper subband signal. Unequal width subbands with more 

bits assigned to the perceptually more important subbands could also improve the codec's 

performance. Most of the wideband codecs found in the literature operate around the bit 

rate of 16 kbit/s at the time of writing, suggesting that allocating more bits to the lower 
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Figure 3.11: Two consecutive 20 ms speech segments produced by the 10.3 kbit/s SB-

ACLEP codec. The graphs demonstrate the lack of strict waveform matching in the SB-

ACELP decoder, using speech file "manl.bin". Each graph represents 20ms of speech, 

corresponding to 320 samples. 

subband, which is responsible for most of the intelligibility of the reconstructed speech may 

be beneficial. In order to avoid the deficiencies of our SB-ACELP codec, in the next section 

we embark on designing a fullband ACELP codec. 

3.3 Fullband A C E L P Wideband Speech Coding 

3.3.1 Introduction 

One of the challenges in the design of fullband wideband speech codecs has been that of 

finding ways of reducing their excessive computational complexity imposed by doubling 

the sampling rate and hence the bit rate. However, the Algebraic Code Excited Linear 
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Figure 3.12: The Segmental SNR versus frame index for the 10.3 kbit/s SB-ACELP speech 

codec using the speech file "woman2.bin" of Table 2.6. 

Prediction (ACELP) approach [212,213] offers an attractive solution to the problem. Us-

ing the ACELP scheme along with a focused search technique enables the utilization of 

codebooks having over a million entries, at a search complexity that can be implemented 

based on state-of-the-art DSP technology. Hence, fullband ACELP wideband codec was 

implemented with the aim of obtaining good speech quality at a bit rate around 16 kbit/s. 

In the next section the encoder structure will be detailed. 

3.3.2 Codec Structure 

Figure 3.13 shows the schematic of the fullband ACELP wideband codec. It follows the 

proven principle of the Analysis-by-Synthesis (AbS) technique [118]. The excitation signal 

is obtained as the sum of two codebook entries, namely that of the adaptive and Exed 

codebooks. The excitation signal excites the LPC synthesis filter, in order to obtain the 

reconstructed signal. Hence, we can observe from Figure 3.13 that there is an inherent 

decoder incorporated in the encoder. As usual, the coefficients of the LPC synthesis filter 
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Figure 3.13: Schematic of the fullband ACELP wideband codec. 

are determined for the frame by minimising the residual energy at the output of the inverse 

filter 1/A{z). Then for each excitation optimisation subframe first the adaptive and then 

the fixed codebook parameters are calculated in a closed loop manner with the aim of 

minimising the perceptually weighted error between the original and reconstructed speech 

signal. 

The encoder operates on the basis of 10 ms duration speechs, which is equivalent to 

160 samples. The subframe lengths used in the different parts of the codec are indicated in 

Figure 3.14. Specifically, the LPC coefficients are determined once per 10 ms frame. The 

adaptive codebook parameters are determined once every subframe of 5 ms, while the fixed 

codebook parameters are calculated every 2.5 ms. This approach was used, because it has 

been found to reduce the complexity significantly without affecting the perceptual quality 

of the reconstructed speech. In our forthcoming discourse, the main parts of this fullband 

ACELP codec, which includes the LPC analysis, pitch analysis in the form of an adaptive 

codebook, the fixed codebook structure and the perceptual error weighting filter will be 

described. 
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Figure 3.14: Update intervals of the fullband ACELP codec's parameters. 

3.3.3 LPC Analysis 

The Linear Predictive (LP) analysis uses the autocorrelation approach as described for 

example in Steele [161]. The LPC analysis frame length is 15 ms, centered around the middle 

of the second LTP-subframe, which results in a look-ahead of 5 ms. In our implementation, 

a 16th order LPC filter is used. The prediction coefficients are updated every 10 ms. 

Before the corresponding equations are solved for the LPC coefficients, the autocorrelation 

coefiicients are multiplied by a correction factor of 1.0001 [69]. This has the effect of reducing 

the potential ill-conditioning of an LPC filter by directly reducing the dynamic range of its 

spectral envelope. The correspondingly modified autocorrelation coefficients are used for 

obtaining the LPC filter coefficients by using the Levinson-Durbin algorithm [161]. 

The LPC coefficients are converted to Line Spectral Frequencies (LSF) for quantization 

and smooth interpolation across the consecutive speech frames. The concept of LSFs was 

first introduced by Itakura [6] as an alternative representation of the direct form predictor 

coefficients or that of the lattice form reflection coefficients for representing the filter pa-

rameters of linear predictive coding. The direct form coefficient representation of the LPC 

filters is not amenable to efficient quantization [161]. LSFs have been found to encode the 

speech signal's spectral information more efficiently than other filter parameters [119,247] 

For a 16th order LPC filter, the LSF coefficients are defined as the roots of the sum and 

difference polynomials defined as [161]: 

X W = (3.2) 

and 

f 2 ( z ) = A ( z ) - 2 - 1 5 ^ ( 2 - 1 ) (3.3) 



respectively. The polynomial F'I{z) is symmetric and f ^ ( z ) is antisymmetric. It can be 

shown that all roots of these polynomials are on the unit circle and they alternate [119]. 

has a root at z = —l(w = 7r), while has a root at z — l(iu = 0). These two 

roots are eliminated by defining the new polynomials 

f i M = (3-4) 

and 

1 — z 
(3-5) 

In the specific scenario of a 16th-order filter, each polynomial has 8 roots on the unit circle 

at angles of and they can be also written as [161]: 

' P ' l W - n + (3.6) 
1=1,3, . . . ,15 

and 

^ ^ 2 ^ = ( l - 2 % z - ^ + z - 2 ) , (3.7) 

i=2 ,4 , . . . , 16 

where % = cos{wi). The coefficients Wi are the Line Spectral Frequencies (LSF) and they 

satisfy the ordering property 0 < < ... < wie < tt. The coefficients % are referred to as 

the LSF coefficients in the cosine domain. 

The coefficients of these polynomials are found by the recursive relations [161]: 

/i(2 + 1) = Oj+i + oio-i ^ / l ( 0 ) i = 0, ...,7, (3.8) 

/2(% + l ) = a i + i - a i o - i - / 2 ( % ) , i = 0, (3.9) 

where / i (0) = /2(0) = 1.0. 

Invoking the LSF representation for the quantization of the LFC parameters is motivated 

by the statistical properties of the LSFs, which can be efficiently exploited in both scalar and 

Vector Quantization (VQ) schemes. The statistical behavior of the LSFs is characterised by 

Figure 3.15 showing the PDFs of the 16 LSFs spanning the interval of 0-8 kHz. This figure 

highlights the ordering property of the LSFs as well as their non-uniform distributions. Both 

their variances and mean values vary from LSF to LSF. The higher and lower frequency LSFs 

of the range have less spread distributions, than the middle frequency LSFs. For instance, 

individual LSF spreads ranging from 800 to more than 1500 Hz are observed. These different 

distributions have to be taken into account during the design of their quantizers. 

The LSFs used in our fullband ACELP wideband codec were first encoded with the aid 

of 80 bits using a scalar quantization scheme, which will be described in the next section. 
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Figure 3.15: PDFs of the LSFs using a LPC analysis with order 16. 



Vector quantization of the LSFs will be investigated in Section 3.3.5. A linear interpolation 

of the LPC filter coefficients is performed for the first 5 ms LTP-subframe, This is carried 

out in the LSF domain between the quantized coefficient set of the current subframe and the 

quantized coefficient set of the previous frame. For the second subframe, no interpolation 

is performed. 

3 .3 .4 Scalar Q u a n t i z a t i o n of W i d e b a n d Line S p e c t r u m Frequenc ies 

When designing a quantizer for the LSF parameters, the objective is to minimize the av-

erage quantization distortion, while ensuring that the ordering property is satisfied for the 

quantized version of the LSF parameters. 

We first used a Scalar Quantizer (SQ) for quantizing the LSF parameters. We studied 

various bit-allocation schemes designed for quantizing the LSFs values. The LSFs were 

quantized using the Max-Lloyd algorithm [30]. Our listening tests indicated that the trans-

parency criterion formulated by Paliwal and Atal [122] in the context of narrowband speech 

codecs are also relevant in wideband speech coding scenarios. Specifically, this criterion 

uses the Spectral Distortion (SD) measure given by [122]: 

M 
; g [ 1 0 1 o g ( f ( ) - 1 0 1 o g ( A ) ] " (3.10) 

where Pi is the spectral magnitude in the speech spectrum represented by the unquan-

tized LSF values. Pi is the spectral magnitude in the speech spectrum represented by 

the quantized LSF values, and M is the number of discrete frequencies in the spectrum. 

More specifically, the corresponding spectra are obtained by converting both the unquan-

tized and quantized LSF values into unquantized and quantized LPC STP filter coefficients, 

respectively. The speech spectra created with the aid of these filter coefficients are Pj and 

Pi, respectively. The required transparency criteria [122] are satisfied, if an average SD 

of about 1 dB is maintained and there are only a few 'outliers' between SD=2 and 4 dB, 

while there are no outliers in excess of SD=4 dB. In addition, an important issue in speech 

quality terms is the preservation of the stability of the Short Term Predictor (STP). The 

STP filter's stability has a dramatic influence on the reconstructed speech quality, which is 

guaranteed by preserving the ordering property of the LSFs. 

Two different LSF bit assignments are shown in Table 3.3. The first scheme allocated 4 

bits for each LSF, resulting in a total of 64 bits for the scalar quantizer. Scheme B is an 80-

bit scalar quantizer with 5 bits allocated uniformly to each LSF. Their performance based on 

the conditions to be satisfied for transparent quantization of the LSFs in wideband speech 
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LSF coefficient 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

Scheme A SQ (64 bits) 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 

Scheme B SQ (80 bits) 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 

Table 3.3: Bit allocations for the LSF coefficients using two different scalar quantization 

schemes. 

Quantizer Average SD (dB) Outliers (in %) within 2 ^ 4 d B Outliers (in %) > 4dB 

Scheme A SQ 0.91 5.60 0.00 

Scheme B SQ 0.57 1.74 0.00 

SNVQ 0.70 0.87 0.00 

Table 3.4; Spectral Distortion (SD) performance of different LSF scalar quantization 

schemes. 

coding is shown in Table 3.4. It can be observed that Scheme B met all the requirements 

with an average SD of 0.57 dB, having 1.7% of the outliers within SD=2—)-4dB and no 

outliers exceeding SD=4dB. Scheme A, which employs a 64-bit SQ achieved an average SD 

of 0.91 dB, but failed to meet the condition of having less than 2% outliers within the range 

of 2->4dB. Specifically, about 5.6 % of the SD values were in excess of 4 dB. The PDF of 

the SD for both Scheme A and B using the above SQ is displayed in Figure 3.16, which 

clearly shows the reduction of the number of outliers as we increase the number of bits used 

for the LSF scalar quantizer. A VQ scheme, which gives a better SD performance will be 

discussed in the next section, embarking on a comparative study of various wideband LSF 

vector quantization schemes. 

Figure 3.17 demonstrates the performance of Scheme B using an 80-bit scalar quantizer. 

The graph shows the evolution of both the unquantized LSF values and that of their quan-

tized version using the Scheme B scalar quantizer. It demonstrates that the scalar quantizer 

is generally proficient at following the evolution of the unquantized LSF values. There are 

occasions, however, when the unquantized LSF values exceed the dynamic range of the SQ. 

Next we investigate a range of LSF vector quantization schemes which offer a better 

SD performance at a reduced bit rate. A comparative study of different vector quantizer 

schemes will be provided with the aim of obtaining a vector quantizer, which will be em-

ployed in our full-band ACELP codec. 
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Figure 3.16: The SD PDF for two LSF scalar quantizer schemes and a vector quantizer 

scheme. 

3 .3 .5 V e c t o r Q u a n t i z a t i o n of W i d e b a n d L ine S p e c t r u m F r e q u e n c i e s 

Vector quantization promises a superior SD performance and a reduced bit rate, compared to 

the lower-complexity SQ method. This is because vector quantizers consider the entire set of 

LPC parameters as an entity and allow for direct minimization of the associated quantization 

distortion. Hence VQ methods typically result in a lower quantization distortion than scalar 

quantizers. 

As argued earlier in the context of Figure 3.17, each LSF exhibits a strong correlation 

in the time domain, which is referred to as inter-frame correlation. Similarly, we observe 

a strong correlation between neighbouring LSF values, which is referred to as intra-frame 

correlation. Essentially, this motivates the employment of vector quantization, which ex-
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Figure 3.17: The performance of the 80-bit scalar quantizer for the speech file maul.bin. 

Here LSFl is the lowest trace with LSF16 being the uppermost trace. 

ploits these relationships between the LSFs in both the frequency domain and in the time 

domain, 

Intra-frame correlation motivates the employment of vector quantization, since it fa-

cilitates a mapping that matches the multi-dimensional LSF distribution. We observe at 

the top of Figure 3.17 that the correlation of the individual LSFs within a given speech 

frame tends to decrease, as the frequency increases, i.e. higher frequency LSFs are more 

statistically independent. This is because the highest frequency LSFs describe the noisy 

high frequency band of the speech signal, which appears to be typically statistically nearly 

random. This characteristic will be exploited in the design of memoryless VQ schemes. 

The inter-frame correlation of the LSFs can be exploited by interframe predictive vector 

quantization schemes having memory, where prediction of the current LSF values is em-

ployed, in order to reduce the variance of the LSF vector that we want to quantize. Finally, 



Date System Bit Rate 

(kbit/s) 

Quantization 

Schemes 

Bits per 

Frame 

Harborg 

et al. [215] 

1994 16 Scalar Q 60,70 

a^dSO 

Lefebvre 

et al. [233] 

1994 166:32 SpHti/Q 49 

Paulus 

of. [217] 

1996 16 Predictive 

VQ 

44 

Chen and 

Wang [235] 

1996 16,24,32 Split-VQ 49 

Ubale and 

Gersho [220] 

1997 16 Multi-stage 

VQ 

28 

Combescure 

aZ. [232] 

1999 16,24,32 Multi-stage 

SpHtT/Q i 

33 at 16kbit/s 

43 at 24 kbit/s 

Table 3.5: Overview of wideband LPC quantizers 

when rapid spectral changes are observed in the LSF traces, affecting both their intra- and 

inter-frame correlation, various multi-mode schemes can be invoked, as we will show during 

our further discourse. 

We commenced our investigations into LSF VQ schemes by surveying the literature on 

the recent approaches to wideband speech spectral quantization. Table 3.5 summarizes 

most of the recent approaches to wideband speech spectral quantization. The approach 

employed by Harborg et al. in [215] is based on scalar quantization. However, the resulting 

bit rate is excessive, requiring 3 or 4 bits for each LSF. Chen et al. [235] as well as Lefebvre 

et al. [233] utilized split VQ. For instance, a (2, 2, 2, 2, 2, 3, 3)7777777 split VQ is invoked in 

their approach, where only 2 or 3-dimensional VQs are used, employing 7 bits, i.e. 128 code-

book entries per each twin-LSF or triple-LSF sub-vector. This reduces the number of bits 

allocated to the LSF quantizer compared to SQ, although the resulting number of bits still 

remains somewhat high, namely 7-7=49. Clearly, these approaches are impermutationally 

simple, but a high number of bits is required. 

Paulus et al. [217] proposed a coding scheme based on the sub-band analysis of the speech 

signal. The signal is split into two unequal sub-bands from 0-6 kHz and from 6-7 kHz. The 

LPC analysis is only invoked in the lower band, using 14 coefficients quantized with the aid 

of 44 bits. The quantization scheme uses inter-frame moving average prediction and split 

vector quantization. In the 6-7kHz higher sub-band only the signal energy was encoded 



using 12 additional bits. Following a similar approach, Combescure et al. in [232] described 

a system based on two sub-bands, where the lower band (0-5kHz) applies a 12-th order LPC 

filter with its coefficients quantized using 33 bits. The upper band (5-7kHz) uses an 8-th 

order LPC filter encoded with the aid of 10 bits, but these coefficients were only transmitted 

in the higher bit rate mode of the coder, namely at 24 kbit/s. The lower-band coefficients 

were quantized using Predictive Multi-Stage Split Vector Quantization (MSVQ). These 

types of LSF quantizers are not directly amenable to employment in fullband wideband 

speech codecs. However, the approach using separate coding of the higher- and lower-band 

LSFs can be helpful in general for LPC quantization. 

Finally, Ubale et al. in [220] described a system using MSVQ of seven stages employ-

ing four bits each. This method employed a so-called multiple survivor method, where 

four - rather than one - LSF prediction residual survivors were retained at each VQ-based 

pattern-matching stage and were then tested at the next pattern-matching stage. The final 

decision was taken at the last VQ stage as to which of the split vector combinations gave 

the lowest quantization error. In addition, the MSVQ was designed by a joint optimiza-

tion procedure, clearly demonstrating the advantages of using schemes, which predictively 

exploit the knowledge of the signal's past history, in order to improve the coding efficiency. 

The challenges involved in wideband speech LSF quantization are partially due to the 

large number of coefRcients to be quantized, and due to the random behaviour of the higher 

frequency LSFs, which are less suitable for vector quantization. The first approach we 

invoked in our attempt to vector quantize the LSFs is to use memoryless VQ, which aims 

to encode the multi-dimensional LSF vector in a manner that does not depend on the past 

action of the encoder or decoder. Memoryless VQ is motivated by its relative simplicity 

and low complexity that enables an efficient implementation. Furthermore a high channel 

error resistance is achieved due to the fact that the occurrence of channel errors only affect 

the LSFs of a single frame. Finally, the LSF's ordering property can be exploited for 

detecting channel errors. Let us now examine in the next section a few wideband LSF 

vector quantization schemes. 

3.3.5.1 Memoryless Vector Quantization 

The so-called Nearest Neighbour Vector Quantization (NNVQ) scheme [30] theoretically 

presents the optimal memoryless solution for VQ. However, the high number of LSFs, 

typically 16, required for wideband speech spectral quantization results in a complexity that 

is not realistic for a real time implementation, unless the 16-component LSF vector is split 

into subvectors. As an extreme alternative, low complexity scalar quantization constitutes 
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Figure 3.18: Schematic of the two-stage split VQ 

the ultimate splitting of the original LSF vector into reduced-dimension sub-vectors. This 

method exhibits a very low complexity and a good SD performance can be achieved using 

16-entry or 4-bit codebooks. Nevertheless, the large number of LSFs required in wideband 

speech codecs implies a bit rate requirement of to 4-16=64 or 5-16=80 bits per 10 ms speech 

frame. As a result, the contribution of the scalar quantized LSFs to the codec's bit rate is 

6.4 or 8 kbit/s. Slight improvements can be achieved using a non-uniform bit allocation, 

when more bits are allocated to the perceptually most significant LSFs. 

Between the above extreme cases, split VQ (SVQ) aims to deEne a coiiGguration that 

minimizes the average SD within a given total complexity by subdivisioning the original 

vector into a number of smaller subvectors, which can be modelled with the aid of smaller 

codewords. More specifically, split vector quantization operates on sub-vectors of smaller 

dimensions that can be vector quantized within the given constraints of complexity. The 

schematic of Figure 3.18 portrays a two-stage SVQ. 

One of the main issues in split LSF VQ is that of defining the best possible partitioning 

of the initial LSF vector into sub-vectors. Since the high frequency LSFs typically exhibit a 

different statistical behaviour in comparison to their low frequency counterparts, they have 

to be encoded separately. For linear predictive filters of order 16 the 3 highest order LSFs 

behave differently from the other LSFs, as exemplified by Figure 3.17. Hence, this leads 

naturally to a (13,3) split VQ scheme. Figure 3.19 shows the PDF of the SD using a (6,7,3) 

split LSF VQ scheme, where the lower frequency 13-component sub-vector is split into two 

further 6- and 7-component sub-vectors in order to reduce the implementational complexity. 

Seven bits, i.e 128 codebook entries were used for each sub-vector. Additionally, a (4,4,4,4) 

split second stage VQ was applied according to Figure 3.18 using five bits, i.e. 32 codebook 

entries for each sub-vector. We refer this scheme as the [(6, 7, 3 ) 7 7 7 ; ( 4 , 4 , 4 , 4 ) 5 5 5 5 ] 41-bit 

regime. 

The lower intra-frame correlation of the higher frequency LSFs imposes a comparatively 
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Figure 3.19: PDF of the SD for the 41-bit split VQ scheme using the 

[(6,7,3)777; (4,4,4,4)5555] two-stage regime of Figure 3.18 (Compare to Figures 3.24 and 

3.27). 

high bit rate requirement on the SVQ in the light of the relatively low energy contained 

in the corresponding speech band (typically less than 1%). Although split VQ schemes are 

attractive in complexity terms and can preserve the LSFs ordering property, they often fail 

to reach the target SD within a low bit rate budget. 

The introduction of Classified Vector Quantization (CVQ) [30] of the LSFs aims to as-

sign the LSF vectors into classes having a particular statistical behavior, in an effort to 

improve the coding efficiency. Specifically, in Figure 3.20 the LSF vectors are classified 

into one of m categories Ci • • • Cm and then a reduced-size codebook Cm, which reflects the 

statistical properties of class m is searched in order to find the best matching codebook 

entry for the unquantized LSF vector. Clearly, this scheme searches a reduced-size code-

book, hence reducing the matching complexity at the cost of a lower quantization precision 

in comparison to a VQ using no pre-classification before quantization. In the context of 

wideband speech LSF quantization, we wish to find a classification of the LSFs, which can 

provide a more efficient representation of the vector to be quantized, than the SVQ of Figure 

3.18. Accordingly, the main issue in classified vector quantization is the design of an accu-
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Figure 3.20: Schematic of the classified VQ 

rate classifier. In this context, we briefly investigate the performance of a voiced/unvoiced 

classifier. 

The problem of voicing detection can be solved by invoking an auto-correlation based 

pitch detector [68], exploiting the waveform similarities between the original speech and 

its pitch-duration shifted version. The highest correlation between these two signals is 

registered, when their displacement corresponds to the pitch. Figure 3.21 shows a low-pass 

filtered speech waveform bandlimited to 900Hz, which was subjected to autocorrelation-

based voicing-strength evaluation and thresholding at a normalised cross-correlation of 0.5, 

in order to generate the binary voiced/unvoiced (V/UV) decisions seen in Figure 3.21. 

Figure 3.22 demonstrates the relevance of this approach, portraying - as an illustrative 

example - the scatter diagrams of the first two LSFs after classification. For both diagrams, 

the unoccupied bottom right corner region manifests the dependency between the LSFs due 

to their ordering property. The first two LSFs, namely LSFl and LSF2 of voiced frames 

at the left of Figure 3.22 are centred around two dominant clusters. One corresponding 

to the low frequency LSF 1 occurrences, where LSF 2 appears near constant. The other 

dominant voiced frame cluster corresponds to speech frames, where LSF 1 and 2 exhibit 

similar values, creating a near-linear cluster along the 'ordering property border' satisfying 

the condition of LSF2 > LSFl. The unvoiced frames at the right of Figure 3.22 appear 

more scattered, although they also exhibit an apparent but less pronounced clustering along 

the ordering property border. 

Voiced and unvoiced LSFs do not necessarily exhibit a totally different statistical behav-

ior in their clusters along the ordering property border in Figure 3.22. However, the typically 

more concentrated clusters of the voiced LSF frames can be usually more accurately vector 

quantized, whereas the somewhat more scattered occurences of the unvoiced frames' LSFs 

are expected to be less amenable to CVQ. Similar scatter diagrams can be obtained also 

for the higher frequency LSFs, although the pronounced difference between voiced and un-
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Figure 3.21: V/UV speech classification using low-pass filtering of the speech to 900Hz and 

auto-correlation based pitch detection. 

voiced frames tends to decrease, as the frequency increases. This is directly related to the 

less pronounced correlation between neighbouring LSFs for the higher frequencies of the 

8kHz range. 

Although our simulations using this CVQ gave better SD results than the previously 

discussed Split VQ, the scheme presents also some shortcomings. Specifically, if the speech 

frame classification is carried out before the LSF quantization, classification errors at the 

voiced/unvoiced speech boundaries increase both the average SD, as well as the num-

ber of outliers associated with SD>4dB. At the decoder, this method has to rely on the 

voiced/unvoiced information extracted from the excitation signal in order to reconstruct the 

LSF coefficients, unless the V/UV mode is explicitly signalled to the decoder. Alternatively, 

if the V/UV classification is processed after LSF quantization, selecting the mode having 
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Figure 3.22: Scatter diagrams of the first two LSFs for WB voiced and unvoiced frames. 

the lower SD, no classification errors occur, although one bit per speech frame is required for 

transmitting the V/UV mode selection. When using the [(6, 7, 8 ) 7 7 7 ; ( 4 , 4 , 4 , 4 ) 5 5 5 5 ] 41-bit 

Split LSF VQ for each mode, an average SD of 1.15 dB is obtained using a mode selec-

tion bit, whereas, an average SD of 1.35 dB is achieved using the pitch-detection based 

classification. 

Additionally, it is difficult to proceed to a joint optimization of both the voiced and 

the unvoiced codebooks, because there are regions of the LSF domain, where both types of 

LSFs can be located. The LSF clusters, which are encountered in both modes, are quantized 

independently by the voiced and the unvoiced codebooks. Hence, the same sub-domain of 

the LSF space is mapped twice by the quantization cells of both modes. This leads to a 

sub-optimal quantization of this area. Let us now consider predictive VQ schemes. 

3.3.5.2 Predictive Vector Quantization 

In this section, our work evolves from considering memoryless vector quantization to more 

efficient vector quantization schemes exploiting the time-domain inter-frame correlation of 

LSFs. According to this approach we typically quantize a sequence of LSF vectors, where 

successive vectors may be statistically dependent. 

Predictive vector quantization (PVQ) constitutes a vector-based extension of traditional 

scalar predictive quantization, where the latter is also often referred to as Differential Pulse 

Code Modulation (DPCM). Its schematic is shown in Figure 3.23. PVQ schemes aim to 
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Figure 3.23: Schematic of a Predictive Vector Quantizer (PVQ). 

exploit the correlation between the current vector and its past values, in order to reduce the 

variation range of the signal to be quantized. Provided that there is sufficient correlation 

between consecutive vectors and the predictor is efiicient, the vector components to be 

quantized are expected to be unpredictable, random noise-like signals, exhibiting a reduced 

dynamic range. Hence, for a given number of codebook entries, PVQ is expected to give a 

lower SD, than non-predictive VQ. 

Auto-Regressive (AR) predictors use recursive reconstruction of the LSFs, hence they 

potentially suffer from the propagation of channel errors over consecutive frames. By con-

trast, a Moving-Average (MA) predictor can typically limit the error propagation to a 

lower number of frames, given by the predictor order. More, however we will restrict our 

experiments to first order AR vector predictors. 

Predictive vector quantization does not necessarily preserve the LSF ordering property. 

This may results in instability of the STP filter, deteriorating the perceptual quality. In 

order to counteract this problem, an LSF rearrangement procedure [25] can be introduced, 

ensuring a minimum distance of 50Hz between neighbouring LSFs. 

Figure 3.24 shows the PDF of the SD using (4,4,4,4)9999 36-bit split vector quantization 

of the prediction error, employing a 9-bit codebook per sub-vector. This quantizer hence 

requires a total of 4.9 = 36 bits per LSF vector. Based on the above experience we conclude 

that our 36-bit Predictive VQ provides a gain of 5 bits per LSF vector in comparison to our 

previous 41-bit memoryless SVQ having a similar complexity. Equivalently, predictive VQ 

generates an average SD gain of approximatively 0.3 dB for a given bit rate. A deficiency of 

this method is its higher sensitivity to channel error propagation, although this problem can 

be mitigated by using MA prediction instead of AR prediction. During our investigations 
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Figure 3.24: PDF of the SD for the 36-bit PVQ scheme (Compare to Figure 3.19 and 3.27). 

we noted that this scheme is sensitive to unpredictable LSF vectors due to rapid speech 

spectral changes, which increase both the average SD as well as the number of SD outliers 

beyond SD=2dB. This problem is addressed in the next section. 

3.3.5.3 Mult imode Vector Quantization 

Our previous classified vector quantization scheme has primarily endeavored to define V/UV 

correlation modes. When we observe these voiced/unvoiced speech transitions in the time 

domain, they result in the rapid changes of the LSF traces seen in Figure 3.17. Several 

methods exist for differentiating between these modes. Switched prediction is widely em-

ployed [25,68]. In this section, we will investigate the separate encoding of the unpredictable 

frames due to rapid spectral changes and that of the highly-correlated frames. This can be 

achieved by the combination of a predictive VQ and a fixed memoryless SVQ, referred to 

as the so-called Safety-Net VQ (SNVQ) scheme [127,240,241]. In this context, we invoke a 

full search using both the predictive VQ and the fixed memoryless SVQ schemes for every 

speech frame, and the better candidate with respect to a mean-squared distortion criterion 

is chosen. 
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Figure 3.25: Schematic of the Safety Net Vector Quantizer (SNVQ) constituted by a 

memoryless- and a predictive VQ. 

The safety-net VQ improves the overall robustness against outliers, which are typically 

due to input LSF vectors having a low correlation with the previous LSF vectors. In 

addition, the safety net VQ allows the PVQ to concentrate on the predictable, highly 

correlated frames. Hence, the variation range of the LSF prediction error is reduced and 

a better resolution LSF prediction error codebook can be designed. The advantage of this 

method is that when the inter-frame correlation cannot be successfully exploited in a PVQ 

scheme, the intra-frame correlation is capitalised on instead. 

Figure 3.25 shows the structure of the SNVQ scheme. The input LSF vector is quantized 

using both predictive- and memoryless quantizers, then both quantized vectors are compared 

to the input value, in order to select the better quantization scheme. The codebook index 

selected is transmitted to the decoder, along with a signalling bit that indicates the selected 

mode. The specific transmitted quantized vector is finally used by the PVQ, in order to 

predict the LSF vector of the next frame. 

The performance difference between the memoryless SVQ and predictive VQ sections 

of the SNVQ suggests the employment of variable bit rate schemes, where the lower per-

formance of the memoryless SVQ can be compensated by using larger a codebook. In our 

experiments below as before a memoryless SVQ codebook of 41 bits was used. Hence, 

the SNVQ is characterized by its average bit rate, depending on the proportion of vec-

tors quantized by the predictive and memoryless VQ, respectively. Eriksson, Linden and 

Skoglung [127] argued that the optimum performance is attained when 50 to 75% of frames 

invoke the PVQ. 
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Figure 3.26: Proportion of frames using PVQ in various SNVQ schemes, employing memo-

ryless SVQs of 36, 41 and 43 bits. 

Figure 3.26 shows the proportion of frames quantized using the 28-, 32- and 36-bit PVQs 

for SNVQ schemes employing 36-, 41- and 43-bit SVQs. We observe in Figure 3.26 that for 

a PVQ codebook size of 28 and 32 bits a relatively low proportion of the LSF vectors was 

quantized using the PVQ and this indicated that its codebook size was too small, failing to 

outperform the memoryless 36-, 41- or 43-bit SVQs. Accordingly, only the 36-bit PVQ was 

deemed suitable. This figure illustrates that if the predictive VQ exhibits a low performance 

compared to the memoryless SVQ, i.e. the proportion of its utilization tends to zero, the 

SNVQ will tend to behave like a simple memoryless SVQ. Alternatively, if the memoryless 

SVQ exhibits a low performance compared to the PVQ, i.e. the proportion of PVQ LSF 

vectors tends to 100%, the SNVQ will tend to behave like a PVQ. 

The individual PVQ and memoryless SVQ schemes employed so far were designed inde-

pendently from each other, hence the resulting scheme is sub-optimal. Furthermore, both 

quantizers were designed without distinction between predictable and unpredictable LSF 

vectors. Hence, their optimization will aim, on one hand, to have the PVQ focusing on 

predictable frames, which generate LSF prediction errors with a low variation range. On 

the other hand, the memoryless SVQ codebook is to be matched to the distribution of the 
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Scheme Avg. SD 

(dB) 

Outliers (%) Scheme Avg. SD 

(dB) ^ 4 d B > 4 d B 

[36,36] SNVQ scheme 

non-optimized L34 7J9 

optimized 1.17 0 

[36,41] SNVQ scheme 

non-optimized L25 4.5 

optimized L09 0.38 0 

Table 3.6: Optimization effects for the [36,36] and [36,41] SNVQ schemes. 

unpredictable LSF vectors in the ^-dimensional LSF space. In order to obtain an optimal 

SNVQ we will proceed as follows: 

1. The original training sequence T is passed through our previously used individual 

sub-optimum codebook based SNVQ, in order to generate the sub-training sequences 

TpvQ and Tsn of vectors, quantized using either the predictive VQ or the memory less 

SVQ, respectively, depending on which generated a lower SD. 

2. Then codebooks for both the PVQ and the memoryless SVQ are designed using the 

sub-training sequences generated above. 

Our results to be highlighted with reference to Table 3.6 show that the optimized PVQ 

results in significant improvements, but only a modest further gain was obtained with the aid 

of the Safety-Net approach, invoking the optimised memoryless SVQ. Clearly, optimization 

is the main issue in SNVQ design, requiring the joint design of both parts of the SNVQ. We 

designed a [36,36]-bit and a [36,41]-bit scheme, where the first bracketed number indicates 

the number of bits assigned to the PVQ, while the second one that of the memoryless SVQ. 

Again, the performance of these schemes is summarised in Table 3.6. In both cases a SD 

gain of about 0.15 dB was obtained upon the joint optimisation of the component VQs, as 

seen in Table 3.6. In addition, the number of outliers between 2 and 4 dB was substantially 

reduced and all the outliers over 4 dB are removed. 

We found that the optimization slightly increased the proportion of frames quantized 

using the PVQ. For our [36,36] SNVQ scheme, this proportion increased from 67% to 

74%. Similarly, for the [36,41] SNVQ scheme constituted by the 36-bit PVQ and 41-bit 

memoryless SVQ respectively, this proportion increased from 50% to 60%. Hence, in case 

of such switched variable bit rate schemes, the optimization tends to reduce the average 

SNVQ bit rate, since the PVQ requires less bits, than the memoryless SVQ. 
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Figure 3.27: PDF of the SD for the [36,41] bit SNVQ scheme (Compare to Figure 3.19 and 

3.24). 

Figure 3.27 shows the PDF of the SD for the [36,41] SNVQ scheme, indicating a sig-

nificant SD PDF enhancement compared to both the memoryless SVQ and the PVQ. In 

addition, this system improves the robustness against channel errors, since the propagation 

of bit errors was limited due to the low number of consecutive employment of the PVQ. 

Clearly, the SNVQ enabled an efficient exploitation of both the inter-frame correlation and 

the intra-frame correlation of LSF vectors. Its main deficiency is the increased complexity 

of the codebook search procedure, requiring twice as many comparisons as the memoryless 

SVQ or the PVQ. 

3.3.5.4 Simulation Results 

In our investigations, training and testing of the vector quantization schemes was performed 

using wideband speech files from the TIMIT database [248]. An LPC analysis of order 

p = W was performed every 10 ms, using a 15 ms Hamming analysis window. A 30 Hz 

bandwidth expansion was applied to each pole of the LPC coefficient vector. A training set of 

14000 LSF vectors was generated from speech files recorded from American male and female 

speakers. However, for the sake of reduced computing time, our codebook computations 
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Scheme No. of 

Bits 

Avg. SD 

(dB) 

Outliers (%) Scheme No. of 

Bits 

Avg. SD 

(dB) &4dB > 4 d B 

PVQ 40 1.09 4.24 0 

SNVQ 38 L09 0.38 0 

Table 3.7: Transparent quantization schemes. 

using the Generalized Max Lloyd algorithm [30], were usually processed using 7000 LSF 

vectors. In addition, a test set of 778 LSF vectors was used for the evaluation of the resulting 

perceptual quality. 

Figure 3.28 summarizes the performance of the split memoryless SVQ, the PVQ and the 

SNVQ. As observed in the figure, the SD results for the memoryless SVQ are more modest 

and in general a better performance was obtained by using the predictive quantization 

schemes. This figure illustrates a difference of 4 or 5 bits between the memoryless SVQ 

and the PVQ for the same SD. The three SD curves corresponding to the SNVQ schemes 

using 28-, 32- and 36-bit PVQs in conjunction with various associated memoryless SVQ 

configurations are also shown in Figure 3.28. For the SNVQ using 28- and 32-bit PVQs, 

the lines crossing the PVQ performance curve drawn using a solid line indicate that at this 

stage the PVQ starts to attain a better performance, than the SNVQ for the equivalent bit 

rate. Hence, in this scenario there is no benefit from employing SNVQ schemes using 28-

and 32-bit PVQs beyond this cross-over point. A consistent SD gain in comparison to the 

PVQ is only ensured for the SNVQ using the 36-bit PVQ. In this case a 2-bit reduction in 

the number of required coding bits was obtained. Informal listening tests have shown that 

the best perceptual performance was obtained by employing the [36,41] SNVQ scheme. 

Table 3.7 details the characteristics of two high-quality quantization schemes. The first 

configuration utilised a (4,4,4,4)io,io,io,io PVQ scheme employing 4 10= 40 bits and the 

second scheme used a [36,41] SNVQ arrangement with an average of 38 bits. Although both 

schemes have a similar average SD, the SNVQ provides a large reduction in the number of 

SD outliers between 2 and 4 dB, which have a significant effect on the perceptual speech 

quality. A high speech quality was also obtained for the [36,36] fixed bit rate SNVQ, as 

shown in Table 3.6. 

The [36,41] SNVQ arrangement which gives the best performance has been integrated 

into our full-band codec and its performance is shown in Table 3.4. By comparing with 

the scalar quantizer schemes, the average 38-bit SNVQ scheme outperforms both 64- and 

80-bit SQ schemes with a large reduction in the number of outliers within 2—>4dB with 

0.87 percent. The average SD of 0.70 dB is obtained, compared to the value of 1.09 dB 
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Figure 3.28: Average SD of the various vector quantizers considered in this study 

in Table 3.7 due to the process of LSF interpolation. In this case, the LSF values in the 

first subframe are obtained by interpolating the values from the previous subframe and 

the current LSF values. The second subframe will employ the current LSF values. This 

effectively minimise large changes in the LSF values from one frame to the next. Hence an 

improved SD performance is obtained which is also exemplified in Figure 3.16. 

We will be using the [36,41] SNVQ scheme throughout our investigation into the full-

band codec. 

3.4 Effect of Channel Er ro rs 

In this section, we study the performance of the various LSF vector quantizers in the 

presence of channel errors. We first measured the bit sensitivity of the 41-bit SVQ and 36-

bit PVQ schemes, which were employed in the SNVQ[36,41] arrangement. An often used 

approach to evaluating the bit sensitivity is to invert a given bit in every speech frame and 
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Figure 3.29: The SD degradations due to 100% Bit Error Rate in the (a) 41-bit SVQ and 

(b) 36-bit PVQ schemes. 

measure the associated SD degradation inflicted. The error sensitivity of various bits for 

the 41-bit and 36-bit PVQ schemes are shown in Figure 3.29. Specifically, in the 41-bit 

SVQ scheme, 7 bits were used to quantize the 6-, 7- and 3-component subvectors, and their 

respective bit sensitivity is shown at bit indices 1-21 in Figure 3.29(a). Additionally, a 

(4,4,4,4)-split second stage VQ was applied for further quantizing the quantization error 

due to the first-stage, using five bits for each sub-vector. This was plotted at bit indices 

21-42 in Figure 3.29(a), which exhibit a lower SD degradation compared to bit indices 1-20. 

This is due to the higher bit sensitivity of those bits at the first stage, where the LSF 

subvectors were quantized, while at the second stage, the quantization error from the first 

stage - which is more noise-like - will be less sensitive to channel errors. For the 40-bit PVQ 

shown in Figure 3.29(b), almost all the bits exhibit similar SD degradation. 

Using the method described above for quantifying the error sensitivity of various bits 

does not illustrate clearly the error propagation properties of difi'erent bits. In order to 
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Figure 3.30: The SD degradation propagation effects for Bit 3 of 41-bit SVQ and 36-bit 

PVQ schemes, respectively. 

obtain a better picture of the error propagation effects, we employed another error sensitivity 

measure, where for each bit we find the average SD degradation due to a single bit error both 

in the frame in which the error occurs and in consecutive frames. These effects are shown in 

Figure 3.30 for bit index 3 of the 41-bit SVQ and 36-bit PVQ schemes, respectively. It can 

be observed that although the SVQ scheme exhibits a higher SD in Frame 1, the bit errors 

do not propagate over consecutive frames. By contrast. Bit 3 of the PVQ scheme in Figure 

3.30 shows some error propagation effects due to the employment of the AR predictor, which 

uses recursive reconstruction of the LSFs. 

In Table 3.8, we compare a 38-bit SNVQ with a 36-bit PVQ and 41-bit SVQ, using the 

SD measure for various bit error rates (BER). It can be observed that the Memoryless SVQ, 

which showed the best SD performance with increasing BERs. Note that the performance 

degrades further for the PVQ scheme, when the BER is increased, compared to the SNVQ 

and SVQ schemes. In the forthcoming section we provide a brief subjective evaluation of 
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BER (%) 38-bit SNVQ 36-bit PVQ 41-bit SVQ 

0 1.09 1.45 1.46 

0.1 1.34 1.68 1.56 

0.5 1.89 2.45 1.92 

1 2.56 3 j # 2.41 

2 3.56 4.21 &17 

5 5.38 5.81 4^1 

Table 3.8: SD comparisons of the 38-bit SNVQ, 36-bit PVQ and 41-bit SVQ for different 

Bit Error Rates (BER). 
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Figure 3.31: Evaluation of the perceptual speech quality after applying LSF vector quanti-

zation 

our previous schemes. 

3.5 Subject ive Evaluat ion 

Informal listening tests were conducted, in order to verify the objective results obtained in 

the previous section. In the test, the 38-bit SNVQ[36,41] scheme was compared to the 41-bit 

Memoryless SVQ benchmarker. The quantizers were compared both for noiseless conditions 

and for a BER of 1%. We used the model shown in Figure 3.31 to evaluate the perceptual 

speech quality after applying LSF vector quantization. The prediction residual was formed 

by filtering the speech signal using the unquantized prediction filter coefficients, and the 

reconstructed speech was generated by exciting the synthesis filter suing the quantized LSFs 

with the undistorted residual. In this way, the effects of LSF quantization can be studied 

separately from the encoding of the residual. 

For the sake of completeness, we also evaluated the subjective performance of the vector 
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Speech Material A Speech Material B 

Preference 

Speech Material A Speech Material B A(%) B(%) Neither (%) 

SNVQ[36,41] 

BER 0% - UQR 

41-bit SVQ 

BER 0% - UQR 

7&0 0.0 2&0 

SNVQ[36,41] 

BBR 1% - UQR 

41-bit SVQ 

BER 1% - UQR 

55^ lOLO 3&0 

SNVQ[36,41] 

BBR 0% - QR 

41.bit SVQ 

BER 0% - QR 

50^ 30^ 2&0 

SNVQ[36,41] 

BER1%- QR 

41-bit SVQ 

BBR 1% - QR 

25.0 15.0 6&0 

Table 3.9: Details of the listening tests conducted using the pairwise comparison method, 

where the listeners were asked to indicate their preference between two speech files coded 

using the SNVQ[36,41] or the 41-bit SVQ schemes. UQR denotes using the unquantized 

residual, while QR means using the quantized residual by the ACELP codec. 

quantizers in conjunction with a wideband ACELP codec. In the ACELP codec, we per-

formed the LPC analysis every 10 ms and the pitch analysis for every subframe of 5 ms, in 

the form of an adaptive codebook. The adaptive codebook index and gain were quantized 

using 8 bits and 5 bits, respectively. In every 5ms subframe, the process of fixed codebook 

search procedure was applied twice on the basis of two 2.5ms segments, which was found to 

reduce the complexity significantly without degrading the performance of the codec [217]. 

A 20-bit algebraic codebook was employed, which consists of 15 bits encoding the five exci-

tation pulse positions and an additional 5 bits dedicated to encoding the sign of each pulse. 

Thus the bit rate used for the quantization of LSFs employing the SNVQ[36,41] scheme was 

3.8 kbit/s, and that used for the quantization of the adaptive- and fixed-codebook param-

eters was 12.2 kbit/s. This gave a total bit rate of 15.5 kbit/s. The bit allocation of this 

fullband codec is shown in Table 3.13. 

Subjective evaluation of the reconstructed speech quality was carried out here through 

pairwise comparison tests using 10 listeners. Eight sentences spoken by four males and four 

females were used for the evaluation. The sentences were compared pairwise, including some 

comparisons with the original uncoded sentences. All possible A-B pairs were presented to 

the assessors in a randomized order. The listeners' task was to indicate their preference 

concerning either one or the other of the coded versions, or to indicate no preference. 

Our results accruing from these informal tests are shown in Table 3.9. The listening tests 

revealed that under perfect channel conditions, using the unquantized residual (UQR), the 



SNVQ was preferred to the 41-bit SVQ scheme in 75% of the comparisons. For a channel 

exhibiting 1% BER, 55% of the listeners favoured the SNVQ[36,41] scheme as shown in 

Table 3.9. In the case of using the quantized residual (QR) in the above ACELP codec 

under perfect channel conditions, the SNVQ[36,41] scheme still outperformed the 41-bit 

SVQ benchmarker, although at a BER of 1% its subjective superiority eroded. 

3.5.1 Perceptual Weighting Filter 

The perceptual weighting filter W{z) used during the weighted error minimization process, 

as shown in Figure 3.13, has a transfer function of the form 

0 < 7 2 < 7 i < l (&11) 

with A{z) being the LPC analysis filter, using unquantized LPC filter coefficients. Different 

sets of weighting factors { 7 1 , 7 2 } were tested during the adaptive and fixed codebook search. 

It was found that a better performance was obtained, when different weighting factors were 

applied during the adaptive and fixed codebook search, rather than using a fixed weighting 

factor. Specifically, during the adaptive codebook search the weighting factors of {0.984, 

0.4} were used, while in the fixed codebook search the values of {1.0, 0.56} were employed. 

The perceptual weighting filter is updated every 5 ms, using a linear interpolation be-

tween the actual unquantized filter coefficients of the first subframe and the unquantized 

filter coefficients of the previous frame. During the second subframe the actual unquantized 

coefficients are used. 

3.5.2 Pitch Analysis 

For every subframe of 5 ms, a long-term prediction is carried out in a combination of open-

loop and closed-loop analysis [25]. For each 10 ms speech frame, first an open-loop pitch 

estimate is calculated using a weighted correlation measure in order to avoid the multiples of 

the pitch period. In the first 5 ms subframe a focused closed-loop adaptive codebook search 

is performed around the open pitch estimate Tq/, and in the second subframe a restricted 

search is performed around the pitch lag of the closed-loop analysis of the first subframe. 

The pitch gain is non-uniformly scalar quantized with 4 bits. 

3.5.3 Fixed Codebook 

A fixed codebook search procedure was applied for every 2.5 ms, i.e. twice in every sub-

frame of 5ms. As mentioned earlier, an algebraic codebook structure was used in the fixed 
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Pulse Sign Positions 

SQ: ±1 mi: 1,6,11,16,21,26,31,36 

h Si: ±1 ^2: 2,7,12,17,22,27,32,37 

S2'- ± 1 mg: 3,8,13,18,23,28,33,38 

h 53: mo: 4,9,14,19,24,29,34,39 

Table 3.10; Structure of the 16-bit fixed ACELP codebook. 

codebook. The algebraic excitations were derived using the classic ACELP model based on 

the Interleaved Single-Pulse Permutation (ISPP) design [118], where an excitation vector 

consists of a few non-zero pulses having predefined interleaved sets of positions. The amph-

tudes of the pulses are fixed to -hi or -1. Each pulse has a set of legitimate positions distinct 

from the positions of the other pulses. In essence, each excitation vector is identified by the 

specific positions of its non-zero pulses located at the legitimate interleaved grid positions. 

Initially, we used the 16-bit ACELP fixed codebook structure (Codec A) shown in Table 

3.10. In this algebraic structure, each excitation has only 4 non-zero pulses with amplitudes 

of either 4-1 or -1, as shown graphically in Table 3.10. Each pulse can assume one of eight 

legitimate positions. Hence each pulse position is encoded using 3 bits, while each pulse 

amplitude is encoded with the aid of 1 bit. This requires a total of 16 bits for the encoding 

the 4 pulses. 

Due to the structured nature of the algebraic codebook, it facilitates the employment of a 

fast search procedure, hence reduce the computational complexity of the codebook search. 

Additionally, a focused search approach is used for further reducing the computational 

complexity. This is achieved by applying a threshold for controlling how large a fraction of 

the codebook is searched. This threshold-controlled search was applied within the fourth 

encapsulated ACELP search loop, where the fourth pulse position was optimized. The 

fourth loop is only entered, if the weighted error associated with the third ACELP loop is 

higher than the preset threshold. 

Using a threshold value for limiting the number of search loops was justified by Salami 

et al. [213], since there is only a small number of codewords that will stand a chance of 

becoming the best excitation, when entering the 4th ACELP loop, unless the weighted 

error associated with the first three loops was excessive. Hence, if the search algorithm 

confines the search to those codewords that are close or similar to the best excitation, then 

the search complexity will be substanciaHy reduced. The rationale behind the application 

of the focused search in conjunction with the algebraic codebook becomes apparent, when 

searching through large codebooks having over a million entries. The fixed codebook gain 
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Pulse Sign Positions 

io 30= mo: 0,5,10,15,20,25,30,35 

h Si: ± 1 mi: 1,6,11,16,21,26,31,36 

n 52: ± 1 ^2: 2,7,12,17,22,27,32,37 

h S3: ±1 7713: 3,8,13,18,23,28,33,38 

H S 4 : ± 1 ^4: 4,9,14,19,24,29,34,39 

Table 3.11: Structure of the 20-bit fixed ACELP codebook. 

Codec Algebraic Codebook Segmental SNR (dB) Complexity (MFLOPs) 

A 16-bit (Full Search) 8.28 1&3 

B 20-bit (Full Search) 10.02 160 

C 20-bit 9.84 1&75 

(Focused Search - 1 threshold) 

D 2&bk 9.76 4.6 

(Focused Search - 2 thresholds) 

Table 3.12: Performance of the fullband ACELP codec using difi'erent fixed codebooks and 

search strategies. 

is non-uniformly scalar quantized using 4 bits. 

In another codec version, referred to as Codec B, we used a 20-bit fixed codebook, with 

the aim of comparing its performance to that of the 16-bit codebook based version. Here, 

an innovation vector contains 5 non-zero pulses, as shown in Table 3.11. Each pulse has 8 

possible positions. Therefore the pulse positions are encoded for each pulse with the aid 

of 3 bits. Furthermore, each pulse has an amplitude of either -|-1 or -1 and it is encoded 

using 1 bit, resulting in a total of 20 bits per 2.5 ms for the 5 pulses. The focused search 

strategy was invoked again. Here, in a further effort to improve the coding performance 

we investigated Codec C, which invoked a preset threshold applied before the fifth pulse 

position was optimized, while Codec D applied two thresholds, one before the fourth loop 

and the other before the entry into the fifth loop dedicated to identifying the fifth pulse 

position, as shown in Table 3.12. 

The performance and complexity of the various fixed codebook schemes is characterized 

in Table 3.12. From the table, it can be observed that the codec using the 20-bit fixed 

codebook performed better than the 16-bit fixed codebook, having an approximately 1.8 

dB higher Segmental SNR. Although employing the 20-bit algebraic codebook increases the 
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Lower Subband 

Parameter Subframe 1 Subframe 2 Total bits per 10 ms frame 

Line Spectrum Pairs 38 

Adaptive Codebook Delay 8 5 13 

Adaptive Codebook Gain 4 4 8 

Fixed Codebook Index 15x2 15x2 60 

Fixed Codebook Sign ( Ix5 )x2 (Ix5)x2 20 

Fixed Codebook Gain 4x2 4x2 16 

Total 155 

Bit Rate 15.5 kbit/s 

Table 3.13: Bit allocation for the 15.5 kbit/8 Forward-Adaptive Fullband ACELP codec. 

complexity of the codec in comparison to the 16-bit codebook, it gives a significant improve-

ment in the performance of the codec. With the employment of the focused search strategy, 

the codec's complexity has been dramatically reduced, guaranteering a performance almost 

equivalent to that of the full search. There was a modest Segmental SNR degradation of 0.2 

dB due to applying the focused search approach in comparison to the full search method, 

as seen in Table 3.12 by comparing Codec B and C. 

Also shown in Table 3.12 are the estimated implementational complexities of the various 

fixed codebook schemes, expressed in terms of Millions of Floating Point Operations Per 

Second (MFLOPs). When using full search, the 20-bit codebook increases the complexity 

by almost a factor of ten compared to the 16-bit codebook. By utilising the focused search 

strategy, the complexity can be reduced immensely, as demonstrated by Codec C in com-

parison to Codec B, where we observe a complexity reduction from 160 MFLOPs to 16.75 

MFLOPs. In this case. Codec C employs only one threshold, namely before the entry into 

the fifth ACELP search loop. The complexity can be lowered further, when two thresholds 

are applied as demonstrated by Codec D, which reduces the complexity to 4.6 MFLOPs. 

In view of these results, taking into consideration the trade-offs between performance and 

complexity, we advocated Scheme D in our final full-band codec design. 

Table 3.13 shows the bit allocation of our fullband ACELP wideband codec based on 

Scheme D. We used a frame size of 10 ms, which is equivalent to 160 samples. The [36,41] 

SNVQ scheme as detailed in Section 3.3.5 was employed for quantizing the LSFs, which 

contributes an average of 38 bits per 10 ms. This constitutes about 25 percent of the total 

bit rate budget of 15.5 kbit/s. Pitch analysis is applied for every subframe of 5 ms duration, 

using the adaptive codebook format. A total of 13 bits are used for encoding the adaptive 



codebook delay, where 8 bits were assigned for encoding the first subframe delay, while 

the relative pitch delay of the second subframe was encoded using 5 bits. The adaptive 

codebook gain was non-uniformly quantized with the aid of 4 bits. In every 5 ms subframe, 

the fixed codebook search procedure was applied twice, which was found beneficial in terms 

of reducing the complexity significantly without degrading the subjective performance of 

the codec. A 20-bit algebraic codebook was used in conjunction with the focused search 

strategy for reducing the computational complexity. As shown in Table 3.13, the 20-bit 

codebook address consists of 15 bits dedicated to encoding the five ACELP pulse positions 

and an additional 5 bits researved for encoding the sign of each pulse. Two thresholds, 

namely one before the fourth loop and the other before the entry into the fifth loop are 

applied for the fixed codebook search. The fixed ACELP codebook gain was also quantized 

non-uniformly with the aid of 4 bits. This gives a total of 155 bits per 10 ms frame, which 

corresponds to a bit rate of 15.5 kbit/s. 

3.6 S u m m a r y and Conclusions 

In this chapter we investigated various forward adaptive wideband speech coding techniques. 

Forward adaptive codecs typically result in a higher encoding delay than backward adaptive 

schemes. Section 3.2 investigated the subband-split technique, which offers the advantage of 

treating the high-frequency, low-energy subband separately. Although the high-frequency 

upper subband is important in terms of maintaining an improved intelligibility and natu-

ralness, it only contains a small fraction of the speech signal's energy and therefore its bit 

rate contribution has to be limited appropriately. We utilised a forward adaptive approach, 

similar to that of the G.729 codec structure, for encoding the lower subband signal at a 

bit rate of 8 kbit/s. The upper subband signal was generated by passing an appropriately 

scaled Gaussian noise excitation through LPC synthesis filtering, in order to fimit the up-

per subband's bit rate to 2.3 kbit/s, for the sake of attaining a total codec bit rate of 10.3 

kbit/s. The bit allocation scheme of this subband-split codec was summarized in Table 3.2. 

In Section 3.3, we employed a fullband coding technique based on the algebraic codebook 

structure, in order to design a wideband codec, which gives good speech quality at a bit 

rate of 15.5 kbit/s. The problem of high codebook search complexity was mitigated by 

employing a focussed search strategy, where the percentage of the codebook search was 

controlled by using a threshold factor without seriously affecting the speech quality. In 

Section 3.3.4, the performance of employing difi'erent LSF scalar quantization schemes was 

investigated, while in Section 3.3.5 we studied wideband LSF vector quantization, which 

offers a superior performance and a reduced bit rate, compared to the lower-complexity 
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scalar quantization method. 

Specifically, in Section 3.3.5 we have comparatively studied various wideband predictive 

and memoryless LSF vector quantizers. In the context of memoryless vector quantization as 

detailed in Section 3.3.5.1, a [(6, 7, 3)777; ( 4 , 4 , 4 , 4 ) 5 5 5 5 ] 41-bit multi-stage split vector quan-

tizer was designed. This method enabled a simple implementation. In order to improve 

the performance of this memoryless scheme, we introduced V/UV classification in Section 

3.3.5.1. This approach gave about 0.2 dB SD improvement, but increased the complex-

ity. Nonetheless, both of these sub-optimum approaches maintained a low computational 

complexity, as well as a high error resilience. 

In the context of the 41-bit predictive vector quantization scheme of Section 3.3.5.2, a 

SD quality enhancement was achieved compared to the various memoryless schemes. Specif-

ically, the number of LSF quantization bits was reduced to 36, while maintaining a similar 

average SD as that of the memoryless schemes. The associated SD PDFs were portrayed in 

Figures 3.19, 3.24 and 3.27, while their salient features were summarised in Tables 3.6 and 

3.7. Unfortunately, the bit error sensitivity of the LSF quantizer increased due to the asso-

ciated potential error propagation. Finally, in Section 3.3.5.3, we combined the memoryless-

and the predictive approaches in a SNVQ scheme. Even though the SNVQ scheme increased 

the complexity, it significantly improved the SD performance and mitigated the propaga-

tion of channel errors. The performance of these spectral quantizers designed for wideband 

speech coding was characterized in [163]. 



Chapte r 4 

Backward Adaptive Wideband 

Speech Coding 

In this chapter, our work moves on from the forward adaptive ACELP codecs described 

earlier in Chapter 3 to higher rate, low-delay codecs. The importance of the delay and 

methods of low delay wideband coding will be discussed in the next section. We will base 

our work on the narrowband 16 kbit/s G.728 Low Delay CELP (LD-CELP) codec [22,156], 

extending it with the aim of producing a low delay, variable rate wideband speech codec 

operating in the bit rate range of 8 to 24 kbit/s. We also studied a low delay wideband 

codec utilising the algebraic CELP (ACELP) technique, which will be outlined in Section 

4.1 In t roduc t ion 

The AbS-based encoding of speech is inevitably associated with coding delay. The delay 

is one of a number of important attributes of a speech codec, besides speech quality, bit 

rate, complexity and error resilience. It has been shown that a delay of 300 ms or more [69] 

seriously hampers two-way conversations and will be particularly objectionable to users. 

In wireless communications, normally a total delay budget is shared between speech and 

channel coding. In this situation, if the delay of the speech codec is reduced, then the 

channel codec can afford a higher delay, in order to perform more efficient bit interleaving. 

This will render the bit errors less bursty and hence improves the system's performance. 

In a speech codec, the one-way encoding delay is defined as the time from the instant, 

when a sample arrives at the input of the encoder to the moment, when the corresponding 

111 
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sample is produced at the output of the decoder. The speech codec's delay is defined under 

the assumption that the bitstream produced by the encoder is fed directly to the decoder. 

This definition implied that the delay is only dependent on the speech codec, but not on 

the distance over which communication takes place or on the transceiver equipment. This 

one-way delay consists of three main parts [22]. The first is the algorithmic buffering delay 

of the codec. This occurs, since the encoder operates on frames of speech, hence it must 

buffer a frame-length duration of speech samples, before it can commence encoding. The 

second component of the overall delay is the processing delay. Speech codecs typically 

operate in 'just' real time, and hence it takes almost one frame length of time to process 

the buffered samples. Finally, there is an associated bit transmission delay. This is the time 

required to transmit the compressed bits, which correspond to one frame of speech, across 

the communication channel. This manifests itself in a block-based speech decoder, which 

has to buffer a number of bits of a given speech frame, before it can commence decoding the 

speech samples of that frame. If the encoder is linked to the decoder by a channel operating 

at a rate equal to the bit rate of the codec, then there will be a further delay imposed by 

the codec's frame length, while the decoder waits to receive all the bits representing the 

current frame. 

Research into low delay coding techniques intensified during the ITU-T standardization 

process of the G.728 low delay speech codec operating at 16 kbit/s, which resulted in the 

adoption of the codec proposed by Chen et al. [22,156]. G.728 utilises a backward adaptive 

coding technique, where the information of the synthesis filter is not transmitted, but is 

generated from the reconstructed speech samples at the decoder. There has also been 

research dedicated to the area of low delay wideband coding, in parallel to the current 

Mode A wideband speech coding standardization process, which aims for a low coding 

delay with the frame size limited to 10 ms. Ordentlich and Shoham presented a 32 kbit/s 

wideband LD-CELP codec [222], which was similar to the narrowband G.728 16 kbit/s codec 

[156]. This 32 kbit/s wideband LD-CELP codec did not have a pitch predictor and used a 

backward adaptive LPC predictor order of 32. The perceptual weighting filter was modified 

for wideband speech, with a second-order all-pole filter section cascaded to the usual pole-

zero weighting filter. The speech quality of this codec was comparable to that of the ITU-T 

64 kbit/s G.722 wideband speech coding standard, and this was achieved at a one-way 

coding delay of less than 1 ms. Paulus et al. [223] described a 24 kbit/s low delay wideband 

CELP codec having a frame size of 10 ms and forward adaptive LPC and pitch predictors. 

Sanchez et al. [214] reported on 32 and 24 kbit/s low delay wideband codecs having a 

frame size of 3 ms and backward adaptive LPC and pitch predictors. The quantization 

of the prediction residual was carried out in the frequency domain. Wuppermann and de 
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Bont [224] studied a low delay IIR non-uniform band width filterbank and used it in a 32 

kbit/s wideband codec having a coding delay of 7.8 ms. Kondoz et al. [211], as discussed 

earlier in Section 3.2.1 utilised a split-band approach as well as the backward adaptive 

technique in order to achieve a low delay of 8.5 ms. 

It is noted that when the LPC coefficients describing the synthesis filter are not trans-

mitted, but are generated from the reconstructed speech samples at the decoder, this will 

introduce two types of imperfections, namely noise feedback and time mismatch, which 

were discussed by Woodard in [194]. These two effects can seriously degrade the speech 

quality of backward adaptive codecs. Briefly, noise feedback occurs due to the nature of 

a backward adaptive codec where the filter coefficients are derived from the reconstructed 

signal. This means that there will be a perpetual feedback of quantization noise into the 

LPC analysis, which degrades the accuracy of the coefficients produced. Time mismatch 

between the current speech frame and that from which the filter coefficients were generated 

also produces a degrading effect as regards to the speech quality. This is because we are 

only capable of generating the LPC coefficients from the previous reconstructed frame. This 

is in contrast to a forward adaptive scheme whereby the filter coefficients for the present 

frame are derived from the current input speech signal. Nevertheless, the reduction in the 

number of bits transmitted is substantial, when no LPC coefficients are conveyed to the 

decoder, which resulted in the capability of using a reduced frame size, hence incurring 

only a small delay. 

Besides the degrading effects of noise feedback and time mismatch in a backward adap-

tive codec, another challenge in wideband speech coding is the noise-like, high frequency 

components, which have to be taken into consideration, in order to produce a high qual-

ity speech codec. These combined effects may degrade the speech quality substantially, 

producing a noisy reconstructed signal. It is certainly viable and attractive to split the 

wideband speech signal into sub-bands, as proposed by Kondoz et al. in [211], so that the 

less predictable high-frequency, low-energy speech band can be treated separately, with its 

bit rate contribution limited appropriately. This implies that more bits can be allocated to 

the low-frequency speech band, where the majority of the energy resides. 

In the next section, a low-delay wideband speech codec, which followed closely the 

principles of the G.728 narrowband standard codec will be described. 
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Figure 4.1: The low-delay CELP codec. 

4.2 A Low-Delay Backward Adapt ive Wideband C E L P Codec 

We commenced our investigations into low delay wideband coding by employing the general 

principles as described in the G.728 standard [156]. Essentially, the codec employs backward 

adaptive LPC analysis. Again, this implies that the synthesis filter coefficients are derived 

from the previous quantized and locally decoded signal, rather than by analysing present 

and future speech samples. These past quantized signals are available at both the encoder 

and decoder. Hence, no side information concerning the LPC coefficients needs to be 

transmitted. The general structure of a low-delay CELP codec, which is the similar structure 

used in the G.728 codec [156], is shown in Figure 4.1. Here, besides employing backward 

adaptive LPC analysis, an excitation codebook, which consists of a shape codebook and 

a gain codebook, is applied in conjunction with backward gain adaptation [249]. More 

specifically, the decomposition of the excitation codebook [22] into the product of a shape 

codebook and a gain codebook aims for reducing the complexity of the codebook search 

for the sake of facilitating real-time implementations. Furthermore, gain adaptation [249] 

is used for enhancing the codec's performance by adjusting the amplitude of the excitation 

codevectors according to the associated time-variant input power level. This gain adaptation 

process is rendered backward adaptive in order for achieving a low coding delay. Hence, no 

bits are required by the gain predictor, which will employ previous excitation vectors at the 

decoder. 

As shown in Figure 4.1, the reconstructed speech s(n) is obtained by filtering the excita-

tion signal u{n) through the LPC synthesis filter. The difference between the input speech 



vector s{n) and the reconstructed speech vector s{n) is filtered by the perceptual weighting 

filter, and the mean-square error of the resulting vector e(n) is calculated. The encoder 

repeats this process for all candidate excitation codevectors and selects the one that min-

imizes the perceptually weighted mean-square error. This is referred to as the closed-loop 

analysis-by-synthesis approach, where the shape- and gain-codebook indices are obtained 

by minimising the weighted mean-square error between the reconstructed speech s{n) and 

the input speech s(n). In effect, the backward gain adaptation responds to the changing 

energy level of the input speech signal, while the LPC synthesis filter models the human 

vocal tract. 

In G.728, the codec uses an excitation vector of 5 samples. The encoder produces a 10-

bit codeword for every block of 5 samples and transmits it to the decoder. In this case, the 

algorithmic delay is 5 samples, which is equivalent to 0.625 ms. This meets the requirement 

of the ITU-T's delay objective of 2 ms. With 10 bits used for encoding 5 samples consisting 

of a 7-bit excitation codebook and a 3-bit gain quantizer, we have a bit rate of 2 bits 

per sample, or 16 kbit/s at the sampling rate of 8 kHz. In G.728, all transmitted bits 

are used for encoding the excitation signal. No bits are used for specifying the gain and 

the LPC coefficient since they are both backward predicted, using the previous quantized 

information, which is also made available at the decoder. 

Various parts of the wideband codec, based on the G.728 codec mentioned above will 

be described in more details in the next few sections. Firstly, let us however consider the 

backward adaptive nature of the LPC synthesis filter. 

4.2.1 The Backward Adaptive LPC Synthesis Filter 

The key to achieving a low delay is to employ backward adaptation of the LPC synthesis 

filter. In conventional forward adaptive CELP codecs the LPC buffering delay is the main 

reason for the associated high coding delay. In forward adaptive LPC analysis, the typical 

frame size is 20 ms. The frame is typically divided into smaller subframes for the sake of 

reduced-complexity processing. In addition, the LPC analysis window is typically 25 ms 

long and it is centered on the last subframe, in order to facilitate interpolation of the LPC 

parameters. This results in an algorithmic buffering delay of about 30 ms. The advantage of 

the forward adaptive approach is that it achieves a better performance, than the backward 

adaptive method at a low encoding rate, because the LPC coeScients are based on the 

unquantized signal, and because there is no time-lag in the prediction process. However, 

the main drawback is that the buffering of samples increases the coding delay significantly. 

By contrast, applying backward adaptive LPC analysis does not incur any buffering delay. 
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Filter order p A Prediction Gain (dB) A Segmental SNR (dB) 

10 0.00 0.00 

20 0.37 0.41 

30 0.54 OjW 

40 0.46 0.56 

50 0.44 0.56 

75 0.46 0.57 

100 0.40 0.49 

Table 4.1: Relative performance improvement of the synthesis filter as p is increased. 

It has the advantage of potentially reducing the codec's frame length and delay. The only 

source of buffering delay will accrue from the vector quantization of the excitation. We note 

the trade off however that this backward adaptation will become unreliable if the bit rate is 

too low, because the adaptation will be based on the noise-contaminated quantized signal. 

An important question that arises, is the order of the synthesis filter. We investigated 

this issue and the associated simulation results are shown in Table 4.1. The performance 

of the synthesis filter, in terms of its prediction gain and the Segmental SNR achieved, is 

shown against the filter order p in Figure 4.2 for a single sentence uttered by a male subject. 

In Table 4.1, the performance improvement obtained, whenp is increased above 10 is shown. 

It can be seen that there is a significant performance gain due to increasing the filter order 

from 10 to 30, but little additional gain is achieved, as p is further increased. The penalty 

of employing a high filter order is the increase in the codec's complexity. This trade off has 

to be considered, in order to obtain an attractive codec. 

As a good compromise, a filter order of 30 was chosen to be used in the backward 

adaptive wideband codec. In the case of the narrowband standard G.728 codec, a filter order 

of 50 was used instead, where this high-order filter was capable of introducing both long-

term as well as short-term correlations into the reconstructed speech signal [156]. Further 

investigations are required for determining whether long term prediction would provide a 

better performance for the codec. This issue will be discussed in Section 4.2.6. 

The synthesis filter coefficients are updated every fourth excitation vector, or 20 samples, 

on the basis of the previous reconstructed speech signal s{n). A hybrid recursive window [22] 

is used to window s{n) and find its autocorrelation values R{n). The optimum set of filter 

coefficients a{k) is computed by using the Levinson-Durbin algorithm [161] in order to solve 
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Figure 4.2: Performance of the synthesis filter in a backward adaptive wideband codec. 

the following set of equations; 

30 

= /or 2 = 1,2, ...,30. (4.1) 
k=l 

Finally, bandwidth expansion is applied, in order to enhance the robustness of the 

codec against channel errors [69] . The bandwidth expansion operation replaces each filter 

coefficient by where a is a constant slightly less than unity. Effectively, the 

bandwidth expansion operation shortens the impulse response of the LPC synthesis filter 

and improves the robustness of the codec against channel errors. This is because the 

excitation corrupted by channel errors is filtered by the LPC synthesis filter, and a shorter 

impulse response limits the propagation of channel error effects to a shorter duration. A 

30 Hz bandwidth expansion was found to give the best perceptual performance and will be 

used throughout the investigations. 

In the next section, the process of backward gain adaptation and its performance are 

described. 

4.2.2 Backward Oriented Gain Adaptation 

As shown in Figure 4.1, the quantized excitation signal is scaled by a gain term, 

which is determined in a backward adaptive fashion. The application of backward oriented 

gain adaptation has been found to improve the codec's performance [249]. The associated 

adaptive gain term is used for scaling the output of the fixed VQ codebook, so that the 
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Gain Prediction Filter order p^gain A Segmental SNR (dB) 

10 0.00 

20 + & 0 3 

30 + & 1 3 

40 + & 1 0 

50 +0.11 

Table 4.2: Performance of the gain prediction filter as p^gain is increased. 

codec tracks the fluctuation of the input signal level. The backward adaptive principle has 

the advantage of requiring no encoding bits and it operates as follows. For each excitation 

codebook vector a predicted gain value a is found and the excitation signal u(n) input to 

the synthesis filter in Figure 3.1 is given by: 

u{n) = agiCk{n) n = 0 .. .v — 1 (4.2) 

where v is the vector size in terms of the number samples, Qi i = 1 . . . 8 is the 3-bit quantized 

gain, and Ck{n) k = 1... 128 is the k'th entry of the 7-bit shape codebook. 

The backward adapted gain a seen in Figure 4.1 is found using an adaptive linear 

prediction filter which is part of the backward gain adaptation block and operates in the 

logarithmic domain invoking values of the previous vectors' actual excitation gains a. These 

excitation gains are constituted by the RMS value of the excitation signal, which is given 

by: 

o 

\ 
1 

(4.3) 
n = 0 

where u{n) is the quantized excitation signal given in Equation 4.2. The performance of the 

gain prediction filter, expressed in terms of its Segmental SNR, is shown against the filter 

order p^gain in Table 4.2 for a single sentence uttered by a male speaker. A filter order in 

the range of 10 to 50 was applied and its corresponding gain in Segmental SNR terms was 

evaluated with reference to the Segmental SNR value when p^gain = 10. It can be seen that 

using a filter order of 30 gives the best performance, while little additional gain is achieved 

as the filter order, p^gain is further increased. 

The gain predictor is adapted once every four excitation vectors or 1.25 ms using back-

ward adaptation based on the previous values of the excitation gains in the logarithmic 

domain. A hybrid-recursive window is applied, which is similar to that used during the 

synthesis filtering procedure, in order to find a set of autocorrelation values, which are then 

used by the Levinson-Durbin algorithm for determining a set of predictor coefficients. A 
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bandwidth expansion of 30 Hz was then applied, which was found to be effective in making 

the gain adaptation more robust to channel errors. 

4 .2 .3 T h e W e i g h t i n g Fi l ter 

In order to improve the perceptual quality of the reconstructed speech signal, a weighting 

filter is applied. Here, a general form of the weighting filter W{z) is used, as shown below: 

1 - Gt-yf 

where o* represents the filter coefficients derived from the LPC analysis of the input speech, 

while 7i and 72 are constants, which control the grade of perceptual weighting. The 

weighting filter improves the perceptual quality of the reconstructed speech by empha-

sising the quantization noise in the frequency regions, where the speech has low energy, and 

de-emphasising noise in the formant regions. At first instance this may appear counter-

intuitive, but de-emphasising the quantization noise in the formant region during the AbS 

optimization loop effectively allows more noise to reside in these spectral bands, which is 

conveniently masked by the spectrally dominant formant frequencies. As usual, the coeffi-

cients of the weighting filter are derived from the LPC coefiicients that are obtained from 

the unquantized speech signal. We avoid using LPC coefiicients derived from the quantized 

speech signal because the quantized speech signal may have a distorted spectral envelope, 

which can significantly degrade the performance of the codec. Using the original unquan-

tized speech will not pose any problem , since the decoder does not use the weighting filter 

coefficients, which were used during the AbS excitation optimization at the encoder. 

In the G.728 codec, a 10th order perceptual weighting filter was used but further inves-

tigations are needed for determining the filter order to be used in the wideband codec. The 

results of the associated simulations are shown in Table 4.3. A filter order in the range of 10 

to 50 was investigated and the achievable gain in Segmental SNR terms was evaluated with 

reference to the Segmental SNR value when p ^ f = 10. Table 4.3 clearly shows that the 

Segmental SNR's gain degrades, as the weighting filter order increases, suggesting that no 

additional Segmental SNR gain is achieved upon increasing the filter order. A filter order of 

10 was finally adopted. We found, in agreement with the findings in [22] that when a 50th 

order perceptual weighting filter was used, reconstructed speech artifacts were experienced. 

The appropriate values of 71 and 72 were perceptually optimized and the values of 0.9 and 

0.6 were found to provide the best quality. 

Having determined the weighting filter order, the excitation optimization will be de-

scribed in the next Section. 
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Filter order p-wf A Segmental SNR (dB) 

10 0.00 

20 -0.21 

30 -0.19 

40 -0.10 

50 -0.18 

Table 4.3: Performance of the weighting filter as its order, namely p-wf is increased. 

4 .2 .4 E x c i t a t i o n V e c t o r Q u a n t i z a t i o n 

In the G.728 codec, as a result of applying backward adaptive LPC analysis, all the bits 

generated are used for encoding the excitation signal u{n), which is fed to the synthesis filter. 

The excitation sequences are vector quantized using a 10-bit split shape-gain codebook. 

Seven bits per 2.5 ms are used for representing the vector shape, and the remaining three 

bits are used for quantizing the excitation vector gains. This 10-bit split VQ configuration 

facilitates the reduction of the codebook search complexity, in comparison to the more 

complex joint vector quantization of the excitation shapes and gains. The vectors of the 

excitation codebook were closed-loop optimized using a codebook training algorithm that 

minimized the perceptually weighted mean-square error. The closed-loop codebook search 

is carried out as follows. For each vector, values of the excitation gain quantizer index i 

and the excitation shape codebook index k are found by minimising the squared weighted 

error given by: 

1/—1 
w - 8o(m) - * Ct(n))2, (4.5) 

n = 0 

where g%,(n) is the weighted input speech, So{n) is the zero input response of the synthesis 

and weighting filters, a is the predicted vector gain, h{n) is the impulse response of the 

concatenated synthesis and weighting filters, while Qi and Cfc(n) are the entries from the 

gain and shape codebooks. This equation can be expanded to give 

v—l 

n=Q 

= 4-

n = 0 

1 

(4.6) 

v—l 

?%=0 

v—l 

- 2 & ^ g i ^ a ; ( n ) [ A ( n ) *ct(n)] 
n=0 

(7- 2 ^ a; (n) 4- a (ĝ  - 2giCt), 
n = 0 
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Bit Rate (kbit/s) 32 229 16 8 

Frame size (ms) 0.3125 0.4375 0.625 I j ^ 

Frame size (sample) 5 7 10 20 

Excitation vector size (sample) 5 7 10 20 

Number of vectors per frame 1 1 1 1 

Excitation magnitude (bits) 3 3 3 3 

Excitation shape (bits) 7 7 7 7 

Total number of bits per frame 10 10 10 10 

Table 4.4: Parameters and bit allocation of a variable rate low-delay wideband codec varying 

the vector size. 

where a;(n) = (a^(n) - 5o(n))/a is the codebook search target, 

v—l 

Gt = * %(%)] (4.7) 
n = 0 

is the correlation between this target and the filtered codeword h(n) * Ck{n), and 

V—l 

6 = *c&(n)]' (4.8) 
n=0 

is the energy of the filtered codeword h{n) *Ck{n). The codebook search finds the codebook 

entries i = 1 . . . 8 and k — I . . . 128 which minimise Ew for the vector. This is equivalent to 

minimising 

Dik — 9i^k (4.9) 

For each codebook entry A, Ck is calculated and then the best quantized gain value gi 

is found. The codebook index k, which minimises Dik in Equation 4.9, together with the 

corresponding gain quantizer index i are sent to the decoder. 

In G.728, there are 10 bits available for encoding every five-sample vector at 16 kbit/s. 

This is equivalent to a rate of 32 kbi t / s when doubling the sampling rate for supporting 

wideband speech coding. In order to reduce the bit rate, we commenced by increasing the 

number of speech samples per excitation vector, as it will be highlighted in the next section. 

4 . 2 . 5 A V a r i a b l e R a t e W i d e b a n d C o d e c V a r y i n g t h e V e c t o r S ize 

In the previous section, we have described the components of a wideband speech codec, 

which adapted its philosophy from the G.728 scheme. The effect of its parameters on the 
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Figure 4.3: Performance of a variable rate wideband codec varying the excitation vector 

size. 

performance expressed in terms of the Segmental SNR was also studied. In this section, 

we discuss the design of a variable bit rate 8-32 kbit/s codec, which exhibits a graceful 

degradation in terms of its speech quality, as the bit rate is reduced. We focus our attention 

on reducing the bit rate by increasing the excitation vector size. 

Table 4.4 shows the codec's parameters and the associated bit allocation of a variable 

rate wideband codec varying the excitation vector size, capable of supporting four different 

bit rates, namely 32, 22.9, 16 and 8 kbit/s, obtained by increasing the vector size from 

5 to 7, 10 and 20 samples, respectively. At all bit rates, a total of 10 bits are used for 

encoding each vector. We use the spht shape-gain vector quantizer approach relying on 

a 7-bit shape codebook and 3-bit gain codebook. This method was found to provide an 

efficient way of reducing the complexity of the closed loop codebook search [194]. In general, 

updating the backward adaptive filter coefficients more frequently significantly increases the 

complexity of the codec. In the context of this variable rate wideband codec, the synthesis 

filter, weighting filter and the gain predictor are all updated every four excitation vectors. 

For the bit rate of 32 kbit/s we use a vector size of 5 samples as shown in Table 4.4, which 

means that the filters are updated every 20 sample or 1.25 ms. Similarly, the corresponding 

update rate for the bit rates of 22.9, 16 and 8 kbit/s are 1.75, 2.5 and 5 ms, respectively. 
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In order to obtain the various excitation vector shape codebooks used at the different bit 

rates, random Gaussian codebooks having a zero mean and unit variance were generated. 

This was found to guarantee a relatively good performance [33]. Figure 4.3 characterizes the 

performance of the variable rate codec. The Segmental SNR of the codec and the segmental 

prediction gain of the synthesis filter are shown at the various bit rates considered. It can 

be seen from this figure that the Segmental SNR decreases smoothly, as its bit rate is 

reduced from 32 to 16 kbit/s, but its performance deteriorates more dramatically, as the 

bit rate decreased to 8 kbit/s. This is due to the effect of noise feedback of the backward 

adaptive scheme, which increases dramatically, as the bit rate of the codec is reduced. Noise 

feedback is encountered, since the synthesis filter coefficients are derived from the quantized 

speech signal, and resulting in a feedback of quantization noise into the backward adaptive 

LPC analysis, which degrades the accuracy of the LPC coefficients produced, which in turn 

precipitates further reconstructed speech quality degradation. 

In order to improve the codec's performance for bit rates below 16 kbit/s, pitch pre-

diction has been found to be a beneficial component in terms of achieving good perceptual 

speech quality at these bit rates [69]. Hence, we investigated the effects of applying long 

term prediction in our wideband variable rate codec in the next section. 

4.2 .6 T h e A p p l i c a t i o n of Long T e r m P r e d i c t i o n 

The addition of the long term prediction filter was motivated by the fact that significant long 

term correlations was observed in the prediction residual signal e(n) = s{n) — s{n), in Figure 

4.1. Hence we invoked long term prediction for exploiting the long term correlations. In 

G.728 no long term prediction is used. Instead, a synthesis filter of order 50 is employed for 

modelling both the long term as well as short term correlations. In these investigations we 

commenced by using a synthesis filter order of 30 and the prediction residual e(n) observed 

in Figure 4.1. 

Figure 4.4(a) shows the prediction residual recorded for a voiced male speech segment, 

having a pitch period of about 100 samples. It can be seen that the residual exhibits 

pronounced long term periodicity, which could be exploited for further improving the codec's 

performance with the aid of a long term prediction filter. The question as to whether 

forward adaptive or backward adaptive long term prediction would be more appropriate for 

improving the performance of the codec. In order to economise in terms of the number of 

bits used, we decided to utilise the backward adaptation technique. In a forward adaptive 

scheme the short term synthesis filter coefficients are determined by minimising the energy of 

the residual signal by filtering the original speech through the inverse filter. By contrast, in 
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Figure 4.4; (a) Typical prediction residual e(n) = s{n) — s{n) in the schematic of Figure 

4.1 and (b) Long term filter prediction residual at a rate of 16 kbit/s. 

a backward adaptive scheme, the past reconstructed speech signal s{n) is used for generating 

the short term synthesis filter coefficients. These coefficients can then be used for filtering 

s{n) through the inverse filter, in order to obtain the "reconstructed STP residual" signal 

r(n). This residual signal can then be used for finding the LTP delay and gain by minimising 

the energy of the long term prediction residual signal which is found by filtering the short 

term prediction residual through the long term synthesis filter. When using a one-tap long 

term predictor, we want to determine the LTP delay L and the LTP gain /3, which minimise 

the long term prediction residual energy Elt given by: 

(n -
7% 

The LTP delay L minimising Elt in Equation 4.10 is found by calculating: 

( Z n f ( n ) f ( n -

(4.10) 

X (4.11) 

for all possible LTP delays over the range of 20 to 255 in every frame, and choosing the 

value of L which maximises the normalised cross-correlation X of the reconstructed STP 

residual. 
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Figure 4.5: Performance of a 8-32 kbit/s low delay codec with LTP. 

Figure 4.5 shows the variations in the codec's Segmental SNR as the bit rate is reduced 

from 32 to 8 kbit/s, both with and without LTP. It can be seen that the addition of long 

term prediction to the codec gives an appropriately 0.3 dB improvement in its Segmental 

SNR performance across the bit range of 16 to 32 kbit/s, albeit the performance degrades 

due to the employment of LTP, when the bit rate is below 16 kbit/s. Hence the application 

of long term prediction was not justified at bit rates below 16 kbit/s. 

The efficiency of the LTP can also be seen in Figure 4.4(b) which shows a typical segment 

of the long term prediction residual, for the same segment of speech as was used for the short 

term prediction residual in Figure 4.4. It can be clearly seen that the long term correlations 

have been significantly reduced. The average Segmental SNR for our codec at 16 kbit/s 

both with and without LTP is shown in Table 4.5, when using multi-tap LTP. Since the LTP 

is backward adaptive, we can use as many taps in the filter as deemed necessary at the cost 

of a concomitant increase in complexity. It can be seen from Table 4.5 that at 16 kbit/s, 

the best performance is given by a 5-tap LTP which improves the Segmental SNR by more 

than 0.34 dB. We have to note however that the codec's error resilience is substantially 

reduced in conjunction with LTP due to the associated error propagation effects. 
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Segmental SNR (dB) 

No LTP 15.31 

1 Tap LTP 15.56 

3 IITF* 15.59 

5 Tlap I/Tf) 1&65 

7 I/TI) 1&56 

9 TOip I/TI) 1&40 

Table 4.5: Performance of LTP at 16 kbit/s. 

4.3 A Low Delay Wideband ACELP Codec 

In the previous section, we have described a variable rate wideband CELP codec operating 

in the bit rate range of 8-32 kbit/s, where a a graceful speech quality degradation was 

observed as the bit rate was reduced. In this section, a low delay version of the Algebraic 

CELP (ACELP) codec, which was described in Section 3.3 was implemented based on the 

philosophy of the codecs presented by Laflamme et al. [212,214], The general structure 

of this codec scheme is shown in Figure 4.6, which operates on the basis of a frame size 

of 40 samples or 2.5 ms. The LPC synthesis filter is backward adapted, while the fixed 

and adaptive codebooks' gains are jointly quantized and transmitted. The excitation signal 

u{n) shown in Figure 4.6 is given by the sum of the contributions generated by the fixed 

and adaptive codebooks. The adaptive codebook's output signal is scaled by the adaptive 

codebook gain Gi while the fixed codebook's output signal is scaled by the fixed codebook 

gain Gg. The gain factors Gi and Gg are determined using a joint codebook search proce-

dure, where the joint gain codebook was searched for each fixed codebook index k in order 

to find the gain codebook index, which minimised the weighted error for the particular 

fixed codebook index concerned. In this low delay ACELP codec, backward adaptation 

is also applied for the fixed codebook gain Gg. Finally, the adaptive codebook index, the 

fixed codebook index and the gain codebook index are transmitted to the decoder. Various 

components of the codec as displayed in Figure 4.6 will be explained in more detail in the 

next section. 

4.3.1 LPC Synthesis Filter 

In order to arrive at a low delay codec, a backward adapted synthesis filter is applied. 

The synthesis filter is updated every 40 samples, using the previous reconstructed speech 

signal s(n), as shown in Figure 4.6. This backward adaptation is achieved using a similar 
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Figure 4.6: Low delay ACELP wideband codec. 

recursive windowing technique to that applied in G.728. Different synthesis filter orders 

were investigated in order to identify the optimum order for this codec. As stated before, 

a filter order of 30 was finally chosen as the appropriate trade off between quality and 

computational complexity. 

4.3.2 Adaptive and Fixed Codebooks 

An adaptive codebook is used for modelling the long term periodicities of the speech. The 

possible LTP delays assume all integer values between 20 and 275, and the associated 

256 values are represented using 8 bits. The best LTP delay is determined once per each 

40-sample vector within the analysis-by-synthesis loop at the encoder, and then the corre-

sponding bits are transmitted to the decoder. 

For the fixed codebook search, the 12-bit ACELP codebook structure shown in Ta-

ble 4.6 is used. Each 40-sample vector hosts a fixed codebook entry given by 4 non-zero 

ACELP excitation pulses of amplitude -H or -1, whose possible positions are shown in Table 

4.6. Due to the structured nature of the algebraic codebook, it facilitates a fast focussed 

search procedure for reducing the computational load imposed by the codebook search. 

The ACELP technique is amenable to efficient fullband based wideband coding, when used 

in conjunction with the focused search strategy invoking a number of encapsulated search 
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Pulse Number i Amplitude Possible Position rrii 

0 ±1 1,6,11,16,21,26,31,36 

1 i l 2,7,12,17,22,27,32,37 

2 ±1 3,8,13,18,23,28,33,38 

3 ± 1 4,9,14,19,24,29,34,39 

Table 4.6: Pulse amplitudes and positions for the 12-bit ACELP codebook 

loops. In our codec, there are four nested loops in the fixed codebook search, dedicated 

to finding the best position of the four excitation pulses, leading to an efficient codebook 

search algorithm [118]. The complexity versus speech quality balance of the codec can be 

controlled with the aid of a threshold, which determines, whether further optimization steps 

are necessary and/or beneficial in terms of speech quality. Specifically this threshold con-

trols the activation of the excitation optimization fourth loop thereby controlling the size of 

the particular fraction of the entire codebook that has to be searched. More explicitly the 

fourth loop is only entered, if the reconstruction error is higher after the third optimization 

loop than the preset threshold. Each pulse position is encoded with the aid of 3 bits, and 

4 bits are used for encoding the sign of the excitation pulses, yielding a 16-bit codebook. 

Next, we considered the quantization of the two gains, namely the adaptive codebook 

gain Gi and the fixed codebook gain % . We investigated quantizing the gains using both 

a scalar quantizer and employing a vector quantizer, in order to minimise the number of 

bits required. 

4.3.3 Gains Quantization 

We first investigated the codec using the unquantized gain values for both the adaptive and 

fixed codebooks. The performance of the codec using the unquantized gains is documented 

in Table 4.7. We proceeded then to using 3 and 5-bit scalar quantizers (Scheme A) for 

quantizing the adaptive codebook gain Gi and fixed codebook gain G2- This implied that 

16 bits were required for representing the fixed codebook index, 8 bits for the adaptive 

codebook index and a total of 8 bits for quantizing the two codebook gains. This required a 

total of 32 bits for representing each 40 sample vector, giving a total bit rate of 12.8 kbit/s 

for this codec. The bit allocation of Scheme A is summarised in Table 4.8. We found that 

when using the scalar quantizers, the codec gave an average Segmental SNR of 13.53 dB, 

which resulted in a reduction of about 0.25 dB compared to using the unquantized gain 

values, as shown in Table 4.7. 

We then replaced the 3 and 5-bit scalar quantizers designed for Gi and G2 by a 7-
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Gain Quantization Schemes Segmental SNR (dB) 

Unquantized Gains 13.80 

3-Bit and 5-Bit Scalar Quantizers (Scheme A) 13.53 

Joint 7-Bit Gain Vector Quantizer (Scheme B) 13.65 

Table 4.7: Performance of low delay ACELP wideband codec, using different gain schemes. 

bit joint vector quantizer, which we referred to as Scheme B, requiring a total of 31 bits 

for representing each 40 sample vector. Hence the total bit rate was 12.4 kbit/s. The 

associated bit allocation scheme is shown in Table 4.8. From Table 4.7, we see that using 

the joint vector quantization method gave an average Segmental SNR of 13.65 dB. This 

is higher than the Segmental SNR of the codec using scalar gain quantization. The joint 

7-bit vector quantizer of the gains was trained using the procedure outlined below, which is 

also summarised in Table 4.9. The closed-loop codebook training procedure is initialized by 

using a random gain codebook. The codebook entries were used for generating a training 

sequence, which consists of the fixed and adaptive codebook entries. The total weighted 

error of the coded speech is calculated and if its value is lower than an existing distortion 

value, then the particular codebook index will be stored as the best codebook thus far. The 

optimum gain values generated with the aid of this procedure can be stored for computing 

a new gain codebook, and this closed-loop process will continue, until the best codebook 

entry is obtained. 

More specifically, for a given vector quantizer index i, the total weighted error Ei asso-

ciated with the speech vectors using this quantization index is given by: 

\n==0 
/V—1 

E 
meNi ^n=0 

(4.12) 

(4.13) 

Here Xm{n), yamin) and hm{n) are the signals x{n), ya(n) and h{n) in the mth vector, 

Cm{n) is the fixed codebook entry Ck{n) used in the m t h vector, Gu and Gg, are the values of 

the two gains in the i th entry of the joint vector quantizer, am is the value of the backward 

adapted gain a in the mth vector, and TVj is the set of speech vectors that use the ?th entry 

of the vector quantizer, while v is the vector size used in the codec, which is 40 in our 

present experiment. 

As mentioned above, x{n) = Syj{n) — So{n) is the target for the adaptive codebook 

search, 5;u(n) is the weighted speech signal, So(n) is the zero input response of the weighted 
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Parameter Bits 

Scheme A Scheme B 

Adaptive Codebook Index 8 

Fixed Codebook Index 12+4 

Gains Quantization 8 7 

Total Bits 32 31 

Bit Rate (kbit/s) 12.8 12.4 

Table 4.8; Bit allocation of the low delay ACELP wideband codec, employing Scheme A 

and Scheme B for gain quantization. 

synthesis filter, and 

^ u(% - a!)A(n - z) (4.14) 

1=0 

is the convolution of the adaptive codebook signal u{n — a) with the impulse response h{n) 

of the weighted synthesis filter, where a is the forward adapted LTP delay. In addition, 

v—l 

fa = (4.15) 
n=0 

is the energy of the filtered adaptive codebook signal and 

1 
Cg = ^ 2 ( n ) ? / a ( n ) (4.16) 

n=0 

is the correlation between the filtered adaptive codebook signal and the codebook target 

x(n). Similarly, is the energy of the filtered fixed codebook signal [cfc(n) * h(n)], and 

is the correlation between this and the target signal, while 

"U —1 
= ^!/aW[cA:(M) * A(n)] (4.17) 

n=0 

is the correlation between the filtered signals of the adaptive and fixed codebooks. 

Expanding Equation 4.13 gives: 

-E-i = f^m + Gfi^am + " '^GuCam — '^^mG2iCkm + j 
meNi ̂  

where is the energy of the target signal a:m(fi), and fam, C'am, Ctm 

and are the values in the mth vector of fa, f t , (/a, Ct and defined earlier. 



Differentiating Equation 4.3.3 with respect to Gu, and setting the result to zero gives: 

{'^Giiiam — '^Cam + '^'^mGuYakm) — 0 (4.18) 

or 

Gli ^ ] ^am + G2i ^ ] ^rnXam — ^ ^ Cam- (4.19) 
mcNi meNi meNi 

Similarly, differentiating Equation 4.3.3 with respect to (?2i and setting the result to 

zero gives: 

Gli ^ ] ^mYakm + (j2i ^ ] ^m^km — ^ ] ^mGkm- (4.20) 
meNi meNi meNi 

Solving these two simultaneous equations gives the optimum values of Gu and G2i for 

the cluster of vectors Ni as 

^ _ (Y^meNi Cam){Y^meNi ~ (YlmeNi ^mCkm){Y^meNi ^vnYakm) , , 

and 

^ _ iYlmeNj ^rnCkm){Y^meNi ^arn) — {Y^meNj Cam)iYlmeNi ^rnYgkm) , , 

In summary a joint codebook search procedure was used so that for each fixed codebook 

index k, the joint gain codebook was searched in order to identify the gain codebook index, 

which minimised the weighted error for the fixed codebook index concerned. This closed 

loop codebook training procedure is summarised in Table 4.9. 

4.4 S u m m a r y and Conclusions 

In this chapter we have investigated several low-delay coding schemes operating at bit rates 

between 8 and 32 kbit/s. The delay parameter is an important factor in interactive voice 

communications. A two-way delay not exceeding 300 ms [69] is deemed necessary in order 

to avoid seriously hampering conversations between two users. In Section 4.1, some recent 

low-delay wideband codecs were introduced, which shared a lot of similarities with the 

state-of-the-art G.728 narrowband standard codec [156]. 

In Section 4.2 we extended our investigations into low delay wideband speech coding 

on the basis of the G728 codec, in order to design a variable rate codec operating at bit 

rates between 8 and 32 kbit /s . This was achieved by increasing the excitation vector size. 
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1. Start with an initial gain codebook. 

2. Code the training sequence using the given codebook. 

(Accumulate the summation in Equations 4.21 and 4.22). 

3. Calculate the total weighted error of the coded speech. 

If this distortion is less than the minimum distortion so far, 

keep a record of the codebook used as the best codebook so far. 

4. Calculate new gain codebook using Equations 4.21 and 4.22. 

5. Return to step 2. 

Table 4.9; Closed Loop Codebook Training Procedure 

while maintaining an otherwise identical bit allocation throughout the bit rate range. The 

Segmental SNR performance of this variable rate codec was characterized in Figure 4.3, 

showing a graceful Segmental SNR degradation, as the bit rate was reduced to 16 kbit/s. 

Below this rate, the performance deteriorates more dramatically. Long term prediction 

was also incorporated into the codec, which gave a modest improvement in terms of its 

Segmental SNR performance in the bit rate range of 16 to 32 kbit/s, as shown in Figure 

4.5. 

In Section 4.3 a low delay ACELP codec was also investigated using backward adapta-

tion of the short term synthesis filter. The algebraic codebook structure facilitates a fast 

focussed search procedure, which enables the codebook search to be implemented in an 

efficient manner. By using different gain quantization schemes, two operating bit rates were 

obtained. Specifically, by using scalar quantizers, a codec operating at the bit rate of 12.8 

kbit/s was obtained. In order to further reduce the bit rate, a gain vector quantizer jointly 

quantizing both the adaptive- and fixed codebook gains was also implemented, which gave 

a better Segmental SNR performance, as shown in Table 4.7. 



Chapte r 5 

Adaptive Multi-Rate Speech 

Transceiver 

5.1 In t roduc t ion 

^An interesting area of intensive speech coding research at the time of writing is in the area of 

multimode and multirate coding [232]. In multimode coding schemes [69], a mode selection 

process is invoked and the specific coding mode best suited to the local character of the 

speech signal is selected from a predetermined set of modes. This technique dynamically 

tailors the coding scheme to the widely varying local acoustic-phonetic character of the 

speech signal. 

Multi-rate coding on the other hand facilitates the assignment of a time-variant number 

of bits for a frame, adapting the encoding rate on the basis of the local phonetic character 

of the speech signal or the network conditions. This is particularly useful in digital cellular 

communications, where one of the major challenges is that of designing an encoder that is 

capable of providing high quality speech for a wide variety of channel conditions. Ideally, 

a good solution must provide the highest possible speech quality under perfect channel 

conditions, while maintaining an error-resilient behaviour in hostile channel environments. 

Traditionally, existing digital cellular applications have employed a single coding mode 

where a fixed source/channel bit allocation provides a compromise solution between the 

perfect and hostile channel conditions. Clearly, a coding solution which is well suited for 

^This c h a p t e r is b a s e d on H . T . How, T . H . Liew, E .L . K u a n a n d L. H a n z o : A n A M R Cod ing , R R N S 

C h a n n e l C o d i n g a n d A d a p t i v e J D - C D M A S y s t e m for Speech C o m m u n i c a t i o n s , s u b m i t t e d t o I E E E J o u r n a l 

on Se lec ted A r e a s in C o m m u n i c a t i o n s , 2000 a n d it was b a s e d o n co l l abo ra t i ve r e sea rch w i t h t h e c o - a u t h o r s 

^.64. 
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high-quality channels would use most of the available bits for source coding in conjunction 

with only minimal error protection, while a solution designed for poor channels would use 

a lower rate speech encoder along with more powerful forward error protection. Due to the 

powerful combination of channel equalization, interleaving and channel coding, near-error-

free transmission can be achieved down to a certain threshold of the Carrier to Interfere! 

ratio (C/I). However, below this threshold, the error correction code is likely to fail in 

removing the transmission errors, with the result that the residual errors may cause annoying 

artifacts in the reconstructed speech signal. 

Therefore, in existing systems typically a worst case design is applied, where the channel 

coding scheme is sufficiently powerful to remove most transmission errors, as long as the 

system operates within a reasonable C/I range. However, the drawback of this solution is 

that the speech quality becomes lower than necessary under good channel conditions, since 

a high proportion of the gross bit rate is dedicated to channel coding. 

The Adaptive Multi-Rate (AMR) concept [29] solves this 'resource allocation' problem 

in a more intelligent way. Specifically, the ratio between the speech bit rate and the error 

protection oriented redundancy is adaptively adjusted according to the prevalent channel 

conditions. While the channel quality is inferior, the speech encoder operates at low bit 

rates, thus accommodating powerful forward error control within the total bit rate budget. 

By contrast, under high channel conditions the speech encoder may benefit from using 

the total bit rate budget, yielding high speech quality, since in this high-rate case low 

redundancy error protection is sufficient. Thus, the AMR concept allows the system to 

operate in an error-resilient mode under poor channel conditions, while benefitting from 

a better speech quality under good channel conditions. This is achieved by dynamically 

splitting the gross bit rate of the transmission system between source and channel coding 

according to the instantaneous channel conditions. Hence, the source coding scheme must 

be designed for seamless switching between rates available without annoying artifacts. 

In this chapter, we first give an overview of the AMR narrowband codec [148], which 

has been standardised by ETSI [29,148]. The AMR codec is capable of operating in both 

the full-rate and half-rate speech traffic channels of GSM. It is also amenable to adapt-

ing the source coding and channel coding bit rates according to the quality of the radio 

channel. As stated above, most speech codecs employed in communication systems - such 

as for example the existing GSM speech codecs (full-rate [19], half-rate [17] and enhanced 

full-rate [158]) - operate at a fixed bit rate, with a trade-off between source coding and 

channel coding. However, estimating the channel quality and adjusting the transceiver's bit 

rate adaptively according to the channel conditions has the potential of improving the sys-

tem's error resilience and hence the speech quality experienced over high error-rate wireless 
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Figure 5.1: Schematic of ACELP speech encoder. 

channels. 

The inclusion of an AMR Wideband (AMR-WB) mode has also been under discussion, 

with feasibility studies [208,209] being conducted at the time of writing for applications in 

GSM networks, as well as for the evolving Third Generation (3G) systems [161]. With aim 

of providing a system-design example for such intelligent systems, during our forthcoming 

discourse in this chapter we will characterize the error sensitivity of the AMR encoder's 

output bits so that the matching channel encoder can be carefully designed for providing 

the required protection for the speech bits, which are most sensitive to transmission errors. 

The proposed intelligent adaptive multirate voice communications system will be described 

in Section 5.4. 

5.2 T h e Adapt ive Mul t i -Ra te Speech Codec 

5.2 .1 O v e r v i e w 

The AMR codec employs the Algebraic Code-Excited Linear Predictive (ACELP) model 

[33, 193] shown in Figure 5.1. Here we provide a brief overview of the AMR codec fol-

lowing the approach of [29,148,250]. The AMR codec's complexity is relatively low and 



hence it can be implemented cost-efficiently. This codec operates on a 20ms frame of 160 

speech samples, and generates encoded blocks of 95, 103, 118, 134, 148, 159, 204 and 244 

bits/20ms. This leads to bit rates of 4.75, 5.15, 5.9, 6.7, 7.4, 7.95, 10.2 and 12.2 kbit/s, 

respectively. Explicitly, the AMR speech codec provides eight different modes and their 

respective Segmental SNR performance was shown in Figure 5.2. 

Multirate coding [69] supports a variable allocation of bits for a speech frame, adapting 

the rate to the instantaneous local phonetic character of the speech signal, to the channel 

quality or to network conditions. This is particularly useful in digital cellular communi-

cations, where one of the major challenges is that of designing a codec that is capable of 

providing high quality speech for a wide variety of channel conditions. Ideally, a good solu-

tion must provide the highest possible quality under perfect channel conditions, unimpaired 

by the channel, while also maintaining good quality in hostile high error-rate channel envi-

ronments. The codec mode adaptation is a key feature of the new AMR standard that has 

not been used in any prior mobile standard. At a given fixed gross bit rate, this mechanism 

of adapting the source coding rate has the potential of altering the partitioning between 

the speech source bit rate and the redundancy added for error protection. Hence, the AMR 

codec will be invoked in our Burst-by-Burst Adaptive Quadrature Amplitude Modulation 

Code Division Multiple Access (BbB-AQAM/CDMA) transceiver. 

As shown in Figure 5.1, the Algebraic Code Excited Linear Prediction (ACELP) encoder 

operates on the sampled input speech signal s{n) and Linear Prediction Coding(LPC) is 

applied to each speech segment. The coefficients of this predictor are used for constructing 

an LPC synthesis filter 1/(1 - A{z)), which describes the spectral envelope of the speech 

segment [69, 118]. An Analysis-by-Synthesis (AbS) procedure is employed, in order to 

find the particular excitation that minimizes the weighted Minimum Mean Square Error 

(MMSE) between the reconstructed and original speech signal. The weighting filter is 

derived from the LPC synthesis filter and takes into account the psychoacoustic quantisation 

noise masking effect, namely that the quantization noise in the spectral neighbourhood of 

the spectrally prominent speech formants is less perceptible [69,118]. In order to reduce the 

complexity, the adaptive and fixed excitation codebooks are searched sequentially in order 

to find the perceptually best codebook entry, first for the adaptive codebook contribution, 

and then for the fixed codebook entry. The adaptive codebook consists of time-shifted 

versions of past excitation sequences and describes the long-term characteristics of the 

speech signal [69,118]. 

Three of the AMR coding modes correspond to existing standards, which renders com-

munication systems employing the new AMR codec interoperable with other systems. 

Specifically, the 12.2 kbi t /s mode is identical to the GSM Enhanced Full Rate (EFR) stan-
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Figure 5.2: Segmental SNR performance of the AMR codec, operating at bit rates in the 

range between 4.75 kbit/s and 12.2 kbit/s. 

dard [161], the 12.2 and 7.4 kbit/s modes [80] correspond to the USl and EFR (IS-641) 

codecs of the TDMA (IS-136) system, and the 6.7 kbit/s mode is equivalent to the EFR 

codec of the Japanese PDC system [69]. For each of the codec modes, there exist corre-

sponding channel codecs, which perform the mapping between the speech source bits and 

the fixed number of channel coded bits. 

In the forthcoming subsections, we will give a functional description of the AMR codec's 

operation in the 4.75 and 10.2 kbit/s modes. These two bit rates will be used in our 

investigations in order to construct a dual-mode speech transceiver in Section 5.4. 

5.2.2 Linear Prediction Analysis 

A 10th order LPC analysis filter is employed for modelling the short term correlation of 

the speech signal s(n). Short-term prediction, or linear predictive analysis is performed 

once for each 20ms speech frame using the Levinson-Durbin algorithm [118]. The LP 

coefficients are transformed to the Line Spectrum Frequencies (LSF) for quantization and 

interpolation. The employment of the LSF [6] representation for quantization of the LPC 

coefficients, is motivated by their advantageous statistical properties. Specifically, within 



each speech frame, there is a strong intra-frame correlation due to the ordering property 

of the neighbouring LSF values [118]. This essentially motivates the employment of vector 

quantization. The interpolated quantized and unquantized LSFs are converted back to 

the LP filter coefficients, in order to construct the synthesis and weighting filters at each 

subframe. The synthesis filter shown in Figure 5.1 is used in the decoder for producing the 

reconstructed speech signal from the received excitation signal u{n). 

5.2.3 LSF Quantization 

In the AMR codec, the LSFs are quantized using interframe LSF prediction and Split 

Vector Quantization (SVQ) [29]. The SVQ aims to split the 10-dimensional LSF vector into 

a number of reduced-dimension LSF subvectors, which simplifies the associated codebook 

entry matching and search complexity. Specifically, the proposed configuration minimizes 

the average Spectral Distortion (SD) [122] achievable at a given total complexity. Predictive 

vector quantization is used [29] and the 10-component LSF vectors are split into 3 LSF 

subvectors of dimension 3, 3 and 4. The bit allocations for the three subvectors will be 

described in Section 5.2.7 for the 4.75- and 10.2 kbit /s speech coding modes. 

5.2.4 Pitch Analysis 

Pitch analysis using the adaptive codebook approach models the long-term periodicity, i.e., 

the pitch of the speech signal. It produces an output, which is an amplitude- scaled version 

of the adaptive codebook of Figure 5.1 based on previous excitations. The excitation signal 

u{n) = Gpu{n — a) -|- GcCk{n) seen in Figure 5.1 is determined from its G^-scaled history 

after adding the Gc-scaled fixed algebraic codebook vector Ck for every 5ms subframe. The 

optimum excitation is chosen on the basis of minimising the mean squared error E^j over 

the subframe. 

In an optimal codec, the fixed codebook index and codebook gain as well as the adaptive 

codebook parameters would all be jointly optimized in order to minimize Eyj [251]. However, 

in practice this is unfeasible due to the associated excessive complexity. Hence, a sequential 

sub-optimal approach is applied in the AMR codec, where the adaptive codebook parame-

ters are determined first under the assumption of zero fixed codebook excitation component, 

i.e., Gc = 0, since at this optimisation stage no fixed codebook entry was determined. Then, 

given that the adaptive codebook parameters are found, which consist of the delay and gain 

of the pitch filter, the fixed codebook parameters are determined. 

Most CELP codecs employ both so-called open-loop and closed-loop estimation of the 
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Subframe Subset Pulse: Posit ions 

1 20 0,5,10,15,20,25,30,35 

1 H 2,7,12,17,22,27,32,37 

2 %o: 1,6,11,16,21,26,31,36 

k- 3,8,13,18,23,28,33,38 

1 io- 0,5,10,15,20,25,30,35 

2 k- 3,8,13,18,23,28,33,38 

2 %o: 2,7,12,17,22,27,32,37 

h- 4,9,14,19,24,29,34,39 

1 io- 0,5,10,15,20,25,30,35 

3 k- 2,7,12,17,22,27,32,37 

2 %o: 1,6,11,16,21,26,31,36 

k- 4,9,14,19,24,29,34,39 

1 io- 0,5,10,15,20,25,30,35 

4 k- 3,8,13,18,23,28,33,38 

2 io- 1,6,11,16,21,26,31,36 

ii- 4,9,14,19,24,29,34,39 

Table 5.1: Pulse amplitudes and positions for 4.75 kbit/s AMR codec mode [29]. 

adaptive codebook delay parameters, as is the case in the AMR codec. The open-loop 

estimate of the pitch period is used to narrow down the range of the possible adaptive 

codebook delay values and then the full closed-loop analysis-by-synthesis procedure is used 

for finding a high-resolution delay around the approximate open-loop position [193]. 

Track Pulse Positions 

1 0,4,8,12,16,20,24,28,32,36 

2 ii ib 1,5,9,13,17,21,25,29,33,37 

3 i2 id 2,6,10,14,18,22,26,30,34,38 

4 %3, ij 3,7,11,15,19,23,27,31,35,39 

Table 5.2: Pulse amplitudes and positions for 10.2 kbit/s AMR codec code [29]. 



5. 5%Pf%E%:%f TIRVlJVZKZysrVTSft 140 

Parameter 1st 2nd 3rd 4th Total 

subframe subframe subframe subframe per frame 

LSFs 8+8+7=23 (1-23) 

Pitch Delay 8 (24-31) 4 (49-52) 4 (62-65) 4 (83-86) 20 

Fixed CB Index 9 (32-40) 9 (53-61) 9 (66-74) 9 (87-95) 36 

Codebook Gains 8 (41-48) 8 (75-82) 16 

Total 95/20ms=4.75 kbit/s 

LSFs 8+9+9=26 

Pitch Delay 8 5 8 5 26 

Fixed CB Index 31 31 31 31 124 

Codebook Gains 7 7 7 7 28 

Total 204/20ms=10.2 kbit/s 

Table 5.3: Bit allocation of the AMR speech codec at 4.75 kbit/s and 10.2 kbit/s [29]. The 

bit positions for 4.75 kbit/s mode, which are shown in round bracket assist in identifying 

the corresponding bits in Figure 5.5. 

5.2.5 Fixed Codebook With Algebraic Structure 

Once the adaptive codebook parameters are found, the fixed codebook is searched by taking 

into account the now known adaptive codebook vector. This sequential approach consti-

tutes a trade-off between the best possible performance and the affordable computational 

complexity. The fixed codebook is searched by using an efficient non-exhaustive analysis-

by-synthesis technique [25], minimizing the mean square error between the weighted input 

speech and the weighted synthesized speech. 

The fixed, or algebraic codebook structure is specified in Table 5.1 and Table 5.2 for the 

4.75 kbit/s and 10.2 kbit/s codec modes, respectively [29]. The algebraic fixed codebook 

structure is based on the so-called Interleaved Single-Pulse Permutation (ISPP) code design 

[251]. The computational complexity of the fixed codebook search is substantially reduced, 

when the codebook entries Cfc(n) used are mostly zeros. The algebraic structure of the 

excitation having only a few non-zero pulses allows for a fast search procedure. The non-

zero elements of the codebook are equal to either 4-1 or -1, and their positions are restricted 

to the limited number of excitation pulse positions, as portrayed in Table 5.1 and 5.2 for 

the speech coding modes of 4.75 and 10.2 kbit/s, respectively. 

More explicitly, in the 4.75 kbit/s codec mode, the excitation codebook contains 2 non-

zero pulses, denoted by io and ii in Table 5.1. Again, all pulses can have the amplitudes 



+ 1 or -1. The 40 positions in a subframe are divided into 4 so-called tracks. Two subsets 

of 2 tracks each are used for each subframe with one pulse in each track. Different subsets 

of tracks are used for each subframe, as shown in Table 5.1 and hence one bit is needed for 

encoding the subset used. The two pulse positions, iq and ii are encoded with the aid of 3 

bits each, since both have eight legitimate positions in Table 5.1. Furthermore, the sign of 

each pulse is encoded using 1 bit. This gives a total of l+2(3)+2( l )=9 bits for the algebraic 

excitation encoding in a subframe. 

In the 10.2 kbit /s codec mode of Table 5.3 there are four tracks, each containing two 

pulses. Hence, the excitation vector contains a total of 4x2=8 non-zero pulses. All the 

pulses can have the amplitudes of 4-1 or -1 and the excitation pulses are encoded using a 

total of 31 bits. 

For the quantization of the fixed codebook gain, a gain predictor is used, in order to 

exploit the correlation between the fixed codebook gains in adjacent frames [29]. The fixed 

codebook gain is expressed as the product of the predicted gain based on previous fixed 

codebook energies and a correction factor. The correction factor is the parameter, which is 

coded together with the adaptive codebook gain for transmission over the channel. In the 

4.75 kbit/s mode the adaptive codebook gains and the correction factors are jointly vector 

quantized for every 10 ms, while this process occurs every subframe of 5 ms in the 10.2 

kbit/s mode. 

5.2.6 Post-Processing 

At the decoder, an adaptive postfilter [245] is used for improving the subjective quality 

of the reconstructed speech. The adaptive postfilter consists of a formant-based postfilter 

and a spectral tilt-compensation filter [245]. Adaptive Gain Control (AGC) is also used, in 

order to compensate for the energy difference between the synthesized speech signal, which 

is the output from the synthesis filter and the postfiltered speech signal. 

5.2.7 The AMR Codec's Bit Allocation 

The AMR speech codec's bit allocation is shown in Table 5.3 for the speech modes of 4.75 

kbit/s and 10.2 kbit/s. For the 4.75 kbit/s speech mode, 23 bits are used for encoding the 

LSFs by employing split vector quantization. As stated before, the LSF vector is split into 

3 subvectors of dimension 3, 3 and 4, and each subvector is quantized using 8, 8 and 7 bits, 

respectively. This gives a total of 23 bits for the LSF quantization of the 4.75 kbit/s codec 

mode. 



The pitch delay is encoded using 8 bits in the first subframe and the relative delays of 

the other subframes are encoded using 4 bits. The adaptive codebook gain is quantized 

together with the above-mentioned correction factor of the fixed codebook gain for every 

10ms using 8 bits. As a result, a total of 16 bits are used for encoding both the adaptive-

and fixed codebook gains. As described in Section 5.2.5, 9 bits were used to encode the 

fixed codebook indices for every subframe, which resulted in a total of 36 bits per 20ms 

frame for the fixed codebook. 

For the 10.2 kbit/s mode, the three LSF subvectors are quantized using 8, 9 and 9 

bits respectively. This implies that 26 bits are used for quantizing the LSF vectors at 10.2 

kbit/s, as shown in Table 5.3. The pitch delay is encoded using 8 bits in the first and third 

subframes and the relative delay of the other subframes is encoded using 5 bits. The adaptive 

codebook gain is quantized together with the correction factor of the fixed codebook gain 

using a 7-bit non-uniform vector quantization scheme for every 5ms subframe. The fixed 

codebook indices are encoded using 31 bits in each subframe, in order to give a total of 124 

bits for a 20ms speech frame. 

5.2.8 Codec Mode Switching Philosophy 

In the AMR codec, the mode adaptation allows us to invoke a subset of at most 4 modes 

out of the 8 available modes [252]. This subset is referred to as the Active Codec Set (ACS). 

In the proposed BbB-AQAM/CDMA system the codec mode adaptation is based on the 

channel quality, which is expressed as the MSB at the output of the multi-user CDMA 

detector [253]. The probability of switching from one mode to another is typically lower, 

than the probability of sustaining a specific mode. 

Intuitively, frequent mode switching is undesirable due to the associated perceptual 

speech quality fluctuations. It is more desirable to have a mode selection mechanism that is 

primarily source-controlled, assisted by a channel-quality-controlled override. During good 

channel conditions, the mode switching process is governed by the local phonetic character 

of the speech signal and the codec will adapt itself to the speech signal characteristics in 

an attempt to deliver the highest possible speech quality. When the channel is hostile or 

the network is congested, transceiver control or external network control can take over the 

mode selection and allocate less bits to source coding, in order to increase the system's 

robustness or user capacity. By amalgamating the channel-quality motivated or network-

and source-controlled processes, we arrive at a robust, high-quality system. Surprisingly, we 

found from our informal listening tests that the perceptual speech quality was not affected 

by the rate of codec mode switching, as it will be demonstrated in Section 5.8. This is due 



to the robust ACELP structure, whereby the main bit rate reduction is related to the fixed 

codebook indices, as shown in Table 5.3 for the codec modes of 4.75 kbit/s and 10.2 kbit/s. 

As expected, the performance of the AMR speech codec is sensitive to transmission 

errors of the codec mode information. The corruption of the codec mode information that 

describes, which codec mode has to be used for decoding leads to complete speech frame 

losses, since the decoder is unable to apply the correct mode for decoding the received bit 

stream. Hence, robust channel coding is required in order to protect the codec mode infor-

mation and the recommended transmission procedures were discussed for example by Bruhn 

et al. [250]. Furthermore, in transceiver-controlled scenarios the prompt transmission of the 

codec mode information is required for reacting to sudden changes of the channel condi-

tions. In our investigations we assume that the signalling of the codec mode information is 

free from corruption, so that we can concentrate on other important aspects of the system. 

Let us now briefly focus our attention on the robustness of the AMR codec against 

channel errors. 

5.3 Speech Codec 's Er ro r Sensitivity 

In this section, we will demonstrate that some bits are significantly more sensitive to channel 

errors than others, and hence these sensitive bits have to be better protected by the channel 

codec [251]. A commonly used approach in quantifying the sensitivity of a given bit is to 

invert this bit consistently in every speech frame and evaluate the associated Segmental SNR 

(SEGSNR) degradation. The error sensitivity of various bits of the AMR codec determined 

in this way is shown in Figure 5.3 for the bit rate of 4.75 kbit/s. Again, Figure 5.3 shows 

more explicitly the bit sensitivities in each speech subframe for the bit rate of 4.75 kbit/s, 

with the corresponding bit allocations shown in Table 5.3. For the sake of visual clarity, 

Subframe 4 (83-95) was not shown explicitly above, since it exhibited identical SEGSNR 

degradation to Subframe 2. 

It can be observed from Figure 5.3 that the most sensitive bits are those of the LSF 

subvectors, seen at positions 1-23. The error sensitivity of the adaptive codebook delay is 

the highest in the first subframe, commencing at bit 24, as shown in Figure 5.3, which was 

encoded using 8 bits in Table 5.3. By contrast, the relative adaptive codebook delays in 

the next three subframes are encoded using 4 bits each, and a graceful degradation of the 

SEGSNR is observed in Figure 5.3. The next group of bits is constituted by the 8 codebook 

gains in decreasing order of bit sensitivity, as seen in Figure 5.3 for bit positions 41-48 

of Subframe 1 and 75-82 of Subframe 3. The least sensitive bits are related to the fixed 
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Figure 5.3; The SEGSNR degradations due to 100% bit error rate in the 95-bit, 20 ms 

AMR speech frame. The associated bit allocation can be seen in Table 5.3. 
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Figure 5.4: The SEGSNR degradation versus speech frame index for various bits. 

codebook pulse positions, which were shown for example at bit positions 54-61 in Figure 

5.3. This is because, if one of the fixed codebook index bits is corrupted, the codebook 

entry selected at the decoder will differ from that used in the encoder only in the position 

of one of the non-zero excitation pulses. Therefore the corrupted codebook entry will be 

similar to the original one. Hence, the algebraic codebook structure used in the AMR codec 

is inherently quite robust to channel errors. The information obtained here will be used 

in Section 5.6.2 for designing the bit mapping procedure in order to assign the channel 

encoders according to the bit error sensitivities. 

Although appealing in terms of its conceptual simplicity, the above approach we used for 

quantifying the error sensitivity of the various coded bits does not take into account the error 

propagation properties of different bits over consecutive speech frames. In order to obtain 
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Figure 5.5: Average SEGSNR degradation due to single bit errors in various speech coded 

bits 

a better picture of the error propagation effects, we also employed a more elaborate error 

sensitivity measure [251]. Here, for each bit we find the average SEGSNR degradation due 

to a single bit error both in the specific frame in which the error occurs and in consecutive 

frames. These effects are exemplified in Figure 5.4 for five different bits, where each of 

the bits belongs to a different speech codec parameter. More explicitly. Bit 1 represents 

the first bit of the first LSF subvector, which shows some error propagation effects due 

to the interpolation between the LSFs over consecutive frames. The associated SEGSNR 

degradation dies away over six frames. Bit 24 characterised in Figure 5.4 is one of the 

adaptive codebook delay bits and the corruption of this bit has the effect of a more prolonged 

SEGSNR degradation over 10 frames. The fixed codebook index bits of Table 5.3 are more 

robust and observed to be the least sensitive bits, as it was shown in Figure 5.3 earlier. This 

argument is supported by the example of Bit 33 in Figure 5.4, where a smaller degradation 

is observed over consecutive frames. A similar observation also applies to Bit 39 in Figure 

5.4, which is the sign bit of the fixed codebook. By contrast. Bit 41 of the codebook gains 
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Figure 5.6: Schematic of the adaptive dual-mode JD-CDMA system 

produced a high and prolonged SEGSNR degradation profile. 

We recomputed our bit-sensitivity results of Figure 5.3 using this second approach, in 

order to obtain Figure 5.5, taking into account the error propagation effects. More explicitly, 

these results were calculated by summing the SEGSNR degradations over all the frames, 

which were affected by the error. Again, these results are shown in Figure 5.5 and the 

associated bit positions can be identified with the aid of Table 5.3. The importance of the 

adaptive codebook delay bits became more explicit. By contrast, the signiGcance of the 

LSFs was reduced, although still requiring strong error protection using channel coding. 

Having characterised the error sensitivity of various speech bits, we will capitalise on this 

knowledge, in order to assign the speech bits to various bit protection classes, as it will be 

discussed in Section 5.6.2. Let us now consider the various components of our transceiver, 

which utilises the AMR codec in the next section. We will first discuss the motivation of 

employing multirate speech encoding in conjunction with a near-instantaneously adaptive 

transceiver, with a detailed background description of earlier contributions from various 

researchers. 

5.4 Sys tem Background 

The AMR concept is amenable to a range of intelligent configurations. When the instanta-

neous channel quality is low, the speech encoder operates at low bit rates, thus facilitating 

the employment of powerful forward error control within a fixed bit rate budget. By con-

trast, under favourable channel conditions the speech encoder may use its highest bit rate. 



implying high speech quality, since in this case weaker error protection is sufficient or a 

less robust, but higher bit rate transceiver mode can be invoked. However, the system 

must be designed for seamless switching between its operating rates without objectionable 

perceptual artifacts. 

Das et al. provided an extensive review of multimode and multirate speech coding 

in [254]. Some of the earlier contributors in multimode speech coding included Taniguchi et 

al. [9], Kroon and Atal [144], Yong and Gersho [255], DeJaco et al. [16], Paksoy et al. [146] 

and Cellario et al. [145] . Further recent work on incorporating multirate speech coding 

into wireless systems was covered in a range of contributions [256]- [257]. Specifically, 

Yuen et al. [256] in their paper employed embedded and multimode speech codecs based on 

the Code Excited Linear Prediction (CELP) technique in combination with channel codecs 

using Rate Compatible Punctured Convolutional codes (RCPC) [258]. The combined speech 

and channel coding resulted in gross bit rates of 12.8 kbit/s and 9.6 kbit/s, supported 

by either TDMA or CDMA multiple access techniques. The investigations showed that 

multimode CELP codecs performed better, than their embedded counterparts, and that 

adaptive schemes were superior to fixed-rate schemes. 

LeBlanc et al. in [259] developed a low power, low delay, multirate codec suitable for 

indoor wireless communications. The speech codec was a modified version of the G.728 LD-

CELP standard scheme [156], employing a multi-stage excitation configuration together 

with an adaptive codebook. A lower LPC predictor order of 10 was used, rather than 50 

as in G.728, and a higher bandwidth expansion factor of 0.95, rather than 0.9883 was em-

ployed, which resulted in a more robust performance over hostile channels. This algorithm 

was investigated over indoor wireless channels assisted by 2-branch diversity, using QPSK 

modulation and wideband TDMA transmission. No channel coding was employed and the 

system's performance was not explicitly characterised in the paper. In [260], Kleider et al. 

proposed an adaptive speech transmission system utilising the Multi-Rate Sinusoidal Trans-

form Codec (MRSTC), in conjunction with convolutional channel coding and Pulse Position 

Modulation (PPM). The MRSTC is based on the sinusoidal transform coding scheme pro-

posed by McAulay [261]. The MRSTC was investigated further by the same authors for 

wireless and internet applications in [262], using a range of bit rates between 1.2 kbit/s 

and 9.6 kbit/s. The MRSTC was incorporated into a communication system employing 

convolutional channel coding and a fixed BPSK modulation scheme, and it was reported 

to give a nearly 9 dB in average spectral distortion reduction over the fixed-rate 9.6 kbit/s 

benchmarker. 

In a contribution from the speech coding team at Qualcomm, Das et al. [143] illustrated 

using a multimode codec having four modes (Full-rate, Half-rate, Quarter-rate and Eight-
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rate), that the diverse characteristics of the speech segments can be adequately captured 

using variable rate codecs. It was shown that a reduced average rate can be obtained, 

achieving equivalent speech quality to that of a fixed full-rate codec. Specifically, a mul-

timode codec with an average rate of 4 kbit/s achieved significantly higher speech quality 

than that of the equivalent fixed-rate codec. An excellent example of a recent standard 

variable-rate codec is the Enhanced Variable Rate Codec (EVRC), standardized by the 

Telecommunications Industry Association (TIA) as IS-127 [159]. This codec operates at a 

maximum rate of 8.5 kbit/s and at an average rate of about 4.1 kbit/s. The EVRC consists 

of three coding modes that are all based on the CELP model. The activation of one of the 

three modes is source-controlled, based on the estimation of the input signal state. 

Multimode speech coding was also evaluated in an ATM-based environment by Beritelli 

et al. in [263]. The speech codec possessed seven coding rates, ranging from 0.4 to 16 

kbit/s. Five different bit rates were allocated for voiced/unvoiced speech encoding, while 

two lower bit rates were generated for inactive speech periods, depending on the stationarity 

of the background noise. The variable-rate voice source was modelled using a Markov-model 

based process. The multimode coding scheme was compared to the 12 kbit/s CS-ACELP 

standard codec using the traditional ON-OFF voice generation model. It was found that 

the multimode codec performed better, than the CS-ACELP ON-OFF scheme, succeeding 

in minimizing the required transmission bandwidth by exploiting the near-instantaneous 

local characteristics of the speech waveform and it was also capable of synthesizing the 

background noise realistically. 

Our discussion so far have been focused on source-controlled multirate codecs, where the 

coding algorithm responds to the time-varying local character of the speech signal in order 

to determine the required speech rate. An additional capacity enhancement can be achieved 

by introducing network control, which implies that the speech codec has to respond to a 

network-originated control signal for switching the speech rate to one of a predetermined set 

of possible rates. The network control procedure for example was addressed by Hanzo et al. 

[251] and Kawashima et al. [257]. Specifically, in [251] a novel high-quality, low complexity 

dual-rate 4.7 kbit/s and 6.5 kbit/s ACELP codec was proposed for indoor communications, 

which was capable of dropping the associated source rate and speech quality under network 

control, in order to invoke a more resilient modem mode, amongst less favourable channel 

conditions. Source-matched binary BCH channel codecs combined with unequal protection 

diversity- and pilot-assisted 16QAM and 64QAM was employed, in order to accommodate 

both the 4.7 and the 6.5 kbit/s coded speech bits at a fixed signalling rate of 3.1 kBd. Good 

communications quality speech was reported in an equivalent speech channel bandwidth of 

4 kHz, if the channel Signal-to-Noise Ratio (SNR) and Signal-to-Interference (SIR) of the 
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benign indoors cordless channels were in excess of about 15 and 25 dB for the lower and 

higher speech quality 16QAM and 64QAM systems, respectively. In [257], Kawashima et 

al. proposed network control procedures for CDMA systems, focusing only on the downlink 

from the base to the mobile station, where the base station can readily coordinate the coding 

rate of all users without any significant delay. This network control scheme was based on 

the so-called M / M / o o / M queueing model applied to a cell under heavy traffic conditions. 

A modified version of the QCELP codec [16] was used, employing fixed rates of 9.6 kbit/s 

and 4.8 kbit /s . 

Focussing our attention on the associated transmission aspects, in recent years signif-

icant research interests have also been devoted to Burst-by-Burst Adaptive Quadrature 

Amplitude Modulation (BbB-AQAM) transceivers [264]- [265]. The transceiver reconfig-

ures itself on a burst-by-burst basis, depending on the instantaneous perceived wireless 

channel quality. More explicitly, the associated channel quality of the next transmission 

burst is estimated and the specific modulation mode, which is expected to achieve the re-

quired performance target at the receiver is then selected for the transmission of the current 

burst. Modulation schemes of different robustness and of different data throughput have 

also been investigated [266]- [267]. The BbB-AQAM principles have also been applied to 

Joint Detection Code Division Multiple Access (JD-CDMA) [253,268] and OFDM [269,270]. 

Against the above background, in this section we introduce a novel dual-mode burst-

by-burst adaptive speech transceiver scheme, based on the AMR speech codec, Redundant 

Residue Number System (RRNS) assisted channel coding [271J and Joint Detection aided 

.Access TAe moje gWfcAmg confroZW (Ae 

channel quality fluctuations imposed by the time-variant channel, which is not necessarily 

a desirable scenario. However, we will endeavour to contrive measures in order to mitigate 

the associated perceptual speech quality fluctuations. The underlying trade-offs associated 

with employing two speech modes of the AMR standard speech codec in conjunction with 

a reconfigurable, unequal error protection BPSK/4QAM modem are investigated. 

5.5 Sys tem Overview 

The schematic of the proposed adaptive JD-CDMA speech transceiver is depicted in Figure 

5.6. The encoded speech bits generated by the AMR codec at the bit rate of 4.75 or 10.2 

kbi t /s are first mapped according to their error sensitivities into three protection classes, 

although for simplicity this is not shown explicitly in the figure. The sensitivity-ordered 

speech bits are then channel encoded using the RRNS encoder [271] and modulated using a 

re-configurable BPSK or 4QAM based JD-CDMA scheme [264]. We assigned the 4.75 kbit/s 



speech codec mode to the BPSK modulation mode, while the 10.2 kbit /s speech codec mode 

to the 4QAM mode. Therefore, this transmission scheme delivers a higher speech quality at 

10.2 kbit/s, provided that sufficiently high channel SNRs and SIRs prevail. Furthermore, it 

can be reconfigured under transceiver control in order to provide an inherently lower, but 

unimpaired speech quality amongst lower SNR and SIR conditions at the speech rate of 

4.75 kbit/s. 

Subsequently, the modulated symbols are spread in Figure 5.6 by the CDMA spreading 

sequence assigned to the user, where a random spreading sequence is used. The Minimum 

Mean Squared Error Block Decision Feedback Equaliser (MMSE-BDFE) is used as the 

multiuser detector [253], where perfect Channel Impulse Response (CIR) estimation and 

perfect decision feedback are assumed. The soft outputs for each user are obtained from 

the MMSE-BDFE and passed to the RRNS channel decoder. Finally, the decoded bits are 

mapped back to their original bit protection classes by using a bit-mapper (not shown in 

Figure 5.6) and the speech decoder reconstructs the original speech information. 

In BbB-AQAM/CDMA, in order to determine the best choice of modulation mode in 

terms of the required trade-off between the BER and throughput, the near instantaneous 

quality of the channel has to be estimated. The channel quality is estimated at receiver A 

and the chosen modulation mode and its corresponding speech mode are then communicated 

using explicit signalling to transmitter B in a closed-loop scheme, as depicted in Figure 

5.6. Specifically, the channel quality estimate is obtained by using the Signal to residual 

Interference plus Noise Ratio (SINR) metric, which can be calculated at the output of 

MMSE-BDFE [253]. 

5.6 R e d u n d a n t Residue N u m b e r System (RRNS) Channel 

Coding 

5.6 .1 O v e r v i e w 

In order to improve the performance of the system, we employ the novel family of the so-

called Redundant Residue Number System (RRNS) codes for protecting the speech bits, 

depending on their respective error sensitivities. 

Since their introduction, RRNS have been used for constructing fast arithmetics [272, 

273]. In this paper, we exploit the error control properties of the non-binary system-

atic RRNS codes, which - similarly to Reed-Solomon codes - exhibit maximum minimum 

distance properties [274, 275]. Hence, RRNS codes are similar to Reed Solomon (RS) 
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RRNS Number of Total Total 

Class (Code Codewords databits databits codedbits 

4 . 7 5 k b i t / s / B P S K 

I RRNS(8,4) 2 40 

II RRNS(8,5) 1 25 95 160 

III RRNS(8,6) 1 30 

1 0 . 2 k b i t / s / 4 Q A M 

I RRNS (8,4) 3 60 

II RRNS(8,5) 1 25 205 320 

III RRNS(8,6) 4 120 

Table 5.4: RRNS codes designed for two different modulation modes. 

codes [161]. However, the RRNS codes chosen in our design are more amenable to de-

signing short codes. More explicitly, in the context of RS codes, short codes are derived by 

inserting dummy symbols into full-length codes. This, however, requires the decoding of 

the full-length RS-code. By contrast, RRNS codes simply add the required number of re-

dundant symbols. Furthermore, RRNS codes allow us to use the low-complexity technique 

of residue dropping [275]. Both of these advantages will be augmented during our further 

discourse. 

An RRNS(n, k) code has k so-called residues, which host the original data bits and the 

additional (n — k) redundant residues can be employed for error correction at the decoder. 

The coding rate of the code is k/n and the associated error correction capability of the code 

IS t = [ ^ ^ J non-binary residues [274,275]. At the receiver, both soft decision [271] and 

residue dropping [276] decoding techniques are employed. 

The advantages of the RRNS codes are simply stated here without proof due to lack 

of space [271,276]. Since the so-called residues of the RRNS [272,273] can be computed 

independently from each other, additional residues can be added at any stage of processing 

or transmission [277]. This has the advantage that the required coding power can be 

adjusted according to the prevalent BER of the transmission medium. For example, when 

the protected speech bits enter the wireless section of the network - where higher BERs 

prevail than in the fixed network - simply a number of additional redundant residues are 

computed and concatenated to the message for providing extra protection. 

In our design, RRNS codes employing 5 bits per residue have been chosen. Three 

different RRNS codes having different code rates are used for protecting the three different 

classes of speech bits. In addition, the RRNS codes employed are also switched in accordance 



with the modulation modes and speech rates used in our system. In Table 5.4, we have two 

set of RRNS codes for the BPSK and 4QAM modulation modes. For the most sensitive 

class I speech bits, we used a RRNS(8,4) code, which has a minimum free distance of 

dmin = 5 [271] and a code rate of 1/2. At the receiver, the soft metric of each received 

bit was calculated and soft decoding was applied. An extra information residue was added 

to the RRNS(8,4) code for generating the RRNS(8,5) code for the speech bit protection 

class II. The extra residue enables us to apply one residue dropping [276], and soft decision 

decoding. The Class III bits are least protected, using the RRNS(8,6) code, which has a 

minimum free distance of dmin = 3 and a code rate of 2/3. Only soft decision decoding is 

applied to this code. 

5 .6 .2 S o u r c e - M a t c h e d Error P r o t e c t i o n 

The error sensitivity of the 4.75 kbit/s AMR codec's source bits was evaluated in Figures 

5.3 and 5.5. The same procedures were applied in order to obtain the error sensitivity for 

the source bits of the 10.2 kbit/s AMR codec. Again, in our system, we employed RRNS 

channel coding and three protection classes were deemed to constitute a suitable trade-off 

between a moderate system complexity and high performance. As shown in Table 5.4, three 

different RRNS codes having different code rates are used for protecting the three different 

classes of speech bits in a speech frame. 

For the 4.75 kbit/s AMR speech codec, we divided the 95 speech bits into three sen-

sitivity classes. Class I, II and III. Class I consists of 40 bits, while Class II and III were 

allocated 25 and 30 bits, respectively. Then we evaluated the associated SEGSNR degrada-

tion inflicted by certain fixed channel BERs maintained in each of the classes using randomly 

distributed errors, while keeping bits of the other classes intact. The results of the SEGSNR 

degradations applying random errors are portrayed in Figure 5.7 for both the full-class and 

the triple-class system. It can be seen that Class I, which consists of the 40 most sensitive 

bits, suffers the highest SEGSNR degradation. Class II and Class III - which are populated 

mainly with the fixed codebook index bits - are inherently more robust to errors. Note that 

in the full-class scenario the associated SEGSNR degradation is higher than that of the 

individual protection classes. This is due to having more errors in the entire 95-bit frame 

at a fixed BER, compared to the individual protection classes assigned 40, 25 and 30 bits 

respectively, since upon corrupting a specific class using a fixed BER, the remaining classes 

remained intact. Hence the BER of the individual protection classes averaged over all the 

95 bits was lower, than that of the full-class scenario. For the sake of completeness, we de-

creased the BER of the full-class scheme so that on average the same number of errors was 
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Figure 5.7: SEGSNR degradation versus average BER for the 4.75 kbit/s AMR codec 

for full-class and triple-class protection systems. When the bits of a specific class were 

corrupted, bits of the other classes were kept intact. 

introduced into the individual classes as well as in the full-class scheme. In this scenario, it 

can be seen from Figure 5.7 that, as expected, the Class I scheme has the highest SEGSNR 

degradation, while the sensitivity of the full-class scheme is mediocre. 

Similarly, the 204 bits of a speech frame in the 10.2 kbit/s AMR speech codec mode 

are divided into three protection classes. Class I is allocated the 60 most sensitive bits, 

while 25 and 119 bits are distributed to Class II and Class III, in decreasing order of error 

sensitivity. Their respective SEGSNR degradation results against the BER are presented in 

Figure 5.8. Due to the fact that the number of bits in Class III is five times higher than in 

Class II, the error sensitivity of Class III compared to Class II appeared higher. Hence the 

SEGSNR degradation appears higher for Class III than for Class II, as observed in Figure 

5.8. This occurs due to the non-trivial task of finding appropriate channel codes to match 
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Figure 5.8: SEGSNR degradation versus average BER for the 10.2 kbit/s AMR codec for full 

class and triple-class protection systems. When the bits of a specific class were corrupted, 

bits of the other classes were kept intact. 

the source sensitivities, and as a result, almost 60% of the bits are allocated to Class III. 

Note that after the RRNS channel coding stage, an additional dummy bit is introduced 

in Class III, which contains 119 useful speech bits, as shown in Table 5.4. The extra bit 

can be used as a Cyclic Redundancy Check (CRC) bit for the purpose of error detection. 

Having considered the source and channel coding aspects, let us now focus our attention on 

transmission issues. 



5.7 Jo in t Detect ion Code Division Mul t ip le Access 

5.7.1 Overview 

Joint detection receivers [278] constitute a class of multiuser receivers that were developed 

based on conventional channel equalization techniques [264] used for mitigating the effects 

of Inter-Symbol Interference (ISI). These receivers utilize the Channel Impulse Response 

(CIR) estimates and the knowledge of the spreading sequences of all the users in order to 

reduce the level of Multiple Access Interference (MAI) in the received signal. 

By concatenating the data symbols of all CDMA users successively, as though they were 

transmitted by one user, we can apply the principles of conventional single-user channel 

equalization [264] to multiuser detection. In our investigations, we have used the MMSE-

BDFE proposed by Klein et al. [278], where the multiuser receiver aims to minimize the 

mean square error between the data estimates and the transmitted data. A feedback process 

is incorporated, where the previous data estimates are fed back into the receiver in order 

to remove the residual interference and to assist in improving the BER performance. 

5.7.2 Joint Detection Based Adaptive Code Division Multiple Access 

In QAM [264], n bits are grouped to form a signalling symbol and m = 2" different symbols 

convey all combinations of the n bits. These m symbols are arranged in a modulation 

constellation to form the m-QAM scheme. In the proposed system we used the BbB-

AQAM/CDMA modes of BPSK (2-QAM) and 4QAM, conveying 1 and 2 bits per symbol, 

respectively. However, for a given channel SNR, the BER performance degrades upon 

switching from BPSK to 4QAM, whilst doubling the throughput. 

Previous research in BbB-AQAM schemes designed for TDMA transmissions has been 

carried out by Webb and Steele [279]; Sampei, Komaki and Morinaga [265]; Goldsmith and 

Chua [280]; as well as Torrance et al. [281]. This work has been extended to wideband 

channels, where the received signal also suffers from ISI in addition to amplitude and phase 

distortions due to the fading channel. The received signal strength is not a good indicator 

of the wideband channel's instantaneous quality, since the signal is also contaminated by ISI 

and co-channel interference. Wong et al. [282] proposed a wideband BbB-AQAM scheme, 

where a channel equalizer was used for mitigating the effects of ISI on the CIR estimate. 

Here we propose to combine joint detection CDMA [278] with AQAM, by modifying the 

approach used by Wong et al. [282]. Joint detection is particularly suitable for combining 

with AQAM, since the implementation of the joint detection algorithms does not require 
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Parameter Value 

Channel type COST 207 Bad Urban (BU) 

Paths in channel 7 

Doppler frequency 80 Hz 

Spreading factor 16 

Chip rate 2.167 MBaud 

JD block size 26 symbols 

Receiver type MMSE-BDFE 

AQAM type Dual-mode (BPSK, 4QAM) 

Channel codec Triple-class RRNS 

Channel-coded Rate 8/16 kbit/s 

Speech Codec AMR (ACBLP) 

Speech Rate 4.75/10.2 kbit/s 

Speech Frame Length 20 ms 

Table 5.5: Transceiver Parameters 

any knowledge of the modulation mode used [253]. Hence the associated complexity is 

independent of the modulation mode used. 

In order to choose the most appropriate BbB-AQAM/CDMA mode for transmission, the 

SINR at the output of the MMSE-BDFE was estimated by modifying the SINE expression 

given in [278] exploiting the knowledge of the transmitted signal amplitude, g, the spreading 

sequence and the CIR. The data bits and noise values were assumed to be uncorr elated. The 

average output SINR was calculated for each transmission burst of each user. The conditions 

used for switching between the two AQAM/JD-CDMA modes were set according to their 

target BER requirements as: 

Mode 
BPSK SINR < 

4QAM < SINR 
(5.1) 

where ti represents the switching threshold between the two modes. 

With the system elements described, we now focus our attention on the overall perfor-

mance of the adaptive transceiver proposed. 
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Figure 5.9; BER performance of 4QAM/JD-CDMA over the COST 207 BU channel of 

Table 5.5 using the RRNS codes of Table 5.4. 

5.8 System Per fo rmance 

The simulation parameters used in our AQAM/JD-CDMA system are listed in Table 5.5. 

The channel profile used was the COST 207 Bad Urban (BU) channel [283] consisting of 

seven paths, where each path was faded independently at a Doppler frequency of 80 Hz. 

The BER performance of the proposed system is presented in Figures 5.9, 5.10 and 5.11. 

Specifically, Figure 5.9 portrays the BER performance using the 4QAM modulation mode 

and the RRNS codes of Table 5.4 for a two-user JD-CDMA speech transceiver. As seen in 

Table 5.4 of Section 5.6.2, three different RRNS codes having different code rates are used 

for protecting the three different classes of speech bits in the speech codec. The BER of the 



CfL4jP:rjSft 5. 71RLAj\%7(%E%n/]Sft 159 

10 

10 
- 2 

M pq 

10 -3 

10 -4 

lESIiR vALjgfiiiist fSlSniL 

A A\ 'erage 
ass I 
ass II 
ass III 

V Li 
'erage 
ass I 
ass II 
ass III 

< V ' o Cl 

'erage 
ass I 
ass II 
ass III 

'erage 
ass I 
ass II 
ass III * Cl 

'erage 
ass I 
ass II 
ass III 

C x 
^ 

\ 

\ 

\ " X \ . 

\ 
^ \ 

\ .. \ 

\ 

\ 

4 6 

SNR(dB) 
10 

Figure 5.10: BER performance of BPSK/JD-CDMA over the COST 207 BU channel of 

Table 5.5 using the RRNS codes of Table 5.4. 

three protection classes is shown together with the average BER of the channel coded bits 

versus the channel SNR. The number of bits in these protection classes was 60, 25 and 120, 

respectively. As expected, the Class I subchannel exhibits the highest BER performance, 

followed by the Class II and Class III subchannels in decreasing order of BER performance. 

The corresponding BER results for the BPSK/JD-CDMA mode are shown in Figure 5.10. 

In Figure 5.11, the average BER performance of the coded fixed-mode BPSK/JD-CDMA 

and 4QAM/JD-CDMA systems is presented along with that of the twin-mode AQAM/JD-

CDMA system supporting two users and assuming zero-latency modem mode signalling. 

The performance of the AQAM scheme was evaluated by analyzing the BER and the 

throughput expressed in terms of the average number of Bits Per Symbol (BPS) trans-



mitted. The BER curve has to be read by referring to the vertical-axis at the left of the 

figure, while the BPS throughput curve is interpreted by referring to the vertical-axis at 

the right that is labelled BPS. At low channel SNRs the BER of the AQAM/JD-CDMA 

scheme mirrored that of BPSK/JD-CDMA, which can be explained using Figure 5.12. In 

Figure 5.12, the Probability Density Functions (PDF) of the AQAM/JD-CDMA modes 

versus channel SNR are plotted. As mentioned earlier, the results were obtained using a 

switching threshold of 10.5 dB. We can see from the figure that at low average channel 

SNRs (< 6 dB), the mode switching threshold of 10.5 dB instantaneous SNR was seldom 

reached, and therefore BPSK/JD-CDMA was the predominant mode. Hence, the perfor-

mance of the AQAM/JD-CDMA scheme was similar to BPSK/JD-CDMA. However, as the 

channel SNR increased, the BER performance of AQAM/JD-CDMA became better than 

that of BPSK/JD-CDMA, as shown in Figure 5.11. This is because the 4QAM mode is 

employed more often, reducing the probability of using BPSK, as shown in Figure 5.12. 

Since the mean BER of the system is the ratio of the total number of bit errors to the total 

number of bits transmitted, the mean BER will decrease with a decreasing number of bit 

errors or with an increasing number of transmitted bits. For a fixed number of symbols 

transmitted, the total number of transmitted bits in a frame is constant for fixed mode 

BPSK/JD-CDMA, while for AQAM/JD-CDMA the total number of transmitted bits in-

creased, when the 4QAM/JD-CDMA mode was used. Consequently, the average BER of 

the AQAM/JD-CDMA system was lower than that of the fixed-mode BPSK/JD-CDMA 

scheme. 

The BPS throughput performance curve is also plotted in Figure 5.11. As expected, the 

number of BPS of both BPSK and 4QAM is constant for all channel SNR values. They 

are limited by the modulation scheme used and the coding rate of the RRNS codes seen in 

Table 5.4. For example, for 4QAM we have 2 BPS, but the associated channel code rate is 

205/320, as shown in Table 5.4, hence the effective throughput of the system is 2 x = 1.28 

BPS. For AQAM/JD-CDMA, we can see from Figure 5.11 that the throughput is similar 

to that of BPSK/JD-CDMA at low channel SNRs. However, as the average channel SNR 

increased, more and more frames were transmitted using 4QAM/JD-CDMA and the average 

throughput increased gradually. At high average SNRs, the throughput of AQAM/JD-

CDMA became similar to that of the 4QAM/JD-CDMA scheme. 

The overall SEGSNR versus channel SNR performance of the proposed speech transceiver 

is displayed in Figure 5.13. Observe that the source sensitivity-matched triple-class 4.75 

kbit/s BPSK/JD-CDMA system requires a channel SNR in excess of about 8 dB for nearly 

unimpaired speech quality over the COST207 BU channel of Table 5.5. When the channel 

SNR was in excess of about 12 dB, the 10.2 kbit /s 4QAM/JD-CDMA system outperformed 
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Figure 5.11: BER and BPS comparisons for fixed mode BPSK and 4QAM as well as for the 

AQAM/JD-CDMA system, using the RRNS codes of Table 5.4. The switching threshold 

for AQAM was set to 10.5 dB and the simulation parameters are listed in Table 5.5. 

the 4.75 kbit/s BPSK/JD-CDMA scheme in terms of both objective and subjective speech 

quality. Furthermore, at channel SNRs around 10 dB, where the BPSK and 4QAM SEGSNR 

curves cross each other in Figure 5.13, it was preferable to use the inherently lower quality 

but unimpaired mode of operation. In the light of these findings, the application of the 

AMR speech codec in conjunction with AQAM constitutes an attractive trade-off in terms 

of providing users with the best possible speech quality under arbitrary channel conditions. 

Specifically, the 10.2 kbit /s 4QAM/JD-CDMA scheme has a higher source bit rate and 

thus exhibits a higher SEGSNR under error-free conditions. The 4.75 kbit/s BPSK/JD-

CDMA scheme exhibits a lower source bit rate and correspondingly lower speech quality 

under error-free conditions. However, due to its less robust 4QAM modulation mode, the 

10.2 kbit/s 4QAM/JD-CDMA scheme is sensitive to channel errors and breaks down under 
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Figure 5.12: The probability of each modulation mode being chosen for transmission in a 

twin-mode (BPSK, 4QAM), two-user AQAM/JD-CDMA system using the parameters of 

Table 5.5. 

hostile channel conditions, where the 4.75 kbit/s BPSK/JD-CDMA scheme still exhibits 

robust operation, as illustrated in Figure 5.13. 

In the context of Figure 5.13 ideally a system is sought that achieves a SEGSNR per-

formance, which follows the envelope of the SEGSNR curves of the individual BPSK/JD-

CDMA and 4QAM/JD-CDMA modes. The SEGSNR performance of the AQAM system is 

also displayed in Figure 5.13. We observe that AQAM provides a smooth evolution across 

the range of channel SNRs. At high channel SNRs, in excess of 12-14 dB, the system oper-

ates predominantly in the 4QAM/JD-CDMA mode. As the channel SNR degrades below 

12 dB, some of the speech frames are transmitted in the BPSK/JD-CDMA mode, which im-

plies that the lower quality speech rate of 4.75 kbit/s is employed. This results in a slightly 

degraded average speech quality, while still offering a substantial SEGSNR gain compared 

to the fixed-mode 4.75 kbit/s BPSK/JD-CDMA scheme. At channel SNRs below 10 dB, the 

performance of the 10.2 kbit/s 4QAM/JD-CDMA mode deteriorates due to the occurrence 



163 

0 

O 4.75kbpsBPSK/JD-CDMA 
0 l&2k%%4QANKKXCDMWL 
• AQAM/JD-CDMA 

6 8 10 12 14 16 18 20 
( : h a i i n e i : S r { B l ( c L B ) 

Figure 5.13: SEGSNR versus channel SNR 

of a high number of channel errors, inflicting severe SEGSNR degradations. In these hostile 

conditions, the 4.75 kbit/s BPSK/JD-CDMA mode provides a more robust performance 

associated with a better speech quality. With the advent of the AQAM/JD-CDMA mode 

switching regime the transceiver exhibits a less bursty error distribution, than that of the 

conventional fixed-mode 4QAM modem, as it can be seen in Figure 5.14, where the error 

events of the BPSK/JD-CDMA scheme are also displayed. 

The benefits of the proposed dual-mode transceiver are further demonstrated by Figure 

5.15, consisting of three graphs plotted against the speech frame index, giving an insightful 

characterisation of the adaptive speech transceiver. Figure 5.15(a) shows a speech segment 

of 30 frames. In the AMR codec, a speech frame corresponds to a duration of 20 ms. In 

Figure 5.15(b), the SEGSNR versus frame index performance curves of the BPSK, 4QAM 

and AQAM/JD-CDMA schemes are shown, in both error-free and channel-impaired sce-

narios. The SINR at the output of the MMSE-BDFE is displayed in Figure 5.15(c). The 

adaptation of the modulation mode is also shown in Figure 5.15(c), where the transceiver 
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Figure 5.14: The comparison of the number of errors per frame versus 20ms frame index for 

the (a) 4QAM, (b) BPSK and (c) AQAM/JD-CDMA systems with a switching threshold of 

10.5 dB, at channel SNR = 10 dB for 1000 frames over the COST207 BU channel of Table 

5.5. 

switches to the BPSK or 4QAM mode according to the estimated SINK using the switching 

threshold set to 10.5 dB. 

When transmitting in the less robust 4QAM mode using the higher-rate speech mode 

of 10.2 kbit/s, a sudden steep drop in the channel conditions - as portrayed at Frame 1 in 

Figure 5.15 - results in a high number of transmission errors, as also illustrated in Figure 

5.14(a). This happens to occur during the period of voice onset in Figure 5.15, resulting 

in the corruption of the speech frame, which has the effect of inflicting impairments to 

subsequent frames due to the error propagation effects of various speech bits, as alluded 

to in Section 5.3. It can be seen in Figure 5.15 that the high number of errors inflicted in 

the 4QAM mode during voiced speech segments caused a severe SEGSNR degradation at 

frame index 10 and the 10.2 kbit/s speech codec never fully recovered, until the channel 

conditions expressed in terms of the SINR in Figure 5.15(c) improved. On the other hand, 
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Figure 5.15: Characteristic waveforms of the adaptive system, (a) Time-domain speech 

signal for frame indices between 0 and 30; (b) SEGSNR in various transceiver modes; (c) 

SINR versus time and transceiver modes versus time over the COST207 BU channel of 

Table 5.5. 

the significantly more robust 4.75 kbit/s BPSK/JD-CDMA scheme performed well under 

these hostile channel conditions, encountering a low number of errors in Figure 5.14(b), 

while transmitting at a lower speech rate, hence at an inherently lower speech quality. For 

the sake of visual clarity, the performance curves of BPSK/JD-CDMA and AQAM/JD-

CDMA were not displayed in Figure 5.15(b) for the channel-impaired scenarios, since their 

respective graphs are almost identical to that of the error-free speech SEGSNR curves. 

The benefits of the proposed dual-mode transceiver are also demonstrated by Figure 

5.16, which shares the same graphs arrangement as described earlier for Figure 5.15 but at 

a different frame index range between 300 and 330. It can be seen in Figure 5.16 that a 

sudden steep drop in the channel conditions at frame index 300 during the 4QAM mode, 

caused a severe SEGSNR degradation for the voiced speech segments and the 10.2 kbit/s 

speech codec never recovered until the channel conditions improved. 
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5.8.1 Subjective Testing 

Informal listening tests were conducted, in order to assess the performance of the AQAM/JD-

CDMA scheme in comparison to the fixed-mode BPSK/JD-CDMA and 4QAM/JD-CDMA 

schemes. It is particularly revealing to investigate, how the AQAM/JD-CDMA scheme 

performs in the intermediate channel SNR region between 7 dB and 11 dB. The speech 

quality was assessed using pairwise comparison tests. The listeners were asked to express a 

preference between two speech files A or B or neither. A total of 12 listeners were used in 

the pairwise comparison tests. Four different utterances were employed during the listen-

ing tests, where the utterances were due to a mixture of male and female speakers having 

American accents. Table 5.6 details some of the results of the listening tests. 

Through the listening tests we found that for the fixed-mode BPSK/JD-CDMA scheme 

unimpaired perceptual speech quality was achieved for channel SNRs in excess of 7 dB. 
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Speech Material A Speech Material B 

Preference 

Speech Material A Speech Material B A ( % ) B (%) Neither (%) 

4.75 kbit/s (Error free) 10.2 kbit/s (Error free) 4.15 66.65 29.2 

A Q A M ( 9 d B ) 4 Q A M ( 9 d B ) 100 0.00 0.00 

A Q A M ( 9 d B ) 4 Q A M ( l l d B ) 8.3 50.0 41.7 

A Q A M ( 9 d B ) B P S K ( 9 d B ) 37.5 16.65 45.85 

A Q A M ( 1 2 d B ) 4 Q A M ( 1 2 d B ) 4.15 20.85 75.0 

A Q A M ( 1 2 d B ) 4 Q A M ( 1 3 d B ) 8.3 25.0 66.7 

A Q A M ( 1 2 d B ) B P S K ( 1 2 d B ) 41.65 8.3 50.05 

Table 5.6: Details of the listening tests conducted using the pairwise comparison method, 

where the listeners were given a choice of preference between two speech files coded in 

different transmission scenarios. 

With reference to Figure 5.13, when the channel conditions degraded below 7 dB, the 

speech quality became objectionable due to the preponderance of channel errors. For the 

fixed mode 4QAM/JD-CDMA scheme, the channel SNR threshold was 11 dB, below which 

the speech quality started to degrade. The perceptual performance of AQAM/JD-CDMA 

was found superior to that of 4QAM/JD-CDMA at channel SNRs below 11 dB. Specifically, 

it can be observed from Table 5.6 that all the listeners preferred the AQAM/JD-CDMA 

scheme at a channel SNR of 9 dB due to the associated high concentration of channel 

errors in the less robust 4QAM/JD-CDMA scheme at the same channel SNR, resulting in 

a perceptually degraded reconstructed speech quality. 

More explicitly, we opted for investigating the AQAM/JD-CDMA scheme at a chan-

nel SNR of 9 dB, since - as shown in Figure 5.12 - this SNR value falls in the transitory 

region between BPSK/JD-CDMA and 4QAM/JD-CDMA. As the channel conditions im-

proved to an SNR in excess of 11 dB, the 4QAM/JD-CDMA scheme performed slightly 

better, than AQAM/JD-CDMA due to its inherently higher SEGSNR performance under 

error free conditions. Nonetheless, the AQAM/JD-CDMA scheme provided a good percep-

tual performance, as exemplified in Table 5.6 at a channel SNR of 12 dB, in comparison 

to the 4QAM/JD-CDMA scheme at the channel SNRs of both 12 dB and 13 dB. Here, 

only about twenty percent of the listeners preferred the 4QAM/JD-CDMA scheme to the 

AQAM/JD-CDMA scheme, while the rest suggested that both sounded very similar. It can 

also be observed from Table 5.6 that the AQAM/JD-CDMA scheme performed better than 

BPSK/JD-CDMA for a channel SNR of 7 dB and above, while in the region below 7 dB, 

AQAM/JD-CDMA has a similar perceptual performance to that of BPSK/JD-CDMA. As 
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Frame Switching Frequency S E G S N R (dB) 

1 11.38 

10 11.66 

100 11.68 

Table 5.7; Frame switching frequency versus SEGSNR 

shown in Table 5.7, we found that changing the mode switching frequency for every 1, 10 

or 100 frames does not impair the speech quality either in objective SEGSNR terms or in 

terms of informal listening tests. 

5.9 Conclusions 

In Section 5.2 the various components of the AMR codec have been discussed. The error 

sensitivity of the AMR speech codec was characterised in Section 5.3, in order to match 

various channel codecs to the different-sensitivity bits of the speech codec. Specifically, we 

have shown that some bits in the AMR codec are more sensitive to channel errors than others 

and hence require different grade of protection by channel coding. The error propagation 

properties of different bits over consecutive speech frames have also been characterized. We 

have shown how the degradations produced by errors propagate from one speech frame to 

the other and hence may persist over consecutive speech frames, especially in the scenario 

when the LSFs or the adaptive codebook delay bits were corrupted. 

In Section 5.4, a joint-detection assisted near-instantaneously adaptive CDMA speech 

transceiver was designed, which allows us to switch between a set of different source and 

channel codec modes as well as transmission parameters, depending on the overall instan-

taneous channel quality. The 4.75 kbit/s and 10.2 kbit/s speech modes of the AMR codec 

have been employed in conjunction with the novel family of RRNS based channel cod-

ing, using the reconfigurable BPSK or 4QAM based JD-CDMA scheme. In Section 5.6.2, 

the speech bits were mapped into three different protection classes according to their re-

spective error sensitivities. In Section 5.8 the benefits of the multimode speech transceiver 

clearly manifested themselves in terms of supporting unimpaired speech quality under time-

variant channel conditions, where a fixed-mode transceiver's quality would become severely 

degraded by the channel effects. The benefits of our dual-mode transceiver were further 

demonstrated with the aid of the characteristic waveforms displayed in Figure 5.15 and 

5.16. Our AQAM/JD-CDMA scheme achieved the best compromise between unimpaired 

error-free speech quality and robustness, which has been verified by our informal listening 

tests shown in Table 5.6. 



Chapte r 6 

MPEG-4 Audio Compression and 

Transmission 

6.1 Overview of M P E G - 4 Audio 

The Moving Picture Experts Group (MPEG) was first established by the International 

Standard Organisation (ISO) in 1988 with the aim of developing a full audio-visual coding 

standard referred to as MPEG-1 [113,284,285]. The audio-related section MPEG-1 was 

designed to encode digital stereo sound at a total bit rate of 1.4 to 1.5 Mbps - depending on 

the sampling frequency, which was 44.1 kHz or 48 kHz - down to a few hundred kilobits per 

second [104]. The MPEG-1 standard is structured in layers, from Layer I to III. The higher 

layers achieve a higher compression ratio, albeit at an increased complexity. Layer I achieves 

perceptual transparency, i.e. subjective equivalence with the uncompressed original audio 

signal at 384 kbit/s, while Layer II and III achieve a similar subjective quality at 256 kbit/s 

and 192 kbit/s, respectively [286-290]. 

MPEG-1 was approved in November 1992 and its Layer I and II versions were immedi-

ately employed in practical systems. However, the MPEG Audio Layer III, MP3 for short 

only became a practical reality a few years later, when multimedia PCs were introduced 

having improved processing capabilities and the emerging Internet sparked off a prolifer-

ation of MP3 compressed teletraffic. This changed the face of the music world and its 

distribution of music. The MPEG-2 backward compatible audio standard was approved 

in 1994 [107], providing an improved technology that would allow those who had already 

launched MPEG-1 stereo audio services to upgrade their system to multichannel mode, op-

tionally also supporting a higher number of channels at a higher compression ratio. Potential 

applications of the multichannel mode are in the field of quadraphonic music distribution or 
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Figure 6.1: MPEG-4 framework [110]. 

cinemas. Furthermore, lower sampling frequencies were also incorporated, which include 16, 

22.05, 24, 32, 44.1 and 48 kHz [107]. Concurrently, MPEG commenced research into even 

higher-compression schemes, relinquishing the backward compatibility requirement, which 

resulted in the MPEG-2 Advanced Audio Coding standard (AAC) standard in 1997 [109]. 

This provides those who are not constrained by legacy systems to benefit from an improved 

multichannel coding scheme. In conjunction with AAC, it is possible to achieve perceptual 

transparent stereo quality at 128 kbit/s and transparent multichannel quality at 320 kbit/s 

for example in cinema-type applications. 

The MPEG-4 audio recommendation is the latest standard completed in 1999 [13,110, 

205,206,291], which offers in addition to compression further unique features that will allow 

users to interact with the information content at a significant higher level of sophistication 

than is possible today. In terms of compression, MPEG-4 supports the encoding of speech 

signals at bit rates from 2 kbit/s up to 24 kbit/s. For coding of general audio, ranging 

from very low bit rates up to high quality, a wide range of bit rates and bandwidths are 

supported, ranging from a bit rate of 8 kbit/s and a bandwidth below 4 kHz to broadcast 

quality audio, including monoaural representations up to multichannel configuration. 



The MPEG-4 audio codec includes coding tools from several different encoding families, 

covering parametric speech coding, CELP-based speech coding and Time/Frequency (T/F) 

audio coding, which are characterised in Figure 6.1. It can be observed that a paramet-

ric coding scheme, namely Harmonic Vector eXcitation Coding (HVXC) was selected for 

covering the bit rate range from 2 to 4 kbit/s. For bit rates between 4 and 24 kbit/s, a 

CELP-coding scheme was chosen for encoding narrowband and wideband speech signals. 

For encoding general audio signals at bit rates between 8 and 64 kbit/s, a time/frequency 

coding scheme based on the MPEG-2 AAC standard [109] endowed with additional tools 

is used. Here, a combination of different techniques was established, because it was found 

that maintaining the required performance for representing speech and music signals at 

all desired bit rates cannot be achieved by selecting a single coding architecture. A ma-

jor objective of the MPEG-4 audio encoder is to reduce the bit rate, while maintaining a 

sufficiently high flexibility in terms of bit rate selection. The MPEG-4 codec also offers 

other new functionalities, which include bit rate scalability, object-based of a specific au-

dio passage for example, played by a certain instrument representation, robustness against 

transmission errors and supporting special audio effects. 

MPEG-4 consists of Versions 1 and 2. Version 1 [110] contains the main body of the 

standard, while Version 2 [111] provides further enhancement tools and functionalities, 

that includes the issues of increasing the robustness against transmission errors and error 

protection, low-delay audio coding, finely grained bit rate scalability using the Bit-Sliced 

Arithmetic Coding (BSAC) tool, the employment of parametric audio coding, using the 

CELP-based silence compression tool and the 4 kbit /s extended variable bit rate mode of 

the HVXC tool. Due to the vast amount of information contained in the MPEG-4 standard, 

we will only consider some of its audio compression components, which include the coding of 

natural speech and audio signals. Readers who are specifically interested in text-to-speech 

synthesis or synthetic audio issues are referred to the MPEG-4 standard [110] and to the 

contributions by Scheirer et al. [292,293] for further information. Most of the material in this 

chapter will be based on an amalgam of References [13,109-111,206,286-290,294]. In the 

next few sections, the operations of each component of the MPEG-4 audio component will 

be highlighted in greater detail. As an application example, we will employ the Transform-

domain Weighted Interleaved Vector Quantization (TWINVQ) coding tool, which is one of 

the MPEG-4 audio codecs in the context of a wireless audio transceiver in conjunction with 

space-time coding [295] and various Quadrature Amplitude Modulation (QAM) schemes 

[264]. The audio transceiver is introduced in Section 6.5 and its performance is discussed 

in Section 6.5.6. 
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Princen: Time Domain Aliasing Cancellation [89] 

Johnston: Perceptual Transform Coding [90] 

Mahieux: backward adaptive prediction [91] 
Edler: Window switching strategy [92] 
Johnston: M/S stereo coding [93] 

Malvar: Modified Discrete Cosine Transform [94] 

Herre: Intensity Stereo Coding [95] 

Iwakami: TWINVQ [96] 
Herre & Johnston: Temporal Noise Shaping [97] 
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1999 MPEG-4 Version 1 & 2 finalized [110,111] 

Figure 6.2: Important milestones in the development of perceptual audio coding. 



6.2 Genera l Audio Coding 

The MPEG-4 General Audio (GA) coding scheme employs the Time/Frequency (T/F) 

coding algorithm, which is capable of encoding music signals at bit rates from 8 kbit/s per 

channel and stereo audio signals at rates from 16 kbit/s per stereo channel up to broadcast 

quality audio at 64 kbit/s per channel and higher. This coding scheme is based on the 

MPEG-2 Advanced Audio Coding (AAC) standard [109], enriched by further addition of 

tools and functionalities. The MPEG-4 GA coding incorporates a range of state-of-the-art 

coding techniques, and in addition to supporting fixed bit rates it also accommodates a 

wide range of bit rates and variable rate coding arrangements. This was facilitated with 

the aid of the continuous development of the key audio technologies throughout the past 

decades. Figure 6.2 shows in an non-exhaustive fashion some of the important milestones 

in the history of perceptual audio coding, with emphasis on the MPEG standardization 

activities. These important developments and contributions, which will be highlighted 

in more depth during our further discourse throughout this chapter, have also resulted in 

several well-known commercial audio coding standards, such as the Dolby AC-2/AC-3 [103], 

the Sony Adaptive Transform Acoustic Coding (ATRAC) for MiniDisc [296], the Lucent 

Perceptual Audio Coder (PAG) [102] and Philips Digital Compact Cassette (DCC) [106] 

algorithms. Advances in audio bit rate compression techniques can be attributed to four 

key technologies: 

A ) P e r c e p t u a l C o d i n g 

Audio coders reduce the required bit rates by exploiting the characteristics of masking 

the effects of quantization errors in both the frequency and time domains by the human 

auditory system, in order to render its effects perceptually inaudible [82,169,298,299]. 

The foundations of modern auditory masking theory were laid down by Fletcher's seminal 

paper in 1940 [81]. Fletcher [81] suggested that the auditory system behaves like a bank 

of bandpass filters having continuously overlapping passbands. Research has shown that 

the ear appears to perceive sounds in a number of critical frequency bands, as shown by 

Zwicker [82] and Greenwood [83]. This model of the ear can be roughly described as a 

bandpass filterbank, consisting of overlapping bandpass filters having bandwidths on the 

order of 100 Hz for signal frequencies below 500 Hz. By contrast, the bandpass filter 

bandwidths of this model may be as high as 5000 Hz at high frequencies. There exists 

up to twenty five such critical bands in the frequency range up to 20 kHz [82]. Auditory 

masking refers to the mechanism by which a fainter, but distinctly audible signal becomes 

inaudible, when a louder signal occurs simultaneously (simultaneous masking), or within 

a very short time (forward or backward masking) [84]. More specifically, in the case of 
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Figure 6.3: Threshold in quiet and masking threshold [297]. 

simultaneous masking the two sounds occur at the same time, for example in a scenario, 

when a conversation (masked signal) is rendered inaudible by a passing train (the masker). 

Forward masking is encountered when the masked signal remains inaudible for a time after 

the masker has ended, while an example of this phenomenon in backward masking takes 

place when the masked signal becomes inaudible even before the masker begins. An example 

is the scenario during abrupt audio signal attacks or transients, which create a pre-and 

post-masking regions in time during which a listener will not be able to perceive signals 

beneath the audibility thresholds produced by a masker. Hence, specific manifestation of 

masking depends on the spectral composition of both the masker and masked signal, and 

their variations as a function of time [58]. Important conclusions, which can be drawn from 

all three masking scenarios [58,85] are firstly, that simultaneous masking is more effective 

when the frequency of the masked signal is equal to or higher than that of the masker. 

This result is demonstrated in Figure 6.3, where a masker rendered three masked signals 

inaudible, which occurred at both lower and higher frequencies than the masker. Secondly, 

while forward masking is effective for a considerable time after the masker has decayed, 

backward masking may only be effective for less than 2 or 3 ms before the onset of the 
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masker 

A masking threshold can be determined, whereby signals below this threshold will be 

inaudible. Again, Figure 6.3 depicts an example of the masking threshold of a narrowband 

masker, having three masked signals in the neighbourhood. As long as the sound pressure 

levels of the three maskees are below the masking threshold, the corresponding signals 

will be masked. Observe that the slope of the masking threshold is steeper towards lower 

frequencies, which implies that higher frequencies are easier to mask. When no masker is 

present, a signal will be inaudible if its sound pressure level is below the threshold in quiet, as 

displayed in Figure 6.3. The threshold in quiet characterizes the amount of energy required 

for a pure tone to be detectable by a listener in a noiseless environment. The situation 

discussed here only involved one masker, but in real life, the source signals may consists of 

many simultaneous maskers, each having its own masking threshold. Thus, a global masking 

threshold has to be computed, which describes the threshold of just noticeable distortions 

as a function of frequency [58]. 

B ) F r e q u e n c y D o m a i n C o d i n g 

The evolution of time/frequency mapping or filterbank based techniques has contributed 

to the rapid development in the area of perceptual audio coding. Some of the earliest 

frequency domain audio coders include contributions from Brandenburg [300] and John-

ston [90] although subband based narrow- and wideband speech codecs were developed 

during the late 1970s and early 1980s [7,301,302]. Frequency domain encoders [2,8], which 

are employed in all MPEG codecs offer a convenient way of controlling the frequency-

domain distribution of the quantization noise, in conjunction with dynamic bit allocation 

applied to the quantization of subband signals or transform coefficients. Essentially, the 

filterbank divides the spectrum of the input signal into frequency subbands, which host the 

contributions of the fullband signal in the subband concerned. Given the knowledge of an 

explicit perceptual model, the filterbank facilitates the task of perceptually motivated noise 

shaping and that of identifying the perceptually unimportant subbands. It is important 

to choose the appropriate filterbank for bandsplitting. An adaptive filterbank exhibiting 

time-varying resolutions in both the time and frequency domain is highly desirable. This 

issue has motivated intensive research, experimenting with various switched or hybrid filter-

bank structures, where the switching decisions were based on the time-variant input signal 

characteristics [303]. 

Depending on the frequency domain resolution, we can categorize frequency domain 

coders as either transform coders [90,300], or subband coders [63,71,304]. The basic prin-

ciple of transform coders is the multiplication of overlapping blocks of audio samples with 
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Figure 6.4: Uniform M-band analysis-synthesis filterbank [299]. 

a smooth time-domain window function, followed by either the Discrete Fourier Transform 

(DFT) or the Discrete Cosine Transform (DCT) [60], which transform the input time-

domain signal into a high resolution frequency domain representation, consisting of nearly 

uncorrected spectral lines or transform coefficients. The transform coefficients are subse-

quently quantized and transmitted over the channel. At the decoder, the inverse transfor-

mation is applied. By contrast, in subband codecs, the input signal is split into several 

uniform or non-uniform width subbands using critically sampled [63], Perfect Reconstruc-

tion [305] (PR) or non-PR [88] filterbanks. For example, as shown in Figure 6.4, when an 

input signal is split into M bandpass signals, critical decimation by a factor of M is ap-

plied. This means that every mth sample of each bandpass signal is retained, which ensures 

that the total number of samples across the subbands equals the number of samples in the 

original input signal. At the synthesis stage, a summation of the M bandpass signals is 

performed, which leads to interpolation between samples at the output. 

The traditional categorization into the families of subband and transform coders has 

been blurred by the emerging trend of combining both techniques in the codec design, as 

exemplified by the MPEG codecs, which employ both techniques. In the contribution by 

Temerinac [306], it was shown mathematically that all transforms used today in the audio 

coding systems can be viewed as filterbanks. All uniform-width subband filterbanks can 

be viewed as transforms of splitting a full-band signal into n components [306]. One of 

the first filterbank structure proposed in early 1980s, was based on Quadrature Mirror 

Filters (QMF) [7]. Specifically, a near-PR QMF filter was proposed by Nussbaumer [87] 
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and Rothweiler [88]. In order to derive the pseudo-QMF structure, firstly the analysis-by-

synthesis filters have to meet the mirror image condition of [88]: 

9k{''^) — hk{L — 1 — n) (6.1) 

Additionally, the precise relationships between the analysis and synthesis filters hk and 

Qk have to be established in order to eliminate aliasing. With reference to Figure 6.4, the 

analysis and synthesis filters which eliminate both aliasing and phase distortions are given 

by [63]: 

W = 2iu(n)co8 

and 

gA:(M) = 2iu(n)co8 

^ik + Q . 5 ) L - ' ^ ^ ] + e t 

respectively, where 

Gk — ( — 1 ) ' 
.TT 

(6.2) 

(6.3) 

(6.4) 

The filterbank design is now reduced to the design of the time-domain window function, 

w{n). The principles of Pseudo-QMFs have been applied in both the MPEG-1 and MPEG-2 

schemes, which employ a 32-channel Pseudo-QMF for implementing spectral decomposition 

in both the Layer I and II schemes. The same Pseudo-QMF filter was used in conjunction 

with a PR cosine-modulated filterbank in Layer III in order to form a hybrid filterbank [287]. 

This hybrid combination could provide a high frequency resolution by employing a cascade 

of a filterbank and an Modified Discrete Cosine Transform (MDCT) transform that splits 

each subband further in the frequency domain [289]. 

The MDCT [60], which has been defined in the current MPEG-2 and 4 codecs, was 

first proposed under the name of Time Domain Aliasing Cancellation (TDAC) by Princen 

and Bradley [89] in 1986. It is essentially a PR cosine modulated filterbank satisfying the 

constraint of L = 2M, where L is the window size while M is the transform length. In 

conventional block transforms, such as the DFT or DCT, blocks of samples are processed 

independently, due to the quantization errors the decoded signal will exhibit discontinu-

ities at the block boundaries since in the context of conventional block-based transforms 

the time-domain signal is effectively multiplied by a rectangular time-domain window, its 

sinc-shaped frequency domain representation is convolved with the spectrum of the audio 

signal. This results in the well-known Gibbs phenomenon. This problem is mitigated by 

applying the MDCT, using a specific window function in combination with overlapping the 
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Figure 6.5; (a) MDCT analysis process, 2M samples are mapped into M spectral coefficients 

(b) MDCT synthesis process, M spectral coefficients are mapped to a vector of 2M samples 

which is overlapped by M samples with the vector of 2M samples from the previous frame, 

and then added together to obtain the reconstructed output of M samples [299]. 

consecutive time-domain blocks. As shown in Figure 6.5, a window of 2M samples collected 

from two consecutive time-domain blocks undergoes cosine transformation, which produces 

M frequency-domain transform coefficients. The time-domain window is then shifted by M 

samples for computing the next M transform coefficients. Hence, there will be a 50% over-

lap in each consecutive DCT transform coefficient computation. This overlap will ensure a 

more smooth evolution of the reconstructed time-domain samples, even though there will 

be some residual blocking artifacts due to the quantization of the transform coefficients. 

Nonetheless, the MDCT virtually eliminates the problem of blocking artifacts that plague 

the reconstructed signal produced by non-overlapped transform coders. This problem of-

ten manifestated itself as a periodic clicking in the reconstructed audio signals. Again, 

the processes associated with the MDCT-based overlapped analysis and the correspond-



ing overlap-add synthesis are illustrated in Figure 6.5. At the analysis stage, the forward 

MDCT is defined as [190]: 

2 M - 1 

X{k) = ^ x{n)hk{n), A: = 0...M — 1 , (6.5) 
n=0 

where the M MDCT coefficients X{k), k = 0...M — 1 are generated by computing a series 

of inner products between the 2M samples x{n) of the input signal and the corresponding 

analysis filter impulse response hk{n). The analysis filter impulse response, hk{n), is given 

by [190]: 

(2n + M + l){2k + l)7r / 2 
A t W = %;(n)Y—coa 

4M 
(6.6) 

where w{n) is a window function, and the specific window function used in the MPEG 

standard is the sine window function, given by [190]: 

Win) = sin 

At the synthesis stage, the inverse MDCT is defined by [190]: 

M-l 
a;(n) = ^ [X(A;)At(n) + X^( t )A t (n + M)] . (6.8) 

k=0 

In Equation 6.8 we observe that the time-domain reconstructed sample x{n) is obtained 

by computing a sum of the basis vectors hk{n) and hk{n -|- M) weighted by the transform 

coefficients X{k) and X^{k) on the basis of the current and previous blocks as it was also 

illustrated in Figure 6.5. More specifically, the first M-sample block of the Ath basis vector, 

hk{n), for 0 < n < M — 1, is weighted by the Ath MDCT coefficients of the current block. 

By contrast, the second M-sample block of the kth basis vector, hk{n), for M < n < 2M —1 

is weighted by the A;th MDCT coefficients of the previous block, namely by X^{k). The 

inverse MDCT operation is also illustrated in Figure 6.5. 

C ) W i n d o w S w i t c h i n g 

The window switching strategy was first proposed in 1989 by Edler [92], where a bit rate 

reduction method was proposed for audio signals based on overlapping transforms. More 

specifically, Edler proposed adapting the window functions and the transform lengths to the 

nature of the input signal. This improved the performance of the transform codec in the 

presence of impulses and rapid energy on-set occurrences in the input signal. The notion of 

applying different windows according to the input signal's properties has been subsequently 

incorporated in the MPEG codecs employing the MDCT, for example MPEG-1 Layer III 

and MPEG-2 AAC codecs [109]. 
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Figure 6.6: Window transition during (a) steady state using long windows and (b) transient 

conditions employing start, short, and stop windows [109]. 

Typically, a long time-domain window is employed for encoding the identifiable sta-

tionary signal segments while primarily a short window is used for localizing the pre-echo 

effects due to the occurrence of sudden signal on-sets, as experienced during transient signal 

periods, for example [109]. In order to ensure that the conditions of PR-based analysis and 

synthesis filtering are property are preserved, transitional windows are needed for switch-

ing between the long and short windows [190]. These transitional windows are depicted 

graphically in Figure 6.6, utilizing four window functions, namely long, short, start and 

stop windows, which are also used in the MPEG-4 General Audio coding standard. 

D) D y n a m i c Bit Allocat ion 

Dynamic bit allocation aims for assigning bits to each of the quantizers of the transform 

coefficients or subband samples, in such a way that the overall perceptual quality is maxi-

mized [307]. This is an iterative process, where in each iteration, the number of quantizing 
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levels is increased, while satisfying the constraint that the number of bits used must not 

exceed the number of bits available for that frame. 

Furthermore, another novel bit allocation technique referred to as the "bit reservoir" 

scheme was proposed for accommodating the sharp signal on-sets, which resulted in an 

increased number of required bits during the encoding of transient signals [307]. This is 

due to the fact that utilising the window switching strategy does not succeed in avoiding 

all audible pre-echos, in particular, when sudden signal on-set occurrences near the end of 

a transform block [299]. In block-based schemes like conventional transform codecs, the 

inverse transform spreads the quantization errors evenly in time over the duration of the 

reconstruction block. This results in audible unmasked distortion throughout the low-energy 

signal segment the instant of the signal attack [299]. Hence, the "bit reservoir" technique 

was introduced for allocating more bits to those frames, which invoked pre-echo control. 

This "bit reservoir" technique was employed in the MPEG Layer III and MPEG-2 AAC 

codecs [109]. 

6.2.1 Advanced Audio Coding 

The MPEG-2 Advanced Audio Coding (AAC) scheme was declared an international stan-

dard by MPEG at the end of April 1997 [109]. The main driving factor behind the MPEG-

2 AAC initiative was the quest for an efficient coding method for multichannel surround 

sound signals such as the 5-channel (left, right, centre, left-surround and right-surround) 

system designed for cinemas. The main block diagram of the MPEG-4 Time/Frequency 

(T/F) codec is as shown in Figure 6.7, which was defined to be backward compatible to the 

MPEG-2 AAC scheme [109]. 

In this section we commence with an overview of the AAC profiles based on Figure 

6.7 and each block will be discussed in more depth in Section 6.2.2 - 6.2.10. Following 

the diagram shown in Figure 6.7, the T / F coder first decomposes the input signal into a 

T / F representation by means of an analysis filterbank prior to subsequent quantization and 

coding. The filterbank is based on the Modified Discrete Cosine Transform (MDCT) [89], 

which is also known as Modulated Lapped Transform (MLT) [94]. In the case when the 

Scalable Sampling Rate (SSR) mode is invoked, the MDCT will be preceded by a Polyphase 

Quadrature Filter (PQF) [88] and a gain control module, which are not explicitly shown 

in Figure 6.7 but will be described in Section 6.2.2. In the encoding process, the filterbank 

takes in a block of samples, applies the appropriate windowing function and performs the 

MDCT within the filterbank block. The MDCT block length can be either 2048 or 256 

samples, switched dynamically depending on the input signal's characteristics. This window 
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switching mechanism was first introduced by Edler in [92]. Long block transform processing 

(2048 samples) will improve the coding efficiency of stationary signals, but problems might 

be incurred when coding transients signals. Specifically, this gives rise to the problem of pre-

echos, which occur when a signal exhibiting a sudden sharp signal envelope rise begins near 

the end of a transform block [299]. In block-based schemes, such as transform codecs, the 

inverse transform will spread the quantization error evenly in time over the reconstructed 

block. This may result in audible unmasked quantization distortion throughout the low-

energy section preceding the instant of the signal attack [299]. By contrast, a shorter block 

length processing (256 samples) will be optimum for coding transient signals, although it 

suffers from inefficient coding of steady-state signals due to the associated poorer frequency 

resolution. 

Figure 6.6 shows the philosophy of the block switching mechanisms during both steady 

state and transient conditions. Specifically, two different window functions, the Kaiser-

Bessel derived (KBD) window [103] and the sine window can be used for windowing the 

incoming input signal for the sake of attaining an improved frequency selectivity and for 

mitigating the Gibb-oscillation, before the signal is transformed by the MDCT [103]. The 

potential problem of appropriate block alignment due to window switching is solved as 

follows. Two extra window shapes, so-called start and stop windows are introduced together 

with the long and short windows depicted in Figure 6.6. The long window consists of 2048 

samples while a short window is composed of eight short blocks arranged to overlap by 50% 

with each other. At the boundaries between long and short blocks, half of the transform 

blocks overlap with the start and stop windows. Specifically, the start window enables the 

transition between the long and short window types. The left half of a start window seen at 

the bottom of Figure 6.6 shares the form as the left half of the long window type depicted at 

the top of Figure 6.6. The right half of the start window has the value of unity for one-third 

of the length and the shape of the right half of a short window for the central one-third 

duration of its total length, with remaining one-third of the start window duration length 

set to zero. Figure 6.6 (a) shows at the top of Figure 6.6 the steady state condition, where 

only long transform blocks are employed. By contrast, Figure 6.6 (b) displays the block 

switching mechanism, where we can observe that the start (#1) and stop (#10) window 

sequences ensure a smooth transition between long and short transforms. The start window 

can be either the KBD or the sine-window, in order to match the previous long window 

type, while the stop window is the time-reversed version of the start window. 

Like all other perceptually motivated coding schemes, the MPEG-4 AAC-based codec 

makes use of the signal masking properties of the human ear, in order to reduce the required 

bit rate. By doing so, the quantization noise is distributed to frequency bands in such a 



way that it is masked by the total signal and hence it remains inaudible. The input audio 

signal s imultaneously passes through a psychoacoust ic model as shown in Figure 6.7, that 

determines the ratio of the signal energy to the masking threshold. An estimate of the 

masking threshold is computed using the rules of psychoacoustics [286]. Here, a perceptual 

model similar to the MPEG-1 psychoacoustic model II [109] is used, which will be described 

in Section 6.2.3. A signal-to-mask ratio is computed from the masking threshold, which is 

used to decide on the bit allocation, in an effort to minimize the audibility of the quantization 

noise. 

After the MDCT carried out in the filterbank block of Figure 6.7 the spectral coefficients 

are passed to the Spectral Normalization 'toolbox', if the TWINVQ mode is used. The 

Spectral Normalization tool will be described in Section 6.2.9. For AAC-based coding, 

the spectral coefficients will be processed further by the Temporal Noise Shaping (TNS) 

'toolbox' of Figure 6.7, where TNS uses a prediction approach in the frequency domain for 

shaping and distributing the quantization noise over time. 

Time domain 'Prediction' block of Figure 6.7 or Long-Term Prediction (LTP) is an 

important tool, which increases redundancy reduction of stationary signals. It utilises a 

second order backward adaptive predictor, which is similar to the scheme proposed by 

Mahieux [91]. In the case of multichannel input signals, 'Intensity Stereo' coding is also 

applied as seen in Figure 6.7, which is a method of replacing the left and right stereo signals 

by a single signal having embedded directional information. Mid/Side (M/S) stereo coding, 

as described by Johnston [308] can also be used as seen in Figure 6.7, where instead of 

transmitting the left and right signals, the sum and difference signals are transmitted. 

The data-compression based bit rate reduction occurs in the quantization and coding 

stage, where the spectral values can be coded either using the AAC, Bit Sliced Arithmetic 

Coding [98] (BSAC) or TWINVQ [96] techniques as seen in Figure 6.7. The AAC quan-

tization scheme will be highlighted in Section 6.2.6 while the BSAC and TWINVQ-based 

techniques will be detailed in Section 6.2.8 and 6.2.9, respectively. The AAC technique 

invokes an adaptive non-linear quantizer and a further noise shaping mechanism employing 

scale-factors is implemented. The allocation of bits to the spectral values is carried out 

according to the psychoacoustic model, with the aim of suppressing the quantization noise 

below the masking threshold. Finally, the quantized and coded spectral coefficients and con-

trol parameters are packed into a bitstream format ready for transmission. In the following 

sections, the individual components of Figure 6.7 will be discussed in further details. 
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6.2.2 Gain Control Tool 

When the Scalable Sampling Rate (SSR) mode is activated, which facilitates the employ-

ment of different sampling rates, the MDCT transformation taking place in the Filterbank 

block of Figure 6.7 is preceded by uniformly-spaced 4-band Polyphase Quadrature Filter [87] 

(PQF), plus a gain control module [110]. The PQF splits the input signal into four frequency 

bands of equal width. When the SSR mode is invoked, lower bandwidth output signals, and 

hence lower sampling rate signals can be obtained by neglecting the signals residing in the 

lower-energy upper bands of the PQF. In the scenario, when the bandwidth of the input 

signal is 24 kHz, equivalent to a 48 kHz sampling rate, output bandwidths of 18, 12 and 6 

kHz can be obtained when one, two or three PQF outputs are ignored, respectively [109]. 

The purpose of the gain control module is to appropriately attenuate or amplify the 

output of each PQF band, in order to reduce the potential pre-echo effects [299]. The gain 

control module, which estimates and adjusts the gain factor of the subbands, according 

to the psychoacoustic requirements, can be applied independently to each subband. At 

the encoder, the gain control 'toolbox' receives the time domain signals as its input and 

outputs the gain control data and the appropriately scaled signal whose length is equal to the 

length of the MDCT window. The 'gain control data' consists of the number of bands which 

experienced gain modification, the number of modified segments and the indices indicating 

the location and level of gain modification for each segment. Meanwhile, the 'gain modifier' 

associated with each PQF band controls the gain of each band. This effectively smoothes 

the transient peaks in the time domain prior to MDCT spectral analysis. Subsequently, the 

normal procedure of coding stationary signals using long blocks can be applied. 

6.2.3 Psychoacoustic Model 

As argued in Section 6.2, the MPEG-4 audio codec and other perceptually optimized codecs 

reduce the required bit rate by taking advantage of the human auditory system's inability 

to perceive the quantization noise satisfying the conditions of auditory masking. Again, 

perceptual masking occurs, when the presence of a strong signal renders the weaker signals 

surrounding it in the frequency-domain imperceptible [58]. The psychoacoustic model used 

in the MPEG-4 audio codec is similar to the MPEG-1 psychoacoustic model II [286]. 

Figure 6.8 shows the flow chart of the psychoacoustic model II. First a Hann window [110] 

is applied to the input signal and then the Fast Fourier Transform (FFT) provides the 

necessary time-frequency mapping. The Hann window is defined as [110]: 

1 T̂TTl 
= 2^1 - coa(-^)] (6.9) 
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Figure 6.8: Flow diagram of the psychoacoustic model II in MPEG-4 AAC coding. 

where N is the FFT length. This windowing procedure is applied for the sake of reducing 

the frequency-domain Gibbs oscillation potentially imposed by a rectangular transform 

window. Depending on whether the signal's characteristics are of stationary or transient 

nature, FFT sizes of either 1024 or 128 samples can be applied. The FFT-based spectral 

coefficient values are then grouped according to the corresponding critical frequency band 

widths. This is achieved by transforming the spectral coefficient values into the "partition 

index" domain, where the partition indices are related near-linearly to the critical bands 

that were summarised in Figure 6.9 (a) recorded at the sampling rate of 44.1 kHz. At 

low frequencies, a single spectral line constitutes a partition, while at high frequencies 

many lines will be combined in order to form a partition, as displayed in Figure 6.9 (b). 

This facilitates the appropriate representation of the critical bands of the human auditory 

system [288]. Tables of the mapping functions between the spectral and partition domains 

and their respective values for threshold in quiet are supplied in the MPEG-4 standard for 

all available sampl ing rates [110]. 

During the F F T process of Figure 6.8, the polar representation of the transform-domain 

coefficients is also calculated. Both the magnitude and phase of this polar representation 

will be used for the calculation of the 'predictability measure', which is used for quantifying 
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version from the F F T spectral lines to the partition index domain at the sampling rate of 

44.1 kHz for a total of 1024 spectral lines per time-domain audio frame [286]. 

the predictability of the signal, as an indicator of the grade of tonality. The psychoacoustic 

model identifies the tonal and noise-like components of the audio signal, because the masking 

abilities of the two types of signals differ. In this psychoacoustic model, the masking ability 

of a tone masking the noise, which is denoted by TMN{b), is fixed at 18 dB in all the 

partitions, which implies that any noise within the critical band more than 18 dB below 

TMN{b) will be masked by the tonal component. The masking ability of noise masking 

tone, which is denoted by NMT{b), is set to 6 dB for all partitions. The previous two 

frequency-domain blocks are used for predicting the magnitude and phase of each spectral 

line for the current frequency-domain block, via linear interpolation in order to obtain the 

'predictability' values for the current block. Tonal components are more predictable and 

hence will have higher tonality indices. Furthermore, a spreading function [110] is applied 

in order to take into consideration the masking ability of a given spectral component, which 

could spread across its surrounding critical band. 
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Figure 6.10: Masking effects and masking threshold calculation. 

The masking threshold is calculated in Figure 6.8 by using the tonality index and the 

threshold in quiet, Tg, which is known as the lower threshold bound above which a sound 

is audible. The masking threshold in each frequency-domain partition corresponds to the 

power spectrum multiplied by an attenuation factor given by [110]: 

Attenuation^Factor = 10 ^ (6.10) 

implying that the higher the SNR, the lower the attenuation factor and also the masking 

threshold, where the Signal-to-Noise (SNR) ratio is derived as: 

6 '#R(6) = ^6(6). T M # ( 6 ) -t- (1 - ^6(6)) - # M T ( 6 ) , (6.11) 

where the masking ability of tone-masking-noise and noise-masking-tone is considered, by 

exploiting the tonality index in each partition. 

The masking threshold is transformed back to the linear frequency scale by spreading 

it evenly over all spectral lines corresponding to the partitions, as seen in Figure 6.10 in 
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Figure 6.11: The TNS processing block also seen in Figure 6.7. 

preparation for the calculation of the Signal-to-Mask Ratios (SMR) for each subband. The 

minimum masking threshold, as shown in Figure 6.10, takes into account the value of the 

threshold in quiet, Tg, raising the masking threshold value to the value of Tg, if the masking 

threshold value is lower than Tq. Finally, the SMR is computed for each scalefactor band as 

the ratio of the signal energy within a frequency-domain scalefactor band to the minimum 

masking threshold for that particular band, as depicted graphically in Figure 6.10. The 

SMR values will then be used for the subsequent allocation of bits in each frequency band. 

6.2.4 Temporal Noise Shaping 

Temporal Noise Shaping (TNS) in audio coding was first introduced by Herre et al. in [97]. 

The TNS tool seen in Figure 6.7 is a frequency domain technique, which operates on the 

spectral coefficients generated by the analysis filterbank. The idea is to employ linear 

predictive coding across the frequency range, rather than in the time-domain. TNS is 

particularly important, when coding signals that vary dynamically over time, such as for 

example transient signals. Transform codecs often encounter problems when coding such 

signals since the distribution of the quantization noise can be controlled over the frequency 

range but this spectral noise shaping is typically time-invariant over a complete transform 

block. When a signal changes drastically within a time-domain transform block without 



activating a switch to shorter time-domain transform lengths, the associated time-invariant 

distribution of quantization noise may lead to audible audio artifacts. 

The concept of TNS is based upon the time- and frequency-domain duality of the LPC 

analysis paradigm [303], since it is widely recognized that signals exhibiting a non-uniform 

spectrum can be efficiently coded either by directly encoding the spectral-domain transform 

coefficients using transform coding, or by applying linear predictive coding methods to the 

time-domain input signal. The corresponding 'duality statement' relates to the encoding of 

audio signals exhibiting a time-variant time-domain behaviour, such as in case of transient 

signals. Thus, efficient encoding of transient signals can be achieved by either directly 

encoding their time domain representation or by employing predictive audio coding methods 

across the frequency domain. 

Figure 6.11 shows the more detailed TNS filtering process seen in the centre of Fig-

ure 6.7. The TNS tool is applied to the spectral-domain transform coefficients after the 

filterbank stage of Figure 6.7. The TNS filtering operation replaces the spectral-domain 

coefficients with the prediction residual between the actual and predicted coefficient values, 

thereby increasing their representation accuracy. Similarly, at the decoder an inverse TNS 

filtering operation is performed on the transform coefficient prediction residual in order to 

obtain the decoded spectral coefficients. TNS can be applied to either the entire frequency 

spectrum, or only to a part of the spectrum, such that the frequency-domain quantization 

can be controlled in a time-variant fashion [109], again, with the objective of achieving agile 

and responsive adjustment of the frequency-domain quantization scheme for sudden time-

domain transients. In combination with further techniques such as window switching and 

gain control, the pre-echo problem can be further mitigated. In addition, the TNS technique 

enables the peak bit rate demand of encoding transient signals to be reduced. Effectively, 

this implies that an encoder may stay longer in the conventional and more bit-rate efficient 

long encoding block. 

Additionally, the long-term time-domain redundancy of the input signal may be ex-

ploited using the well-documented Long Term Prediction (LTP) technique, which is fre-

quently used in speech coding [69,110,118]. 

6.2.5 Stereophonic Coding 

The MPEG-4 scheme includes two specific techniques for encoding stereo coding of signals, 

namely intensity-based stereo coding [95] and Mid/Side (M/S) stereo coding [93], both 

of which will be described in this section. These coding strategies can be combined by 

selectively applying them to different frequency regions. 



Intensity-based stereophonic coding is based on the analysis of high-frequency audio 

perception, as outlined by Herre et al. in [95]. Specifically, high-frequency audio perception 

is mainly based on the energy-time envelope of this region of the audio spectrum. It allows 

a stereophonic channel pair to share a single set of spectral intensity values for the high-

frequency components with little or no loss in sound quality. Effectively, the intensity signal 

spectral components are used to replace the corresponding left channel spectral coefficients, 

while the corresponding spectral coefEcients of the right channel are set to zero. Intensity-

based stereophonic coding can also be interpreted as a simplified approximation to the 

idea of directional coding. Thus, only the information of one of the two stereo channel is 

retained, while the directional information is obtained with the aid of two scalefactor values 

assigned to the left and right channels [309]. 

On the other hand, M/S stereo coding allows the pair of stereo channels to be conveyed 

as left/right (L/R) or as the mid/side (M/S) signals representing the M/S information on a 

block-by-block basis [93], where M=(L+R) /2 and S=(L-R)/2. Here, The M/S matrix takes 

the sum information M -|- S, and sends it to the left channel, and the difference information 

M - S, and sends it to the right channel. When the left and right signals are combined, (M 

+ S) -t- (M - S) = 2M, the sum is M information only. The number of bit actually required 

to encode the M/S information and L/R information is then calculated. In cases where 

the M/S channel pair can be represented with the aid of fewer bits, while maintaining a 

certain maximum level of quantization distortion, the corresponding spectral coefficients are 

encoded, and a flag bit is set for signalling that the block has utilized M/S stereo coding. 

During decoding the decoded M/S channel pair is converted back to its original left/right 

format. 

6.2.6 AAC Quantizat ion and Coding 

After all the pre-processing stages of Figure 6.7 using various coding tools, as explained in 

earlier sections, all parameters to be transmitted will now have to be quantized. The quanti-

zation procedure follows an analysis-by-synthesis process, consisting of two nested iteration 

loops, which are depicted in Figure 6.12. This involves the non-uniform quantization of 

the spectral-domain transform coefficients [109]. Transform-domain non-linear quantizers 

have the inherent advantage of facilitating spectral-domain noise shaping in comparison 

to conventional linear quantizers [2]. The quantized spectral-domain transform coefficients 

are then coded using Huffman coding. In order to improve the achievable subjective audio 

quality, the quantization noise is further shaped using scalefactors [310], as it is highlighted 

below. 
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Figure 6.12; AAC inner and outer quantization loops designed for encoding the frequency-

domain transform coefficients. 

Specifically, the spectrum is divided into several groups of spectral-domain transform 

coefficients, which are referred to as scalefactor bands (SFB). Each frequency-domain scale-

factor band will have its individual scalefactor, which is used to scale the amplitude of all 

spectral-domain transform coefficients in that scalefactor band. This process shapes the 

spectrum of the quantization noise according to the masking threshold portrayed in Figure 

6.10, as estimated on the basis of the psychoacoustic model. The width of the frequency-

domain scalefactor bands is adjusted according to the critical bands of the human auditory 

system [84], seen in Figure 6.9. The number of frequency-domain scalefactor bands and 

their width depend on the transform length and sampling frequency. The spectral-domain 

noise shaping is achieved by adjusting the scalefactor using a step size of 1.5 dB. The de-
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cision as to which scalefactor bands should be amplified/attenuated relies on the threshold 

computed from the psychoacoustic model and also on the number of bits available. The 

spectral coefficients amplified have high amplitudes and this results in a higher SNR after 

quantization in the corresponding scalefactor bands. This also implies that more bits are 

needed for encoding the transform coefficients of the amplified scalefactor bands and hence 

the distribution of bits across the scalefactor bands will be altered. Naturally, the scalefac-

tor information will be needed at the decoder, hence the scalefactors will have to be encoded 

as efficiently as possible. This is achieved by first exploiting the fact that the scalefactors 

usually do not change dramatically from one scalefactor band to another. Thus a differen-

tial encoding proved useful. Secondly, Huffman coding is applied, in order to further reduce 

the redundancy associated with the encoding of the scalefactors [109]. 

Again, the AAC quantization and coding process consists of two iteration loops, the in-

ner and outer loops. The inner iteration loop shown in Figure 6.12 consists of a non-linear 

frequency-domain transform coefficient quantizer and the noiseless Huffman coding module. 

The frequency-domain transform coefficient values are first quantized using a non-uniform 

quantizer, and further processing using the noiseless Huffman coding tool is applied for 

achieving a high coding efficiency. The quantizer step size is decreased until the number of 

bits generated exceeds the available bit rate budget of the particular scalefactor band con-

sidered. Once the inner iteration process is completed, the outer loop evaluates the Mean 

Square Error (MSB) associated with all transform coefficients for all scalefactor bands. The 

task of the outer iteration loop is to amplify the transform coefficients of the scalefactor 

bands, in order to satisfy the requirements of the psychoacoustic model. The MSE computed 

is compared to the masking threshold value obtained from the associated psychoacoustic 

analysis. When the best result, i.e. the lowest MSE is achieved, the corresponding quan-

tization scheme will be stored in memory. Subsequently, the scalefactor bands having a 

higher MSB than the acceptable threshold are amplified, using a step size of 1.5 dB. The 

iteration process will be curtailed, when all scalefactor bands have been amplified or it was 

found that the MSE of no scalefactor band exceeds the permitted threshold. Otherwise, 

the whole process will be repeated, using new SFB amplification values, as seen in Figure 

6.12. 

6.2.7 Noiseless Huffman Coding 

The noiseless Huffman coding tool of Figure 6.12 is used for further reducing the redun-

dancy inherent in the quantized frequency-domain transform coefficients of the audio signal. 

One frequency-domain transform coefficients quantizer per scalefactor band is used. The 



step size of each of these frequency-domain transform coefficients quantizers is specified 

in conjunction with a global gain factor that normalizes the individual scalefactors. The 

global gain factor is coded as an 8-bit unsigned integer. The first scalefactor associated with 

the quantized spectrum is differentially encoded relative to the global gain value and then 

Huffman coded using the scalefactor codebook. The remaining scalefactors are differentially 

encoded relative to the previous scalefactor and then Huffman coded using the scalefactor 

codebook. 

Noiseless coding of the quantized spectrum relies on partitioning of the spectral coef-

ficients into sets. The first partitioning divides the spectrum into scalefactor bands that 

contain an integer multiple of 4 quantized spectral coefficients. The second partitioning 

divides the quantized frequency-domain transform coefficients into sections constituted by 

several scalefactor bands. The quantized spectrum within such a section will be represented 

using a single Huffman codebook chosen from a set of twelve possible codebooks. This in-

cludes a particular codebook that is used for signalling that all the coefficients within that 

section are zero. Hence no spectral coefficients or scalefactors will be transmitted for that 

particular band, and thus an increased compression ratio is achieved. This is a dynamic 

quantization process, which varies from block to block, such that the number of bits needed 

for representing the full set of quantized spectral coefficients is minimized. The bandwidth 

of the section and it AUTOINDEX number=27 closes associated Huffman codebook in-

dices must be transmitted as side information, in addition to the section's Huffman coded 

spectrum. 

Huffman coding creates variable length codes [2,311], where higher probability symbols 

are encoded by shorter codes. The Huffman coding principles are highlighted in Figure 

6.13. Specifically, successive Column 0 in Figure 6.13 shows the set of symbols A, B, C 

and D, which are Huffman coded in the successive columns. At first, the symbols are 

sorted from top to bottom with decreasing probability. In every following step, the two 

lowest probability symbols at the bottom are combined to one symbol, which is assigned 

the sum of the single probabilities. The new symbol is then fitted into the list at the correct 

position according to its new probability of occurrence. This procedure is continued, until 

all codewords are merged, which leads to a coding tree structure, as seen in Figure 6.13. The 

assignment of Huffman coded bits is carried out as follows. At every node, the upper branch 

is associated with a binary '1', and the lower branch with a binary '0', or the other way 

round. The complete binary tree can be generated by recursively reading out the symbol 

list, starting with symbol 'HI'. As a result, symbol A is coded as '0', B with '1111', C as 

'10' and D with 'llO'since none of the symbols constitutes a prefix of the other symbols, 

their decoding is unambiguous. 
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Figure 6.13; Huffman coding 

6.2 .8 B i t - S l i c e d A r i t h m e t i c C o d i n g 

The Bit-Sliced Arithmetic Coding (BSAC) tool, advocated by Park et al. [98] is an alterna-

tive to the AAC noiseless Huffman coding module of Section 6.2.7, while all other modules of 

the AAC-based codec remain unchanged, as shown earlier in Figure 6.7. BSAC is included 

in the MPEG-4 Audio Version 2 for supporting finely-grained bitstream scalability, and 

further reducing the redundancy inherent in the scalefactors and in the quantized spectrum 

of the MPEG-4 T / F codec [312]. 

In MPEG-4 Audio Version 1, the General Audio (GA) codec supports coarse scalabil-

ity where a base layer bitstream can be combined with one or more enhancement layer 

bitstreams in order to achieve a higher bit rate and thus an improved audio quality. For 

example, in a typical scenario we may utilise a 24 kbit/s base layer together with two 16 

kbit/s enhancement layers. This gives us the flexibility of decoding in three modes, namely 

24 kbit/s, 24+16=40 kbit/s or 24+16+16=56 kbit/s modes. Each layer carries significant 

amount of side information and hence finely-grained scalability was not supported efficiently 

in Version 1. 

The BSAC tool provides scalability in steps of 1 kbit /s per channel. In order to achieve 

finely-grained scalability, a 'bit-slicing' scheme is applied to the quantized spectral coeffi-

cients [98]. A simple illustration assisting us in understanding the operation of this BSAC 

algorithm is shown in Figure 6.14. Let us consider a quantized transform coefficient se-

quence, x[n], each coefficient quantized with the aid of four bits, assuming the values of 

x[0]=5, x[ l ]=l , x[2]=7 and x[3]=2. Firstly, the bits of this group of sequences are processed 

in slices according to their significance, commencing with the MSB or LSB. Thus, the Most 
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Figure 6.14: BSAC bit-sliced operations, where four quantized bit-sliced sequence are 

mapped into four 4-bit vectors. 



Significant Bits (MSB) of the quantized vectors are grouped together yielding the bit-sliced 

vector of 0000, followed by the 1st significant vector (1010), 2nd significant vector (0011) 

and the least significant vector (1110), as displayed in the top half of Figure 6.14. 

The next step is to process the four bit-sliced vectors, exploiting their previous values, 

which is first initialized to zero. The MSB vector (0000) is first decomposed into two 

subvectors. Subvector 0 is is composed of the bit values of the current vector whose previous 

state is 0, while Subvector 1 consists of bit values of the current vector whose previous state 

is 1. Note that when a specific previous state bit is zero, the next state bit will remain zero 

if the corresponding bit value of the current vector is zero and it is set to 1, when either 

the previous state bit or the current vector's bit value, or both is 1. 

By utilising this BSAC scheme, finely-grained bit rate scalability can be achieved by 

employing first the most significant bits. An increasing number of enhancement layers 

can be utilised by using more of the less significant bits obtained through the bit-slicing 

procedure. The actively encoded bandwidth can also be increased by providing bit slices of 

the transform coefficients in the higher frequency bands. 

6.2 .9 T r a n s f o r m - d o m a i n W e i g h t e d Inter leaved V e c t o r Q u a n t i z a t i o n 

As shown in Figure 6.7, the third quantization and coding tool employed for compressing 

the spectral components is the so-called Transform-domain Weighted Interleaved Vector 

Quantization (TWINVQ) [110] scheme. It is based on an interleaved vector quantization 

and LPC spectral estimation technique, and its performance was superior in comparison to 

AAC coding at bit rates below 32 kbit/s per channel [96,108,313,314]. TWINVQ invokes 

some of the compression tools employed by the G.729 8 kbit/s standard codec [25], such 

as the LPC analysis, LSF parameter quantization employing conjugate structure VQ [315]. 

The operation of the TWINVQ encoder is shown in Figure 6.15. Each block will be described 

during our further discourse in a little more depth. Suffice to say that TWINVQ was found 

to be superior for encoding audio signals at extremely low bit rates, since the AAC codec 

performs poorly at low bit rates, while the CELP mode of MPEG-4 is unable to encode 

music signals [316]. The TWIN-VQ scheme has also been used as a general coding paradigm 

for representing both speech and music signals at a rate of 1 bit per sample [149]. 

More specifically, the input signal, as shown in Figure 6.15, is first transformed into the 

frequency domain using the MDCT. Before the transformation, the input signal is classified 

into one of three modes, each associated with a different transform window size, namely a 

long, medium or short window. In the long-frame mode, the transform size is equal to the 

frame size of 1024. The transform operations are carried out twice in a 1024-sample frame 
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Figure 6.15: TWINVQ encoder [108]. 

with a half-transform size in the medium-frame mode, and eight times having a one-eighth 

transform size in the short-frame mode. These different window sizes cater for different 

input signal characteristics. For example, transient signals are best encoded using a small 

transform size, while stationary signals can be windowed employing the normal long frame 

mode. 

As shown in Figure 6.15, the spectral envelope of the MDCT coefficients is approximated 

with the aid of LPC analysis applied to the time-domain signal. The LPC coefficients are 

then transformed to the Line Spectrum Pair (LSP) parameters. A two-stage split vector 

quantizer with inter-frame moving-average prediction was used for quantizing the LSPs, 

which was also employed in the G.729 8 kbit/s standard codec [25]. The MDCT coefficients 

are then smoothed in the frequency domain using this LPC spectral envelope. After the 

smoothing by the LPC envelope, the resultant MDCT coefficients still retain their spectral 



Input Vector 

Interleave 

• ' • ' t 1 t T 

Weighted VQ Weighted VQ Weighted VQ Weighted VQ 

i 
Index Index Index Index 

Divided 

Weights 

Figure 6.16: TWINVQ interleaved weighted vector quantization process [110]. 

fine structure. In this case, the MDCT coefficients would still exhibit a high dynamic range, 

which is not amenable to vector quantization. Pitch analysis is also employed, in order to 

obtain the basic harmonic of the MDCT coefficients, although this is only applied in the 

long frame mode. The periodic MDCT peak components correspond to the pitch period 

of speech or audio signal. The extracted pitch parameters are quantized by the interleaved 

weighted vector quantization scheme [317], as it will be explained later in this section. 

As seen in Figure 6.15, the Bark-envelope is then determined from the MDCT coef-

ficients, which is smoothed by the LPC spectrum. This is achieved by first calculating 

the square-rooted power of the smoothed MDCT coefficients corresponding to each Bark-

scale subband. Subsequently, the average MDCT coefficient magnitudes of the Bark-scale 

subbands are normalized by their overall average value in order to create the Bark-scale en-

velope. Before quantizing the Bark-scale envelope, further redundancy reduction is achieved 

by employing interframe backward prediction, whereby the correlation between the Bark-

scale envelope of the current 23.2 ms frame and that of the previous frame is exploited. If 

the correlation is higher than 0.5, the prediction is activated. Hence, an extra flag bit has 

to be transmitted. The Bark-scale envelope is then vector quantized using the technique 

of interleaved weighted vector quantization, as seen at the bottom of Figure 6.15 [149] and 

augmented below. 
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Parameters No. of Bits 

Window mode 4 

MDCT coefficients 295 

Bark-envelope VQ 44 

Prediction switch 1 

Gain factor 9 

LSF VI) 19 

Total bits 372 

Table 6.1: MPEG-4 TWINVQ bit allocation scheme designed for a rate of 16 kbit/s, which 

corresponds to 372 bits per 23.22 ms frame. 

At the final audio coding stage, the smoothed MDCT coefficients are normalized by a 

global frequency-domain gain value, which is then scalar quantized in the logarithm do-

main, which takes place in the 'Weighted VQ' block of Figure 6.15. Finally, the MDCT 

coefficients are interleaved, divided into subvectors for the sake of reducing the associated 

matching complexity, and vector quantized using a weighted distortion measure derived 

from the LPC spectral envelope [317]. The role of the weighting is that of reducing the 

spectral-domain quantization errors in the perceptually most vulnerable frequency regions. 

Moriya et al. [317] proposed this vector quantizer, since it constitutes a promising way of 

reducing the computational complexity incurred by vector quantization [315], as it will be 

highlighted below. Specifically, this two-stage MDCT VQ-scheme uses two sets of trained 

codebooks for vector quantizing the MDCT coefficients of a subvector, and the MDCT 

subvector is reconstructed by superimposing the two codebook vectors. In the encoder, 

a full-search is invoked for finding the combination of the code vector indices that mini-

mizes the distortion between the input and reconstructed MDCT subvector. This two-stage 

MDCT VQ-scheme constitutes a sub-optimal arrangement in comparison to a single-stage 

VQ, however it significantly reduces the memory and the computational complexity re-

quired. The employment of a fixed frame rate combined with the above vector quantizer 

improves its robustness against errors, since it does not use any error sensitive compression 

techniques, such as adaptive bit allocation or variable length codes [108]. 

The MPEG-4 TWINVQ bitstream structure is shown in Table 6.1 in its 16 kbit/s 

mode, which will be used in our investigations in order to construct a multi-mode speech 

transceiver, as detailed in Section 6.5. A substantial fraction of the bits were allocated for 

encoding the MDCT coefficients, which were smoothed by the LPC and Bark-scale spectra. 

Specifically, a total of 44 bits were allocated for vector quantizing the Bark-scale envelope, 
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while one bit is used for the interframe prediction flag. Nine bits were used for encoding 

the global spectral-domain gain value obtained from the MDCT coefficients and the LSF 

VQ requires 19 bits per 23.22 ms audio frame. 

6 .2 .10 P a r a m e t r i c A u d i o C o d i n g 

An enhanced functionality provided by the MPEG-4 Audio Version 2 scheme is parametric 

audio coding, with substantial contributions from Purnhagen et al. [318-320], Edler [321], 

Levine [322] and Verma [323]. This compression tool facilitates the encoding of audio signals 

at the very low bit rate of 4 kbit/s, using a parametric representation of the audio signal. 

Similarly to the philosophy of parametric speech coding, here instead of waveform coding 

the audio signal is decomposed into audio objects, which are described by appropriate 

source models and the quantized models parameters are transmitted. This coding scheme 

is referred to as the Harmonic and Individual Lines plus Noise (HILN) technique, which 

includes object models for sinusoids, harmonic tones and noise components [319]. 

Due to the limited bit rate budget at low target bit rate, only the specific parameters 

that are most important for maintaining an adequate perceptual quality of the signal are 

transmitted. More specifically, in the context of the HILN technique, the frequency and 

amplitude parameters are quantized using existing masking rules from psychoacoustics [58]. 

The spectral envelope of the noise and harmonic tones is described using LPC techniques. 

Parameter prediction is employed in order to exploit the correlation between the parameters 

across consecutive 23.22 ms frames. The quantized parameters are finally encoded using 

high-efficiency, but error-sensitive Huffman coding. Using a speech/music classification tool 

in the encoder, it is possible to automatically activate the coding of speech signals using 

the HVXC parametric encoder or the HILN encoder contrived for music signals. 

The operating bit rate of the HILN scheme is at a fixed rate of 6 kbit/s in the mono, 

8kHz sampling rate mode and 16 kbit/s in the mono, 16 kHz sampling rate mode, respec-

tively. In an alternative proposal by Levine et al. in [100], an audio codec employing 

switching between parametric and transform coding based representations was advocated. 

Sinusoidal signals and noise are modelled using multiresolution sinusoidal modelling [322] 

and Bark-scale based noise modelling, respectively, while the transients are represented by 

short-window based of transform coding. Verma et al. in [323] extended the work in [322] 

by proposing an explicit transient model for sinusoidal-like signals and for noise. A slowly 

varying sinusoidal signal is impulse-like in the frequency domain. By contrast, transients 

are impulse-like in the time domain and cannot be readily represented with the aid of Short-

Time Fourier Transform (STFT) based analysis. However, due to the duality between time 



and frequency, transients which are impulse-like in the time domain, appear to be oscillatory 

in the frequency domain. Hence, sinusoidal modelling can be applied after the transforma-

tion of the transient time-domain signals to sinusoidal-like signals in the frequency domain 

by quantizing their DCT [323] coefficients. 

6.3 Speech Coding in M P E G - 4 Audio 

While the employment of transform coding is dominant in coding music audio and speech 

signals at rates above 24 kbit/s, its performance deteriorates, as the bit rate decreases. 

Hence, in the MPEG-4 audio scheme, dedicated speech coding tools are included, operating 

at the bit rates in the range between 2 and 24 kbit/s [13,294]. Variants of the Code Excite 

Linear Prediction (CELP) technique [33] are used for the encoding of speech signals at the 

bit rates between 4 and 24 kbit/s, incorporating the additional flexibility of encoding speech 

represented at both 8 and 16 kHz sampling rates. Below 4 kbit/s, a sinusoidal technique, 

namely the so-called Harmonic Vector eXcitation Coding (HVXC) scheme was selected for 

encoding speech signals at rates down to a bit rate of 2 kbit/s. The HVXC technique will 

be described in the next section, while CELP schemes will be discussed in Section 6.3.2. 

6 .3 .1 H a r m o n i c V e c t o r E x c i t a t i o n C o d i n g 

Harmonic Vector Excitation Coding (HVXC) is based on the signal classification of voiced 

and unvoiced speech segments, facilitating the encoding of speech signals at 2 kbit/s and 4 

kbit/s [324,325]. Additionally, it also supports variable rate encoding by including specific 

coding modes for both background noise and mixed voice generation in order to achieve an 

average bit rate as low as 1.2 - 1.7 kbit/s. 

The basic structure of an HVXC encoder is shown in Figure 6.17, which first performs 

LPC analysis for obtaining the LPC coefficients. The LPC coefficients are then quantized 

and used in the inverse LPC filtering block in order to obtain the prediction residual signal. 

The prediction residual signal is then transformed into the frequency domain using the 

Discrete Fourier Transform (DPT) and pitch analysis is invoked, in order to assist in the 

V/UV classification process. Furthermore, the frequency-domain spectral envelope of the 

prediction residual is quantized by using a combination of two-stage shape vector quantizer 

and a scalar gain quantizer. For unvoiced segments, a closed-loop codebook search is carried 

out in order to find the best excitation vector. 

Specifically, the HVXC codec operates on the basis of a 20 ms frame length for speech 

signals represented at an 8 kHz sampling rate. Table 6.2 shows the bit allocation schemes of 
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Figure 6.17: Harmonic Vector Excitation Coding 

the HVXC codec at rates of 2 and 4 kbit/s [326]. Both voiced and unvoiced speech segments 

use the LSF parameters and the voiced/unvoiced indicator flag. For 2 kbit/s transmission 

of voiced speech, the parameters include 18 bits for LSF quantization using a two-stage 

spht vector quantizer, which facilitates the reduction of the codebook search complexity by 

mitigating the VQ matching complexity. Furthermore, 2 bits are used for the V/UV mode 

indication, where the extra one bit is used to indicate the background noise interval and 

mixed speech modes for variable rate coding, as will be explained later. Furthermore, 7 

bits are dedicated to pitch encoding, while 8 and 5 bits are used for encoding the harmonic 

shape and gain of the prediction residual in Figure 6.17, respectively. Explicitly, for the 

quantization of the harmonic spectral magnitudes/shapes of the prediction residual in Figure 

6.17, a two-stage shape vector quantizer is used, where the size of both the shape codebooks 

is 16, both requiring a four-bit index. The codebook gains are quantized using three and two 

bits, respectively. In the case of unvoiced speech transmission at 2 kbit/s, besides the LSF 

quantization indices and the V/UV indication bits, the shape and gain codebook indices of 

the Vector eXCitation (VXC) requires 6 and 4 bits, respectively for a 10 ms frame length. 

For 4 kbit /s transmission, a coding enhancement layer is added to the base layer of 2 

kbit/s. In the case of LSF quantization, a 10-dimensional vector quantizer using an 8-bit 

codebook is added to the 18 bits/20 ms LSF quantizer scheme of the 2 kbit/s codec mode 
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Voiced Common Unvoiced 

L S F l (2-stage Split VQ at 2 kb i t / s 

LSF2 (at 4 kb i t / s ) 

V / U V 

18bits/20ms 

8bits/20ms 

2bits/20ms 

Pitch 

Harmonic l Shape (at 2 kbi t / s ) 

Harmonic l Gain (at 2 kbi t / s ) 

Harmonic2 Split (at 4 kbi t / s ) 

7bits/20ms 

4-|-4bits/20ms 

5bits/20ms 

32bits/20ms 

V X C l Shape (at 2 kbi t / s ) 

V X V l Gain (at 2 kbi t / s ) 

V X C 2 Shape (at 4 kbi t / s ) 

V X C 2 Gain (at 4 kbi t / s ) 

Gbits/lOms 

4bits/10ms 

5bits/5ms 

3bits/5ms 

2 kb i t / s mode 40bits/20ms 40bits/20ms 

4 k b i t / s mode 80bits/20ms 80bits/20ms 

Table 6.2: MPEG-4 Bit allocations at the fixed rates of 2.0 and 4.0 kbit /s using the HVXC 

coding mode [110]. 

seen at the top of Table 6.2. This results in an increased bit rate requirement for LSF 

quantization, namely from 18 bits/20ms to 26 bits/20ms. A split VQ scheme, composed 

of four vector quantizers having addresses of 7, 10, 9 and 6 bits, respectively is added to 

the two-stage vector quantizer required for the quantization of the harmonic shapes of the 

prediction residual in Figure 6.17. This results in a total of bit rate budget increase of 32 

bits/20 ms, as seen in Table 6.2. For unvoiced speech segment encoding at 4 kbit/s, the 

excitation vectors of the enhancement layer are obtained by utilising codebook search and 

the gain/shape codebook indices, which minimize the weighted distortion are transmitted. 

Specifically, a 5-bit shape codebook as well as 3-bit gain codebook are used and this proce-

dure is updated every 5 ms. For the unvoiced speech segments, the LPC coefficients of only 

the current 20 ms frame are used for two 10 ms subframes without any interpolation pro-

cedure using the LPC coefficients from the previous frame. Again, the codec's performance 

was summarised in Table 6.2. 

Optional variable rate coding can be applied to the HVXC codec, incorporating back-

ground noise detection, where only the mode bits are received during the "background noise 

mode". When the HVXC codec is in the "background noise mode", the decoding is sim-

ilar to the manner applied in an UV frame, but in this scenario no LSF parameters are 

transmitted while only the mode bits are transmitted. Instead two sets of LSF parameters 
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Mode Background Noise Unvoiced Mixed Voiced/Voiced 

v/uv 
LSF 

Excitat ion 

2bits/20ms 

0bits/20ms 

0bits/20ms 

2bits/20ms 

18bits/20ms 

8bits/20ms 

(gain only) 

2bits/20m8 

18bits/20ms 

20bits/20ms 

(pitch & harmonic 

spectral parameters) 

Total 2bits/20ms 

= 0.1 kbit/s 

28bits/20ms 

= 1.4 kbit/s 

40bits/20ms 

= 2.0kbit/s 

Table 6.3: Bit allocations for variable rate HVXC coding [110]. 

generated during the previous two UV frames will be used for the LPC synthesis process. 

During the background noise mode, fully encoded unvoiced (UV) frames are inserted every 

nine 20 ms frames, in order to transmit the background noise parameters. This means only 

eight consecutive "background noise" frame are allowed to use the same two sets of LSF pa-

rameters from the previous UV frames. Hereafter new UV frame will be transmitted. This 

UV frame may or may not be a real UV frame indicating the beginning of active speech 

bursts. This is signalled by the transmitted gain factor. If the gain factor is smaller or equal 

to the previous two gain values, then this UV frame is regarded as background noise. In 

this case the most recent previously transmitted LSF parameters are used for maintaining 

the smooth variation of the LSF parameters. Otherwise, the currently transmitted LSFs 

are used, since the frame is deemed a real UV frame. During background noise periods, a 

gain-normalised Gaussian noise vector is used instead of the stochastic prediction residual 

shape codebook entry employed during UV frame decoding. The prediction residual gain 

value is encoded using an 8-bit codebook entry, as displayed in Table 6.3. 

Table 6.3 shows the bit allocation scheme of variable rate HVXC coding for four differ-

ent encoding modes, which are the modes dedicated to background noise, unvoiced, mixed 

voiced and voiced segments. The mixed voiced and voiced modes share the same bit alloca-

tion at 2 kbit/s. The unvoiced mode operates at 1.4 kbit/s, where only the gain parameter 

of the vector excitation is transmitted. Finally, for the background noise mode only the two 

voiced/unvoiced /noise signalling bits are transmitted. 

6.3 .2 C E L P C o d i n g in M P E G - 4 

While the HVXC mode of MPEG-4 supports the very low bit rate encoding of speech 

signals for rates below 4 kbit/s, the CELP compression tool is used for bit rates in excess of 
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CELP 

Mode Narrowband Wideband 

Sampling Rate (kHz) 8 16 

Bandwidth (Hz) 300 - 3400 50 - TOdO 

Bit Rate (kbi t / s ) 3.85 - 12.2 l & 9 - 2 4 ^ 

Excitat ion Scheme MPE/RPE RPE 

Frame Size (ms) 1 0 - 4 0 1 0 - 2 0 

Delay (ms) 1 5 - 8 5 1&75-4L75 

Multi Bit Rate Coding 

Features Bit Rate Scalability 

Bandwidth Scalability 

Complexity Scalability 

Table 6.4: Summary of various features of the MPEG-4 CELP codec [110]. 

4 kbit/s, as illustrated in the summary of Table 6.4. The MPEG-4 CELP tool enables the 

encoding of speech signals at two different sampling rates, namely at 8 and 16 kHz [327]. For 

narrowband speech coding, the operating bit rates are between 3.85 and 12.0 kbit/s. Higher 

bit rates between 10.9 and 24 kbit/s are allocated for wideband speech coding, which cater 

for a higher speech quality due to their extended bandwidth of about 7 kHz. The MPEG-4 

CELP codec supports a range of further functionalities, which include the possibility of 

supporting multiple bit rates, bit rate scalability, bandwidth scalability and complexity 

scalability. Additionally, the MPEG-4 CELP mode supports both fixed and variable bit 

rate transmission. The bit rate is specified by the user's requirements, taking account of 

the sampling rate chosen and also of the type of LPC quantizer (scalar quantizer or vector 

quantizer) selected. The default CELP codec operating at 16 kHz sampling rate employs a 

scalar quantizer and in this mode also the Fine Rate Control (FRC) switch is turned on. 

The FRC mode allows the codec to change the bit rate by skipping the transmission of 

the LPC coefficients, by utilising the Interpolation and the LPC_Present flags [230], as 

it will be discussed in Section 6.3.3. By contrast, at the 8 kHz sampling rate, the default 

MPEG-4 CELP mode utilises vector quantizer and the FRC switch is turned off. 

As shown in Figure 6.18, first the LPC coefficients of the input speech are determined 

and converted to Log Area Ratios (LAR) or LSF. The LARs or LSFs are then quantized and 

also inverse quantized, in order to obtain the quantized LPC coefficients. These coefficients 

are used by the LPC synthesis filter. The excitation signal consists of the superposition of 

contributions by the adaptive codebook and one or more fixed codebooks. The adaptive 
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Figure 6.18; CELP encoder. 

codebook represents the periodic speech components, while the fixed codebooks are used 

for encoding the random speech components. The transmitted parameters include the 

LAR/LSF codebook indices, the pitch lag for the adaptive codebook, the shape codebook 

indices of the fixed codebook and the gain codebook indices of the adaptive as well as 

fixed codebook gains. Multi-Pulse Excitation (MPE) [203] or Regular Pulse Excitation 

(RPE) [328] can also be used for the fixed codebooks. The difference among the two lies in 

the degree of freedom for pulse positions. MPE allows more freedom in the choice of the 

inter-pulse distance than RPE, which has a fixed inter-pulse distance. As a result, MPE 

typically achieves a better speech coding quality than R P E at a given bit rate. On the 

other hand, the R P E scheme imposes a lower computational complexity than MPE, which 

renders MPE a useful tool for wideband speech coding, where the computational complexity 

is naturally higher than in narrowband speech coding due to the doubled sampling rate used. 

6 . 3 . 3 L P C A n a l y s i s a n d Q u a n t i z a t i o n 

Depending on the tolerable complexity, the LPC coefficients can be quantized using either a 

scalar or a vector quantization scheme. When a scalar quantizer is used, the LPC coefficients 

have to be transformed to the LAR parameters. In order to obtain the LAR parameters, 

the LPC coefficients are first transformed to the reflection coefficients [161]. The reflection 

coefficients are then quantized using a look-up table. The relationship between the LARs 
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and the reflection coefficients are described by: 

= Zog((l - g j - / c H ) / ( l + g_r/cH)) (6.12) 

where q-rfc represents the quantized reflection coefficients. The necessity to transmit the 

LARs depends on the amount of change between the current audio/speech spectrum and the 

spectrum described by the LARs obtained by interpolation from the LARs of the adjacent 

frame. If the spectral change is higher than a pre-determined threshold, then the current 

LAR coefficients are transmitted to the decoder. The threshold is adaptive, depending 

on the desired bit rate. If the resultant bit rate is higher than the desired bit rate, the 

threshold is raised, otherwise, it is lowered. In order to reduce the bit rate further, the LAR 

coefficients can be losslessly Huffman coded. We note however that lossless coding will only 

be applied to the LARs but not to the LSF, since only the LARs are scalar quantized and 

there is no LAR VQ in the standard. 

If vector quantization of the LPC coefficients is used, the LPC coefficients are be trans-

formed into the LSF domain. There are two methods of quantizing the LSFs in the CELP 

MPEG-4 mode. We can either employ a two-stage vector quantizer without interframe 

LSF prediction, or in combination with interframe LSF prediction, as shown in Figure 6.19. 

In the case of using a two-stage vector quantizer without interframe LSF prediction, the 

second-stage VQ quantizes the LSF quantization error of the first stage. When interframe 

LSF prediction is employed, the difference between the input LSFs and the predicted LSFs 
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Interpolation LPC_Present Description 

1 1 Ccur = C^rei, + C'neit) 

0 0 LPCcur = LPCprev 

0 1 LPC cur = LPC received in current frame 

Table 6.5: Fine Rate Control utilising the Interpolation and LPC_Present flags [110]. 

is quantized. At the encoder, both methods are applied and the better method is selected by 

comparing the LSF quantization error, obtained by calculating the weighted mean squared 

LSF error. In narrowband speech coding, the number of LSF parameters is 10, while it 

is 20 in the wideband MPEG-4 CELP speech encoding mode. The number of bits used 

for LSF quantization is 22 for the narrowband case and 46 bits for the wideband scenario, 

which involves 25 bits used for quantizing the first ten LSF coefficients and 21 bits for the 

10 remaining LSFs [110]. 

The procedure of spectral envelope interpolation can also be employed for interpolating 

both the LARs and LSFs. The Interpolation flag, together with the LPC-Present flag 

unambiguously describe, how the LPC coefficients of the current frame are derived. The 

associated functionalities are summarised in Table 6.5. Specifically, if the Interpolation 

flag is set to one, this implies that the LPC coefficients of the current 20 ms frame are 

calculated by using the LPC coefficients of the previous and next frames. This would mean 

in general the decoding of the current frame must be delayed by one frame. In order to 

avoid the latency of one frame delay at the decoder, the LPC coefficients of the next frame 

are enclosed in the current frame [110]. In this case, the LPC_Present flag is set. Since 

the LPC coefficients of the next frame are already present in the current frame, the next 

frame will contain no LPC information. When the Interpolation flag is zero and the 

LPC_Present flag is zero, the LPC parameters of the current frame are those received in 

the previous frame. When the Interpolation flag is zero and the LPCJPresent flag is 

one, then the current frame is a complete frame and the LPC parameters received in the 

current frame belong to the current frame. Note that in order to maintain good subjective 

speech quality, it is not allowed to have consecutive frames without the LPC information. 

This means the Interpolation flag may not have a value of 1 in two successive frames. 

6 .3 .4 M u l t i P u l s e a n d R e g u l a r P u l s e E x c i t a t i o n 

In MPEG-4 CELP coding, the excitation vectors can be encoded either using the Multi-

Pulse Excitation (MPE) [203] or Regular-Pulse Excitation (RPE) [328] techniques. MPE 
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Bit Rate Frame Length No. subframes No. pulses 

Range (kbit/s) (ms) per frame per subframe 

&85-4.65 40 4 3 - 5 

4 ^ 0 - 5 . 5 0 30 3 5...7 

5.70 - 7.30 20 2 6...12 

7.70 - 10.70 20 4 4...12 

11.00-1&20 10 2 8...12 

Table 6.6; Excitation configurations for narrowband MPE. 

is the default mode used for narrowband speech coding while RPE is the default mode for 

wideband speech coding, due to its simplicity in comparison to the MPE technique. 

In Analysis-by-Synthesis (AbS) based speech codecs, the excitation signal is represented 

by a linear combination of the adaptive codevector and the fixed codevector scaled by their 

respective gains. Each component of the excitation signal is chosen by an analysis-by-

synthesis search procedure in order to ensure that the perceptually weighted error between 

the input signal and the reconstructed signal is minimized [118]. The adaptive codebook 

parameters are constituted by the closed-loop delay and gain. The closed-loop delay is 

selected with the aid of a focussed search in the range around the estimated open-loop delay. 

The adaptive codevector is generated from a block of the past excitation signal samples 

associated with the selected closed-loop delay. The fixed codevector contains several non-

zero excitation pulses. The excitation pulse positions obey an algebraic structure [118,212]. 

In order to improve the achievable performance, after determining several sets of excitation 

pulse position candidates, a combined search based on the amalgamation of the excitation 

pulse position candidates and the pulse amplitudes is carried out. 

For narrowband speech coding utilising Multi-Pulse Excitation (MPE) [203], the bit rate 

can vary from 3.85 to 12.2 kbit /s when using different configurations based on varying the 

frame length, the number of subframes per frame, and the number of pulses per subframe. 

These different configurations are shown in Table 6.6 and Table 6.7 for narrowband MPE 

and wideband MPE, respectively. 

On the other hand. Regular Pulse Excitation (RPE) [34, 328] enables implementations 

having significantly lower encoder complexity and only slightly reduced compression effi-

ciency. The RPE principle is used in wideband speech encoding, replacing MPE as the 

default mode and supporting bit rates between 13 and 24 kbit/s. RPE employs fixed pulse 

spacing, which implies that the distance of subsequent excitation pulses in the fixed code-

book is fixed. This reduces the codebook search complexity required for obtaining the best 
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Bit Rate Frame Length No. subframes No. pulses 

Range (kbit/s) (ms) per frame per subframe 

10.9 - 13.6 20 4 5_.l l 

13.7 - 14.1 20 8 3...10 

14.1 - 17.0 10 2 5...11 

21.1 - 23.8 10 4 3...10 

Table 6.7: Excitation configurations for wideband MPE 

indices during the analysis-by-synthesis procedure. 

Having introduced the most important speech and audio coding modes of the MPEG-4 

codec, let us now characterize its performance in the next section. 

6.4 M P E G - 4 Codec Performance 

Figure 6.20 shows the achievable Segmental SNR performance of the MPEG-4 codec at 

various bit rates applying various speech and audio coding modes. The MPE speech codec 

mode has been applied for bit rates between 3.85 kbit/s and 12.2 kbit /s for encoding nar-

rowband speech while the RPE codec in the CELP 'toolbox' is employed for wideband 

speech encoding spans from 13 kbit/s to 24 kbit/s. The TWINVQ audio codec of Section 

6.2.9 was utilised for encoding music signals for bit rates of 16 kbit/s and beyond. In Figure 

6.20, the codecs were characterized in terms of their performance, when encoding speech 

signals. As expected, the Segmental SNR increases upon increasing the bit rate. When the 

RPE codec mode is used, the wideband speech quality is improved in terms of both the 

objective Segmental SNR measure and the subjective quality. For the case of TWINVQ 

codec mode of Section 6.2.9, the Segmental SNR increases near-linearly with the bit rates. 

It is worth noting in Figure 6.20, that the RPE codec mode outperformed the TWINVQ 

codec mode over its entire bit rate range in the context of wideband speech encoding. This 

is because the RPE scheme is a dedicated speech codec while the TWINVQ codec is a more 

general audio codec, but capable of also encoding speech signals. 

Figure 6.21 displays the achievable Segmental SNR performance versus frame index for 

the three different narrowband speech coding bit rates of 3.85, 6.0 and 12.0 kbit/s, using the 

MPE tool of the MPEG-4 Audio standard. The MPE tool offers the option of multi-rate 

coding, which is very useful in adaptive transmission schemes that can adapt the source bit 

rate according to the near-instantaneous channel conditions. 
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Figure 6.20: Segmental SNR performance for the encoding of speech signals, with respect 

to three different MPEG-4 coding modes, where the MPE codec and the RPE codec are 

employed at the sampling rates of 8 kHz and 16 kHz, respectively, while the TWINVQ 

audio codec of Section 6.2.9 operates at 16 kHz sampling rate. 

The performance of various codecs of the MPEG-4 toolbox is used for the encoding of 

music signals is shown in Figure 6.22 at a sampling rate of 16 kHz. We observe that as 

expected, the TWINVQ codec of Section 6.2.9 performed better, than the CELP codec 

when encoding music signals. The difference in Segmental SNR performance can be as high 

as 2 dB at the same bit rate. 
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Figure 6.21: Segmental SNR performances versus frame index for three different bit rates 

of 3.85, 6.0 and 12.0 kbit/s, using the CELP tool in MPEG-4 Audio at a sampling rate of 

8 kHz for the speech file of five.bin. 
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Figure 6.22: Comparing Segmental SNR performances for two different codecs - CELP and 

TWINVQ codecs at 16 kHz sampling rate, for coding of music file of moza.bin. 

6.5 M P E G - 4 Space-Time O F D M Audio Transceiver 

^ The Third Generation (3G) mobile communications standards [329] are expected to pro-

vide a wide range of bearer services, spanning from voice to high-rate data services, support-

ing rates of at least 144 kbit/s in vehicular, 384 kbit/s in outdoor-to-indoor and 2 Mbit/s 

in indoor as well as in picocellular applications. 

In an effort to support such high rates, the bit / symbol capacity of band-limited wireless 

^This section is based on How, Liew and Hanzo: An MPEG-4 Space-Time OFDM Audio Transceiver, 

submitted to IEEE Proceedings of VTC, New Jersey, USA, 2001 and it was based on collaborative research 

with the co-authors. 



channels can be increased by employing multiple antennas [330]. The concept of space-

time trellis codes was proposed by Tarokh, Seshadri and Calderbank [331] in 1998. By 

jointly designing the FEC, modulation, transmit diversity and optional receive diversity 

scheme, they increased the effective bits/symbol (BPS) throughput of band-limited wireless 

channels, given a certain channel quality. A few months later, Alamouti [295] invented a low-

complexity space-time block code, which offers significantly lower complexity at the cost of 

a slight performance degradation. Alamouti's invention motivated Tarokh et al. [332,333] to 

generalise Alamouti's scheme to an arbitrary number of transmitter antennas. Then, Tarokh 

et al., Bauch et al. [334], Agrawal [335], Li et al. [336] and Naguib et al. [337] extended the 

research of space-time codes from considering narrow-band channels to dispersive channels 

[338]. The benefits of space time coding in terms of mitigating the effects of channel fading 

are substantial and hence they were optionally adopted in the forthcoming 3G cellular 

standards [112]. 

In recent years substantial advances have been made in the field of Orthogonal Fre-

quency Division Multiplexing (OFDM), which was first proposed by Chang in his 1966 

paper [339]. Research in OFDM was revived amongst others by Cimini in his often cited 

paper [340] and the field was further advanced during the nineties, with a host of contri-

butions documented for example in [341]. In Europe, OFDM has been favoured for both 

Digital Audio Broadcasting (DAB) and Digital Video Broadcasting (DVB) [342,343] as well 

as for high-rate Wireless Asynchronous Transfer Mode (WATM) systems due to its ability 

to combat the effects of highly dispersive channels [344]. Most recently OFDM has been 

also proposed for the downlink of high-rate wireless Internet access [345]. 

At the time of writing we are witnessing the rapid emergence of intelligent multi-mode 

mobile speech and audio communicators [161,251,346], that can adapt their parameters 

to rapidly changing propagation environments. Simultaneously significant efforts have 

been dedicated to researching multi-rate source coding, which are required by the near-

instantaneously adaptive transceivers [347]. The recent GSM Adaptive Multi-Rate (AMR) 

standardization activities have prompted significant research interests in invoking the AMR 

mechanism in half-rate and full-rate channels [29]. At the time of writing ETSI is in the 

process of standardizing a wideband AMR (AMR-WB) speech codec [208] for the GSM 

system, which provides a high quality due to representing the extra audio bandwidth of 7 

kHz, instead of the conventional 3.1 kHz bandwidth. The standardization activities within 

the framework of the MPEG-4 audio coding initiative [204] have also reached fruition, sup-

porting the transmission of natural audio signals, including the representation of synthetic 

audio, such as Musical Instrument Digital Interface (MIDI) [293] and Text-to-Speech (TTS) 

systems [205]. A wide ranging set of bit rates spanning from 2 kbit/s per channel up to 64 
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Figure 6.23: Schematic overview of the turbo-coded and space-time coded OFDM system. 

kbit/s per channel are supported by MPEG-4 Audio. 

Against this backcloth, in this section the underlying trade-offs of using the multi-rate 

MPEG-4 TWINVQ audio encoder of Section 6.2.9, in conjunction with a turbo-coded [348] 

and space-time coded [331], reconfigurable BPSK/QPSK/16QAM OFDM system [264] are 

investigated, in order to provide an attractive system design example. 

6 .5 .1 S y s t e m O v e r v i e w 

Figure 6.23 shows the schematic of the turbo-coded and space-time coded OFDM system. 

The source bits generated by the MPEG-4 TWINVQ encoder [110] are passed to the turbo 

encoder using the half-rate, constraint length three turbo convolutional encoder TC(2,1,3), 

employing an octal generator polynomial of (7,5). The encoded bits were channel interleaved 

and passed to the modulator. The choice of the modulation scheme to be used by the 

transmitter for its next OFDM symbol is determined by the channel quality estimate of 

the receiver based on the current OFDM symbol. Here, perfect channel quality estimation 

and perfect signalling of the required modem modes were assumed. In order to simplify 

the task of signalling the required modulation modes from receiver A to transmitter B, we 

employed the subband-adaptive OFDM transmission scheme proposed by Keller et al. [264]. 

More specifically, the total OFDM symbol bandwidth was divided into equi-width subbands 

having a similar channel quality, where the same modem mode was assigned. The modulated 

signals were then passed to the encoder of the space-time block code Gg [295], which employs 

two transmitters and one receiver. The space-time encoded signals were OFDM modulated 

and transmitted by the corresponding antennas. 

The received signals were OFDM demodulated and passed to the space-time decoders. 

Logarithmic Maximum Aposteriori (Log-MAP) decoding [349] of the received space-time 

signals was performed, in order to provide soft-outputs for the TC(2,1,3) turbo decoder. 

The received bits were then channel deinterleaved and passed to the TC decoder, which 
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again, employs the Log-MAP decoding algorithm. The decoded bits were Snally passed to 

the MPEG-4 TWINVQ decoder for obtaining the reconstructed audio signal. 

6 .5 .2 S y s t e m p a r a m e t e r s 

Table 6.8 and 6.9 gives an overview of the proposed system's parameters. The trans-

mission parameters have been partially harmonised with those of the TDD-mode of the 

Pan-European UMTS system [112]. The sampling rate is assumed to be 1.9 MHz, leading 

to a 1024 subcarrier OFDM symbol. The channel model used was the four-path COST 207 

Typical Urban (TU) Channel Impulse Response (CIR) [283], where each impulse was sub-

jected to independent Rayleigh fading having a normalised Doppler frequency of 2.25 • 10~®, 

corresponding to a pedestrian scenario at a walking speed of 3mph. The channel impulse 

response is shown in Figure 6.24. 

The channel encoder is a convolutional constituent coding based turbo encoder [348], 

employing block turbo interleavers and a pseudo-random channel interleaver. Again, the 

constituent Recursive Systematic Convolutional (RSC) encoder employs a constraint length 

of 3 and the octal generator polynomial of (7,5). Eight iterations are performed at the 

decoder, utilising the MAP-algorithm and the Log-Likelihood Ratio (LLR) soft inputs pro-

vided by the demodulator. 

The MPEG-4 TWINVQ audio coder has been chosen for this system, which can be 

programmed to operate at bit rates between 16 and 64 kbit/s. It provides a high audio 

quality at an adjustable bit rate and will be described in more depth in the next section. 

6 .5 .3 F r a m e D r o p p i n g P r o c e d u r e 

For completeness, we investigated the bit sensitivity of the TWINVQ codec. A high robust-

ness against bit errors, inflicted by wireless channels is an important criterion for the design 

of a communication system. A commonly used approach in quantifying the sensitivity of a 

given bit is to invert this bit consistently in every audio frame and to evaluate the associated 

Segmental SNR (SEGSNR) degradation [251]. Figure 6.25 shows the bit error sensitivity 

of the MPEG-4 TWINVQ encoder of Section 6.2.9 at 16 kbit/s. This figure shows that 

the bits representing the gain factors (bit 345-353), the LSF parameters (bit 354-372), and 

the Bark-envelope (bit 302-343) are more sensitive to channel errors, compared to the bits 

representing the MDCT coefficients (bit 7-301). The bits signalling the window mode used 

are also very sensitive to transmission errors and hence have to be well protected. The 

window modes were defined in Section 6.2. 
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System Parameters Value 

Carrier Frequency 

Sampling Rate 

1.9 GHz 

3.78 MHz 

Channel 

Impulse Response 

Normalised Doppler Frequency 

COST207 

2.25 - 10-G 

O F D M 

Number of Sub carriers 

OFDM Symbols/Packet 

OFDM Symbol Duration 

Guard Period 

Modulation Scheme 

1024 

1 

(1024+64) 

X 1/(3.78.10^) 

64 samples 

Fixed Modulations 

Space Time Coding 

Number of transmitters 

Number of receivers 

2 

1 

Channel Coding 

Constraint Length 

Code Rate 

Generator Polynomials 

Turbo Interleaver Length 

Decoding Algorithm 

Number of Iterations 

Turbo Convolutional 

3 

0.5 

7, 5 

464/928/1856/2784 

Log MAP 

8 

Source Coding 

Bit Rates (kbit/s) 

Audio Frame Length (ms) 

Sampling Rate (kHz) 

MPBG-4 TWINVQ 

16 - 64 

23.22 

44.1 

Table 6.8: System Parameters 
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Data + Parity Bits 928 1856 3712 

Source Coded Bits/Packet 372 743 1486 

Source Coding Bit Rate (kbit/s) 16 32 64 

Modulation Mode BPSK QPSK 16QAM 

Minimum Channel SNR for 1% FER (dB) 4.3 7.2 1&4 

Minimum Channel SNR for 5% FER (dB) 2.7 5.8 1&6 

Table 6.9: System parameters 

-g 0.6 

0 2 4 6 8 10 12 14 16 18 20 
Sample Number 

Figure 6.24: COST207 channel impulse response [283] 
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Figure 6.25: SEGSNR degradation against bit index using MPEG-4 TWINVQ at 16 kbit/s. 

The corresponding bit allocation scheme was given in Table 6.1. 

In Section 5.6.2 we studied the benefits of invoking multi-class embedded error correction 

coding assigned to the AMR speech codec. By contrast, in the wideband MPEG-4 TWINVQ 

system studied here erroneously received audio frames are dropped and replaced by the 

previous audio frame, since the system is aiming for maintaining a high audio quality. 

Hence the system's audio quality is determined by the tolerable transmission Frame Error 

Rate (FER), rather than by the BER. In order to determine the highest FER that can be 

tolerated by the MPEG-4 TWINVQ codec, it was exposed to random frame dropping and 

the associated SEGSNR degradation as well as the informally assessed perceptual audio 

degradation was evaluated. The corresponding SEGSNR degradation is plotted in Figure 

6.26. Observe in the figure that at a given FER the higher rate modes suffer from a 

higher SEGSNR degradation. This is because their audio SEGSNR is inherently higher 

and hence for example obliterating one frame in 100 frames inevitably reduces the average 
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Figure 6.26: SEGSNR degradation against PER for the MPEG-4 TWINVQ codec of Section 

6.2.9, at bit rates of 16, 32 and 64 kbit/s. The SEGSNR degradation values were obtained, 

in conjunction with the employment of frame dropping. 

SEGSNR more dramatically. We found that the associated audio quality expressed in terms 

of Segmental SNR (SEGSNR) degradation was deemed to be perceptually objectionable for 

frame error rates in excess of 1%. Again, frame dropping was preferred, which was found 

to be more beneficial in audio quality terms, than retaining corrupted audio frames. 

For the sake of completeness. Figure 6.27 shows the SEGSNR degradation when inflicting 

random bit errors but retaining the corrupted audio frames. As expected, the highest bit 

rate mode of 64 kbit/s suffered the highest SEGSNR degradation upon increasing the BER, 

since a higher number of bits per frame was corrupted by errors, which degraded the audio 

quality more considerably. 
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Figure 6.27: SEGSNR degradation against BER for the MPEG-4 TWINVQ codec of Section 

6.2.9, at bit rates of 16, 32 and 64 kbit/s. 

6.5 .4 S p a c e - T i m e C o d i n g 

Traditionally, the most effective technique of combating fading has been the exploitation 

of diversity [331]. Diversity techniques can be divided into three broad categories, namely 

temporal diversity, frequency diversity and spatial diversity. Temporal and frequency di-

versity schemes [295] introduce redundancy in the time and/or frequency domain, which 

results in a loss of bandwidth efficiency. Examples of spatial diversity are constituted by 

multiple transmit- and/or receive-antenna based systems [331]. Transmit-antenna diver-

sity relies on employing multiple antennas at the transmitter and hence it is more suitable 

for downlink transmissions, since having multiple transmit antennas at the base station is 

certainly feasible. By contrast, receive-antenna diversity employs multiple antennas at the 

receiver for acquiring multiple copies of the transmitted signals, which are then combined 

in order to mitigate the channel-induced fading. 

Space time coding [295, 331] is a specific form of transmit-antenna diversity, which 



223 

1 Tx 1 Rx 2 T x l I k 

13 12 

« 11 

00 10 

e v . - - " - ® ' ' <„,, ,, ,.-.S 
Figure 6.28: Instantaneous channel SNR of 512-subcarrier OFDM symbols for one-

transmitter one-receiver (ITx IRx) and for the space-time block code using two-transmitter 

one-receiver (2Tx IRx). 

aims for usefully exploiting the multipath phenomenon experienced by signals propagating 

through the dispersive mobile channel. This is achieved by combining multiple transmission 

antennas in conjunction with appropriate signal processing at the receiver, in order to 

provide diversity and coding gain in comparison to uncoded single-antenna scenarios [337]. 

In the system investigated, we employ a two-transmitter and one-receiver configuration, 

in conjunction with turbo channel coding [348]. In Figure 6.28, we show the instantaneous 

channel SNR experienced by the 512-subcarrier OFDM modem for a one-transmitter, one-

receiver scheme and for the space time block code G2 [295] using two transmitters and 

one receiver for transmission over the COST207 channel. The average channel SNR was 

10 dB. We can see in Figure 6.28 that the variation of the instantaneous channel SNR 

for a one-transmitter, one-receiver scheme is severe. The instantaneous channel SNR may 

become as low as 4 dB due to the deep fades inflicted by the channel. On the other 

hand, we can see that for the space-time block code G2 using one receiver the variation of 

the instantaneous channel SNR is less severe. Explicitly, by employing multiple transmit 

antennas in Figure 6.28, we have significantly reduced the depth of the channel fades. 

Whilst space-time coding endeavours to mitigate the fading-related time- and frequency-

domain channel-quality fluctuations at the cost of increasing the transmitter's complexity, 

adaptive modulation attempts to accommodate these channel quality fluctuations, as it will 

be outlined in the next section. 



6.5.5 A d a p t i v e M o d u l a t i o n 

In order to accommodate the time- and frequency-domain channel quality variations seen 

in case of the ITx IRx scenario of Figure 6.28, the employment of a multi-mode system is 

desirable, which allows us to switch between a set of different source- and channel encoders 

as well as various transmission parameters, depending on the instantaneous channel quality 

[264]. 

In the proposed system, we have defined three operating modes, which correspond to 

the uncoded audio bit rates of 16, 32 and 64 kbit/s. This corresponds to 372, 743 and 

1486 bits per 23.22 ms audio frame. In conjunction with half-rate channel coding and also 

allowing for check sums and signalling overheads, the number of transmitted turbo coded 

bits per OFDM symbol is 928, 1856 and 3712 for the three source-coded modes, respectively. 

Again, these bit rates are also summarised in Table 6.9. Each transmission mode uses 

a different modulation scheme, depending on the instantaneous channel conditions. It is 

beneficial, if the transceiver can drop its source rate, for example from 64 kbit/s to 32 kbit/s 

and invoke QPSK modulation instead of 16QAM, while maintaining the same bandwidth. 

Hence, during good channel conditions the higher throughput, higher audio quality but less 

robust modes of operation can be invoked, while the more robust but lower audio quality 

BPSK/16kbit/s mode can be applied during degrading channel conditions. 

Figure 6.29 shows the FER observed for all three modes of operation, namely for the 512, 

1024 and 2048 versus the channel BER that was predicted by the OFDM receiver during 

the channel quality estimation process. Again, the rationale behind using the FER, rather 

than the BER for estimating the expected channel quality of the next transmitted OFDM 

symbol is, because the MPEG-4 audio codec has to drop the turbo-decoded received OFDM 

symbols, which contained transmission errors. This is because corrupted audio packets 

would result in detrimental MPEG-4 decoding error propagation and audio artifacts. A 

FER of 1% was observed for an estimated input bit error rate of about 4% for the 16 

and 32 kbit/s modes, while a BER of over 5% was tolerable for the 64 kbit/s mode. This 

was, because the number of bits per OFDM symbol was quadrupled in the 16QAM mode 

over which turbo interleaving was invoked compared to the BPSK mode. The quadrupled 

interleaving length substantially increased the turbo codec's performance. 

In Figure 6.30, we show our Bits Per Symbol (BPS) throughput performance compari-

son between the subband-adaptive and fixed mode OFDM modulation schemes. From the 

figure we can see that at a low BPS throughput the adaptive OFDM modulation scheme 

outperforms the fixed OFDM modulation scheme. However, as the BPS throughput of 

the system increases, the fixed modulation schemes become preferable. This is, because 

adaptive modulation is advantageous, when there are high channel quality variations in 
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Figure 6.29: FER against channel BER performance of the adaptive OFDM modem con-

veying 512, 1024 and 2048 BPS for transmission over the channel model of Figure 6.24. 

the one-transmitter, one receiver scheme. However, we have shown in Figure 6.28 that 

the channel quality variations have been significantly reduced by employing two G2 space-

time transmitters. Therefore, the advantages of adaptive modulation eroded due to the 

reduced channel quality variations in the space-time coded system. As a consequence, 

two different-complexity system design principles can be proposed. The first system is the 

lower-complexity one-transmitter, one receiver scheme, which mitigates the severe variation 

of the channel quality by employing subband adaptive OFDM modulation. By contrast, we 

can design a more complex G2 space-time coded system, which employs fixed modulation 

schemes, since no substantial benefits accrue from employing adaptive modulation, once 

the fading-induced channel-quality fluctuations have been sufficiently mitigated by the Gg 

space-time code. In the remainder of this section, we have opted for investigating the per-

formance of the more powerful space-time coded system, requiring an increased complexity. 
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Figure 6.30; BPS performance comparison between the adaptive and fixed-mode OFDM 

modulation schemes, when using space-time coding, for transmission over the channel model 

of Figure 6.24. 

6.5 .6 S y s t e m P e r f o r m a n c e 

As mentioned before, the detailed subsystem parameters used in our space-time coded 

OFDM system are listed in Table 6.8. Again, the channel impulse response profile used 

was the COST 207 Typical Urban (TU) channel [283] having four paths and a maximum 

dispersion of 4.5 /is, where each path was faded independently at a Doppler frequency of 

2.25 - 10-G Hz. 

The BER is plotted versus the channel SNR in Figure 6.31 for the three different fixed 

modes of operation conveying 512, 1024 or 2048 bits per OFDM symbol both with and 

without space-time coding. The employment of space time coding improved the system's 

performance significantly, giving an approximately 3 dB channel SNR improvement at a 

BER of 1%. As expected, the lowest throughput BPSK/ 16kbit/s mode was more robust 
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Figure 6.31: BER against Channel SNR performance of the fixed-mode OFDM transceiver 

of Table 6.8 in conjunction with and without space time coding, in comparison to the 

conventional one-transmitter, one-receiver benchmarker for transmission over the channel 

model of Figure 6.24. 

in BER terms, than the QPSK/32kbit/s and the 16QAM /64kbit/s configurations, albeit 

delivering a lower audio quality. Similar results were obtained in terms of PER versus 

the channel SNR, which are displayed in Figure 6.32, indicating that the most robust 

BPSK/16kbit/s scheme performed better than the QPSK/32kbit/s and 16QAM/64kbit/s 

configurations, albeit at a lower audio quality. 

The overall SEGSNR versus channel SNR performance of the proposed audio transceiver 

is displayed in Figure 6.33, again, employing Gg space-time coding using two transmit-

ters and one receiver. The lower-complexity benchmarker using the conventional one-

transmitter, one-receiver scheme was also characterized in the figure. We observe again 

that the employment of space time coding provides a substantial improvement in terms 
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Figure 6.32: FER against Channel SNR performance of the fixed-mode OFDM transceiver 

of Table 6.8 in conjunction with and without space time coding, in comparison with the 

conventional one-transmitter, one-receiver benchmarker for transmission over the channel 

model of Figure 6.24. 

maintaining an error free audio performance. Specifically, an SNR advantage of 4 dB 

was recorded compared to the conventional lower-complexity one-transmitter, one-receiver 

benchmarker for all three modulation modes. Furthermore, focussing on the three different 

operating modes using space-time coding, namely on the curves drawn in continuous lines, 

the 16QAM/64kbit/s mode was shown to outperform the QPSK/32kbit/s scheme in terms 

of both objective and subjective audio quality for channel SNRs in excess of about 10 dB. 

At a channel SNR of about 9 dB, where the 16QAM and QPSK SEGSNR curves cross 

each other in Figure 6.33, it is preferable to invoke the inherently lower audio quality, but 

unimpaired QPSK mode of operation. Similarly, at a Channel SNR around 5 dB, when the 

QPSK/32kbit/s scheme's performance starts to degrade, it is better to invoke the unim-
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Figure 6.33: SEGSNR against channel SNR of the MPEG-4 TWINVQ based fixed mode 

OFDM transceiver in conjunction with and without space time coding, in comparison to 

the conventional one-transmitter, one-receiver benchmarker. 

paired BPSK/ 16kbit/s mode of operation, in order to avoid the channel-induced audio 

artifacts. 

6.6 S u m m a r y and Conclusions 

In this chapter the MPEG-4 Audio standard was discussed in detail. The MPEG-4 audio 

standard is constituted by a toolbox of different coding algorithms, designed for coding both 

speech and music signals in the range spanning from very low bit rates, such as 2 kbit/s 

to rates as high as 64 kbit/s. In Section 6.2, the important milestones in the field of audio 

coding were described and summarised in Figure 6.2. Specifically, four key technologies, 

namely perceptual coding, frequency domain coding, the window switching strategy and 
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the dynamic bit allocation technique were fundamentally important in the advancement 

of audio coding. The MPEG-2 AAC codec [109], as described in Section 6.2.1 forms a 

core part of the MPEG-4 audio codec. Various tools that can be used for processing the 

transform coefficients in order to achieve an improved coding efficiency were highlighted in 

Sections 6.2.2 to 6.2.5. The AAC quantization procedure was discussed in Section 6.2.6, 

while two other tools provided for encoding the transform coefficients, namely the BSAC and 

TWIVQ techniques were detailed in Sections 6.2.8 and 6.2.9, respectively. More specifically, 

the BSAC coding technique provides finely-grained bitstream scalability, in order to further 

reduce the redundancy inherent in the quantized spectrum of the audio signal generated by 

the MPEG-4 codec. The TWINVQ codec [149] described in Section 6.2.9 was found to be 

capable of encoding both speech and music signals, which provides an attractive option for 

low bit rate audio coding. 

In Section 6.3, which was dedicated to speech coding tools, the HVXC and CELP codecs 

were discussed. The HVXC codec was employed for encoding speech signals in the bit rate 

range spanning from 2 to 4 kbit/s, while the CELP codec is used at bit rates between 4 and 

24 kbit/s, with the additional capability of encoding speech signals at the sampling rates of 

8 and 16 kHz. 

In Section 6.5 turbo coded and space-time coded adaptive as well as fixed modulation 

based OFDM assisted MPEG-4 audio systems have been investigated. The transmission 

parameters have been partially harmonised with the UMTS TDD mode [112], which pro-

vides an attractive system design framework. More specifically, we employed the MPEG-4 

TWINVQ codec at the bit rates of 16, 32 and 64 kbit/s. We found that by employing 

space-time coding, the channel quality variations have been significantly reduced and no 

additional benefits could be gained by employing adaptive modulation. However, adaptive 

modulation was found beneficial when it was employed in a low-complexity one-transmitter, 

one-receiver scenario when high channel quality variations were observed. The space-time 

coded, two-transmitter, one-receiver configuration was shown to outperform the conven-

tional one-transmitter, one-receiver scheme by about 4 dB in channel SNR terms over the 

highly dispersive COST207 TU channel. 



Chapte r 7 

Conclusions and Future Work 

7.1 S u m m a r y and Conclusions 

This thesis commenced with a brief overview of the current status of speech coding, specif-

ically in the area of wideband speech coding which has continued to generate tremendous 

research interests due to its extended bandwidth of 7 kHz, contributing to increased intel-

ligibility and improved subjective quality. 

In chapter 3, we looked into the forward adaptive CELP technique in the context of 

wideband speech coding. Fullband as well as subband-split approaches were studied for 

coding wideband speech signals. In the subband-split method, a forward-adaptive LPC 

analysis was used to code the lower subband signal while the higher subband was modelled 

using a zero mean unit variance random Gaussian source. This method is usually used to 

tackle the problem associated with fullband coding of wideband speech where the fullband 

codec is unable to treat the less predictable high frequency, low energy speech band. Even 

though fullband coding has always associated with it the excessively high computational 

complexity, the applications of sub-optimum approaches have managed to reduce the com-

plexity significantly. The employment of focused search strategy [213] for example facilitates 

the searching of only a fraction of a vast codebook, while achieving a similar performance 

to that of a full search. 

In Section 3.3 we used a fullband coding technique with an algebraic codebook structure 

to obtain a wideband codec which gives good speech quality at the bit rate of 15.5 kbit/s. 

We have comparatively studied various predictive and memoryless LSF vector quantizers. 

In the context of memoryless vector quantization, a [ ( 6 , 7 , 3 ) 7 7 7 ; (4,4,4,4)5555] 41-bit multi-

stage split vector quantizer was designed. This method enabled a simple implementation. 

In order to improve the performance of this initial memoryless scheme, we introduced V/UV 
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classification. This approach gave about 0.2dB improvement, but increased the complex-

ity. Nonetheless, both of these sub-optimum approaches maintained a low computational 

complexity, as well as a high error resilience. 

In the context of 41-bit predictive vector quantization a SD quality enhancement was 

achieved compared to memoryless schemes, or alternatively the number of bits could be 

reduced to 36, while maintaining a similar average SD. The associated SD PDFs were 

portrayed in Figures 3.19, 3.24 and 3.27, while their salient features were summarised in 

Tables 3.6 and 3.7. Unfortunately, the channel error sensitivity increased due to potential 

error propagation. Lastly, we combined both the memoryless- and the predictive approaches 

in a SNVQ scheme. Even though the SNVQ scheme increased the complexity, it improved 

significantly the SD performance and mitigated the propagation of channel errors. 

In Chapter 4, we extended our studies of the CELP technique in the context of backward 

adaptive wideband coding. We have adapted and extended the narrowband G.728 low delay 

standard codec to obtain a variable rate low delay wideband coder, operating between the 

bit rate of 32 down to 8 kbit/s. The importance of low coding delay is especially apparent in 

two-way communication systems where echoes are present. The use of backward adaptation 

of the synthesis filter parameters avoids the need to buffer a long frame of speech at the 

encoder, as done by forward adaptive codecs. We have also implemented a low delay version 

of an ACELP wideband coder by applying backward adaptation to the synthesis filter. By 

using different gain quantization schemes, two operating bit rates are obtained. By using 

scalar quantizers, a codec at the bit rate of 12.8 kbit /s is obtained. To further reduce 

the bit rate, a gain vector quantizer is implemented and it gives a better Segmental SNR 

performance at a bit rate of 12.4 kbit/s. 

In Chapter 5, we researched into the domain of multi-rate coding, and were especially 

interested in the integration of a multi-rate speech codec, for forming an adaptive commu-

nications system which is able to ideally provide the highest possible quality in the clean 

channel conditions while maintaining good quality in bad channel environments. We have 

implemented a dual-mode burst-by-burst adaptive speech transceiver scheme, based on the 

GSM-AMR speech codec. Redundant Residue Number System (RRNS) assisted channel 

coding and Joint Detection aided Code-Division Multiple Access (JD-CDMA). The error 

sensitivity of the AMR speech codec has also been characterised. We showed how the sensi-

tivity of different bits could be compared in order to correctly match a channel coder to the 

speech coder. We have also shown how the degradations produced by errors propagate from 

one frame to the other. The benefits of this multi-mode speech transceiver implementation 

clearly manifest themselves in terms of supporting unimpaired speech quality under time-

variant channel conditions, where a fixed-mode transceiver's quality would become severely 
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degraded by channel effects. The improved performance of this adaptive system has also 

been shown in our subjective listening test, in comparison to fixed modulation schemes. 

Finally, in Chapter 6, we conducted studies into the feasibility of incorporating an 

MPEG-4 audio codec into a space-time OFDM communications system. Specifically, we 

employed one of the audio coding tool in MPEG-4, the so-called Twin-VQ codec which is 

capable of coding audio signals at very low bit rates, reaching even below the bit rate 16 

kbit /s . Twin-VQ is a codec which incorporates both the transform and linear prediction 

techniques, in conjunction with a very efficient vector quantization scheme. The employ-

ment of fixed frame rate together with the robust vector quantizer in Twin-VQ improves its 

robustness against errors. We have shown that the employment of space time coding has 

the effect of converting fading channels into gaussian-like. The deployment of space-time 

coding, using two-transmitter one-receiver configuration in the context with fixed modula-

tion OFDM schemes, outperformed the conventional one-transmitter one-receiver case by 

as much as 4dB channel SNR, in obtaining an error-free audio quality performance. 

7.2 Fu tu re Work 

An area of hectic research right now is the creation of multi-rate speech coders, which will 

be present in third generation mobile systems. A multimode, multirate systems oEerimg 

various scalability configurations will provide further impetus for the development of new 

codecs in the future. 

Another noted area of research will be bridging the gap in the grey zone area at the 

intermediate bit rates between 16 and 64 kbps where the computational complexity of 

CELP-based codecs become unmanageable, and where the quality of transform coding 

becomes unacceptable. An unification of LP and transform coding will be among several 

possible research directions. 

Despite hectic activity in speech and audio coding research for the past decades, there 

are still many areas in which further work could yield good results. One such area would 

be the continued integration of speech and audio codecs into the communications systems, 

so that the speech codec, channel codec and modulation schemes are jointly optimised in 

order to achieve the best possible system performance. 



Glossary 

A A C MPEG-2 Advanced Audio Coding standard 

A b S Analysis-by-Synthesis structure, used extensively in CELP codecs 

A C E L P Algebraic Code Excited Linear Prediction 

A D P C M Adaptive Differential Pulse Code Modulation 

A G C Automatic Gain Control, used in the adaptive postfilter 

A M Amplitude Modulation 

A M R ETSI Adaptive Multi-Rate standard 

A R Autoregressive process 

A T M Asynchronous Transfer Mode 

B b B - A Q A M Burst-by-Burst Adaptive Quadrature Amplitude Modulation 

B C H Bose-Chaudhuri-Hocquenghem, A class of forward error correcting 

codes (FEC) 

B P S K Binary Phase Shift Keying 

B S A C Bit-Sliced Arithmetic Coding 

C D Cepstral Distance, an objective speech measure 

CELP Code Excited Linear Prediction, a class of speech coders ubiquitous 

at greater than 4 kbi t /s 

CIR Channel Impulse Response 

C R C Cyclic redundancy check bit 
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C S - A C E L P 

C V Q 

C W 

D A B 

D C T 

D F T 

D P C M 

D S P 

D V B 

E T S I 

E V R C 

F E C 

F F T 

F I R 

F R C 

G.722 

G.728 

G.729 

G S M 
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Conjugate Structure Algabraic Code Excited Linear Prediction, 

used in G.729 

Classified Vector Quantization 

Characteristic Waveform, a pitch period-sized segment of speech 

used in WI coders 

Digital Audio Broadcasting 

Discrete Cosine Transform, transforms data into the frequency do-

main. 

Discrete Fourier Transform 

Differential Pulse Code Modulation 

Digital Signal Processing 

Digital Video Broadcasting 

European Telecommunications Standards Institute 

Enhanced Variable Rate Coder, standardized by the Telecommuni-

cations Industry Association (TIA) as IS-127 

Forward Error Correction 

Fast Fourier Transfrom 

Finite Impulse Response, a class of filter 

Fine Rate Control 

G722 CCITT Standard, 7 kHz audio coding within 64 kbit /s 

G728 ITU Speech Recommendation, 16 kbi t /s low-delay CELP 

coder 

G729 ITU Speech Recommendation, 8 kbi t /s Conjugate-Structure 

CELP coder 

A Pan-European digital mobile radio standard, operating at 900 

MHz 

H F R High Frequency Resynthesis 



Glossary 

H I L N 

H R 

H V X C 

IIR 

I P 

I S D N 

I S I 

ISO 

I S P P 

J D - C D M A 

K B D 

L A R 

L B G 

L D - C E L P 

LP 

L P C 

LSF 

LSP 

LTP 

M A 

M A I 

M B - C E L P 
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Harmonic and Individual Lines plus Noise 

Half Rate 

Harmonic Vector eXcitation Coding 

Infinite Impulse Response 

Internet Protocol 

Integrated Services Digital Network 

Intersymbol Interference 

International Standard Organisation 

Interleaved Single-Pulse Permutation design 

Joint Detection aided Code-Division Multiple Access 

Kaiser-Bessel derived window 

Log Area Ratio, used in LPC STP analysis 

Linde-Buzo-Gray algorithm. 

Low Delay CELP 

Linear Prediction, a method of encoding where the next sample is 

predicted from the weighted sum of the previous samples 

Linear Predictive Coding 

Line Spectrum Frequencies, transform of the LPC short term pre-

diction filter coefficients 

Line Spectrum Pairs, transform of the LPC short term prediction 

filter coefficients 

Long Term Prediction 

Moving Average process 

Multiple access interference 

Multi-band Code Excited Linear Prediction 



GJosgary 

M B E 

M C E L P 

M D C T 

M E L P 

M F L O P s 

M I D I 

M I P S 

M L B T 

MLT 

M M S E 

M M S E - B D F E 

M O S 

M P - C E L P 

M P E 

M P E G 

M S V Q 

N N V Q 

O F D M 

P C M 

P D F 

P P M 

P Q F 
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Multiband Excitation, a form of speech coder where a segment of 

speech is divided into frequency bands that are either voiced or 

unvoiced 

Multi-Codebook CELP 

Modified Discrete Cosine Transform 

Mixed Excitation Linear Prediction, a speech coder developed at 

Texas Instruments 

Million of floating point operations per second 

Musical Instrument Digital Interface 

Million Instructions Per Second 

Modulated Lapped Biorthogonal Transform 

Modulated Lapped Transform 

Minimum Mean Square Error 

Minimum Mean Squared Error Block Decision Feedback Equaliser 

Mean Opinion Score, a subjective speech measure 

Multi-Pulse CBLP 

Multi-Pulse Excitation 

Motion Picture Expert Group, also a video coding standard de-

signed by this group that is widely used 

Multi-Stage Vector Quantization 

Nearest Neighbour Vector Quantization 

Orthogonal Frequency Division Multiplexing 

Pulse Code Modulation, a form of waveform encoding 

Probability Density Function 

Pulse Position Modulation 

Polyphase Quadrature Filter 
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P R 

P S I - C E L P 

P V Q 

Q M F 

Q P S K 

R C P C 

R E W 

R M S 

R P E 

R S 

S B - A C E L P 

SD 

S E G S N R 

S E W 

S I N R 

SIR 

S N R 

SNVQ 

S T F T 

S T P 

SVQ 

T D M A 

T I A 
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Perfect Reconstruction 

Pitch Synchronous Innovative Code Excited Linear Prediction, Stan-

dard adopted for the Japanese Half-Rate Speech Coder 

Predictive Vector Quantization 

Quadrature Mirrror Filter 

Quadrature Phase Shift Keying 

Rate Compatible Punctured Convolutional codes 

Rapidly Evolving Waveform, a type of CW 

Root Mean Squared 

Regular Pulse Excitation Standard adopted for the GSM full-rate 

speech coder 

Reed Solomon channel codes 

Subband Algebraic Code Excited Linear Prediction 

Spectral Distortion 

Segmental Signal-to-Noise Ratio 

Slowly Evolving Waveform, a form of CW 

Signal to Interference plus Noise ratio, same as signal to noise ratio 

(SNR) when there is no interference. 

Signal to Interference ratio 

Signal-to-Noise Ratio, an objective speech measure 

Safety-Net VQ 

Short-Time Fourier Transform 

Short Term Prediction 

Split Vector Quantization 

Time Division Multiple Access 

Telecommunications Industry Association 
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T N S 

T P C 

T T S 

T W I N V Q 

V Q 

W A T M 

W I 
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Temporal Noise Shaping 

Transform Predictive Coding 

Text-to-Speech Systems 

Transform-domain Weighted Interleaved Vector Quantization 

Vector Quantizer 

Wireless Asynchronous Transfer Mode 

Waveform Interpolation, a speech coder developed at AT&T 
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