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This thesis contains the results of spectroscopic investigations on several unstable gas phase
species. Two techniques were used: photoelectron spectroscopy with a synchrotron photon
source, and resonance enhanced multiphoton ionization (REMPI) spectroscopy.

Chapter 1 contains an introduction to the photoelectron and REMPI spectroscopic
techniques. In Chapter 2 the experimental apparatus used for the study of short lived
molecules with photoelectron spectroscopy using synchrotron radiation is described.
Chapter 3 outlines the fundamental principles of photoelectron spectroscopy using both
fixed and tunable wavelength radiation such as that found at a synchrotron source.

In Chapter 4 photoionization of the OH and OD radicals, produced from the H + NO, and
D + NO; reactions, has been studied in the photon energy region 13.0-17.0 eV. A
comparison of vibrationally specific OH and OD CIS spectra, and photoelectron spectra
recorded at resonant wavelengths, has allowed a more complete assignment of structure
observed in earlier photoionization mass spectrometric measurements. These assignments
have been supported by the results of Franck-Condon calculations. Photoelectron spectra
recorded for the first bands of OH and OD at resonant photon energies have allowed more
extensive vibrational structure to be obtained than has previously been recorded by PES
experiments performed with inert gas discharge photon sources.

In Chapter 5 the photoionization behaviour of Oz(alAg ) 1s studied in the photon energy
region 12.5-19.0 eV. Suggestions are made for the nature of the highly excited states of O;
associated with the observed structure in the CIS spectra, based on available ionization
energies and spectroscopic constants of known ionic states accessible from Oz(alAg).

In Chapter 6 the experimental apparatus used in the REMPI spectroscopic studies of Ar-NO,
Kr-NO and (CO); is described. Chapter 7 contains the details of the theoretical models used
to interpret the (2+1) REMPI spectra of rare gas-NO (Rg'NO) complexes. In Chapter 8 the
results of REMPI studies on the Ar-NO and Kr-NO van der Waals complexes are presented.
For both complexes significant deviation from a T-shaped structure is found in their excited
states, although it was not possible to determine the absolute position of the rare gas atom
within experimental uncertainty. From the REMPI spectra dissociation energies of 582 and
803 cm™! were derived for the E*Z* states of Ar-NO and Kr-NO respectively. Chapter 9
describes the results of preliminary REMPI studies on (CO);.

Chapter 10 describes a statistical technique for determining the number of ions contained in
an ion trap mass spectrometer

In Chapter 11 conclusions are drawn from the work presented in this thesis and suggestions
for further work are made.
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Chapter 1: Introduction

The work described in this thesis aims to study unstable species in the gas phase using
spectroscopic techniques. Unstable species, including complexes, clusters and radicals are
currently receiving a great deal of attention from the chemistry community as a result of
recent developments in experimental and theoretical methods. This work is especially
relevant to atmospheric and combustion chemistry where extreme conditions often give rise

to significant concentrations of unstable species.

The first part of this thesis (Chapters 2-5) is concerned with the study of the photoionization
behaviour of two species, OH and O (a'A, ), which play key roles in atmospheric and
combustion processes. The experimental and theoretical techniques used to study these
molecules are described in Chapters 2 and 3 respectively, whilst some background to their
atmospheric relevance is described at the beginning of Chapters 4 and 5. An introduction to
the photoelectron spectroscopy of short-lived molecules using synchrotron radiation is

provided below (1.1).

The NO and CO complexes studied in the second part of this thesis

(Chapters 6 to 9) were studied using Resonance Enhanced Multiphoton Ionization
Specroscopy (REMPI). The experimental and theoretical methods used for this work are
detailed in Chapters 6 and 7, whilst a short introduction to the REMPI technique is provided
below (1.2.2). Some background to the NO and CO complexes is also given in this Chapter
(1.2.1).

1.1 Photoelectron spectroscopy of short-lived molecules using synchrotron
radiation

The study of a reactive intermediate with photoelectron spectroscopy (PES) using
monochromatized synchrotron radiation (see chapter 2) should allow more information to
be obtained on the molecular ionic states produced and the associated photoionization
processes’? than a PES study with a low pressure discharge of an inert gas as the photon

source. 6.7



In particular

V) a study of the relative band intensities in the valence photoelectron spectrum of a
small molecule as a function of the ionizing photon energy can provide valuable

information to assist in band assignment,

(1)  the inner-valence region of the molecule under study can be probed and it is in this

region where a complete breakdown of the one-electron ionization model often

occurs,

(1))  measurement of photoelectron angular distributions at fixed photon energy allows

information on photoionization dynamics to be obtained, and

(iv)  an autoionization resonance (see Chapter 3), once identified, can give rise to extra
structure over that observed in a photoelectron spectrum recorded off
resonance.®”'%! 112 This effect was first observed by Price’” for the oxygen molecule
where the neon discharge resonance lines coincided with a resonance in O,; the
resulting photoelectron spectrum showed considerably more vibrational structure

than one taken using the helium discharge line.

It was feature (iv) which initially attracted the Southampton PES group to use synchrotron
radiation because in a number of previous investigations some of the valence photoelectron
bands of the reactive species studied, when recorded with a Hel (21.22 eV) photon source,
showed an intense adiabatic component with very little intensity in other vibrational
components. Such an observation for the first photoelectron band of a short-lived molecule
is particularly disappointing, since measurement of the vibrational level separations in the

ground ionic state is usually one of the main objectives of the experiment.'*"

In order to achieve the aim of feature (i) the constant ionic state (CIS) technique is used, in
which the photoelectron spectrometer is set on a particular ionic vibrational level known to
belong to the species of interest, and the exciting wavelength is then scanned in
synchronism with the electron spectrometer voltage (which establishes the kinetic energy at
which electrons are detected- See Chapter 2). In this way a relative partial ionization cross

section of the molecule is obtained, and new structure in the continuum is observed. In fact,

L



very little is known about the ionization continua of short-lived molecules and this method

is an ideal way of obtaining such information.

Feature (iii) requires the polarization properties of the SR source, for which the principal
component of the E-vector is horizontal, to measure angular distribution parameters. This
facility can be important in identifying the ionic symmetries associated with new structure
observed in the photoelectron spectra, as well as being a powerful method of showing the
presence of weak underlying structure in the photoionization continuum. There is no such
work described in this thesis, although the Southampton PES group has recently completed

a successful study on the angle resolved photoelectron spectroscopy of Oz(alAg ye,

The relative lack of synchrotron studies of reactive intermediates compared to those using a
laboratory discharge source™® is in part because the molecules to be studied are reactive
and corrosive and the sources used do not interface well with the ultra-high vacuum (UHV)
systems essential on modern synchrotron radiation (SR) sources, which are based on
electron storage rings. Not only is contamination damaging to the strorage ring, the main
impact being on beam lifetime, but it has an even worse effect on beam line optical
components. Rapid deterioration of the efficiency of the reflecting surfaces occurs, and in
extreme cases the light output can deteriorate by a factor of 100 over a period of a few
days.” To overcome this the optical systems are kept in vacuum systems where the pressure
is 10° mbar or better, and, more importantly, the identity of the residual gases in the
vacuum system is established using mass spectrometry. In particular, the presence of
hydrocarbons can be detected in this way, and steps can be taken, such as glow discharge
and bake-out, to remove them. The aim is a partial pressure of such contaminants in the
region of 10™" mbar. The other main reason that short-lived molecules are rarely studied on
SR sources is because the methods of preparation can be complex and their development
has required extensive laboratory work which is not routinely transferable to a SR source

environment, particularly where RF heating is required, or fluorine abstraction is to be used.

Two short-lived molecules, CS and SO, were studied previous to this work with
photoelectron spectroscopy using synchrotron radiation'”'® . Prominent spectral features
were observed in the photoionization continuua of SO (X°%) and CS (X'T") using the CIS
method to reveal the presence of many excited Rydberg states which are parts of series

converging to limits of the excited ion. Furthermore, by focussing on resonant regions,



photoelectron spectra were obtained with extended vibrational progressions, and with the
aid of Franck-Condon calculations (see Chapter 3) these assisted with the identification of
the observed structure. The extended vibrational structure also allowed values of @ and
oo, to be better determined than the corresponding values obtained from the off-resonant
spectra; as compared with the more presise constants obtained from ionic emission
spectroscopy’ . This demonstrated that a resonant photoelectron spectrum can be used to
provide reliable ionic state vibrational constants for states which exhibit very little
vibrational structure in an off-resonant spectrum, e.g., a Hel (see Chapter 2) photoelectron

spectrum.

1.2 Resonance Enhanced Multiphoton lonization (REMPI) Spectroscopy of
Rare Gas-NO Complexes

1.2.1 NO Complexes

Almost thirty-five years ago, Narcisi and Bailey used a rocket-borne spectrometer to
measure the positive ion composition of the low to mid-latitudes of the D-region of the
Earth’s ionosphere®. Prior to these measurements, it had been reported that the principal
source of positive ions throughout this region of the atmosphere (at altitudes of 65-90 km) is
jonization of nitric oxide by solar Lyman-o. radiation®'. This conclusion has since been
confirmed by several other workers?*?*% It was discovered by Narcisi and Bailey,
however, that at altitudes below ~82 km in the D-region of the ionosphere, the dominant
positive ion species are hydrated hydronium complexes of the form, (H;0),-H;0", where n
is an integer™. The apparent contradiction in the observations that ionization of NO is the
primary source of ions in the lower mesosphere, but that hydrated hydronium ions are the
dominant positive ion species below 82 km, can be resolved if a reaction scheme exists by
which nitric oxide ions, NO", may be efficiently converted into hydrated hydronium
complexes??*+#>2

It is widely believed that the formation of (H,0),H;0" in the lower regions of the
mesosphere relies on the hydration of NO', with the ion-molecule complex, HyO-NO",
being a vital intermediate in the generation of hydrated hydronium species®”*** . The
H,O-NO' complex may be formed by the direct reaction of NO" and H,O in the presence of
a third-body, but although laboratory based measurements using stationary and flowing

30,31
d 2

afterglow techniques have shown that this reaction is rapi , in the atmospheric region of
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interest the concentration of water is low. There is a relatively large partial pressure of
nitrogen and carbon dioxide®?, however, and it is more probable that free NO* would
initially react with either of these two species®=**. It has been therefore proposed that the
dominant mechanism for generating H,O-NO" in the lower mesosphere does not involve the
direct association of NO* with H,O, but instead consists of a series of ion-molecule
reactions relying on the formation and subsequent reactions of No'NO™ and CO,-NO"
23.33.353637 The important ion-molecule reactions in this scheme may be summarized as

follows, where X and Y=H;0, N; or CO; and M is a third body:
NO*+X+M—>X-NO"+M Association/Dissociation Reaction
X-NO"+Y—>Y -NO"+X Switching Reaction

The ion-molecule chemistry of NO" and hydrated hydronium complexes is also important in
ion-mobility spectrometry (IMS)*®. This form of mass spectrometry operates at atmospheric
pressure, and the technique relies on measurement of the products of ion-molecule reactions
occurring in gases at thermal equilibrium. The complexes, H,0-NO", N;'NO" and
(H,0),-H30" have all been detected in IMS systems® and it is plausible that the reaction
scheme used to describe the chemistry of the D-region of the ionosphere may also be

relevant to the chemistry of ion-mobility systems.

As part of the overall aim to understand better the mechanism by which the X-NO"
complexes of atmospheric significance (where X=H,0, CO, and N,) are converted to
hydrated hydronium complexes, it is of fundamental interest to investigate the ion-molecule
interactions which exist in these species. In order to describe fully the strength of the
intermolecular interaction in these complexes it is necessary to consider both the
dissociation energy of the complexes, Dy, and the thermodynamic stability of each
complex. The entropic factors involved in the thermodynamic stability may be evaluated if
the geometry and fundamental frequencies of the vibrational modes of the complex are
known. The dissociation energy of a given X-NO" complex (where X=H,0, CO,, N,) may
be calculated from equation (1.1) if the adiabatic ionization energies of the complex, [Exno,

and free NO, [Eno, are known together with the dissociation energy of the neutral complex,

Do.



D," =D, +IE,,, —IE, -(1L1)

It has been demonstrated previously that the ionization energies and ionic vibrational
frequencies of nitric oxide and NO complexes may be precisely measured using the
combined techniques of multiphoton ionization (MPI) and zero kinetic energy pulsed field

40419293 (Jsually, the ZEKE technique involves

ionization (ZEKE-PFI) spectroscopy
exciting to high lying Rydberg states which are just below an ionization threshold through
an intermediate electronic state, in a multi-photon process. It is usually necessary to
characterise the intermediate electronic state in order to provide a complete interpretation of

the ZEKE spectra.

Recently, a study of the A" state of Ar-NO using REMPI spectroscopy was used to aid
the analysis of the ZEKE spectrum of Ar-NO".* The work in this thesis involves the

characterization of the E*" states of rare gas-NO complexes using REMPI spectroscopy.

Subsequently, it should be possible to probe more of the Rg'NO" potential energy surface as
a consequence of the different Franck-Condon factors that exist between the E’S" state and

the ground (5(‘2* ) state of Ar-NO", compared to those that exist between the AT neutral
state and the ground ionic state. This fundamental work on the Rg-NO systems should be of
great assistance in the corresponding future investigations of the atmospherically relevant

)(NOJr systems (X:Nz, Hzo, COz)

1.2.2 Resonance Enhanced Multiphoton lonization (REMPI) Spectroscopy

The technique of REMPI spectroscopy is based on the fact that in the presence of
sufficiently intense radiation, a molecule, M, in its ground electronic state may absorb a

444 The probability of a

number of photons, generating the ion, M, and a photoelectron, €.
multiphoton process occurring is greatly increased if the energy of a single photon, or
number of photons, is equal to the energy of a transition between the ground electronic state
and a real, electronically excited state of the molecule, M*; in this situation, the ionization is
described as resonantly enhanced. The general description of a resonantly enhanced
multiphoton ionization process where monochromatic radiation is employed may be written

as follows:



M2 sM* ™ sM* +e” : (1.2)

In the situation where only one laser is used, the multiphoton ionization process is termed
one-colour. Equation (1.2) describes a one-colour (n+m) REMPI process: the electronically
excited state, M*, is resonant at the energy of n-photons, and after the population of the
excited neutral state, absorption of a further m-photons is required to generate the ion, M.
It is not necessary for the excitation and ionizing photons to be of the same frequency;

ionization may occur via a two-colour (n+m’) REMPI process, which may be described as

follows, where the frequencies, v; and v, are not equal:

M sM* 2 sM* +e” ..(1.3)

Coherent n-photon transitions from the ground electronic state to the resonant intermediate
state, M*, proceed via virtual states (see 7.2.2) if n is greater than one. Schematic

representations of one-colour (1+1) and (2+1) REMPI processes are presented in Figure 1.1.

The cross-sections for multiphoton excitations are small*® and it is therefore necessary to
use a high powered radiation source, such as a laser, in order to generate a radiation field
sufficiently intense to observe MPI processes. Considering an (n+m) or (n+m’) REMPI
process, the excitation probability, P, for a resonant n-photon transition is given by the

following*”:

P :J-o'n]:ndt (1.9

where G, represents the cross-section for an n-photon absorption and I denotes the radiation
intensity. Values of P calculated assuming typical values® of 6, and 1 are presented in Table

1.1.
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Figure 1.1: Schematic Representations of (1+1) and (2+1) REMPI Excitation Schemes
Note |i) and | /') denote real states; |v) denotes a virtual state.




On P
10" cm? 0.1
10 em’s 10"

10% em®s? 10%

Table 1.1: Typical excitation probabilities for resonant n-photon
transitions. P is calculated assuming a photon intensity, I, of 10** photons

em’s™, and a pulse width of 10mns.

The general technique of resonance enhanced multiphoton ionization may be used to study
the properties of the resonant intermediate state, M*. In a one-colour experiment, where a
number of molecules, M, are irradiated by monochromatic radiation, the yield of ions
generated as a function of laser wavelength may be measured in order to record an (n+m)
REMPI spectrum. Whenever the photon energy, nhv, is resonant with the energy of a
transition between the ground electronic state and a rovibrational level in the excited
electronic state, if the transition moment and laser intensity are sufficiently strong, an
enhancement of the ion signal will be observed. In the situation where MPI experiments are
performed on a gaseous mixture, consisting of different molecules of different masses,
different ions will be formed through various MPI processes. The (n+m) REMPI spectrum
of a particular species may be recorded, however, by employing some form of mass analysis
to separate the various ion masses enabling the ion yield at a given mass to be selectively

measured as a function of laser wavelength.

1.3Summary

The aim of this work was to study the structure and bonding of unstable species in the gas
phase using two techniques, photoelectron spectroscopy with synchrotron radiation and
laser multiphoton ionization . This has been achieved by studying the structure and bonding

of the transient molecules OH and Oy(a'A, ), and also van der Waals complexes of NO with

10



a rare gas atom. The photoelectron spectroscopic studies of OH and O5(a'A, ) described in
Chapters 2-5 utilise the tunability of a synchrotron source in order to observe superexcited
states which provide new insight on the photoionization behaviour of these species. The
complexes of rare gas atoms (Ar and Kr) with NO are studied using the REMPI technique
(Chapters 6-8); the mass selective nature of this technique is particularly suited for use with
a supersonic expansion where a mixture of species are often formed. Analysis of the REMPI
spectra allows information concerning the structure and bonding in electronically excited
states of the complexes to be derived. A preliminary REMPI investigation of (CO); is
described in Chapter 9. Finally, in Chapter 10 a statistical method for the determination of

the number of ions in a quadrupole ion trap mass spectrometer is described.

In Chapter 11, the significant conclusions drawn from each aspect of the work presented in
this thesis are summarised, and suggestions for continuing and extending the studies are

proposed.
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Chapter 2: Experimental apparatus for the study of short-
lived molecules with photoelectron spectroscopy using
synchrotron radiation

2.1 Introduction

A number of ultraviolet photoelectron spectrometers have been built at Southampton and
elsewhere'>>*> to study short-lived molecules. The main components of an ultraviolet
photoelectron spectrometer are: a radiation source, an ionisation chamber, an electron lens,
a hemispherical energy analyser and an electron detector. The spectrometer used in this
work, designed by Dr A. Morris, is modular, with separate chambers for the ionisation
region and electron analyser, separated by narrow entrance slits. Each chamber is evacuated
by a turbomolecular pump; this differential pumping system ensures that contamination of

the analyser is minimised. The modular design also allows for easy and rapid access for

cleaning contaminated areas, such as the ionisation chamber.

The basic principle of the spectrometer is relatively simple’. The sample, in a gaseous form
and flowing continuously, is admitted into the ionisation region and intersected by the
radiation source where ionisation occurs. A small fraction of the photoelectrons produced

th

en pass through the slits in the boxes which enclose the ionisation region. Next the
electrons pass through an electron lens, where they are focussed, and subjected to an
accelerating/retarding voltage. After passing through the final slit in the focussing lens, the
electrons enter the hemispherical electrostatic deflection analyser, where the electrons are
separated on the basis of their kinetic energy. Electrons of an appropriate energy, selected
by the voltage applied to the analyser hemispheres, pass between the interior surfaces of the
analyser before exiting through another slit, where upon they are detected. By fixing the
voltages applied to the hemispheres and sweeping the accelerating/retarding potential on the
electron lens, electrons with different kinetic energies can be detected, and a spectrum of

intensity vs. electron kinetic energy can be recorded.

Schematic diagrams of the photoelectron spectrometer used in this work are shown in

Figures 2.1 and 2.2.
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Figure 2.1: Schematic diagram of the photoeletron spectrometer
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2.2 The Vacuum System

-5

The spectrometer must be evacuated to low pressures (P<10™ mbar), otherwise the VUV

radiation will be absorbed, photoelectrons will be scattered, and the

operate.

The differential pumping system adopted in the apparatus used, consists of four
turbomolecular pumps, each backed by its own rotary pump. The ionisation region is
enclosed within two boxes. The boxes are closed, apart from a 2 mm circular aperture at the
front to collimate the photon beam, the slits (10 mm x 2 mm) which point towards the
electron analyser, and a 12 mm diameter hole at the top for the introduction o
Most of the sample gas in the inner box is removed via a 360 Is™ turbo pump (Pump 1 in
Fig 2.2, Leybold Turbovac 361). Gas that escapes through the slits on the inner box is
pumped away by a 400 Is”" turbomolecular pump (Pump 2 in Fig 2.2, Leybold Turbovac
361C). A third turbomolecular pump (Pump 3 in Fig 2.2, Leybold Turbovac 1000)
maintains the vacuum between the spectrometer and the synchrotron source by collecting
any gas that enters the ionisation chamber. An ionisation gauge measures the pressure
outside the boxes, whose base value is 2x107 mbar, rising to between 5x 10° and 5x107
mbar when gas is admitted. The pressure inside the inner box 1s estimated to be at least one
order of magnitude higher. No appreciable change in the beam-line pressure is observed
when gas is admitted. Pressures in the spectrometer are measured by ionisation gauges and
read by an Edwards AGC controller. Because pumps 1 and 2 receive a heavy load of gases,
which are often corrosive, both have corrosion resistant coatings. They are also fitted with
purge valves to reduce bearing contamination and extend the operational lifetime when
pumping corrosive gases. The electron analyser region is also held under vacuum using a
fourth, horizontally mounted tubomolecular pump (Pump 4, Leybold Turbovac 600). Using

this pumping arrangement contamination of the monochromator optics is kept to a

minimum.
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2.3 The Hemispherical Electron Analyser

The electron analyser consists of two 180° hemispherical sectors. The inner and outer
sectors are constructed from aluminium, and have radii R; and Ry of 80 and 120 mm
respectively. In order to select electrons with mean pass energy E,., the sectors must be at

potentials V; and V, given by”*:

vop R @an
i pﬂSS Rl
and
R (2.2)
2;‘7() = pass?

The contribution of the finite width of the analyser slits to the full width at half maximum

(FWHM) of a photoelectron band is approximately”

AS (23)
AEFW?L’VI = —R_*‘—}go pass

In equation (2.3) AS is the common width of the entrance and exit slits, AS=ASctrance=A Sexit.
For the analyser geometry used in this work (AS=1mm) the AErwmy is equal to 25 and 50
meV for pass energies of E.=5 and 10 eV respectively. Narrower slits and lower pass

energy would give rise to higher resolution, but at the exnense of a lower electron
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that may cause the electron beam to spread, accelerate or decelerate. To minimise these
potentials the inner surfaces of the analyser are coated with a conductive layer of graphite.
Contamination of the electron optics from the reactive gases used usually leads to the
resolution and transmission of the spectrometer deteriorating with time so that regular
cleaning and replacement of the graphite coating is essential to regenerate the best

conditions for recording high quality spectra.

20



2.4 The Electron Lens

The laboratory based photoelectron spectrometers used in Southampton record spectra by
sweeping the voltages on the hemispheres, so that the kinetic energy of the transmitted
electrons is scanned. This procedure has the disadvantage of giving different resolution and
transmission for electrons with different kinetic energies. The apparatus used in this work
has an analyser that operates at a constant pass energy, typically 5 or 10 eV. The electrons
are accelerated (or retarded) by a lens so that they enter the analyser with the appropriate
energy for transmission. Hence spectra are recorded with constant transmission and

resolution.

The lens is constructed from three electrically isolated, coaxial, cylindrical aluminium
elements. The first element is earthed, so that electrons in this segment retain their initial
kinetic energy after ionization. The third element is at a voltage V3=E,.«~E1, with E; the
original energy of the electrons, so that when moving from the first to the third element

these electrons are accelerated or decelerated to the pass energy Epag.

2.4.1 The Focus Curve

The second element of the lens is at a potential V, and acts as a focusing element. The
value of V, must be such that the exit slit of the lens becomes the optical image of the
entrance slit. A focus curve is generated by plotting acceptable values of V; against the
electron kinetic energy. Focus curves for various lens geometries have been calculated by
Harting and Read'®, but were determined empirically in this work. This is performed by
optimising V- so that the intensity of a particular electron signal is maximized for a range of
kinetic energies at the selected analyser pass energy. A fourth order polynomial is fitted to a
plot of (Ei+V2)/E; vs Epas/E1, and the coefficients are passed to the controlling software
which is then able to calculate the optimum focusing voltage V, at a particular electron

kinetic energy.

At the Daresbury Synchrotron Radiation Source (SRS), the data for the focus curve were
obtained by observing the Ar"(3p’, 2P3/2)<-Ar(3p6, 'Sy) line at different photon energies. In
Southampton only the Hel discrete line source is available, and the different electron kinetic

energies are obtained by observing O, photoelectron bands.
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2.5 Shielding

Stray electric and magnetic fields must be removed since these can affect the paths of the
electrons which are to be analysed. Electrostatic fields cannot penetrate the metal frame of
the spectrometer, but extra effort must be made to minimize the magnetic fields. The
laboratory based photoelectron spectrometers in Southampton are enclosed by three
orthogonal pairs of Helmoltz coils, in which currents are adjusted to minimise the magnetic
fields within them. Space constraints at the synchrotron radiation source do not permit such
an arrangement and so instead the critical regions of the spectrometer: the ionization region,

the lens, the analyser and the detector, are surrounded by a 2 mm-thick layer of p-metal, an

alloy with high magnetic permeability.

2.6 Electron detection and control system

Electrons that traverse the analyser and pass through the exit slit are detected by a single
channel electron multiplier (channeltron). The electron pulses produced by the channeltron
are preamplified and passed to an Ortec 590A amplifier, whose output goes to a CAMAC
counter (Hytec 350A) and then to a computer. The output from the amplifier is also passed

to a ratemeter for visual display of the signal.

Voltages applied to the spectrometer, and signals received from it, are controlled by a
computer via a modular CAMAC system, with supporting NIM units and power supplies.
The potentials for the focussing and retarding elements of the lens are set by Kepco
APHS500M and BOP100-1M power supplies respectively, controlled by analog converters
(DACs), Hytec 650 and 620, in the CAMAC crate, that are scanned by the computer.

The control software allows the collection of photoelectron and constant ionic state (see

later) spectra at the Daresbury SRS, as well as their graphical display.

2.7 Preparation of the sample

The short lifetimes (~0.1 ms) of the reactive molecules studied in this work mean that they
must be produced in situ for spectroscopic investigation. Methods that are commonly used
to produce such species are fast atom-molecule reactions, pyrolysis, photolysis and gas-

solid reactions.

N2
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The fast atom-molecule route was used to produce the OH radical via the rapid reaction’
H+NO,—OH+NO ..(2.4)

The rate constant of this reaction is 1.1 x 107"’ em’molecule'sec™ at room temperature'’.
Hydrogen atoms were produced by microwave discharging molecular hydrogen flowing
through a 12 mm bore glass inlet system. In order to prevent low energy electrons produced
in the discharge from entering the ionization region, the side inlet tube has three 90° bends.
Helium is added to help sustain the discharge, and the inner surface of the glass tube is
coated with phosphoric acid to reduce hydrogen atom recombination. NO; is added to the
H/H,/He mixture through a 1 mm bore inner tube which passes down the centre of the main
inlet system. The inner tube may be moved, allowing the position of the H+NO, mixing

point above the photon beam to be adjusted.

The OH radicals produced by the reaction (2.4) undergo rapid secondary reactions:
OH+OH—H,0+0 ..(2.5)
O0+O0+M—0,+tM ...(2.6)

These reduce the yield of OH radicals and also give rise to H,O bands in the spectra that can
overlap with those from OH. This is a common problem when studying PES of reactive
intermediates. In order to reduce the concentration of secondary products in the ionization
region, the precursors must be mixed close to the photon beam, but not so close as to
prevent reaction (2.4) from proceeding. The optimum mixing distance was found to be 30
mm above the photon beam. OD was produced via the same method as OH, using D,

instead of Ha.

O,(a'A; ) was produced by flowing molecular oxygen through a microwave discharge. It is
known that Oz(aIAg) is the dominant excited molecular product from such a discharge, but

also atomic oxygen in its >P ground state and a negligible amount of Ox(b'Z] )are
present.? From the published Hel photoionization cross sections of the a'A, and Xz,

states of O, [Ref. 13], and with the relative intensities observed in Hel photoelectron spectra

23



recorded for a typical discharge, the yield of Oz(a'A, ) is estimated to be approximately
15%.

2.8 The Synchrotron Radliation Source

The spectra discussed in Chapters 4 and 5 were all recorded using the Daresbury
Synchrotron Radiation Source (SRS), beamline 3.2, as the photon source'*. This beamline is
configured to output radiation in the vacuum ultraviolet region (10-40 eV), at high
resolution, for the study of processes such as ionisation in atoms and molecules. The

15,1617

production of radiation at a synchrotron source can be described as follows:-

Any charged particle subjected to acceleration will emit radiation. When the particle
velocity is low, the emission, which is in the radiofrequency range, is very weak, and is of
little use as an experimental source. However, relativistic particles, that is those with
velocity vac, where ¢ is the speed of light, may emit intense radiation of a far more useful
energy. Such radiation is termed synchrotron radiation (SR), after the instrument in which it

may be produced.

The classical picture of emission from a circulating particle is a toroidal pattern, which, due
to relativistic effects, is distorted into a narrow cone in the instantaneous direction of motion
of the charged particle, whilst maintaining the dipole polarisation in the orbital plane. This
emission, being tangential to the circular orbit, may be observed as a fan of radiation
extending around the ring, mostly confined within the plane of the ring as the divergence is

small.

In a synchrotron, particles, usually electrons, are constrained by strong magnetic fields to

move on an approximately circular path at a fixed frequency v, given by'®:

v (2.7

R, the orbit radius in meters, is equal to 3.3 E/B, where B is the magnetic field strength in

Tesla and E is the energy of the circulating particle in GeV'®.
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The energy radiated by a single particle on one orbit, E,, is'®

_ dre’y” ...(2.8)
’ 3R

E

where y=FE/mqc’, m, being the rest mass of the particle. The m,” term in Equation (2.8)
reveals why electrons are more widely used that protons for the production of SR — at the
same kinetic energy an electron radiates ~10" times as much as a proton. For an electron,

the radiated energy may be rewritten as'®:

885K .2.9)

F keV

[

and the total power, P, emitted by a circulating electron current of I ampéres, is

P=885EIB kW .(2.10)

For a synchrotron source such as the Daresbury SRS storage ring, with E=2 GeV, B=1.2 T,
[=250 mA, and R=5.6 m, the single-orbit emission is
Eo~250 keV, P~60 kW.

Synchrotron radiation is sampled from a small opening angle, proportional to 1/y, and for
E=2 GeV, this divergence is <1 mrad, which corresponds to an orbit length of

~R/y. A radiation pulse of duration T will appear in the laboratory frame to be relativistically
reduced to R/cy’, and harmonics of the orbit frequency up to ©” will be observable.
Therefore frequencies up to ¥ times the orbital period (usually ~ 1 MHz) may be observed,
these are not resolvable due to the high densities of the higher harmonics and the natural
spread in the orbital period, so that the emitted spectrum is effectively continuous between

. .18
the microwave and X-ray regions.

Synchrotron emission may be characterised by a “critical” wavelength, A., which bisects the
total emitted power over the full wavelength range. This is defined by

A=5.6RE™ A; as the electron energy is increased, the critical wavelength shortens.
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A useful measure of the emission is the photon flux, normally defined as the number of
emitted photons per second per mrad of horizontal angle in a 0.1% bandwidth, which is

given by'®:

N(A)=2.5x10"EG,1 L(211)

where G is a function of (A/A), and is known as a Universal function. The maximum flux
is emitted at ~4A.. It falls slowly to longer wavelengths, whilst it falls sharply to shorter

wavelengths, and is only useable for A>0.1A.

The polarisation of the emitted radiation is predominantly within the plane of the orbit —
within that plane, the orbiting electron appears as an oscillating dipole — and normal to the
instantaneous direction of motion, so that to an experimental station the SR is
predominantly linearly polarised in the horizontal plane. Moving out of the plane of the
orbit, the polarisation falls, becoming elliptical with a horizontal component usually around
75%. The collimation of the radiation, that is the degree to which it leaves the plane of the
ring, depends upon the critical wavelength: for a given A, the out of plane divergence rises
as A increases, so that the X-ray emission does not diverge appreciably, but the VUV
radiation spreads rather more significantly. For a given wavelength, the divergence falls as
Ac is increased, so that high-energy synchrotron rings provide more divergent radiation,

especially at long wavelengths.

At the Daresbury SRS, electrons are circulated with an energy of 2 GeV in a storage ring',
which incorporates several ports through which radiation is allowed to propagate. Initially
electrons, produced at a hot cathode, are taken to 100 keV energy by a linear accelerator, or
“linac”. This directs the electrons into a small booster synchrotron, which accelerates them
further to 400 MeV, and feeds them in pulses (or “bunches”) into the main storage ring, in
which final acceleration to 2 GeV kinetic energy is effected by radiofrequency fields. The
electron beam is constrained upon its (approximately) circular path by bending magnets,
into which are built many of the radiation ports, in particular that leading to Beamline 3 .2.
The storage ring may be operated with either one pulse of orbiting electrons (“single-bunch

mode”) or with many such bunches (“multi-bunch mode”); the former is used for time-

26



resolved spectroscopy and does not provide sufficient light flux to be applicable to PES, so

all the spectra in this work were obtained during multi-buch operation.

Beamline 3.2 may be considered as consisting of three parts: pre-monochromator optics, the

monochromator itself, and post-monochromator optics, as shown in Figure 2.3.

’ 5m
S meter MirorBox Monochromator

L 1 ; , :
|

Storage ‘
Ring 1 [ ‘
———-——l Mirror 1 Airror 2 : Grating

Figure 2.3: Beamline 3.2 Optics

The pre-monochromator system consists of a pair of mirrors that separate a component of
the synchrotron radiation and focuses it onto the monochromator. These mirrors (labelled

Mirror 1 and Mirror 2 in Figure 2.3) are of importance for aligning the beam after each fill

of the ring.

The monochromator itself is a 5-metre, normal incidence McPherson model, with two
gratings (interchangeable under vacuum) to cover a wide photon energy range.* Slit
assemblies at the entrance and exit of the monochromator allow adjustment of the
bandwidth of transmitted radiation, typically in the range 0.4-1.0 A, which at 21.2 eV

photon energy corresponds to 15-35 meV.

A third mirror box is situated beyond the monochromator and contains a focusing mirror
which directs the photon beam into the spectrometer and also protects the monochromator
from contamination. The mirror box chamber acts as a further stage of differential pumping
between the spectrometer and monochromator and, by deflecting the photon beam through a
narrow angle, removes any direct line-of-sight between the (possibly reactive) sample under

study and the monochromator grating. A glass capillary constrains the radiation beam in its
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propagation from this mirror box to the spectrometer, and also allows for a pressure

difference between the ionization chamber of the spectrometer and the mirror box.

The monochromator drive mechanism is connected to two encoders, that provide a read-out
of the wavelength of the selected radiation. These encoders should read zero when the
monochromator is set to zero order, but it is usually the case that a small correction is
required. After optimization of the pre-monochromator mirrors, the monochromator
position is adjusted to maximize photon flux at zero order. The difference of the final
encoder readings from zero is used as a correction to the wavelength given by these
encoders whilst recording spectra. It is this reading that is recorded by the controlling

software, and is saved with the photoelectron and CIS spectra that are obtained.

2.9 Calibration of the photon source and alignment of the spectrometer

The wavelength scale is calibrated by comparing the measured energies of the resonances in
the CIS spectra (see later) of O (2p’, *S)«-0(2p*, °P),

Xe'(5p°, P3n)<Xe(5p°, So) and Ar'(3p°, *P32)<Ar(3p°, 'Sy) in the photon energy regions
13.5-18.5 eV, 20.0-23.5 eV and 26.0-30.0 eV with their nominal values from references 21

and 22. The changes in the photon energy scale after calibration were less than 50 meV.

The spectrometer must be aligned with the beam-line at the beginning of a beam-time
allocation. Feet are attached to the base frame of the spectrometer to allow vertical
adjustment. Horizontal adjustment is achieved via two plates that are also mounted to the

base frame.

2.10 Types of Spectra
2.10.1 Photoelectron Spectra

A conventional photoelectron spectrum is recorded at fixed photon energy. In this case, the
electron intensity is recorded as a function of the electron kinetic energy, which is scanned
by adjusting the lens potentials. This provides a map of ionic states, and allows the

determination of the energy required for ionisation to each one.
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2.10.2 Constant lonic State Spectra

A constant ionic state (CIS) spectrum is recorded by measuring the intensity of electrons
corresponding to a given ionisation process as the photon energy changes, that is the
ionisation energy is fixed. In order to accomplish this the measured kinetic energy is
changed synchronously with the photon energy. A CIS spectrum yields the partial
photoionisation cross-section into a particular ionic state, and may show discrete structure
when the photon energy is resonant with a transition to an excited neutral state. By
recording such a spectrum a map of autoionising states is obtained; the natures of these
states may be deduced, and new ionisation limits may even be extrapolated from the

spectra.

2.11 Summary

A photoelectron spectrometer used for the study of reactive intermediates with a
synchrotron radiation source has been described in this chapter. The spectrometer has been
used to study the photoionization behaviour of Oa(a'A, ) and OH and the results of this

work are presented in Chapters 4 and 5.
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Chapter 3: Fundamental principles relevant to the
photoelectron spectroscopy study of reactive
intermediates with synchrotron radiation

3.1 Photoelectron spectroscopy with a fixed wavelength radiation source

The primary aim of conventional photoelectron spectroscopy (PES) is to provide
information on the ionic states of atoms and molecules. The basis for PES is the
photoelectric effect, which was first observed experimentally by Hertz', and later
investigated theoretically by Einstein®. Irradiation of a sample molecule with sufficiently
energetic photons causes ionisation of that sample. Typically, photons of several tens of
electron volts in energy are required, and suitable photon sources are those emitting vacuum

ultraviolet (VUV) or X-radiation. The photoelectric effect may be summarised, for a

molecule M, as:
M+hy—>M'+e’

The free electron, or photoelectron, will have a kinetic energy determined to a first
approximation by the photon energy, hv, and the energy of the molecular orbital from which
it was ejected. Ionization from each orbital gives rise to at least one ionic state, with each
ionisation process yielding electrons of a specific kinetic energy. A photoelectron spectrum
is recorded by counting photoelectrons produced per unit time over a range of kinetic
energies, with the photon energy fixed, and it thus provides a map of ionic states of a
molecule. In a photoelectron spectrum, one band will be observed for ionisation to each

ionic state accessed.

The resolution achievable in a PES experiment is typically in the region of 200 cm™, and
hence only vibrational structure can be resolved. This usually allows an estimation of the
vibrational constant . in an ionic state, and perhaps also the anharmonicity constant g, .
An analysis of the shape of the vibrational pattern in a PES band may allow an estimate of

the change in equilibrium geometry between the neutral and ionic states.

Photoelectron spectroscopy has evolved into two branches, using radiation in different
wavelength ranges to ionise the sample. When an X-ray source is used, both valence and
core electrons may be ejected, and the technique is termed X-ray photoelectron
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spectroscopy (XPS), or Electron Spectroscopy for Chemical Analysis (ESCA). This method
was pioneered by Siegbahn’ in 1964, mainly for the study of solid samples. If vacuum
ultraviolet (VUV) radiation is used to photoionize the sample™° then only valence
electrons can be ejected, but higher resolution is achievable at these lower photon energies.
This method is known as Ultraviolet Photoelectron Spectroscopy (UPS) or, more
commonly, just Photoelectron Spectroscopy (PES). It is this latter technique that is used to

study unstable diatomic molecules in this work.

The technique is relatively simple in principle, requiring only a photon source and an energy
analyser. There are, however, a number of practical difficulties, most notably with the
maintenance of the vacuum required for the whole apparatus and the prevention of chemical
contamination; the latter requirement is particularly important in the study of unstable
molecules where methods used to prepare molecules of interest in the gas phase often
involve the use of “dirty” precursors. Rare gas discharge lamps are the most commonly used
photon source; a list of suitable rare gas discharges may be found in reference [7]. Such
lamps tend to allow the use of only one or two photon energies for a given rare gas, and
only the helium emission lines (Hel at 21.22 eV and Hell at 40.81 eV) are sufficiently

energetic to ionise any sample that may be studied.

The ionisation processes that are allowed in photoelectron spectroscopy are governed by

selection rules for the electronic and vibrational changes that may occur on ionisation®.

3.1.1 Electronic Selection Rules

The probability for photoionization from an initial, neutral state to a final, ionised state
(which includes both the ion and the free electron) is proportional to the square of the

modulus of the transition moment integral M. This latter quantity may be written as®:

M= <‘F

ﬂ}qﬂ*> ..(3.1)

where " and "’ are the total wavefunctions describing the initial and final states
respectively. i is the electric dipole operator, since photoionisation arises from an

interaction of the molecule with the oscillating electric field of the radiation.
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The Born-Oppenheimer approximation, which proposes that the relative time-scales of
nuclear and electronic motion permit their mathematical separation, may be applied, so that
each wavefunction y may be considered as the product of a nuclear wavefunction and an
electronic wavefunction®. The nuclear wavefunction, yy(R), is a function of the nuclear
coordinates, R, and is treated simply as a vibrational function. The electronic wavefunction,
We(R,1), is a function of both nuclear co-ordinates and electronic co-ordinates, r. However,
variation of . with R is slow, and to a first approximation may be neglected. This

procedure, combined with the separation of the operator p into electronic and nuclear terms

U and p, leads to:

n v

]‘P: <qlv'* 1 IP'ﬂ> (32)

M= (¥’

e

¥+ <‘~P’*e
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The second term in this expression vanishes due to the orthogonality of ¥ and ¥, so that

the transition probability becomes proportional to:

M = | e e ] = v (33)

)

¥

e

The electronic selection rules derive from the integral, M, which must be non-zero for a
transition to be allowed. Electronic wavefunctions with different spin values are orthogonal,
so the total spin of the system must remain constant upon ionisation. Since the

photoelectron has half-integral spin, the spins of the molecule and ion must differ after

ionisation by +1/2.

Only single-electron transitions are permitted in photoionisation, for if a second electron
were simultaneously excited, the initial and final state wavefunctions would differ by two
orbitals ; the orthogonality of molecular orbitals would lead to M, vanishing, and hence
such many-electron transitions are forbidden®. This condition may be relaxed should

electronic relaxation or correlation become significant.

There is no restriction on the change in orbital angular momentum in the molecule upon
ionisation, since the ejected electron may leave with whatever angular momentum is

required to compensate for this change.



3.1.2 Vibrational Selection Rules
The probability of a vibrational change occuring during the ionisation process is
proportional to *;

2 (34

M, )

o

This quantity, known as the Franck-Condon factor, or FCF, reveals that the intensity of a
vibrational component within an electronic band is established by the overlap of the

vibrational wavefinctions in the initial and final states.

Both narrow and broad bands are frequently observed in photoelectron spectra, which has
led to the definition of two different ionisation energies. The adiabatic ionisation energy’, or
AIE, is the energy required to ionise from the lowest vibrational level of a molecule to the

lowest vibrational level of an ionic state, as in the process
M’, v'=0<M v'=0

The vertical ionisation energy (VIE) is the energy required to ionise from the lowest
vibrational level of a molecule to an ionic state vibrational level with a geometry that gives
a maximum value for the overlap integral in equation (3.4). The VIE is measured at the

most intense portion of a (non-overlapped) photoelectron band.

As mentioned previously, the vibrational structure in a photoelectron band, if resolved, may
yield further information on the associated ionic state. The separations, AG, between

successive components provide an estimate of the ionic state vibrational constant (o).

The vibrational levels in an electronic state of a diatomic molecule may be described by an

anharmonic oscillator’ expression:

G =w (v+1/2)-wx, (v+1/2) -.(3.5)



from which AG may be derived as:
AG =, -20,x,(v+1) ..(3.6)

where v is the vibrational quantum number of the first of the two levels in the ionic state. In
heavier molecules, the spin-orbit splitting constant, A, may also be obtained for an 1onic

state, from resolved spin-orbit separations within each vibrational component.

Tonisation from a non-bonding molecular orbital tends to leave the equilibrium bond length
in the ion, r.’, essentially the same as that in the initial neutral state. In such a case a narrow
photoelectron band would be expected, with ©." similar to @.”, but only a rough estimate of

0. will be obtained since few vibrational separations will be measurable.

Ionisation of a bonding electron weakens the internuclear bond, increasing its equilibrium
length and lowering the vibrational constant (@) in the ion relative to that in the ground
neutral state. Since r. >1.”’, a broad progression should be observed in the photoelectron
band, from which it should be found that ®. <w.”. The loss of an electron from an
antibonding orbital leads to a shorter, stronger bond, and a higher vibrational constant (o)
in the ion compared to that of the neutral molecule. A fairly broad photoelectron band will

usually result, similar to that in the bonding case.

Thus, for a diatomic molecule, comparisons of measured values of @." with the (usually
well known) . of the ground state, along with a consideration of the shape of the
photoelectron band, may allow the bonding nature of each orbital from which ionisation
occurs to be determined. Moreover, knowing the values of ©.”’, wox.”", 1", @' and @, , it
is possible to calculate the Franck-Condon envelope for a given photoelectron band several
times, using a range of plausible values of r.". The best fit of the computed profile to the
experimental spectrum should occur for the most accurate value of r. ; this method has been

used to determine 1o to within +0.005 A by this method for some molecules™ %!,

The Franck-Condon factor calculations presented in this work were performed using the

computer program CONFRON'%



This program models both initial and final states with the Morse potential V(r), defined as:
V(ry=D,[1-exp(~a(r - r.)] (3.7

where D., the dissociation energy of the electronic state, and the constant a can be

expressed in terms of the constants, ®. and o.x. in equation (3.5) as:-:

1

87’ 2

a:{ 7 c;ta)exe:I
h

For each state, the program iteratively solves the Schrédinger equation to obtain vibrational
wavefunctions. It then determines the overlap of the initial and final state wavefunctions;
the spectroscopic constants ., ®exe and 1. in each state must be supplied- if any of these are
not known, CONFRON must be provided with an estimated value. It is found, as might be
expected, that variation in e in a state has the strongest effect on the computed profile,
modification of w. has a lesser effect, and changes in the anharmonicity constant (®exe)

within a reasonable range make very little difference.

To summarise, a well-resolved photoelectron spectrum of a diatomic molecule may allow
the derivation of adiabatic and vertical ionisation energies and spectroscopic constants (e ,
oox. and r. ) for a number of ionic states provided e, @exe and ro have been well
determined for the ground state by other spectroscopic methods. In many cases, however,
determination of the ionic constants is not possible, usually because the spectral resolution
is insufficient, but occasionally because a photoelectron band may be distorted by a
resonant effect (See 3.2). In such a case, analysis of the Franck-Condon envelope of the
band may lead to an erroneous value being derived for the ionic equilibrium bond length r.”;
the vertical ionisation energy derived from such a band may also be incorrect. In this case
the experimental vibrational envelope depends on the Franck-Condon factor between the

initial state and the resonant state, as well as the Franck-Condon factor between the resonant
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state and the ion. This is made use of in Chapters 4 and 5 when considering the resonant

photoelectron spectra of OH and Oz(alAg ) recorded with synchrotron radiation.

3.2 Photoelectron Spectroscopy with a tuneable wavelength radiation source

Above the first ionisation threshold there exists a profusion of neutral states, to which
photoabsorption may occur when the photon energy matches the transition energy. Such
resonant absorption processes may compete with direct photoionisation, and the decay
mechanisms of these superexcited states can have a strong effect on the photoionisation
cross-section at resonant photon energies. By using a tuneable wavelength source, such as
synchrotron radiation, it is possible to map out these superexcited states which may be

detected as fluctuations in partial photoionisation cross sections.

Excited neutral states may be classified into two categories- valence and Rydberg —although

the distinctions between the two are often difficult to make (and states of each type may mix

with each other)

3.2.2 Valence and Rydberg States

In atomic systems, the valence shell consists of atomic orbitals with the same principal
quantum number as that of the highest occupied orbital in the ground state."” Therefore in
atoms a valence state is one which is produced by exciting electrons within the valence
shell. An atomic Rydberg state is obtained when an electron is promoted outside the valence
shell. In molecules composed of elements of the same period, such as CO, a molecular
valence shell may be defined in the same way, as the principal quantum numbers of the
outermost orbitals of each atom are the same. In other cases, for example CS, there is no
clear definition of a molecular valence shell, so a sensible description of molecular valence

and Rydberg states cannot be based on such a concept.

A Rydberg state may also be defined as one whose excitation energy, Eg, obeys the

Rydberg formula':

R ..(3.8)
()

E =IE-



where R is the Rydberg constant and n* is an effective principal quantum number. Each
Rydberg state is a member of a series converging to a particular ionisation limit of energy
IE. This definition is suitable for both atomic and molecular systems. In a molecule, a
Rydberg state is considered to be pseudo-atomic, since to an electron in a spatially extensive
Rydberg orbital, the molecular core will appear as a point charge, leading to near-
hydrogenic behaviour. The extent of the departure from hydrogenic behaviour is contained
within the effective quantum number, n*, which may be rewritten as n*=n-8, where n is the
principal quantum number of the Rydberg orbital and & is termed the quantum defect. For
&=0, the Rydberg orbital is exactly described by a hydrogenic atomic orbital. The magnitude
of the quantum defect reflects the degree of penetration of the Rydberg orbital into the
molecular core, which is strongly dependent on the radial distribution function of that
orbital, and on the nuclear charges of the atoms from which the molecule is constructed.
The radial probability distribution functions of atomic s orbitals have fairly large amplitudes
close to the nucleus, whilst those of p orbitals have less amplitude at short radius, and d
orbitals even less'®. Thus the s orbitals experience the highest effective nuclear charge, so
the quantum defect for an ns Rydberg orbital is high. Quantum defects for np and nd
orbitals are progressively lower as the degree of penetration of those orbitals decreases. A
Rydberg orbital tends to be particularly non-penetrating if there is no occupied “precursor”
core orbital of the same symmetry'*. For example, a Li 2p atomic orbital has no precursor
(there is no 1p orbital), and so is a non-penetrating Rydberg orbital. The same is not true of
the Na 3p orbital, since there is an occupied 2p precursor orbital; hence, although the Na 3p
orbital is Rydberg, it experiences some core penetration and has a higher quantum defect

than that in lithium™.

In a heavy atom or molecule, the greater nuclear charge tends to make quantum defects
larger than in a light system, where the electron-core interactions are weaker. Typical values
of 6 for first row atoms (e.g. C, N, O) and second row atoms (e.g. Si, P, S) are given in table
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d(ns) | &(np) | d(nd)

1" Row 1.0 0.5 0.1

2 Row | 2.0 1.5 03

Table 3.1: Typical values of & for first row atoms (e.g. C, N, O) and second

row atoms (e.g. Si, P, S)

Molecular Rydberg orbitals will normally be characteristic of a particular atom in the
molecule, so in a diatomic molecule, where A and B are from rows 1 and 2 respectively,
some Rydberg states may exhibit quantum defects typical of A, and others may have 6

values closer to those expected for B.

Every ionic state in an atom or molecule will have Rydberg series converging to it. Since
the ionic core interacts only weakly with the Rydberg electron, the core will closely
resemble the ionic state that lies at the series limit, and so the spectroscopic constants for a
member of the Rydberg series will be similar to those of the ion core. The similarity of the
Rydberg state to the ion at the series limit grows as the principal quantum number of the
Rydberg orbital increases, so that as the ionisation limit is reached there is a seamless
transition into the continuum.'® The quantum defect, §, in a series also tends towards an
asymptotic limit with increasing n. This convergence is a consequence of the nature of high-
n Rydberg orbitals: as n increases, the average radius of the Rydberg orbital grows rapidly.
An electron in a spatially extensive orbital spends much more time at a distance from the
core than close to it, and so it interacts less strongly with the core, and the Rydberg state

resembles more closely the ion .

In a molecular system, every vibrational level in each ionic state may be considered as a
limit for a Rydberg series. Thus, two descriptions of Rydberg series are possible. Firstly,
one may consider that each ionic state lies at the limit of a series of discrete members M,
and that each state M, may be vibrationally excited. Each Rydberg state may be treated as
having its own vibrational quantum number vy, and its own spectroscopic constants.

Alternatively, by treating each level v' of a state M as a series limit, there are multiple
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series of single levels, each of which has a certain vibrational excitation in the core. In
general the former picture is more useful, especially when an observed Rydberg state

exhibits extensive vibrational structure and may be considered in its entirety.

The average radius of a Rydberg orbital is proportional to (n*)?; for high values of n the
Rydberg molecule can extend over more than 100 A. Such large molecules have high
collisional cross-sections, and the reactions (mainly charge-transfer) of highly excited

Rydberg states have generated considerable interest.!”

The overall symmetry of a Rydberg state is determined by the coupling of the angular
momenta of the excited electron and the ionic core. In a diatomic molecule the Rydberg
orbital may be assigned a principal quantum number n and an azimuthal quantum number 1,
so that as in atomic systems there are ns, np, nd. .. series. The cylindrical form of a diatomic
molecule requires that another label, A, be attached to each orbital, depending on the
projection of the orbital angular momentum along the internuclear axis, denoting ¢, 7, d...
symmetry. Thus examples of Rydberg orbitals are 3sc, Spo, 5prn, 4do, 4dn, 4dd etc, or nlA
in general. These subdivisions of the p and d (and higher) orbitals each have a slightly
different quantum defect as they do not interact with the cylindrical core in exactly the same
manner. A Rydberg state may thus be described by the ionic core around which it is built,
that is the limiting state to which it converges, and the symmetry of the Rydberg orbital, an
example being the well-known H*IT, Rydberg state of oxygen: (a*I1,)3sG, or, in general,
(M nlA. As n increases, however, and the electron interacts less strongly with the core, A
tends to lose its importance and the Rydberg electron is better described simply by 1. In this
work most of the observed Rydberg states have low principal quantum numbers, and A is a

useful quantitiy in these cases.

The orbital angular momentum of the Rydberg electron may be determined experimentally,
by determining the quantum defect for a state. This may be used in conjunction with the
symmetry of the ionic core to determine the symmetry of the Rydberg state. In cases where
a band is sufficiently well-resolved to obtain rotational structure in the upper state, and thus
derive the symmetry of that state, it is possible to determine the symmetry of the ion at the

series limit, which may also be unknown.
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3.2.3 Decay Mechanisms

The effect on the photoionization cross section of absorption to a super-excited state will
depend on the subsequent decay which may occur by one of a number of routes. These

mechanisms may be summarised as follows, for a diatomic molecule AB:

(a) Re-radiation: AB+hv—>AB*—AB+hv
(b) Predissociation: AB+hv—>AB*—>A+B
(c) Ion pair formation: AB+hv—>AB*—>A'+B’
(d) Autoionisation: AB+hv—>AB*>AB +¢’

Fluorescent re-radiation is known to occur from Rydberg states, but will normally only take
place if other decay channels are unavailable. The radiative lifetime of an excited state of a
diatomic molecule is typically of the order of 10 s, whilst autoionisation and
predissociation are frequenctly observed to be more rapid than one vibrational period, which
is the order of 10™"* s. Hence, fluorescent decay is not usually competitive with the other
decay processes. Mechanisms (b), (c) and (d) are only viable if the excited state lies above
the threshold for formation of the respective products — if this is not the case, then re-

radiation must occur, although not necessarily to the ground state of AB.

Predissociation arises from the interaction of the bound state AB* with an unbound one,
resulting in a radiationless transition to the repulsive state and the fragmentation of the
molecule. This tends to take place over a fairly narrow energy range, in the region where the
two potential curves intersect'®, and may not affect all the vibrational and rotational levels
of AB*. Ton pair formation is a special case of predissociation, in which two ionic products
are formed'®. No photoelectron is emitted in this mechanism, so that photoelectron spectra

should be unaffected by ion pair formation.

Autoionisation is another radiationless transition, one that occurs when the excited neutral
state interacts with an ionisation continuum that exists at the same energy. The transition
from the excited state to the ion occurs by the loss of an electron, and this can have a
profound effect on the overall ionisation cross-section and photoelectron envelope. There
are four possible types of autoionisation mechanism: rotational, vibrational, spin-orbit and

electronic?’.

43



When a Rydberg state (M )nlA lies above the threshold for ionisation to the particular ionic
state M, due to rotational or vibrational excitation in the core, rotational and vibrational
autoionisation may occur. For example, a Rydberg state (M ")nlA of sufficiently high n, with
one quantum of vibrational excitation (v*=1), may lie above threshold for formation of M",
v'=0. The Rydberg state may autoionise by transfer of vibrational energy from the core to
the excited electron, which then leaves. This vibrational autoionisation requires a strong
interaction between the core and the Rydberg electron, and also involves a breakdown of the
Born-Oppenheimer approximation, since nuclear and electronic motions are correlated in
this mechanism. Vibrational autoionsation has been observed in molecular hydrogen®, but
seems to be less prevalent in more complex systems. Studies of vibrational autoionisation
have revealed that the process favours the minimum possible change in vibrational quantum
number, usually Av=-1 [Ref. 20 and 21]. Since the separation between consecutive
vibrational levels in the ion is relatively small, only Rydberg states of high n that converge
to the upper v level will lie above the lower v™ level. Since the probability of absorption to
Rydberg states is approximately a function of (n*)

[Ref. 22], excitation to, and thus autoionisation from these states is weak; hence vibrational
autoionisation is not considered to be an important process in most molecules. The same
applies to rotational autoionisation. Spin-orbit autoionisation is only observable where the
spin-orbit coupling constant in the limiting ionic core is large, such as in argon, where the

. . e . . . 2
resonant series converging to Ar’ “Py are observed to autoionise into Ar’ “Ps,.

Electronic autoionisation involves a transition from a Rydberg state built upon one (excited)
ionic state interacting with a continuum associated with a lower one®. Rydberg states based
upon the ground ionic state cannot autoionise electronically, therefore, but a state (M )nlA

may autoionise into both the My™ and M;" continua.

Electronic autoionisation is a result of interactions between the Rydberg state and the
continuum and may be visualised in one of two ways. Either the excited core relaxes to a
lower-energy configuration, and the energy so released 1s transferred to the Rydberg
electron, or the Rydberg electron returns to its original orbital and the excess energy is used
to eject another electron, again leaving the ion in the less-excited state. Either way,
autoionisation is a two-electron process, requiring the close approach of the Rydberg
electron to the core; only electronic motions are involved, so the Born-Oppenheimer
approximation still holds. Electronic autoionisation is found to be the dominant
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autoionisation process in most diatomic molecules, where there are sufficient excited ionic

states to yield fairly high densities of Rydberg states several eV above the first ionisation

threshold.

In the work presented in this thesis, superexcited states are probed by recording constant
ionic state (CIS) spectra. A CIS spectrum monitors the intensity of a single photoelectron
feature as the photon energy is scanned; when the photon energy is coincident with a

transition to an autoionising state, discrete structure can be observed in the CIS spectrum.

3.3 Reactive Intermediates

Short-lived species, both neutral and ionised, are of great importance in combustion
processes, in atmospheric and astrophysical chemistry. Reaction intermediates, despite
being present in low concentrations, can have a major influence on the gas-phase chemistry.
Due to experimental difficulties, short-lived molecules of fundamental importance in these
areas have not been thoroughly studied, and their electronic structure may be complex,

requiring sophisticated theoretical treatments..

The Southampton PES group has concentrated on the study of reactive intermediates as its
main research topic. Initial work was performed on short-lived molecules, formed in the gas
phase in discharges'®**** or by chemical reaction®®; this has progressed to the studies of the

ve e . 9 .
27,28 and of chemiionisation react10n52 . A review of

vapour above heated inorganic solids
PES investigations performed in Southampton using Hel (21.22 eV) and Hell (40.81 eV)
radiation from discharge lamps can be found in Ref 30 and a review on the work performed

to date with synchrotron radiation is contained in Ref. 31.

The study of reactive species involves many experimental difficulties, as does their
preparation, and a good deal of specialised knowledge and equipment is required. Once
these obstacles have been overcome, however, there is a wealth of information to be

obtained from photoelectron spectroscopy of these often intriguing molecules.
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3.4 Summary

The basic principles outlined in this chapter are relevant to the study of
short-lived molecules with synchrotron radiation. These are applied to the analysis of the

results of synchrotron studies on Og(alAg) and OH, described in Chapter 4 and 5.
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Chapter 4- Study of the OH and OD radicals with

photoelectron spectroscopy using synchrotron radiation

4.1 Introduction

The hydroxy radical (OH) plays an important role in the chemistry of the Earth’s
atrnosphelre,]’2 combustion processes,’ and the interstellar medium.* For example, it plays a
dominant role in the day-time chemistry of the troposphere where it initiates free radical
chain reactions leading to the oxidation of most trace constituents.'? The ultraviolet (UV)
photophysics of this molecule and the properties of ground and excited states are therefore
of fundamental importance. Although the low-lying electronic states of the neutral molecule
have been extensively studied by experiment>®"**!%112 and theory, '*!° the UV
absorption spectrum at wavelengths shorter than 1200 A is poorly resolved'" and resonant
states above the first ionization energy have only been observed by photoionization mass
spectrometry (PIMS).!*!7 A Zero electron kinetic energy (ZEKE) study on the ground ionic
states of OH and OD was performed by Wiedmann ez.al’® .

The ground state (X*IT) electronic configuration of OH is
16%26°36% 1%

where each 17 molecular orbital consists of an O 2p; atomic orbital and is thus nonbonding
in character, and the 3o orbital is a bonding orbital consisting of H 1s and O 2p,

contributions.

The (17t)" ionization produces the X*%, a'A, and b'T" states of OH", while the (36)"
ionization gives rise to the A*IT and ¢'IT ionic states.'**° The He I (21.22 eV) photoelectron
spectrum (PES) of OH, prepared via the F + H,O reaction, shows all three bands associated
with the (17! ionization.”’ They exhibit nonbonding envelopes with adiabatic ionization
energies (AIEs) of 13.01, 15.17, and 16.61 eV. For the (36)" ionization, only the
OH(A’TT)«~OH(X>IT) band was observed®’ because of the poor transmission of the

spectrometer above 18.0 eV which prevented observation of the OH (c'IT)«—OH(X*IT)



band. As expected the OH" (A’IT)«—OH (XIT) band (AIE=16.48 eV) is broad with

vibrational separations smaller than in the ground state neutral molecule.”’

Table 4.1 lists symmetries and ionization energies of ionic states which are accessible by
one photon ionization from the ground state of OH and OD using a He [ (21.22 eV)

radiation source.

State of OH" Tonization AIE (eV) Reference
Accessed
X’z (1) 13.01 20
a'A (1) 15.17 20
b'T" (1o)” 16.61 20
A’TI (30)" 16.48 20
¢TI (3o)" 18.30 21,22

Table 4.1: Symmetries and adiabatic energies (AIEs) of the states of OH™ and OD"
accessible from photoionization of the neutral ground state with

He I radiation (21.22 eV).

The most detailed spectroscopic study of OH' is that of Merer et al. who studied the

X*3 '« A’ emission system.? In that work, the OH" AT state was shown to be strongly
perturbed by the b'S" state and analysis of the rotational structure in the UV emission
spectrum, which accounted for excited state perturbations, enabled accurate spectroscopic
constants to be derived for the X°%", A’IT and b'%" ionic states. The only experimental
observation of the ¢'I1 state of OH " has been by laser photofragmentation spectroscopy of
the [¢'TT, v'=3]«-[b'E", v""=0] transition.?* This work measured the

[¢'T1, v'=3]«[b'S", v'=0] transition energy as 2.29 eV. When this is combined with the
OH" (b'=")«~OH (X*I1) AIE of 16.61 eV (Ref. 20) and vibrational separations computed



for OH' (¢'IT) by ab initio molecular orbital calculations,” the AIE for the
OH" (¢'TT)«~OH (X°IT) ionization can be derived as 18.30 eV.

Although the lowest-lying states of OH have been extensively studied by theoretical

141326 the position and spectroscopic properties of neutral states near or above the

methods,
first ionization threshold are not well established.*? Potential curves for the first five
electronic states of OH™ have been calculated by the multireference double excitation
configuration interaction (MRDCT) method® and molecular constants derived from the
computed potential curves are in good agreement with available experimental values and

those derived from other calculations. 2%

Excited states of OH which autoionize to OH' states have been observed by PIMS.'*!" In
the work of Dehmer,'® which covered the photon energy region 13.0-16.5 eV, just one
Rydberg series was identified converging to the a'A ionic limit. Cutler ef al.”’ repeated this
work on both OH and OD in the photon energy range 13.0-18.2 eV and assigned two
additional Rydberg series converging to the b'S" and A’IT ionic limits. Rotational structure,
extending over ~0.08 eV, associated with the transition

[OH (a'A,3d), v'=0]«-[OH(XII), v''=0] was recorded although no analysis of this structure
was presented. Also, for the [OH*(ABH,?»d), v']«-[OH(X*IT), v"’=0] absorption, components
were observed with v'=0,1, and 2. For higher values of principal quantum number (n=4-8),
only the v'=0«-v"’=0 components could be identified but positions of the other vibronic
transitions (i.e., v'=1,2<—v"’=0 for each n) were suggested based on results of earlier PES

work.

The purpose of this work was to record constant ionic state (CIS) spectra of the

[X*%, v=0,1] and [a'A, v'=0] vibronic states of OH" and OD" and thus to determine the
excitation energies of neutral states which autoionize into these vibrational channels. It was
anticipated that the vibrational specificity of the CIS technique would help to determine the

1617 and would also allow the

nature of those states unassigned in earlier PIMS studies,
identification of previously unobserved Rydberg states. In addition, once resonant energies
are identified, then photoelectron spectra can be recorded which can exhibit extra
vibrational structure in the first photoelectron band helping to confirm possible Rydberg

state assignments.
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4.2 Results and Discussion
4.2.1 Photoelectron spectra of OH and OD at 21.22 eV

Figure 4.1 shows photoelectron spectra recorded at the synchrotron source at a photon
energy of 21.22 eV for the H + NO; reaction (See Section 2.7) with the H,/He discharge on
and off. As can be seen from this figure, only a very small amount of NO, is present in the
discharge-on spectrum. The spectra obtained are in good agreement with those recorded
previously by Katsumata and Lloyd" (who also used the H+NO, method to produce OH)
using a He I (21.22 eV) photon source, clearly showing the first two photoelectron bands of
OH at 13.01 and 15.17 eV AIE corresponding to the ionizations

[OH" (X’Y), v'=0,1]«-[OH(X?IT), v''=0] and

[OH" (a'A), v'=0]«-[OH(X?IT), v''=0], respectively. As well as bands associated with Ha,
H, NO, and OH, signals arising from H;O, O, and O, were also observed in the discharge-

on spectrum. These are thought to arise from the secondary reactions:
OH+OH—H,0+0,
O0+0O+M—0+M

Photoelectron spectra recorded for the D+NO, reaction were very similar to those shown in
Fig. 4.1 except that, as expected, the vibrational spacings observed in the OD, D,0, and D,
bands were less than in the OH, H,O, and H; bands. The measured vibrational separations
for the first photoelectron bands of OH and OD are 0.37 and 0.26 meV respectively (2984
and 2100 cm™). Figure 4.2 shows the 11.0-14.0 eV ionization energy region of the
photoelectron spectrum recorded for the D+NO, reaction. It shows the first two vibrational
components of the first band of OD corresponding to the ionization

[OD"(X?%), v'=0,1]«[OD(XTT), v''=0].
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Figure 4.1: Photoelectron spectra recorded for the reaction mixture Hy/He+NO, with the microwave discharge on and off, at a photon
energy of 21.22 eV. NO, was added to the H,/He mixture ~30 cm after the Hy/He discharge and ~ 3 cm above the photon beam
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4.2.2 CIS Spectra for the X°s", v'=0,1 and a'A, v'=0 states

For both OH and OD, CIS spectra were recorded in the photon energy range
13.0-17.0 eV for the first two vibrational components of the first band and the first
vibrational component of the second band. The measured ionization energies of these

features are 13.01, 13.38 and 15.17 eV for OH and 13.01, 13.27 and 15.17 eV for OD.

Since the CIS technique cannot distinguish between electrons with the same kinetic energy
arising from different species, then it is possible that atoms or molecules with an ionization
energy very close to that of OH and OD may give rise to contaminant features in the OH or
OD (IS spectra. It can be seen from Figure 4.1 that the adiabatic component of the first
band of OH (13.01 eV ionization energy) overlaps with the third vibrational component of
the second band of unreacted NO, (13.02 eV) and is close to the third vibrational
component of the first band of water (13.07 eV) and the fifth vibrational component of the
first band of oxygen (12.97 eV). Separate CIS spectra of pure samples were therefore
recorded for these potential contaminants over the 13.0-17.0 eV photon energy range. The
CIS spectra of NO, and H,O did not show any significant resolved structure. The CIS
spectrum of O, did exhibit many sharp resonances, but since the most intense of these occur
at energies corresponding to regions of flat baseline in the OH CIS spectra, then the
contribution of O, features to the OH CIS spectrum was concluded to be negligible. Similar
experiments undertaken on the sixth and seventh vibrational components of the first band of
O, (13.19 and 13.40 eV ionization energy) and the sixth vibrational component of the
second band of NO; (13.27 eV) led to the conclusion that these molecules did not contribute
to CIS spectra recorded for the second vibrational components of the first bands of OH and

OD (at 13.38 and 13.27 eV ionization energy, respectively).

A more significant contaminant is NO, which despite displaying only five vibrational
components in its first band in the 21.22 eV photoelectron spectrum,® is known to have
many sharp resonances in the 13.0-17.0 eV photon energy region.”® Recording
photoelectron spectra at these resonant energies may extend the vibrational profile of the
first NO band at least as far as the onset of the second band (15.65 eV).” Therefore, NO
was also studied separately by recording CIS spectra at positions of the

[NO' (X'Eh), v'=14, 15, and 16]«-[NO (X 1), v''=0] ionizations (at ionization energies of
12.96, 13.17 and 13.42 eV) and at ionization energies used to record the OH and OD CIS
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spectra (13.01, 13.27, 13.38, and 15.17 eV). It was found that NO contributes a total of
seven peaks to the CIS spectra recorded for OH and OD. Apart from these features, the

positions of all other peaks in the CIS spectra recorded for OH and OD are in good

16,17
" and so can be

agreement with those observed previously in mass-resolved PIMS spectra
confidently assigned to OH and OD. However, the vibrational-state specificity of the CIS

spectra of this work should assist spectral assignment.

The CIS spectrum of the [OH (X°Y"), v'=0]«-[OH(XIT), v'’=0] ionization over the photon
energy range 13.0-17.0 eV is shown in Figure 4.3. One feature which can be identified as an
NO resonance is marked in this figure with an asterisk. For all the other significant peaks,
effective principal quantum numbers, n*, were calculated assuming the resonant state to be
the v'=0 level of a Rydberg state based upon a'A, b'S", A’TI, or ¢'IT ionic cores using the
AlEs given in the introduction. From these preliminary values of n*, two Rydberg series
were identified, one in the 13.0-15.3 eV photon energy region converging to the a'A ionic
limit [an (a'A, nd) series] and one in the 14.8-17.0 eV region converging to the AIT ionic
limit [an (A’I1, nd) series]. The first series has been identified previously in the
photoionization work of Dehmer'® and both series have been observed in the PIMS work of
Cutler et al.”” These two series will be considered in detail before the remaining structure is

discussed.
The (a'A,nd)«XI1 series

Figure 4.4 shows the v'=0 and v'=1 CIS spectra of the

[OH(X’Y", v ]«-[OH(X?IT), v''=0] ionization over the photon energy range

13.0-15.2 eV. Many of the most intense peaks in the v'=0 spectrum arise from transitions to
autoionizing states which form a Rydberg-like series converging to the a'A ionic limit. At
least five components of the series are clearly observed and their energies, calculated n*

values and quantum defects are listed in table 4.2
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Figure 4.3: CIS spectrum recorded for [OH(X°L"), v'=0] in the photon energy range
13.0-17.0 eV. A peak which may be due to an NO resonance is marked with an asterisk(*).
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Figure 4.4: CIS spectra recorded for [OH+(X3Z'), v'=0 and 1] in the photon energy range 13.0-15.25 eV. Peaks which may be

due to NO resonances are marked with an asterisk (*). The positions of OH* v'=0 and 1 resonances are indicated for each
Rvdhere state.



Energy (eV) n* Quantum defect & Rydberg Orbital
13.550 2.90 0.10 3d
14.300 3.95 0.07 4d
14.620 4.97 0.03 5d
14.785 5.94 0.06 6d
14.895 6.97 0.03 7d

Table 4.2: Resonances in the CIS of the [OH'(X°L, v [«-[OH(X’TT), v'=0]
ionization over the photon energy range 13.0-15.2 eV assigned to Rydberg

series members.

This series may be tentatively extended to include the weak features at around 14.96 and
15.00 eV. The mean quantum defect (8) of this series is ~0.05 or ~1.05, suggesting either
an nd or (n+1)s excited state assignment, both of which are reasonable considering the
almost wholly O 2p character of the orbital from which the electron has been promoted and
the A/=*1 atomic electric dipole selection rule for one-photon absorption. Unfortunately,
the calculated position of the (a'A, 3s) component (n*~1.9) is at approximately 1.6 eV
below the OH' (X’%") onset, assuming 6=1.05, and so it was not possible to distinguish
between the two assignments. Nevertheless, the (a'A, nd) series assignment is preferred for

the following reasons.

There are two known Rydberg states of OH below the first ionization limit, which have

8210 at excitation energies from

been experimentally characterized: the D’ and 37 states
the ground state of 10.14 and 10.86 eV, as determined by resonance-enhanced multiphoton
ionization (REMPI) spectroscopy.®”'’ The lower-lying Rydberg state, the D*Y state, is

known to have an outermost half-filled orbital, which is of mixed 3s-3pc character.” Its
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excitation energy from the ground state gives n*=2.18, with n=3 and 6=0.82, where the &
value is between those expected for s and p Rydberg orbitals (1.0 and 0.6, respectively). For
the 3°% state, calculations’ indicate that the occupied Rydberg orbital is also of mixed s-p
character, with approximately equal s and p contributions in the Franck-Condon accessible
region from the ground state. The transition energy of 10.86 eV, when combined with the
first AIE of OH, gives n*=2.52, i.e., n=3, 6=0.48 (or n=4, 6=1.48, since in Ref. 8 the
occupied Rydberg orbital was assumed to be a 4sc orbital). Hence in Rydberg states of low
n, which are nominally s or p in character, s-p mixing seems to be prevalent, and
consequently if the series observed in the present work corresponds to a nominal (n+1)s
excited state series, then values of & which differ noticeably from 1.0 would be expected.
Therefore, as the derived quantum defect is ~0.05 or ~1.05 for nominal nd or (n+1)s excited
states, the lower value of 8(0.05), and thus an assignment to an nd series, is preferred for the

Rydberg series shown in Figure 4.4.

To assist in the assignment of the ionic core associated with the Rydberg series shown in
Figure 4.4, a procedure adopted successfully in similar earlier work’***> was used to
compute Franck-Condon factors for the initial excitation and the subsequent autoionization

steps, i.e., Franck-Condon factors were computed for processes 4 and 5 below:
OH*, v/ «=—]OH, (X*TT),v" =0] 4
[OH (X°Z ),v']+e «[OH* V'] %)

In these calculations the OH (X*IT), OH*, and OH' (X°Y) states were represented by Morse

potentials specified using the well established values of re, @ and @,x, for OH (X*IT) and

OH' (X’Y), and assuming OH* to be well represented by the re, @ and @, X, values of the
chosen ionic core.®?* Simulated CIS relative intensities were obtained by multiplying the
Franck-Condon factors for both steps together. The OH results for v'=0 and v'=1 for v'=0-5
for OH* states with a'A and A’ ionic cores are shown in Fig. 4.5 together with those for
OD. The calculations confirm the expectation that because the equilibrium bond length of
the a'A ion is so similar to that of both the neutral and ionic ground states, only v'=0

Rydberg states should be observed in the v’ =0 CIS spectrum and only v'=1 Rydberg states
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should be observed in the v'=1 CIS spectrum for OH* states with OH" (a'A) cores. In
practice, there are features in the v'=1 CIS spectrum separated from the [(a'A,nd),v'=0]
(n=4, 5 and 6) positions by approximately the OH" (a' A)0-1 vibrational spacing

[2960 cm™ (Ref. 20)]. Although it is difficult to estimate the level of the nonresonant
background, the intensity of the n=4, v'=0 component in the v'=0 spectrum is
approximately eight times that of the n=4, v'=1 component in the v'=1 spectrum, in rather
poor agreement with the computed ratio based on relative intensities derived from the
computed Franck-Condon factors (~5:1). Despite the fact that the n=3, v'=0 feature at 13.55
eV is very intense in the v'=0 CIS spectrum, there is no obvious n=3, v'=1 component in the
v' =1 CIS spectrum at the correct vibrational spacing. This may be due to a dissociative state
interacting with the OH*, v'=1 level or a breakdown of the Franck-Condon principle. Non-
Franck-Condon behaviour has previously been recognised in photoionization spectra
recorded for the v'=0-3 levels of

OH (X*%", 3po)D’T".? This can arise when molecular Rydberg orbitals evolve rapidly with

internuclear distance and display Cooper minima in their photoionization cross sections.”?’

The result is that the electronic transition moment is not constant with internuclear distance.

Figure 4.6 shows the [OD"(3X’%"),v'=0,1] CIS spectrum over the photon energy range 13.0-
15.25 eV. The v'=0 spectrum shows a broadly similar profile to the

[OH'(X’%"),v"=0] spectrum, consistent with much of the structure arising from the v'=0
Rydberg states, and the (a'A,nd) series observed in the OH CIS spectrum is also observed in
the OD CIS spectrum. The v'=1 members of this series are difficult to observe in the v'=1
spectrum since they are shifted to positions which overlap with more intense features.
Nevertheless, there are features at the corresponding vibrational spacing from the [(alA,nd),
v'=0] positions. In contrast to OH, there is a sharp feature at the expected [(a'A, 3d), v'=1]

position in the v'=1 spectrum of OD.

62



w ' vt=0 « (a1A,nIk) vi=1 « (a1A’n|k)
(LB 3
e
N
- v+=0 < (A3IL,nl2) v+=1 « (A3IT,nl))
- o
V' L i
° , s °
o 1 2 3 4 5 0 1 2 3 4 5

Figure 4.5: Simulated CIS spectra for [OH'(X’Z"), vi=0 and 1]. OH Rydberg states, denoted as OH*, are
modelled on a'A and A’IT ionic cores. CIS envelopes calculated for OH are indicated by bars and the
corresponding envelopes for OD are denoted by circles
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Figure 4.6: CIS spectra recorded for [OD'(X°Z"), v'=0 and 1] in the photon energy range 13.0-15.25 eV.
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The (A’T1,nd)«X’I1 series

Figure 4.7 shows the [OH' (X°2),v'=0,1] and [OH (a'A), v'=0] CIS specira over the
photon energy range 14.8-17.0 eV. A consideration of the possible values of n* for each of
the peaks in this region identified one Rydberg series converging to the A’IT ionic limit.

Table 4.3 lists the energies, effective principal quantum numbers (n*) of the series

members.
Energy (eV) n* Quantum defect & Rydberg Orbital
14.88 2.92 0.08 3d
15.61 3.95 0.05 4d
15.93 497 0.03 5d
16.10 5.98 0.02 6d
16.20 6.97 0.02 7d

Table 4.3: Resonances in the CIS of the [OH"(a'A, v=0]«-[OH(XII), v"'=0]
and [OH'(X’Z"),v'=0,1]«-[OH(X?IT),v"'=0] ionizations over the photon energy
range 14.8-17.0 eV assigned to Rydberg series members.

This series could be assigned as an (A’T1,nd) series or an [A’TL(n+1)s] series with quantum
defects of ~0.03 or ~1.03. However, the (A’TT,nd) upper state assignment is preferred, as the
positions of the major components shown in Figure 4.7 are very close to those expected
from adding 1.31 eV [the OH (A’IT)-OH"(a'A) separation] to the main components of the
(a'A,nd) series in Fig. 4.4. (Values of 14.86, 15.61, 15.93, 16.09 and 16.20 eV are obtained

in this way.)

Calculated Franck-Condon profiles for CIS spectra involving an A’IT based Rydberg state

are shown in the bottom half of Fig. 4.5 and indicate that OH*v'=0 and 1 components
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should be observed with appreciable intensity in the

[OH" (X*%"),v'=0] channel and OH*, v'=0, 1 and 2 should be observed in the

[OH (3%%),v'=1] channel. Vibrationally excited components of (A’TL,nd) (n=3-6) states are
clearly observed in [OH" (X’%"),v'=0,1] CIS spectra and have separations very close to that
of the AT ionic state [1974 cm™ (Ref. 23)]. Many of these vibrational features overlap with
other members of the (A’T1,nd) series, members of the earlier (a'A nd) series and NO
contaminating bands (three NO features are marked with an asterisk in Fig. 4.7). As a result
it is difficult to estimate the vibrational envelope of a single observed band. Nevertheless, it
can be seen that no more than three vibrational components are observed for a particular
value of n and the first two appear to be comparable in intensity to each other and stronger

than the third in qualitative agreement with the results of Franck-Condon calculations.

Because the equilibrium bond lengths of the a'A and X*Y" ionic states are so similar, bands
arising from autoionization to OH (a'A) should exhibit the same vibrational profile in the
OH'(a'A) CIS spectrum as that already observed in the

[OH"(X?%),v'=0] CIS spectrum, at least for those resonant levels that can autoionize to
both cationic states. The ionization onset shown in Figure 4.7 of the [a'A,v'=0] CIS
spectrum is not sharp because of experimental difficulties in detecting low energy electrons
at the time of this experiment. However, between 15.5 and 16.5 eV photon energy this

spectrum does show significant structure. The positions of most of the observed resonances
coincide with those already observed in the OH'(X’%") CIS spectra as components of the
(A’1,nd) series. Despite this agreement, the

[a'A, vi=0] and [X’%", v'=0] CIS spectra do differ in detail although the exact reason for
these differences is not clear at present. Figure 4.8 shows the [X°Z", v'=0,1] and

[a'A, v'=0] CIS spectra of OD over the photon energy range 14.8-17.0 eV. All of the main
(A’T1,nd) excited state features observed in the CIS spectrum of OH are observed in the OD
spectrum. The assignment of the OH spectrum is supported by the fact that those peaks
assigned to v'=0 resonances are observed at approximately the same resonant energies for
OD and that the positions of the v'=1 and v'=2 resonances are reduced by an amount
consistent with the expected isotopic vibrational shift. However, only semi-quantitative
agreement was obtained with the results of the Franck-Condon calculations. For example,

these calculations suggest that in the
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[X*%,v'=1] CIS spectrum, the intensity of the v'=1 component of an (A’TLnd) Rydberg
state should be less than both the v'=0 and v'=2 components. However, in the [X’%", v'=1]
CIS spectrum, the (A’TT,4d) resonance, which is relatively free from band overlap, rather
than following the Franck-Condon predictions, appears to show a steady drop in intensity

over the three observed components from v'=0 to v'=2.

4.2.3 On resonance photoelectron spectra

In addition to recording CIS spectra, photoelectron spectra of the first photoelectron bands
of OH and OD were recorded at photon energies corresponding to observed resonances. A
number of these are shown in Fig. 4.9 together with a typical off-resonance spectrum of OH
recorded at 21.22 eV photon energy [Fig. 4.9(a)]. In all of these spectra, the first band of
H,O (or D,0) at 12.62 €V ionization energy was approximately constant in intensity and

therefore intensity changes can be estimated relative to this band on changing the photon

energy.

Increased vibrational intensities were observed in the OH first band at resonant wavelengths
since the Franck-Condon factors for autoionization of a resonant state, OH* (or OD*), to
the X°% state of OH' (or OD") are different from those for direct ionization. The
contribution to the first photoelectron band for this resonant process was simulated by

computing Franck-Condon factors for the autoionization step:
OH'(X’2),v'=0-7<—OH* v’

Calculations were carried out for OH* Rydberg states based on all four characterized
excited ionic cores and the results for a'A and A’TT based Rydberg states (with v'=0,1,2, and
3) are shown in Figure 4.10. As previously, since the equilibrium bond length of the a'A
ionic state is so similar to that of both the neutral and ionic ground states, the computed
Franck-Condon factors indicate that autoionization from a Rydberg state based on the a'A
ionic core should occur with no change in vibrational quantum number. The photoelectron

spectrum recorded at a photon energy of
14.30 eV, corresponding to excitation to an (a'A ,4d),v'=0 state, is shown in Fig. 4.9(b). As

expected, this spectrum shows considerable enhancement of the v'=0 component relative to
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Figure 4.9: Photoelectron spectra recorded for the first band of OH (a)-(g) and
OD (h). The photon energies used to obtain each spectrum are given in each
diagram, as well as the resonant neutral state assignments for the on-resonance
spectra (b)-(h). The positions of vibrational components in the first photoelectron
band, as calculated from established ionic state constants, are indicated by combs

in each diagram.
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the off-resonant spectrum [Fig. 4.9(a)]. It also shows a small enhancement of the v'=1
OH'(X’Y") component, suggesting either excitation to a second resonance state at this

photon energy or deviation from the Franck-Condon predictions.

All of the other on-resonant photoelectron spectra shown in Figure. 4.9 were recorded at
photon energies which correspond to resonances with one or more (A’T1,nd) states which, in
contrast to the (a'A ,nd) resonances, are expected to show enhanced intensity in a number of
different v’ channels. All of these spectra show reasonable agreement of their vibrational
envelopes with the computed Franck-Condon profiles (see Fig. 4.10), bearing in mind that
contributions from more than one calculated envelope need to be considered in most cases.
The only example of an excitation energy which clearly corresponds to an (A’TT,nd)v'=0
resonance, with no other contribution, is the (A’TT,4d) resonance at 15.59 eV photon energy.
The photoelectron spectrum recorded at this energy [Fig. 4.9(f)] exhibits just three
observable components, in agreement with the computed Franck-Condon envelope,
although the v'=0 component is less intense and the v'=2 component is more intense,
relative to the v'=1 component, than the calculations suggest. The photoelectron spectrum
recorded at 15.38 eV photon energy provides an example of an unoverlapped (ATLnd)v'=2
resonance for which Franck-Condon calculations predict a very distinct vibrational profile
with a minimum at v'=2 and significant intensity in v'=3 and 4. These features are

reproduced in the experimental spectrum [Fig. 4.9(e)].

Perhaps the most significant on-resonance photoelectron spectra are those recorded at 15.15
and 16.07 eV photon energy [Figs. 4.9(d) and 4.9(g)] in which vibrational components up to
v =4 are clearly observed for the first time by PES.

As can be seen from the CIS spectra in Fig. 4.7, there are contributions to each of these
photoelectron spectra from at least two resonant states and it is difficult to estimate their
relative cross sections. Nevertheless, it can be noted that the relative intensity of the v'=4
component in the 15.15 eV spectrum is greater than that expected from only the
(A’1,3d),v'=1 state, and that the relative intensity of the v'=2 component in the 16.07 eV
spectrum is anomalously large when one considers that the (A’I1,4d),v'=2 resonant state
should not autoionize to this channel as judged from the computed Franck-Condon factors.

These results indicate that the Franck-Condon model, although qualitatively useful, is not
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providing quantitative agreement with observed vibrational relative intensities. Reasons for

this have been described earlier.

A number of on-resonant photoelectron spectra of OD were recorded but their interpretation
was handicapped by masking of the v'=2 feature by a significant O or D atom signal at an
ionization energy of 13.61 V. It was also found that, at many interesting resonant energies,
high vibrational levels (v'=18-23) of the first band of NO were observed in the 13.87-14.90
eV ionization energy region and exhibit positions and spacing almost coincident with those
expected for the higher vibrational components (v™>3) of OD. Nevertheless, it is interesting
to compare the OD spectrum recorded at 15.12 eV [Fig. 4.9(h)] with that of OH at 15.15 eV
[Fig. 4.9(d)] since both show autoionization from an (A3H,3d),v’=l and an (a'A,nd),v'=1
state. Allowing for the isotopic shift of the vibrationally excited components and the overlap
of

[OD“F(X3 ¥7), v'=2] component with O or D atoms, the two experimental profiles are similar,
both clearly exhibiting enhancement in v'=3 and 4. The stronger features up to and
including v'=4 were all found to be due to OD, but the weaker features above v'=4 in the

OD spectrum are attributed to NO.

4.2 .4 Other features in the CIS spectra

There are a number of strong features in the CIS spectra of OH and OD which do not
belong to the (a'A,nd) and (A’TT,nd) series so far assigned. These features were also
observed in the earlier PIMS experiments but were not assigned.''” The more intense
unassigned features are at 14.785 and 15.060 eV in the [OH(X’Y"), v'=1] CIS spectrum
(these features are also seen weakly in the corresponding v'=0 CIS spectrum), at 14.210 and
14.440 eV in the [OH(X?%"), v'=0] CIS spectrum and at 14.390 and 14.590 eV in the [OH"

(X%, v'=1] CIS spectrum. All six features can be seen in Figure 4.11.

Considering the 14.785 and 15.060 eV features first, the separation between these peaks is
close to the vibrational spacing in OH (A’TT) and, assuming the peak at 14.785 eV to be the
first vibrational component, n* for a state at this excitation energy and with an A’TT ionic
core would be 2.83, consistent with n=3, 6=0.17 or n=4, 6=1.17. If, as the Franck-Condon
calculations suggest, the third vibrational component of this state should be observable in

the [OH'(X°Y"), v'=1] CIS spectrum then it must be masked by the strong NO contaminant
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at 15.30 eV (marked with an asterisk in Fig. 4.11). In support of an A’I1 core for the excited
Rydberg state, the photoelectron spectra recorded at 14.785 and 15.060 eV show extended
vibrational profiles which are consistent with the assignment of these two features as
(A’TLnI)),v’=0 and 1; however, the relative intensities of the v'=2 and v'=4 components in
the spectrum recorded at 15.060 eV are weaker than those in the spectrum recorded at 15.15
eV photon energy (an (A’T1,3d),v’=1 resonance). In further support of this assignment, the
CIS spectra of OD exhibit corresponding peaks at an appropriately contracted spacing. The
question of whether the band at 14.785 eV corresponds to excitation to an (A’TT,nd) or
(A’T1,ns) Rydberg state still remains, however. If the band at 14.785 eV was nominally
assigned to an (A’T1,ns) excitation, as discussed earlier, then s-p mixing in the occupied
Rydberg orbital at low n is expected to alter the derived value of 6 significantly from the

expected value of ~1.0. Hence, this band is assigned to a (A*I1,nd) excitation with n=3,

5=0.17.

The interpretation which is therefore favoured for the band at 14.785 eV i1s that it arises
from excitation to the v’=0 level of an (A’T1,3d’) state with the band at 15.060 eV being the
v’=1 component (where the ‘ indicates a value of A different to that of the nd series
considered above). A separate d series can arise because a 3d orbital in Csy symmetry splits
into 3do, 3dn, and 3dd components and each configuration

(A’T1,3do), (A’T1,3dn) and (A’T1,3d3), gives rise to at least one doublet state which is
formally allowed in a one-photon transition from the X’I1 state of OH. Hence the 14.785 eV
band is assigned to excitation to one (A’I1,3d’) excited state with the band at 14.880 eV
already having been assigned to excitation to another (A’T1,3d) state Bands associated with

excitation to other (A’IT,nd’) states (i.e., with n>3) were not resolved in this work.

Four other strong features in the CIS spectra of OH remain unassigned. Two occur in the
[X?%, v'=0] channel at 14.210 and 14.440 eV and two occur in the v'=1 spectrum at 14.390
and 14.590 eV. All four can be seen in Fig. 4.11. None of these features occur strongly in
both spectra and the spacing between peaks in the same CIS spectrum is less than the
vibrational spacing in any known OH" state. The peaks in the v'=0 channel at 14.210 and
14.440 eV are appropriately positioned to be v'=0 levels associated with v'=1 states

observed in the v'=1 CIS spectrum at 14.590 and
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14.785 eV. Diagonal Franck-Condon factors of this type can arise from excitation to
Rydberg states based on an a'A or a b'%" ionic core and only the latter ionic core
assignment yields sensible values of n* (2.38 and 2.50), which could be interpreted as
indicating excitation to (b'E", 3pc) and (b'%", 3pm) Rydberg states. This possible
assignment is, however, inconsistent with the CIS spectra recorded for OD which show that
the features at 14.210, 14.390, and 14.590 eV remain at approximately the same excitation
energy, suggesting that they are all excitations to v'=0 vibrational levels. If this is so, then
the absence of any significant peaks in the v’ =0 CIS spectrum at energies corresponding to
peaks in the v'=1 CIS spectrum (14.39 and 14.59 eV) is very puzzling, since a v'=0
Rydberg state based on any known ionic core should autoionize to the X%, v=0 level at
least as strongly as to the X>X", v'=1 level. Finally, photoelectron spectra were recorded at
photon energies corresponding to each unassigned feature and the OH envelopes were
found to be significantly different from each other. The conclusion was therefore made that
there is no Rydberg state assignment of any of these features (i.e., the peaks at 14.21, 14.44,
14.39, and 14.59 eV in Fig.4.11) which is consistent with the experimental evidence. It
should be noted that a large number of valence states of OH have been calculated to lie in

13,14,26

this excitation energy region and that further analysis of the CIS spectra would benefit

from more accurate determinations of the position and properties of these states.

In summary, all of the assignments made in the CIS spectra recorded in this work involve
excitations to Rydberg states with A’IT or a'A ionic cores and are consistent with
photoelectron spectra recorded at the resonant photon energies. No firm evidence has been
obtained for excitations to Rydberg states with b'E" or ¢'IT ionic cores. In the case of ¢'TT
based Rydberg states, this is because the OH'(¢'TT)«—OH (X°IT) ionization energy (AIE
expected at 18.30 eV)?*#*% i relatively high and transitions to Rydberg states with this
ionic core are only expected above 16.60 eV excitation energy. In one of the earlier PIMS
studies,'” a Rydberg state was identified, with components at 13.18, 15.07, 15.75, and 16.07
eV, which was assigned to excitation to a (b'=" ns) Rydberg series. However, this
assignment could not be confirmed on the basis of CIS and PES results of this work. All of
these features were observed in the present work; however, the peak at 13.18 eV is weak,
and the peak at 16.07 eV would be coincident with the (A’TT,4d),v'=2 and (A’T1,6d),v'=0
features, already assigned in the above. As far as the remaining two features are concerned,

only the peak at 15.75 eV is clearly seen in the v'=0 channel, and it is also not seen in the
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v =1 channel. In contrast, the peak at 15.07 eV is clearly seen in the v'=1 channel, which
contradicts the assignment of this feature to a b'%",v'=0 Rydberg state since diagonal
Franck-Condon factors are expected for autoionization from a Rydberg state based on a
b'>" core; in any case, this has been assigned in the present work as excitation to the
(A®I1,3d"),v'=1 state. Consequently, the only feature that could be assigned to a (b'%",5s)
Rydberg state is the one at 15.75 eV, which would correspond to 6~1.0. An alternative

assignment would be to a (b'Z",4d) state, with §~0.0.

4.2.5 Conclusions and Suggestions for Further Work

CIS spectra have been recorded for OH and OD in the 13.0-17.0 eV photon energy region.
These spectra represent vibronically resolved relative photoionization cross sections at the
fixed angle of collection used. Structure in these spectra has been analysed in terms of

excitation to Rydberg states with a'A and A’TT ionic cores, with an electron being excited

from a 17 or 36 valence molecular orbital to an nd Rydberg orbital.

The vibrational specificity of the CIS technique has allowed, for the first time, the positive
identification of excitations to a number of Rydberg state excited vibrational levels of OH
and OD. The vibrational profiles observed in the CIS spectra are in reasonable, but not
exact, agreement with profiles obtained from Franck-Condon calculations. Photoelectron
spectra of the first band of OH have been recorded at resonant photon energies and
comparison of the vibrational envelopes with Franck-Condon computed envelopes provides
support for the assignment of the CIS spectra. In some on-resonance photoelectron spectra,
ionization to vibrational levels with v>1 of the X°X" state of OH" and OD" has been
recorded for the first time with up to six ionic vibrational levels being observed. An obvious
extension of this work would be to probe the angular momentum composition of the free
electron at resonance positions by carrying out angular distribution measurements at

selected resonant photon energies.

This study has extended previous synchrotron PES work on reactive intermediates produced

313233 14 the study of a short-lived

by microwave discharge of a flowing gas mixture
molecule produced by an atom-molecule reaction. Other studies using the atom-molecule

preparative route are planned.
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Chapter 5: A study of Ox(a'Ag) with photoeletron
spectroscopy using synchrotron radiation

5.1 Introduction and Previous work on Oxfa’Ag)

As oxygen is a major atmospheric constituent, vacuum ultraviolet photoionization of O, a
process which occurs in the upper atmosphere through interaction with solar radiation, has
been the subject of extensive investigations by photoionization mass spectrometry’ and
photoelectron spectroscopy.”>*>*” The first excited state of oxygen, the a'A, state, is also
an important atmospheric constituent. It is present in relatively high partial pressures in the
stratosphere, being produed with O('D) from photolysis of ozone, and is one of the
strongest contributors to the atmospheric airglow.® Photoionization of Oz(alAg ) has been
suggested as an important source of ions in the D region of the atmosphere to explain both
the O," partial pressures and the total ion densities at these altitudes.”'*"! Oz(aIAg)
ionization is also thought to be important at lower altitudes (<70 km) in providing a source
of O which can be involved, with NO, NO", and H,O, in a sequence of reactions leading

to the formation of protonated water clusters.'*"?

The ground electronic configuration of O,, which gives rise to the X, a, and b states, is

lo;lo, 20,2030 1n, 1z,

In the Hel photoelectron spectrum of Oz( X'Z ) five bands are observed,’ corresponding to
ionization to the O] states Xzﬂg, a'Tl, AM1,, b"Z; , and BZZ; with respective adiabatic
ionization energies of 12.07, 16.10, 17.04, 18.17, and 20.30 eV. Removal of the 17,
electron gives the X’T1, state of O, removal of the 17, electron gives the a’T1, and AT,
ionic states, and the b'Z, and BX states arise from removal of the 3o, electron. For
Os(a'A, ), electron removal from the 17, level gives O} (X°I1,), while loss of an electron
from the 1m, level gives O} (C’®,) and (A’T1,) and the (36,)"' ionization gives O (D*Ay).

By recording a Hel photoelectron spectrum of discharged oxygen, and subtracting a

spectrum recorded with the discharge off, well-resolved photoelectron bands have been
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recorded for the ionizations O} (X’TIg)«0x(a'Ag ), O} (A’T1,)<0x(a'Ay),
O (C*®,)«04(a'Ay ), and O] (D*Ag«0q(a'Ag)."*"

Rydberg excited states of O(a'A, ) which are members of series which converge to the first
ionic state, O} (X’T1y), have been studied in some detail by laser multiphoton ionization

spectroscopy.' 1812921 Algo the photoionization cross section of Oz(alAg ) has been
measured between the ionization thresholds of the a and the X neutral states (11.09-12.07
eV).?* Some resonant structure was observed in the photoionization efficiency curves
obtained, but no excited state assignments were made. This excitation energy range is
calculated to be too low for the observation of Rydberg states which are parts of series
converging to O! (A’I1,), the lowest accessible excited state of O, so these resonant
features probably correspond to vibrational autoionization from Rydberg states with an

O, (X*I1,) core or autoionization from an excited state of valence character. Measurements

of the absorption spectrum of Og(aiAg ) in the energy region 7.5-11.1 eV revealed excitation

to Rydberg states which are parts of series converging to O] (le—lg).23 In this investigation

strong nprt and weak npc series were observed, in addition to a series tentatively assigned
to excitation to nf orbitals.”> Absorption spectra of Oz(alAg) in the energy regions 7.6-9.6
and 13.7-14.8 eV have been observed by Katayama, Huffman, and co-workers.***% In the
carlier studies,”*** a vibrationally resolved band at ~14.0 eV excitation energy was assigned
to a (C*®,,350,) 'Dy<—a'A, transition. Some of the vibrational components were
rotationally resolved and an unusual alternating pattern of narrow and broad lines was
observed in the vibrational members of this band, which was attributed to a combination of
predissociation and autoionization. In the third study,?® at lower excitation energy, an

absorption of Ox(b'E’ ) was observed, and some other diffuse features were assigned to

Oz(alAg ) absorptions.

The objective of the work described in this chapter was to obtain more information on
Rydberg states of Oz(alAg) which lie above the first ionization threshold and to record
photoelectron spectra at resonant photon energies, with the aim of obtaining extended

vibrational structure.
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5.2 Results and Discussion

A Hel photoelectron spectrum recorded with an oxygen discharge on and off is shown in

Figure 5.1, with the assignment of the major features indicated in the caption. The 0.98 eV

excitation energy of Ox(a'A, ) relative to Oy X’% ) means that the first four vibrational
components of the O] (XZHg)eOz(alAg ) band (labeled 1 in Figure 5.1) are observed before
the onset of the more intense O, (XZHg)e—Oz( X2, ) band (labeled 2). Also observed are

features due to oxygen atoms, labeled as 3 and 5. The second and third bands of Ox(a'A, ),
arising from ionization to the A’IT, and C*®, ionic states, occur in the regions labelled 4
and 6. These bands are not resolved in Figure 5.1, but can be clearly observed if the
discharge is pulsed and a phase-sensitive method is used to detect photoelectron signals in-
phase and out-of-phase with the discharge.'*"**” A photoelectron spectrum recorded using
this method is shown in Figure 5.2 where signals due to Oy( X3Z; ) are observed out-of-
phase with the discharge (below the baseline in Figure 5.2) whereas those due to OC’P) and
0s(a'A, ) are observed in-phase with the discharge (above the baseline in Figure 5.2). The
0 (A'T1)«0s(a'Ag ) and the O (C?®,)<—Ox(a'A, ) bands can be clearly seen in this
Figure. The measured separations in these vibrationally resolved bands gave v:~(898+30)
em” and 0x=(14+5) em™, ©.~(1043+26) cm™ and ©x=(9+4) cm™ in the A1, and C*®,

. . 5,27
ionic states respectively. !>

As the first four vibrational components of the O, (XZHg), v+<—~02(aIAg ), v"'=0 band do not
overlap with the O (XTTy), v «0Ox( X°%. ), v""=0 photoelectron band, CIS spectra can
readily be recorded for these first four components of the first O,(a'A; ) photoelectron band.
The CIS spectrum for O, (XZHg , V+=2<——*Oz(alAg ), v''=0, recorded over the photon energy

range 12.0-20.0 eV, is shown in Figure 5.3. Very low signals were observed between the
ionization threshold (~11.55 eV for v'=2) and 12.0 eV because of low photon flux. The
strongest features in Fig. 5.3 are two intense bands in the 14.0-15.0 eV region. Other signals

were observed, notably weak features
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Figure 5.1:

Hel photoelectron spectrum
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Figure 5.2: Phase-sensitive detection Hel photoelectron spectrum recorded for discharged
oxygen. The discharge is pulsed and a phase sensitive detection method 1s used. Features above

the horizontal baseline are in-phase with the discharge and features below are out-of-phase with
the discharge. Hence the features above the baseline correspond to discharge products.
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Figure 5.3: CIS spectrum recorded for O, (X*TIg)v'=2¢-0,(a'A,), v"'=0 over the photon energy region 12.0-20.0 eV
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petween 12.5 and 13.5 eV, a stronger, broad structured band at ~16.0 eV and weaker
features centred at approximately 18.5 eV. This CIS spectrum will be considered in three

sections, (A): 14.0-15.5 eV, (B): 12.5-13.5 eV, and (C): 15.5-19.0 eV.

A. The 14.0-15.5 eV photon energy region

CIS spectra in this photon energy range have been recorded for the first four vibrational
components of O] (Xzﬂg) and are shown in Figure 5.4. Each spectrum has been corrected
for variation in the photon flux. Two bands, labelled A and B, dominate the spectra at 14.11
and 14.37 eV. It was not immediately obvious why only two intense bands were observed;
they are approximately 2100 cm™ apart, roughly twice the vibrational separation of any
known excited state of O, , so they cannot represent consecutive vibrational levels in a
Rydberg state. The intensities of these bands are unusually high and photoelectron spectra
recorded at these photon energies (shown later) demonstrate that these photon energies
correspond to autoionization resonances of Oz(a'Ag ). The first two excited states of O
accessible from Oz(alAg ) are the O] (A’I1,) and O, (C*®,) states, with adiabatic ionization
energies of 16.06 and 17.51 eV, respectively.'*'>*” Hence the possibility that bands A and
B are both components of a Rydberg state with either an O] (A1) or an 0; (C*®,) core
was investigated initially, although it was noted that the A-B separation in Figure X .4 was

too large to be two consecutive vibrational separations in a Rydberg state with an O, (A1)

core.

As mentioned previously, Katayama, Huffman, and co-workers®** have observed
absorption to an excited state of Ox(a'A, ) in this photon energy region. In the experimental
vacuum ultraviolet (vuv) absorption spectrum®® not all vibrational levels in the excited state
were observed and only a few vibronic bands were rotationally resolved. Analysis of the
absorption spectrum yielded upper state constants of ®';=107144 cm™, ©x'=8.3+0.8 cm™,
and r'e=1.37440.0008 A ** values which are sufficiently similar to the known constants of

0} (C*®,), derived from the analysis of the vibrationally resolved O (C?®,)«Ox(a'A, )
photoelectron band, to imply Rydberg character for the excited state with an O} (C*®,)

core.
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Figure 5.4:
CIS spectra recorded for O, (X*TI)v < Oa(a' Ag)v’’=0 over the photon energy
region 14.0-15.0 eV, for v'=0, 1, 2, 3. The black symbols indicate the
computed CIS relative intensities derived from Franck-Condon calculations.
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The v'=0 band occurs at 13.74 eV excitation energy which, when combined with the known
adiabatic ionization energy (AIE) for O] (Cz(Du)eOg(alAg )of 17.51 eV, gives an effective
principal quantum number , n*, of 1.90.%* This is consistent with n=3, §=1.10 (where & is
the quantum defect) implying an outermost 3s Rydberg electron in the excited state.”® The
excited state is therefore labeled (C*®,,350,) p'®@, (the p label comes from the tables of
Ref 29). This assignment implies that bands A and B correspond to excitation to v'=3 and
v'=5 in the p'®, excited state. Closer inspection of Fig. 5.4 shows that a weak transition to

v'=7 can be seen in some of the spectra.

An unusual feature of the vuv absorption band is that the vibrational components appear
alternately sharp and diffuse.** Katayama et al. attribute this broadening to a combination of
predissociation and autoionization in the vibrational levels in the excited '®, state.** The
excitation energy at the band head and the appearance of each observed vibronic band of the
p'®@,«a'A, absorption taken from Ref .24 are summarised in Table 5.1 and these band head

positions are marked as vertical dotted lines in Figure 5.4.

39



v/ Enhead/€V Appearance

0 . Overlapped
1 13.87 Overlapped
| - Table 5.1:

2 14.00 Overlapped, diffuse Summary of band head
positions  (Epeaq)

3 14.13 Well rotationally resolved appearance of vibrational
components  in

1 ’ 1 ’

4 1425 Diffuse Ox(p Du)v' - 0s(a Ag)V'
=0 absorption band.

5 14.37 Well rotationally resolved

6 14.49 Diffuse

7 14.61 Reasonably well rotationally resolved

8 14.73 Poorly resolved

5 14.84 Diffuse

As outlined in Chapter 3, if CIS spectra only arise from autoionization processes then it is
expected that they can be simulated using a product of Franck-Condon factors for the two

steps involved, i.e., (a) and (b) in

0, (XTI V' «*—0;, v'¢<*—0,(a'A V" =0,

where O,* is a Rydberg state with an O} (C*®,) core. In these calculations each state is

represented by a Morse potential specified using established values of ., ®., and
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OeX. for Oz(alAg) and O] (X2Hg) (Ref.29) and the corresponding values for O,(p'®,) from
the vuv absorption study.** Franck-Condon factors were computed for (a) and (b) for a
range of v’ values (e.g., v'=0-10) and a selected value of v" and simulated CIS spectra were
derived taking the product of the two Franck-Condon factors. The results obtained are
indicated by the solid black circles in Figure 5.4. As can be seen, the fit between
experimental and computed relative intensities is poor. However, for the two clearly
observed bands A and B, the overall trend is correct with the intensity of A rising with
respect to B as v’ increases. This poor agreement is probably a consequence of competition
between autoionization and predissociation in the excited p'®, state; if the v'=3 level is
predissociated slightly more efficiently than v'=5 then the intensity of the v'=3 level will be
lower than calculated, as is observed. Indeed, in the vuv absorption spectrum,”* the v'=3
absorption band is slightly less well resolved than the v'=5 band and from the rotational
linewidths in the absorption spectrum approximate lifetimes of the v'=3 and v'=5 levels may
be estimated, after allowance for the experimental contribution, as 1.8 and 2.6 ps,
respectively. If it is assumed that predissociation of the v'=5 level is minimal, then 2.6 ps
must represent the autoionization lifetime of this level. Predissociation of the v'=3 and 5
levels is presumably relatively slow while for the other vibrational levels it is much faster as

little or no signals are seen for these levels in the CIS spectrum.

Photoelectron spectra of discharged oxygen recorded at photon energies corresponding to
bands A and B in Fig 4.4 (14.11 and 14.37 eV) are shown in Figure 5.5 and 6, respectively.
In each case comparison with spectra recorded with the discharge off allowed contributions
from Oz(alAg ) and OCP) to the discharged oxygen spectrum to be identified. Since in both
Figs. 5.5 and 6 some of the photoelectron signals arising from ionization of Ox(a'A, ) are

partly obscured by stronger signals arising from Ox( X°Z, ), a program has been used to
deconvolute and remove the Ox( X'Z, ) features from a spectrum recorded with the

discharge on. The lowest trace in each Figure shows the contribution from Ox(a'A, ), which
represents the photoelectron spectrum of O;(aIAg ) at the two photon energies used over the
ionization region 11.0-14.5 eV, except between 13.5 and 13.7 eV ionization energy where
contributions from molecular and atomic oxygen overlap, making accurate deconvolution
impossible. [The O"(*S)«—O(CP) ionization occurs at 13.61 eV.>*] The spectra recorded at

these photon energies with the discharge off [i.e., for the O( XX, ) first band] show extra
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Figure 5.5: Photoelectron spectra recorded at hv=14.11 eV (i.e., at the position of band A in Fig. X.4) for
discharged and undischarged oxygen, in the ionization energy region 11.0-14.1 eV. The black circles in the lower

part of this figure represent relative vibrational intensities by summing the direct and autoionization computed
envelopes.
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Figure 5.6: Photoelectron spectra recorded at hv=14.37 eV (i.e., at the position of band B in Figure 5.4) for
discharged and undischarged oxygen, in the ionization energy region 11.0-14.4 ¢V. The black circles in the

lower part of this Figure represent computed relative vibrational intensities obtained by summing the direct and
autoionization computed envelopes.




vibrational structure compared with the band envelope recorded with Hel radiation. Also,

instead of showing four vibrational components for the O (X’TI)«<—Os(a'A, ) ionization, as

are observed in the Hel (21.22 eV) photoelectron spectrum, sixteen components are

observed.

The Oz(a‘Ag) spectra in Figures 5.5 and 5.6 may be considered as arising from two
contributions, one from direct photoionization and the other from autoionization from the
resonant Rydberg state. Each of these processes will have an associated Franck-Condon

envelope for population of the O] (X2Hg) state; accurate knowledge of the autoionization

tinewidth, I', and the Fano shape parameter, g, is required to allow the two envelopes to be
scaled to simulate the entire resonant photoelectron spectrum.’’ However, as these
parameters are not known a more empirical approach was taken. By using the intensity of
the CIS background in Figure 5.4 as the intensity of the direct photoionization contribution
and the band intensity if Fig. 5.4 on a resonance as the autoionization contribution, the
respective Franck-Condon envelopes were scaled and summed to yield a calculated
photoélectron spectrum at each photon energy. The vibrational component intensities
obtained from this procedure are displayed as solid circles in Figs. 5.5 and 5.6 where the
resonant states were assumed to be p'®,, v'=3 and p'®,, v'=5, respectively. As can be seen
the agreement between the experimental and simulated envelopes is good. Computed
photoelectron vibrational envelopes at hv=14.11 and 14.37 eV, which include both the
direct and autoionization contributions, from selected vibrational levels of the p'®,, v’ state,
with v'=1, 2, 3, 4, 5, and 6, are shown in Figs. 5.7(a) and 5.7(b), respectively. Comparisons
of the experimental Ox(a'A, ) vibrational envelope in Fig. 5.5 (at hv=14.11 V) with the
computed envelopes, only shows good agreement for v'=3 [in Fig. 5.7(a)]. A similar
comparison of Fig. 5.6 (at hv=14.37 eV) with Fig. 5.7(b) only shows good agreement for
v'=5 confirming the vibrational numbering of the resonance levels known from the vuv

absorption study** and shown in Fig. 5.4.

The success of these Franck-Condon calculations in this and previous work on

autoionization of Ox( X°E % implies that the characteristics of the reonances, in terms of

autoionization linewidth, I, and shape parameter, q, are not important in cases where q is
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Computed vibrational envelopes for the first photoelectron band of

()2(211 »), which include the direct and autoionization contributions,
at photon energies of (a) 14.11 eV and (b) 14.37 eV. The hatched
areas represent the autoionization contributions and the solid areas

the direct contributions.
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large, as is almost certainly the case for the resonances shown in Fig 5.4, in controlling

ionic vibrational level populations produced by autoionization and direct ionization.

The perturbing states responsible for the vibrationally dependent predissociation that occurs
in the p'®, state and competes with autoionization to the ground ionic state are not
established although two dissociative 'A, states and one dissociative '®, state have been
proposed to cross the p'®, state.** Clearly further experimental and theoretical work is
needed to establish the exact positions of these curves, the extent of their interaction with
the p'®, state, and the nature of the observed vibrationally dependent predissociation. In
summary, two strong resonances have been observed in the CIS spectra recorded for
02(a'A, ) between 14.0 and 15.5 eV. At these photon energies there is an enhancement in
the photoionization cross section of O(a'A ) and photoelectron spectra recorded at these
energies allow extra vibrational structure to be obtained. At hv=14.37eV, the Ox(a'A, )

features are comparable in intensity with the Ox( X'E, ) photoelectron features even though

the partial pressure ratio is ~1:7. This implies that the Og(alAg) photoionization cross section

is neariy an order of magnitude greater than the O,( X'X_ ) photoionization cross section at

this photon energy. Also, the band associated with the O"(*S)«—O(CP) ionization at 13.61 eV
is much more intense in Fig. 5.5 than Fig 5.6. This is because the photon energy used for
Fig. 5.5, 14.11 eV, corresponds to a known O*<O resonance (a *P«—P transition) above
the first ionization threshold of oxygen atoms.”” This was confirmed by recording CIS

spectra of the O°(*S)«O(P) band.

B. CIS spectra for O," (X*T1g) v'=0,1,2¢<-0x(a'Aq }v"'=0 over the photon energe
region 12.5-13.5 eV

As well as computing CIS spectra for a resonant Rydberg state with an O; (C*®,) core, CIS

simuliations were performed as have been previously described for Rydberg states with

A’T1, and D*A, ionic cores. The results of these calculations are shown in Figure 5.8.

The 12.5-13.5 eV region of the experimental CIS specrum of Ox(a'A, ) is shown in Figure
5.9 for all four available ionic vibrational channels. Each CIS channel includes one fairly
strong, broad feature (labelled A, B, C and D in Figure 5.9) as well as several weaker bands.

In this region of the CIS spectrum only Rydberg states based on the A*TT, core should be

96



e
L

Figure 5.8

«O,(a' ),V =0, where

O,* represents a Rydberg state with an ionic core chosen as follows:

(2)0, (A1), (b)O, (C’®,) and (c)0, (D*A,).

3

(—O;,V

+
vV

Computed CIS envelopes for 0, (X°1D)

i

0246310214

v'=2

./I.r//l/lil/f.fhr/)r/../\au/ﬂv.l
A TR IR TAR T A A

0246 8101214

vh=t

02468101214

v'=0

024681010214

0.007

0.008 -

.00 -|

404

9.003 4

0.002

0.000

0.000 -

O T & Cr*(ATTIulk v ¢ Ouf2'Av"=0

vi=3

v'=1

=g

0016

0.014

0.0§2 -

0.010

404

¢ 2 4 ¢ 8

0 2 4 6 8

8

L3

Q

g 2 4 8 8

TLW « Oy (C®Julh v « Oxfa'AJv =0

024-

y'=1

¥'=0

0.030

G.025 -

0.020 -

5 0015 -

0010

0.005 -

©.000 -

0 2 4 6 810 0 2 4 6 810 2 2 4 6 8 W

0 2 4 6 6 10

02+{x2H3v9~‘_ 02. (D:A')nn. V’ . %iwn*

97



Intensity / Arb. Units

B
v =1
C
V=
D
V=

I | | \ [ ! | i

12.5 12.6 12.7 12.8 12.9 13.0 13.1 13.2 13.3 13.4 13.5 13.6
FPhoton Energy / eV

Figure 5.9: 0, (X*11 v «0y(a'A)v'=0 CIS spectra recorded in the photon energy region 12.5-13.6 eV
g g g I
for v'=0,1,2 and3.



accessible. The Franck-Condon simulations of the CIS envelopes for such states (Fig. 5.8)
indicate a broad progression with the band maximum between v'=11 (for v'=0) and v'=6
(for v'=3). The v'=0 component is likely to be weak for v'=0, 1,2, and 3 and may not be
observable. The (A’I1,,3 ;«3c:5g)J3Hu Rydberg state has been well characterized by

photoionization efficiency studies on Oz X°X ) and has ©.~1010 em” @xe=3.7 cm’,

5=1.13, and T,=13.14 eV.>® Assuming the 'TT, counterpart to have a similar quantum defect,
excitation to this singlet Rydberg state from Oz(a'A, ) followed by autoionization to

0] (XZHg) would be observed in the region above 12.2 V. A number of weaker features in

Figure 5.9 may be components of a progression with spacings ~1000 cm™, so that it is
possible that they correspond to autoionization from (A’IT,,3 scg)ll_lu although no positive
identification of a transition to this state can be made with the rather poor signal-to-noise

ratios obtained.

The stronger resonances A, B, C, and D in Figure 5.9 exhibit unusual behaviour. Each
autoionizes preferentially to a particular v' level with no appreciable intensity in other
channels, implying strong Franck-Condon overlap of each Oz* v’ resonant level with only

one v’ level. As the vibrational quantum number in the O (X*H,) state is increased by one
q 2 y

from v'=0, the dominant resonance moves to lower energy by about 1700 cm™. This
separation is far higher than any vibrational separation in any known excited state of O, so
bands A-D are unlikely to represent transitions to consecutive vibrational levels of Rydberg
states built upon such cores. For example, if the O,* state were of (A’TT,,nlA) character,
features A-D would each have to be separated by two vibrational quanta; this seems highly
implausible given that the experimental envelopes associated with bands A-D in Figure 5.9

are at odds with the simulated CIS envelopes in Figure 5.8.

The higher vibrational levels of O] (X1 I,) are separated by ~1700 cm’, so bands A-D
might be considered as transitions to members of Rydberg series converging to these high
v~ levels and autoionizing vibrationally. However, since the potential energy curves of the
ground ionic state and Rydberg states with the same ionic core should be approximately
parallel, a Av=-1 propensity rule should apply.** This clearly cannot be the case for bands
A-D with separations of up to 2.5 eV between he resonant features A-D and the ionization
thresholds being observed in Figure 5.9.
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It would appear that the stronger features A-D in Fig. 5.9 cannot be assigned to transitions
to Rydberg states built on any known states of O; . Instead the presence of an autoionizing
valence (or mixed Rydberg-valence) state seems more likely. The interpretation which is
favoured for bands A-D is that they arise from autoionization to O, (XzHg) from vibrational
turning points on the steeply rising part of the potential of a perturbed valence state. A
schematic diagram showing part of an excited state potential and the O (X’IT,) potential,
which would give rise to CIS spectra of the type shown in Figure 5.9 is shown in Figure
5.10. Left-hand turning points of vibrational levels in the excited state potential, denoted by
the solid black circles, are accessible from Og(alAg ), v"'=0 and are in this model accessed at
13.46 eV (A), 13.25eV (B), 13.04 eV (C) and 12.84 eV (D). Further work is clearly

necessary to elucidate the nature of these resonances.

C. 0; (X?Iy) v'«0s(a'Ay ) v'=0 CIS spectra recorded in the photon energy region
15.5-19.0 eV

Figure 5.11 shows the 15.5-17.0 eV region of the O (X’I1,) v'=1,2,3¢-0,(a'A, )v''=0 CIS
S 2 g 4

spectra. The v'=0 signal proved to be too weak to enable reliable spectra to be recorded and
is not shown. A number of features are observed in the v'=1,2, and 3 spectra, many of
which are reproduced in each ionic vibrational channel. The structure observed must arise
from overlap of transitions to a number of Rydberg states, only one of which can be

assigned with any confidence here.

The spacings between features G, H, I, and J in Figure 5.11 are constant at (950£30) em’
suggesting that these features are transitions to successive vibrational members of a
Rydberg state based on the ionic states C*®, (0.=1042 cm™) or

DzAg(me=995 cm™). (The 0O, A1, state is eliminated as an ionic core as it has AIE=16.06

eV and ©.~898 cm™). Despite the structured region observed to lower energy of band G in
Figure 5.11, no clear component is observed at the correct spacing below this feature to

extend the labelled G-J to lower energy.

Assuming that feature G (at 16.07 eV) corresponds to v'=0 in the upper state then effective
quantum numbers of 3.07 and 2.23 are calculated for Rydberg states based on C*®, and

D’A, ionic cores, from the known adiabatic ionization energies to the C and D ionic states
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Figure 5.10: A schematic diagram showing part of an excited state potential and
the Oz+(X2H) potential which would give rise to CIS spectra of the type shown in
Figure 5.9. The positions of resonances A, B, C, and D (shown in Figure 5.9) from
O,(a' Ag)v"'=0 are marked on the diagram. Left-hand turning points (marked by the
solid circles) of vibrational levles in the excited state, denoted A, B, C, and D, are
all accessible from Oz(alAg),v":O (te=1.2156 A) and are in this model accessed at
photon energies of 13.46 eV (A), 13.25 eV (B), 13.04 eV (C), and 12.84 ¢V (D).
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from Og(aiAg ). These effective quantum numbers would be consistent with excitation to
(C*®,,4s6)' @, or (DzAg,3pnu)1Hu, '@, states.®® The latter assignment, corresponding to a
(DzAgﬁpnu) (6=0.77) state, is preferred since it has a lower value of n than that of the C
state assignment and the observed vibrational spacings in the band labelled G-J in Fig 5.11
are closer to those of the D ionic state. This assignment is supported by the CIS simulations
shown in Figure 5.8. These calculations indicate that the CIS envelope should peak at lower
v’ values as v’ increases, as is observed, and that for a Rydberg state with a DzAg ionic core,
the v'=3 signal should be much weaker in the v'=3 CIS spectrum than in the v'=2 CIS
spectrum. This is in agreement with a (D2Ag,3pnu) assignment in which feature J
corresponds to v'=3. CIS calculations for a Rydberg state based on a C*®, ionic core
suggest the opposite trend, i.e., that v'=3 autoionizes more strongly to v'=3 than v'=2,
contrary to the expertmental observation. The observed intensity of the v'=0 component,
feature G in Figure 5.11, is greater than expected from the CIS simulations but this is
understandable as it is overlapped by an unassigned band to low photon energies. Although
more features are observed in Fig 5.11, no other vibrational progressions can be

unambiguously identified.

In summary, bands G-J in Fig 5.11 are assigned to excitation to a (D*A,,3pm,) state even
though the (C2®u,4scg) '®, state is expected in this region and the transition to the
(C2(Du,3scg) '@, state at lower energy is particularly intense (Fig 5.4). This assignment
means that a broad weak band centred at ~17.75 eV (see Fig. X.3) in both the v'=1 and

v =2 CIS spectra can be assigned to the excitation Oy* (DzAg,4p7tu)<-02(a1Ag ).

The final photon energy region in which discrete structure was observed was 18.2-19.2 eV.
CIS spectra recorded for O] (XZHQV+:1,2, and 3 over this range are shown in Figure 5.12.
Once again the v'=0 signal proved to be too weak to record reliable spectra. Relatively
strong features labelled K,.L,M,N, and O form a clear vibrational progression with a mean
spacing of (940+30) cm™. A second, weaker progression which partly overlaps the first
(labelled K’, L', M’, N" and O’ in Fig. X .12), can also be identified and has a mean

vibrational spacing of (1000+30) cm™.
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The only well-characterized state of O] accessible from 0x(a'A, ) above 18.0 eV photon

energy is the D”A, state with an adiabatic ionization energy of 18.81 eV from Oa(a'A,
).141>27 Assuming feature K (at 18.46 eV) to correspond to the first component of a
vibrational progression, the effective principal quantum number of the associated Rydberg
state based on a D”A ionic core is calculated to be 6.23, suggesting a (D*Ag, 7pm) (6=0.77)
assignment.” However, the high value of n and the absence of any experimental evidence of
members of this series with n=5 or 6 at lower photon energies (although the 3p and 4p
components have been observed) does not support this interpretation. Also, the CIS
simulations of Fig 5.8 are not consistent with this assignment as, if the ionic core is DZAg,
the CIS vibrational profiles are calculated to change with v, in contrast to the very unusual
experimental observation that the CIS vibrational profile is essentially the same in all v*

channels.

An ionic state of unknown symmetry has been observed by Baltzer ef af as a weak

progression between the vibrational components of the O (B'Z, )«-O0( XX ) band in the

high-resolution photoelectron spectrum of ground state oxygen. Baltzer et ¢” analysed the
vibrational structure in the observed photoelectron spectrum band to yield ®.=830 cm™ in
the ionic state and suggested that this state might be a “A, state. The adiabatic ionization

energy to this state is 20.35 eV, from Ox(X'Z, ), and 19.37 eV from Og(aIAg ), although it is

not known if it is accessible from Oz(alAg ). However, if the feature K in Fig. 5.12 is the
first component of a transition to a Rydberg state with this ionic core, then an effective
principal quantum number of 3.87 can be derived for the excited Rydberg state. This may
correspond to a state with the excited electron in a 4dc,, 4dm, (6=0.13) or 5s0,(6=1.13)
Rydberg orbital, any one of which is also plausible for the state associated with the second

vibrational series (K',L.". M’ N’,0"). However, for this ionic state to be accessible from both
the X°X_ and a'A, neutral states, it must have *IT, or *I1, symmetry contrary to the
suggestion of Balzer ef al.” that it is a 2Ag state. In summary, the two vibrational
progressions observed in the CIS spectra of Oz(a'A ) recorded in the 18.2-19.2 eV region

must remain unassigned until the ionic states accessible from Oz(alAg ) in the ionization

energy region 20-22 eV have been fully characterized.
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5.3 Conclusions

In conclusion, the variable photon energy facility of a synchrotron source has enabled CIS
spectra of O(a'A, ) to be recorded and hence has allowed highly excited singlet states of
Ox(a'A, ) above the first ionization threshold to be investigated. This has established
wavelengths in the vacuum ultraviolet region in which the photoionization cross section of
this atmospherically important species is enhanced. The largest increase in photoionization
cross section occurs at photon energies of 14.11 and 14.37 eV. The excited Rydberg state
associated with these resonances has been assigned and photoelectron spectra of the first
band of Ox(a'A, ) recorded at these resonant energies exhibit extended vibrational structure
with sixteen vibrational components being observed compared to only four components
observed in the off-resonance spectra. Suggestions are made for assignment of the weaker

structure observed in the CIS spectra.
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Chapter 6: Experimental apparatus for REMPI spectroscopic
studies of van der Waals complexes

The basic REMPI apparatus used in this work consists of a tunable laser beam focussed into
a low pressure gas. lons created by the laser pulse are mass analysed using a time-of-flight
(ToF) analyser. The photoions traverse the ToF tube before collection using a set of
multichannel plates. The current at a selected ToF window is then amplified and the
resultant signal is recorded as a function of laser wavelength. An overview of the apparatus
used for this procedure is shown schematically in Figure 6.1 and the operation of the major

components is discussed in this chapter.

6.1 The Photon Source

The tunable near-ultraviolet radiation (220-350nm) used in the REMPI experiments was

123 pumped dye laser>>*. The

provided by the frequency doubled output of an excimer
excimer laser (Lumonics PulseMaster 842) used was operated using XeCl as the active
medium. In this excimer laser, the excited state complex Xe*Cl is produced by a ~30kV
transverse electrical discharge in Xe (1.5%), HCl1 (0.06%) and Ne (balance). This is quickly
followed by radiative decay (308nm) to the unbound ground state of XeCl which has a
dissociation time on the order of a vibrational period, around 10™ s. This bound-free

transition ensures a very favourable lifetime ratio of upper and lower levels and hence

population inversion is achieved.

The monochromatic radiation produced by the excimer laser (typical power per pulse was
~150mJ at a repetition rate of 10Hz) was used to pump a dye laser which emitted tunable
visible radiation. The active medium of the dye laser consists of large organic dye
molecules dissolved in a solvent such as an alchohol or water. The dyes used’ have a wide
range of structures, but they all have in common a planar skeleton with a conjugated 7t-
electron system delocalised over a large part of the molecule. This high degree of
delocalisation has the important consequence that the highest occupied and lowest
unoccupied molecular orbitals are close together, with their energy difference corresponding
to the visible region of the electromagnetic spectrum. Furthermore the oscillator strengths
for allowed transitions in dye molecules are usually quite large as a result of the large dipole

moments which are present in these molecules.
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The pump transition, provided by the excimer radiation, corresponds to excitation from the
ground state of the dye molecule (So) in solution to an excited singlet state (S;). This is
rapidly followed by collisional relaxation to the lower levels of S;. The laser radiation is
produced by stimulated emission from the lower vibrational levels of S; which, as a

consequence of the Frank-Condon principle, terminate in vibrationally excited levels of Sg.

On entering the dye laser, the excimer beam is split into two parts (laser cavities). A lower
intensity part goes to the oscillator and a more intense part to the amplifier. Tuning within
the broad emission curves of the dye molecules is accomplished by making the cavity loss
in the oscillator larger than the gain for most frequencies. To achieve this, one of the cavity

mirrors is replaced by a diffraction grating which reflects radiation of wavelength A only in

those directions O satisfying the Bragg condition’
2dsin@ =nl ...(6.1)

where d is the spacing between the lines of the grating and n is the order of diffraction.
Wavelengths not satisfying equation (6.1) are not fed back along the oscillator axis and
consequently have large losses. Thus the bandwidth of the laser is greatly reduced, and
tuning is accomplished by rotation of the grating. The output beam from the oscillator
passes through an amplifying dye cell, the pumping of which is delayed to avoid
amplification of prompt fluorescence from the oscillator, to give a final power on the order
10 mJpulse™. The linewidth of this beam is mostly determined by the groove density and

number of illuminated grooves of the grating and was approximately 0.1cm™ in this work®.

Frequency doubling of the dye laser output was achieved using KD*P (KD,PO4) and BBO
(B-BaB;0y4) crystals for the 300-360nm and 222-300nm wavelength ranges respectively’.
This phenomenon, known as second harmonic generation, is only achieved at the relatively
high electric field intensities which are generated by the dye laser. Under these
circumstances non-linear terms in the expression (6.2) which relate the electric polarisation,
P, induced in the crystal to the electric field, strength E, of the laser radiation become

significant.®
P=g,(yE+ 3, + ,E*) ...(62)
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In this equation, g is the vacuum permittivity, y is the dimensionless linear susceptibility
constant, and 2 and y3 represent non-linear susceptibilities. If the laser radiation has an
oscillating electric field strength which can be written as, E=Egsinot, where E; is the
amplitude of the electric field and o is the angular frequency (rad s) it can be seen that the

induced electric polarization will be given by equation 6.3.

(6.3
P =g, yE, sin ot +%°—E§ (- cosZa)t)+—g%E§(3 sin et — sin 3ct)+ ... ©3)
Finally, the Maxwell equation® (6.4)
§'E 8P ..(6.4)
ViE—¢u, 5 Hy 5

then infers that the second harmonic term in the polarization P should act as a source for a

second-harmonic contribution to the electric field E.

Efficient second-harmonic generation requires the pump and second harmonics to be phase-
matched. The method of phase-matching used in this work utilizes the birefringence of the
uniaxial crystals used for second-harmonic generation. Only two types of wave can
propagate in such a crystal, namely, waves plane-polarized perpendicular to the plane
formed by the optic axis (along which direction the refractive index is independent of the
direction of polarization) and the axis of propagation (ordinary waves), and waves plane-
polarized parallel to this plane (extraordinary waves). The refractive index for ordinary
waves is denoted by no. The refractive index, n., of an extraordinary wave has an angular

dependence upon its angle of propagation, 0, relative to the optic axis given by the relation

6.5)

1 :coszﬁ+sin29 ...(6.5)
n(@,0) nw) n)
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Hence the dye laser output is propagated into the crystal as an extraordinary wave at an

angle 6 chosen such that equation (6.6) holds.
n,2w)=n,(o,0) ...(6.6)

The second-harmonic wave is generated as an ordinary wave propagating in the direction 0,
since this is the only direction and polarization for which there is phase matching and
substantial second harmonic generation. In practice maximum second harmonic generation
is maintained by synchronously tuning the angle of the crystal with the wavelength of the
dye laser, according to a user pre-set tracking curve. After transmission through the crystal
the radiation is returned along its original path via a compensator block which is situated to
mirror image the position of the crystal. Finally the frequency doubled radiation is separated
from the fundamental using a harmonic separator which consists of four prisms set at
Brewster angles and two beam stops which are oriented to block the fundamental while
allowing the second harmonic to pass through. Right-angled prisms, made from either
crystalline quartz or UV fused silica (synthetic quartz) were used to steer the laser radiation
into the ionization chamber. Where high power densities were required, the laser radiation
was focussed into the ionization region using a quartz lens of the appropriate focal length.
Calibration of the laser wavelength scale was achieved by comparison with appropriate
multiphoton ionization spectra of NO together with atomic transitions of Kr and Xe’, the

specific transitions depending on the region of interest.

6.2 Vacuum System

The vacuum system used in this work consisted of an ionisation chamber, onto which was
built a time-of-flight (ToF) tube with a length of ~Im. A large diffusion pump (Edwards
E250, 2130 Is™) backed by a rotary pump (Edwards ED660, 40m’h™") was used to evacuate
the ionisation chamber and this provided a base pressure on the order of 10°mbar. The ToF
tube and ion detection system was pumped by two diffusion pumps (Edwards E08, 13001s”,
and Edwards EO6M3A, 650ls™ ) each backed by a rotary pump (Edwards E2MS, 9.5m’h™,
and Edwards E2M6, 5.6m’h™") giving rise to a base pressure on the order of 10 mbar. The
diffusion pumps attached to the ToF tube were both fitted with liquid nitrogen traps to

improve pumping efficiency.
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6.3 Sample Preparation

The problem in preparing a suitable sample of van der Waals molecules for spectroscopic
study arises from the fact that the van der Waals bond is weak and under ordinary
conditions is unstable with respect to dissociation by binary collisions. Of the various
approaches used to solve this synthesis problem, the most appropriate for spectroscopic
study is to work on a system that is not in thermodynamic equilibrium. A supersonic
expansion'™'" (housed in an X,Y,Z translatable mount positioned above the ionization
region) was used to generate the sample where the molecule of interest, either neat or in a
carrier gas, is expanded from a relatively high stagnation pressure (~4 atm) through a small
orifice (diameter=440um) into the ionisation chamber (pressure~10~ mbar). The expansion
cools the translational degrees of freedom of the gas mixture, and in the post-nozzle region
of the expansion, the cold translational bath acts as a refrigerant for the other degrees of
freedom. The supersonic expansion then serves two purposes. A low temperature
environment is provided, where the most probable relative kinetic energy in a binary
collision is very much less than van der Waals binding energies. Under these conditions van
der Waals molecules, once formed, are stable with respect to collisions with the surrounding
gas. The second function of the supersonic expansion is the simplification of the spectrum
by depopulation of excited rotational and vibrational states. This is particularly important in
the spectroscopic study of van der Waals molecules since intermolecular bonds tend to be

weak and long, which implies low frequency vibrations and small rotational constants.

6.4 Time-of-Flight Mass Analysis

After photoionization, the sample of interest is accelerated towards the collector by a series
of constant electric fields. The velocity of ions in a free flight path is a function of the ratio
of their charge, q, to their mass, m'?. Therefore, when the ions reach the collector they have
separated into bunches of different g/m values. If only singly charged ions are present, the
lightest group reaches the collector first and they are followed by groups of successively
heavier mass. Therefore each laser shot produces a mass spectrum which is easily obtained
by connecting the ion collector to the vertical plates of an oscilloscope. The unique
advantage of ToF mass spectrometry in this work is the speed with which a spectrum can be
obtained conveniently. This allows the carrier of a particular multi-photon ion signal to be

easily identified and, if necessary, more than one species can be monitored simultaneously.
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The ion optics system used in this work was based on the two-field acceleration design of
Wiley and McLaren". The resolution of a ToF mass spectrometer depends on its ability to
reduce the time spread caused by the ever-present initial space and kinetic energy
distributions. The problem of an initial energy spread can be reduced significantly by
applying a strong electric field, but since the acquired energy of the ions depends greatly on
their position before acceleration this will only serve to promote broadening arising from
the spatial factor. Hence space resolution and energy resolution place opposite requirements
on the system. The best over-all resolution is a compromise between the two, which the
two-field system (usually one weak and one strong) provides'*. The ion extraction
arrangement, shown in Fig 6.2, consists of a series of 25mm-diameter plates, each held at a
constant potential with respect to ground. The two electric fields generated between plates
A (~3000V) and B (~1000V) and plates B and C (ground) were used to extract the ions
from the interaction region. The ions then pass through a 3-element Einzel lens system
which focuses them along a 1m long field-free drift tube. The Einzel lens consisted of a
focussing plate D (~500V) and a plate E set at ground potential. Plates B,C and E had
tungsten-mesh-covered apertures (diameter=10mm) cut through their centre to allow the

passage of ions.

After traversing the field-free domain, the ions were detected by a resistance-matched pair
pf Zamm-diametermicrochannel plates (Galilee 172800 it SR ByP 4 i LB 4
oscilloscope (GOULD 4062) which is triggered (this defines ToF=0) by a signal from the

photodiode  initiated by  scattered light from  the  excimer  laser.
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6.5 Recording REMPI Spectra

Before recording a spectrum, the REMPI signal was optimized by making small
adjustments to the ion acceleration voltages and laser beam orientation. The wavelength
scanned spectra associated with selected mass channels were then collected by a Boxcar
integrator (SRS SR250) which was interfaced to an IBM PC compatible computer. A dye
laser scan control unit (SCU) controlled the firing and wavelength position of the laser
system via a set of user defined parameters (scan start and finish wavelength in nm, step

size in nm, repetition rate in Hz and number of shots per wavelength position).

A scan begins when the SCU, initiated by the PC running Stanford Systems SRS 265
software, steps the dye laser to the first wavelength position required. The doubling crystal
moves synchronously, according to a pre-optimized curve, with the diffraction grating in
order to achieve optimum phase matching as the wavelength changes. Once the grating and
crystal are in position, the SCU then signals the beginning of a laser shot series by
triggering a delay generator (SRS DG535). Ten laser shots (or more if more precise data are
required) are fired, with each preceded by a gas pulse formed by enabling (using an IOTA
ONE general valve corporation pulse driver) a high speed solenoid pulsed valve, (General
Valve Corporation, Series 9). The valve is constructed of corrosion resistant materials and
can operate with very short pulses up to stagnation pressures of 85 atm. The photodiode,
mentioned earlier, signals time ToF=0 by triggering the SR250 boxcar which, after a delay
appropriate to the mass of the species of interest, integrates the ion signal arriving in a gate
of user-defined width. The SR250 boxcar averages over the 10 shots and converts the result
into digital form for transmission to the computer via an RS232 interface. The SCU then
steps the dye laser wavelength to the next position, and the process is repeated until the end
of the scan is reached. Survey scans were recorded with stepsize 0.01nm whereas detailed
work used the smaller 0.004nm stepsize, resulting in better resolution. The SR265 software

allowed display, storage, scaling and manipulation of the data obtained.

6.6 Summary

In this chapter, the experimental apparatus and operating procedures employed in the

REMPI spectroscopic studies of Ar-NO , Kr-NO, and (CO), have been described.
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Chapter 7 Theoretical methods used to interpret (2+1) REMPI
spectra of ‘Rare-Gas’-NO Complexes

7.1 Introduction

This chapter describes the theory used to interpret the (2+1) REMPI spectra of the Ar-NO
and Kr-NO complexes associated with the E’S* « X*IT two-photon electronic transition.
In the recorded spectra the structure due to intermolecular vibrations of the complex is
completely resolved, but it was only possible to partially resolve rotational structure due to
the rotation of the complex about the a inertial axis. In order to reproduce the observed
transition energies and intensities, and hence obtain accurate molecular parameters, for each
electronic state, it is necessary to take into account the full Hamiltonian (Eqn 7.1) for the
problem for each state which, within the Born-Oppenheimer approximation, may be written
as the sum of electronic, vibrational and rotational contributions.

Hoor = Hesermone + Hympamonsr, + Hroramonar -(7.1)
Under favourable circumstances it may be possible to calculate an accurate potential energy
surface in a given electronic state by ab initio or semi-empirical treatments of the many
electron problem. It would be necessary to have accurate potential energy surfaces available

for each electronic state in order to calculate vibrational frequencies and Franck-Condon

factors and hence fit the vibrational structure observed in the spectrum.. Although an
accurate potential energy surface exists for the ground (S(ZH ) state of Ar-NO'?, no accurate
electronic structure calculations have been performed on the Rydberg (E*S" ) state. As a
result, the approach taken in this work is to calculate the rotational structure of a particular
vibronic component in the E*S* « X°IT (2+1) REMPI spectrum and then include the

electronic and vibrational parts of the Hamiltonian empirically.

The model used is based upon the formalism presented by Fawzy et.al’, where matrix
elements required for calculating rotational energy levels for a planar complex consisting of
an open-shell diatomic molecule and a closed-shell partner were derived. Also included in
Ref. [3] were transition-moment matrix elements needed for calculating intensities in
single-photon electric-dipole allowed transitions, with the excitation localized on the open-

shell diatomic fragment. The approach is extended to two-photon transitions following the
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method of Meyer'. In this approach the matrix elements of the two-photon absorption
operator are generated by rotating the nonvanishing spherical tensor components of the
corresponding transition in the bare NO molecule into the principal axis system of the
complex. This chapter first describes the two-photon spectroscopy of the isolated NO
molecule and then shows how this theory may be extended to explain the rotational

structure observed in the two-photon spectra associated with the Rg-NO complexes.

7.2 Two-Photon Spectroscopy of NO

The single-photon absorption and emission spectra of the NO molecule have been
investigated extensively by many different groups’. The ground electronic state of NO has

the configuration:

16%26%36%4c?56 1 n*2n

The excited states of the NO molecule can be classified into one of two types: either valence
or Rydberg. Excitation of an electron out of the filled closed shell molecular orbitals into

the antibonding 27 orbital leads to valence states. The two lowest excited configurations of

this type are

1211277, States Obtained: a'1, BT, LT, *®, *I1

and
56 2n—»5021, States Obtained: b*S", B?A, G*%, I’S*

Of these nine valence excited states, seven have been observed spectroscopically®.
Excitation of an electron from one of the closed shells into Rydberg orbitals leads to a series
of Rydberg states which converge to electronically excited states of the NO " ion. So far,
four such series have been identified. This work is concerned with Rydberg states
converging to the ground X'Z" jonic state of NO which are produced when an electron is
excited from the 27 anti-bonding orbital into a Rydberg orbital, denoted as nlA. These states
are characterized by vibrational constants . and rotational constants B, almost identical

with ©=2377cm™" and B~=2.002cm™ of NO*, X'2*.
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7.2.1 Transition Energies

As was mentioned in (7.1), the energy of a rovibronic state is treated as a sum of electronic,
vibrational and rotational contributions. Therefore, for a transition between two states, the

total energy change, AE, can be written as (7.2)
AE = AE™ + AG(v) + AF(J) .(1.2)

where AE, AG and AF are the electronic, vibrational and rotational contributions
respectively. In this work the contribution of an electronic energy change AE is assumed to
have a constant value for a given transition. The vibrational contribution to the total

transition energy, AG(v), was discussed in Chapter 3.

In order to evaluate the rotational, AF(J), contribution to the transition energy, it is
necessary to consider the various sources of angular momentum that are present in a
molecule and how they couple together. There are four sources of angular momentum in a
diatomic molecule: the spin of the electrons (S), their orbital angular momenta (L), the
rotation of the nuclear framework (R), and the nuclear spin (I). There are several different
interactions that can couple these momenta together to varying extents, forming a resultant
that is always designated J. Of the wide range of coupling approximations which may result
from these interactions, Hund proposed five which are most commonly occurring. These are
referred to as Hunds coupling cases (a), (b), (c), (d) and (e). If rotational states are expressed
in terms of a basis of functions corresponding to a particular coupling case, the
Hamiltonian, H, can be separated into a part, H°, which has only diagonal matrix elements
between a given set of states. The remaining part, H’, then corresponds to deviations of the
true system from that described by the Hunds coupling case, and contains the appropriate
off-diagonal matrix elements. The coupling cases most relevant to this work (cases (a) and
(b)) are described below and are characterized by a set of rigorously good quantum numbers
only if H' is ignored. If the total Hamiltonian, H, is considered then its eigenvalues are
unaffected by the ‘choice’ of coupling case, so long as the basis forms a complete set of

functions.

123



Hund’s Case (a)

The good quantum numbers in Hund’s case (a), shown as a vector diagram in Figure 7.1,
are J,S,A,% and Q.®Here, A and ¥ are the components of the electronic and spin angular
momenta of the electrons respectively, parallel to the internuclear axis. This case is
appropriate when the spin-orbit coupling term in the total hamiltonian, Hy,, is large
compared to the rotational term H, but is small compared to the splitting between states of
different A. This results in S being strongly coupled to A and therefore also, indirectly, to
the internuclear axis; the quantum number X is then well defined. The total angular
momentum, J, is then given by the vector sum of the component parallel to the internuclear
axis, Q=2+A, and the component perpendicular to this axis, R, which arises from rotation

of the nuclear framework.

Hund’s Case (b)

In Hund’s case (b), also shown as a vector diagram in Figure 7.1, the good quantum
numbers are J, S, N and A. This case is appropriate for an electronic state when the spin-
orbit coupling term, Hy,, is small compared to Hrr. Under these circumstances L but not S is
quantised along the internuclear axis; R and A couple to form a resultant N, which then

couples with S to form a resultant J.

The rotational energies may be obtained by formulating the total Hamiltonian in terms of
the various angular momentum operators J, N, S, R and L and selecting suitable basis
functions for the problem. Secular equations can then be constructed and diagonalized to

obtain the eigenvalues and eigenvectors.
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Figure 7.1: Hund’s Coupling Cases for an open-shell diatomic

Case (a)

Internuclear Axis

Internuclear Axis
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If the vibronic expectation value (7.5),

<]‘{EZ i ﬁvﬂ)> = ..(7.5)
is treated as a constant for a given state then only the effects of the rotational (7.6) and
spin-orbit (7.7) parts of the total Hamiltonian need to be considered when evaluating the

rotational energy levels. Hy and Hy, can then be written as follows:-

H_=B(R)Y=B(J-L-S) ..(7.6)
= B(J?~J)+B(S* = S*)+ B(I* - I?)
—B(J'L +JL)-B(J'S +J S)+B(LS +LS")

ST+ ST (77
HW:AL-S:ALZSZnLA—L-‘-S——;iS— (7.7)
In these equations,
J' =J, %iJ, L'=L %il, S =8, +iS,

are raising and lowering operators.

In the X°T1 state of NO the lower rotational energy levels are sufficiently approximated by
the case Hund’s (a). The associated energy level pattern consists of two widely separated

s, and *Tly spin-orbit components, both having the same rotational constant, rotational

energy I1, = BJ(J +1), and very similar potential energy curves.

For the E°T* Rydberg state of NO’ there are two case (b) basis functions,

1
S= —Biv>}JM> =1’Z,,)

;ﬂ,z\ = O,S = —1—
z 2 2

J—
[\
=)}



{n,A =0,S=
!

,2=-——;->IV>IM>= Ze)

NN | —

and diagonalization of the Hamiltonian matrix (using all of 7.6) in this basis set gives two
degenerate spin-rotation terms, Fi(e parity) and Fu(f parity), each with rotational energy
E=BN(N+1). For the F; levels N is J-1/2 while for the F; levels N is J+1/2. Inclusion of the

spin rotation term
H,=yN-S ..(1.8)

where 7 is the spin-rotation coupling constant, splits the F; and F, levels by the amount

1
}/{N + 5) which is too small to observe in this work.

By using these rotational energy expressions for the E*%." and X°IT states and applying the
appropriate selection rules (see 7.2.2) the line positions within a particular vibronic

transition can easily be predicted.
7.2.2 Tweo Photon Transition Intensities

Electromagnetic radiation may be considered as having oscillating electric and magnetic
fields perpendicular to the propagation direction. Since the interaction of the magnetic field
with a molecule is usually several orders of magnitude smaller that that of the electric field
it is neglected in this work. Also, since the wavelengths of the radiation being used are
longer than the species under investigation, the electric field across the molecule at any
instant may be assumed to be uniform. This is known as the electric dipole approximation.

The electric dipole interaction Hamiltonian may be represented as®’
H=-pFE=—(ue)E _cosmt -.(7.9)

where £ is the molecular electric dipole moment, E is the electric field strength of

magnitude E, and unit polarization &, and @ is the radiation frequency. Time dependent

perturbation theory may used to calculate the probability of an n-photon transition from an
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initial state ]g> to a final state } I > ¥ For example, the transition probability for a single

photon transition is given by

) - sin’ —wlk/2 ..(7.10)
P 0 i fle g = (Ej" af;} |
Tz

where o 1s the frequency required for the transition f<—g, 1 is the radiation intensity, and ©
is the frequency of the incident radiation. Expression (7.10) contains a dependence on time
and assumes completely monochromatic radiation. The observed transition rate is an
integral over all of the transition probabilities to which the perturbing electric field can drive
the system. If the density of states is written p(E), where p(E) is the number of final states

accessible under the influence of the perturbation then the total transition probability is
(71
P (=[P, (O)p(E)dE (7.11)

Evaluating this integral®, and then taking the first derivative with respect to time, yields the
g 2 g Y y

transition rate which is given by

..(7.12)

er-g OC!<figy!g>!2p(E)

The most significant term in equation (7.12) is the square of the transition moment,

R, = < f I&‘/Jl g> since this factor depends on the properties of the molecule and the

polarization of the radiation.

For multiphoton processes the transition moment Rg, must be evaluated at higher

perturbation orders. A two-photon transition proceeds from the ground ]g> state, through a
virtual intermediate state Iv> and reaches the final state ] I ) The virtual state j v> can be

expanded in terms of the complete basis of real states )i > with energies 72, , as follows:-

I">=ZC,~II'> .(7.13)
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The form of the generalised transition moment is>’

=e.(/lule)
zﬁ“ﬁ@X#&ghjfwﬁxmq@)

o, -o,) o, - ,)

Tl i, )
T ZZ{M@ o), - (0, +,)

+ ...

L (7.14)

+ five permutations ;

where the first three terms represent one, two and three photon transitions. For the purposes
of calculating transition intensities it is more convenient to express the transition moment,
Ry, in terms of dimensionless cartesian polarization tensors and cartesian tensors of

molecular transition matrix elements.
Ry, then becomesg,

R, =T(e,)T, (1) .(7.15)
+1(e,6,)7T, (A4
+1(¢,6,6,).T,(B)

+ ...

where T(u), T(A) and T(B) are the operators of the dipole vector, the polarisability tensor

and the first hyperpolarisability tensor, giving rise to one, two, and three photon transitions
respectively. For one-colour excitation (i.e. @, = @, = @ ), the permutations in Eqn (7.14)
collapse to individual terms, weighted according to the n! possible orderings of the n

photons. In this case T(u), T(A) and T(B) are given by

[
o
o



T, ()=(f|u|g) (7.16)
(A) ZZM

o, - o)

T (B)= 622 ()il g)

(o, -o)e, -20)

The overall transition rate for a two-photon transition is then given by

W, o I*|T(e2)T, () (717

In Eqn(7.17) the polarization tensors are expressed in the laboratory or space-fixed frame
(SFF), whilst the tensor expressing the molecular transition matrix element Tg(A) is
expressed in the molecule-fixed frame (MFF). In order to calculate rotational line strength
factors, the MFF tensors must be transformed into the SFF. The simple rotational

transformation properties of spherical tensors, T* can be utilized to solve this problem most

succinctly. An irreducible spherical tensor, T has 2k+1 components denoted by I’ pk , Where

k is the rank of the tensor and p, which can take the values, p=0, £1, ..., +k, labels the
component. When reduced into their irreducible spherical tensor components, the cartesian

polarisation tensor and the first hyperpolarisability tensor become’

TA)=T"(A)+T*(A) .(7.18)
T(B)=T"(B)+T*(B)

As has been mentioned above, the non-zero vibronic matrix elements of T(A), which are
defined in the molecular axis system, must be rotated to the space-fixed axes of the
polarization tensors for insertion into eqn(7.17). This is achieved by the use of the following

transformation'®

:ZDZ’:(CD)];’C ...(7.19)



where the g component is in the MFF and the p component is in the SFF. The factor DZ is
a Wigner rotation matrix''. When evaluating the matrix elements of each 7’ pk (A) the

rovibronic wavefunctions for the ’g> and ] ya > states may be expressed as products of

vibronic }77> , and rotational lJMQ> (for a diatomic with Hund’s case (a) coupling)

functions. As a consequence the matrix elements can be factorised as follows

(fIT2) =(n, (I, M, Q, |T}J M0 )n, ) ..(7.20)
JgMgQg)

=2 (n 0 m )M, D

q

The last matrix element in eqn.(7.20) which involves only the rotational part of the

. . . 912
wavefunction is given by

k2 Dg (Cl))lJ{Mfo> o (_I)P‘Q*«LMg-Qg

[2,] 1 2J 1]/2 J k ‘]g J_f k Jg ..(7.21)
( +)( +) { —"p _‘A/‘{g Qf _q ___Qg

where the final two terms are Wigner 3-j symbols''. Substitution of Eqns (7.20) and (7.21)

into the expression for the two photon transition rate (Eqn 7.17) allows the line strength for

transitions between states with Hund’s case (a) coupling to be derived”'? .

: 7" (ee)
ZZ}R@ - ZOJZ 2k +1

]\[f Alg

o ) Jf k Jg 2
| 2k |1 . ) (2Jf+D(2Jg+D[Qf 4 ‘Qg]

..(722)

In this equation, Jr and J,; are the final and initial state rotational quantum numbers, Or and
), are the final and initial state total electronic angular momentum quantum numbers
(Q= A +Z%), kis the rank of the tensor operator that carries the transition and p and q are

the components k, k-1, ..., -k of the tensor operator in the molecule in the space fixed and

131



molecule fixed frames respectively. Equation (7.22) can be used for a general n-photon
transition between Hund’s case (a) statss if' the gppppriate changes are made to the tensor

operators.

7.2.3 Selection Rules

2
, in Eqn(7.22) is the square of the vibronic transition moment

The factor, ;<77f

THA)n,)

and may be further simplified by applying the Born-Oppenheimer approximation to separate

out electronic ]“P) , and vibrational }V) , terms of the vibronic wavefunction. The vibronic

transition moment then reduces to a product of an electronic transition moment and a
Franck-Condon factor (c.f. 3.1). The Franck-Condon factors, between the initial and final
states, may then be used to estimate the expected relative intensities of multiphoton
transitions to different vibrational levels of the final electronic state. The vibronic transition

moment gives rise to the electronic selection rules for a multi-photon transition. For an
allowed transition, 7' (@) , Where 0= A, B etfc, must transform as the direct product of
the initial and final state symmetries in the point group of the molecule. The transformation
properties of the components of 7* (é) forthe C, and D, point groups are presented in

Table(7.1).

[
(98]
(S



Table 7.1 Transormation properties of the components 7 g (O) of the transition

tensor for the C, and D,, point groups”’

k q C,, D,
) ) + +
3 z
1 0 >t 3
+1 11 Hu
2 0 N ¥
+1
2 g
+
A A,
3 0 " >
+1 I
+2 A A,
+3 i) ®,

The rotational selection rules are embodied by the factor in equation (7.22):-

J )2 .(7.23)

, / J, ko,
6.(8./)=(2J, +1(2J, +1)(Qf S, o
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and for an n-photon transition, carried by the k-th rank tensor component ];" can be

9
expressed as

=J, —J =0142, +k .(7.24)

7.3 Two-Photon Spectroscopy of Van der Waals Complexes involving NO and
a Closed Shell Atom

This section describes the model used for the analysis of the rotational structure of two-
photon transitions in van der Waals complexes containing a closed shell atom and the NO

1.7° who

molecule. The model is based on previous work of Mills ef al.’ and Fawzy ef a
treated the eigenvalue problem for a rigid rotor type complex with non-zero electronic

orbital and spin angular momenta.

Non-linear binary complexes containing one open-shell diatomic molecule (NO) and one
closed-shell partner can be thought of as asymmetric rotors with unquenched orbital and
spin angular momenta. The theoretical complications in such systems arise from
interactions among the four angular momenta in the complex; they are the electron orbital
and spin motions, the overall rotational motion of the complex, and the internal rotational
motion of the diatomic. The model described here neglects the effect of internal rotation of
the NO molecule, focussing instead upon the effects of interactions of the overall rotation
and the electron orbital and spin angular momenta. This is expected to be a good
approximation for those energy levels that are populated under the extremely low
temperature of about 2K in the molecular beam environment. Under these circumstances the
complex will have a relatively well-defined bending angle and equilibrium geometry. This
may especially be the case for excited Rydberg states where there is a strong degree of
charge-induced dipole interaction. Also, due to the limited resolution of the laser based
experiments performed in this work in comparison with a microwave experiment, effects

resulting from hyperfine interactions are neglected.
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7.3.1 The Co-ordinate System
The total angular momentum of the system can be written as:-
J=R+L+S=N+S§ ...(7.25)

which is the sum of the end-over-end rotation (R), the electron orbital angular momentum
(L), and the electron spin (S), where both L. and S are molecule quantized and have
components A and Z, respectively, along the NO axis. The major complications with this
model arise because there are two axis systems to consider: (i) An axis system coincident
with the principal axes of inertia of the nonlinear complex is important because the complex
is an asymmetric rotor. (i1) An axis system with one axis parallel to the open shell diatomic
molecule direction is important because the electron orbital angular momentum and the spin

angular momentum will be quantized along that direction.

The vector operators in Eqn(7.25) must be considered as components in the two axis
systems, as shown in Figure 7.2. The unprimed axis system is defined with respect to the
principal axis (PA) system of the complex while the primed axis system is attached to the
NO molecule. The x', y’, 2’ system has its z" axis locked to the internuclear direction of the
NO molecule, and its y’ axis perpendicular to the plane of the complex. The x, y, z system
has its z axis along the inertial A axis of the complex (approximately coincident with the
line joining the centre of mass of the NO molecule and the centre of mass of the closed-shell
partner) and its y axis along the inertial C axis, which is necessarily perpendicular to the

plane in a planar complex. The angle between the z and z’ axes is represented by 0.
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Figure 7.2:

Defmition of axis systems for a planar complex consisting of an open-shell diatomic AB and a closed-shell
partner C.



Having established the two co-ordinate systems, the components of angular momenta
referring to the PA system can then be expressed in terms of linear combinations of the

components referring to the NO frame, as follows:-

L, =L,cosf+L,_sinf ...(7.26)
L =L,
L. =L_.smé+L,coséd

Similarly, the individual components of the spin operator can be expressed in terms of the

components referring to the NO frame.
7.3.2 Transition Energies

For each state involved in an electronic transition, the approximate Hamiltonian for the

problem consists of the following terms

H=H, +Hg,+H, (7.27)

These terms represent respectively the rotational, spin-orbit and orbital angular momentum
quenching contributions. For a system with molecule-quantized electron spin and orbital
angular momentum (i.e., similar to a Hund’s case (a) representation), the rotational

Hamiltonian is given by®
H,=A4J,.-L,-8)"+B(J, -L, -S,) +C(J,-L, -8 )’ .(7.28)

where A, B, and C are the conventional rotational constants for the complex. It is assumed,
as will almost always be the case because of the long van der Waals bond in the complexes
investigated, that the z axis, which connects the centre of mass of the open-shell diatomic
fragment and the centre of mass of the closed-shell partner, is the a inertial axis of the
complex. For a planar molecule, the inertial ¢ axis must always be perpendicular to the
molecular plane, which corresponds in the above coordinate system to the y direction. Also,
because of the long van der Waals bond, the complex is expected to be a near symmetric-

top prolate rotor. Since in Eqn (7.25) L and S are quantized along the NO z axis, H:« needs
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to be expanded using Eqn(7.26). The rather complex result of this expansion is contained in

Refs. 3 and 14.
The spin-orbit Hamiltonian, Hgo is given by
Hy, =al'S’ ..(7.29)

where a is the spin-orbit coupling constant. Competing with the spin-orbit coupling, in a
doubly degenerate electronic state, is the quenching term Hg. This is caused by the presence
of the rare gas atom which lifts the degeneracy of the NO 7, and 7, orbitals. This interaction
leads to a barrier to free orbital motion and to a slight quenching of the orbital angular
momentum of the odd electron within the complex. The orbital angular momentum

quenching is incorporated for an electronic state of given A by a term of the form®

Hq :%g[(LH)?A _'_(er)zA} (730)

where (L*)*" are normalized versions of (iniLy)zA. The quenching term, € is proportional
to the magnitude of the splitting between the two potential surfaces of A" and A" symmetry,
obtained from the IT state, and must be set to zero when the complex is linear. It is invariant
to the sign of the bending angle when the complex is bent. In a IT state a positive value of €
places the state of A” symmetry at a higher energy than the state of A’ symmetry’. A more
elaborate function of the vibrational and electronic co-ordinates is required to characterize
the true vibronic origins of the quenching, but Eqn(7.30) is adequate for the MPI probing

technique.

In choosing the molecular basis set it is assumed that electronic states in the open-shell
diatomic are separated from each other by energies which are large compared to the
interaction energy with the closed-shell partner. In this case electronic states of the complex

can be described in terms of orbitals localized on the open-shell diatomic fragment.. The

electronic orbital wavefunctions are therefore of the form !ﬂLA) where A is the orbital

angular momentum projection quantum number along the z’ axis and 1 can for simplicity be

ot
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taken to be the labelling letter (e.g. X,A,B,a,b) for the electronic state of the diatomic

molecule.

The “natural” direction to use for quantizing the electron spin projection depends on the
specific problem. In a TT state with large spin-orbit interaction compared to Coriolis
interaction energies BJ, CJ, and AK, it would be natural to quantize S along the z’ axis.
However, in a X state it would be natural to quantize S along either the

near-symmetric-top z axis or along the laboratory fixed Z axis. In this work the spin angular
momentum operator is defined with respect to a frame attached to the NO molecule so that

the quantum number ¥ represents the projection of S along the diatomic internuclear

direction 7",

Rotational basis set wavefunctions are given by'®"

) =27 +1)/87° ] DS, (2.6.0) -(731)

where P and M; represent projections of the total angular momentum J along the molecule-

fixed z axis and the laboratory fixed Z axis, respectively.

The complete basis set wavefunctions thus have the simple product form
|nAZ) JMP) -.(7.32)

and may be used to construct a matrix representation of the total molecular complex
Hamiltonian (7.27) where the L and S operators are defined with respect to the NO frame
using Eqns. (7.26). Non-vanishing matrix elements involving wave functions with signed
values for both A and X are given in Refs 3 and 14. Eigenvalues and eigenfunctions may

then be determined by numerical diagonalisation of this matrix.

7.3.3 Transition Intensities'>"’

As was mentioned previously the two-photon transition matrix element is of the form
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8, = 2 (T2 (LaBPL i) (7.33)

o

where Pnfj ) is the polarization tensor and ’Tﬁ’ is the two-photon absorption operator. In

order to derive an expression for the two-photon transition matrix elements of the complex,
it must be assumed that excitation is confined exclusively to the NO moiety. The spherical
tensor components for the two-photon transition in the NO molecule may then be
transformed to the principal axis of the complex by a single rotation'®. The angle of rotation
®" defines the orientation of the internuclear axis in the NO molecule with respect to the

principal axis system, (PA’"), of the complex.

T (PA") = Y. TS (NO)D,” (0,0",0) -.(7.34)
k

The spherical components of the two-photon transition operator T;g’ (LAB) defined in a
laboratory fixed frame can now be expressed in terms of the corresponding components for

the bare NO molecule

TO(14B) = ¥ T (NO)D (0,0",0)DY (") .(7.35)
kk

where ©"' represents the orientation of the principal axis system (PA”") of the ground
electronic state of the complex with respect to a laboratory fixed frame. Eqn(7.33) then

takes the form

S, = S {f O LaB)PY|i) ..(7.36)

Jm

- Z ; (/[T (NO)DZ (0,0",0)x DY) (0" PL]i)



In this expression the electronic part of the wave function refers to the NO frame while the
NO frame is defined with respect to the PA” system, where PA” is the principal axis system
of the ground state. The final state wave function must also be specified with respect to this
system. The extreme floppiness of van der Waals complexes can result in considerable
changes of the vibrationally averaged structure on electronic excitation. To account for this
possibility another principal axis system PA’ is introduced, representing the vibrationally
averaged structure of the excited state. Since the transition matrix elements are evaluated
using the PA"" system, the rotational part of the excited state wave function must be
expressed in terms of functions which depend on the orientation of the PA" system. For a
triatomic molecule, the two co-ordinate frames will only differ in the orientation of their z
and x axes since the y axis is perpendicular to the molecular plane®. The rotational

wavefunction for the excited state then becomes

2J 1 . ..(71.37)
. STy 00Dy @)

My P

M P)=

where the angle y specifies the orientation of the z’ axis in the (x",z"") plane of the PA”

system.

With the aid of the above transformations the two-photon transition matrix elements for the

complex may be derived, and the final somewhat complex result can be found in Ref. 19.

7.4 Methods of Analysis

Computer programs used to calculate transition energies and intensities within the model
described in this chapter were written in Turbo Pascal by Professor Henning Meyer,
University of Georgia. All the spectra observed in this work were assigned to (2+1) REMPI
processes. The reasonable assumption was made that if the photon fluence was high enough
to bring about the less probable 2-photon step, then this step, rather than the much faster
one-photon ionisation step, would determine the intensity of the overall MPI transition. This
would have the result that the transition intensities would show no dependance on the
ionisation step, and therefore the rotational linestrengths for the 2-photon resonant step

should be sufficient to account for the relative intensities of the rotational lines in a vibroni
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band. In addition the intensities were multiplied by a factor that represented the Boltzmann

rotational population distribution of the initial state at a specified temperature.

The width of experimental rotational lines observed in this work was mainly determined by
four factors: lifetime broadening, Doppler broadening, laser linewidth and power
broadening. Of these, lifetime broadening is generally the smallest contributor for long-
lived states. A state observed by a multiphoton absorption generally lies at the equivalent of
vacuum ultra-violet (VUV) wavelengths for a single-photon transition from the ground
state, and would be expected to have a radiative lifetime of ~10® s, resulting in a lifetime
broadening of ~0.0005 ¢m™. The laser linewidth was mentioned in Chapter 6 and would be
expected to contribute ~0.24cm™ for a two-photon absorption at 70000cm™. The power
broadening is essentially a lifetime broadening effect arising from the reduction of the
excited state lifetime by the use of intense laser radiation to induce multiphoton transitions.
Since most of the processes observed in this work were (2+1) MPI processes, the 2-photon
absorption controls the overall intensity. By contrast the final single-photon ionisation step
has a high cross-section compared to the multiphoton absorption, and will thus occur very
rapidly, causing an effective reduction in the upper state lifetime at high laser powers. This
may result in significant lifetime broadening, often observed to be of the order of a few
wavenumbers at high laser power. Experimentally this factor was found to be very
important, and careful optimization of all experimental conditions to allow the use of

minimum power density in the laser focus was critical to obtain well-resolved spectra.

In order to reproduce the observed spectra the structural parameters 6, rvo and Rxo.rg are
required for each electronic state. Additional parameters are the spin-orbit constant, a, and
the orbital angular momentum quenching parameter £. Using the available constants for the
ground electronic state (taken from the microwave work of Mills ez.al’*) there are five
unknown parameters which remain: 0', R'vo.re, I'no, @', and £’. Due to the limited resolution
in the experiments, the spectra are not sensitive to the NO-Rg distance R'no.rg. For all
simulations reported in this work, R'no.rg has been fixed to 3.30 A. The final simulations
were produced by empirically matching vibrational spacings and Franck-Condon factors

with the observed spectrum.
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7.5 Conclusions

This chapter describes how the rotational structure of two-photon spectra of van der Waals
complexes involving an open shell diatomic molecule may be analysed using a rigid rotor
Hamiltonian where the relevant components of the two-photon absorption operator of the

diatomic are transformed to the principal axis system of the complex. This approach has
been used to simulate the E*S" « X*IT two-photon spectra of Ar-NO and Kr-NO recorded
in this work and comparison of the experimental and simulated spectra is made in Chapter

8.
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Chapter 8: The E*x' State of Rg-NO Complexes Studied Using
REMPI Spectroscopy (Rg=Rare Gas)

8.1 Previous Work

The rare gas-nitric oxide molecules Rg-NO have recently been studied by a variety of
techniques and a good understanding of the electronic spectroscopy and photophysics of
these species is emerging. The potential curves for various electronic states have been
probed direcily by techniques such as laser induced fluorescence (LIF) and multiphoton

ionization (MPI), as well as indirectly by scattering experiments.

The interest in these species stems from the fact that for the ground state, Rg:NO ( X’I1),
the rare gas atom lowers the cylindrical symmeiry of the NO molecule, breaking the
degeneracy of the 7 orbitals, in which the unpaired electron resides. This has the effect of
splitting the orbitals into two components of A" and A" symmetry, under C; symmetry. This
may be viewed as a Renner-Teller-type quenching of the orbital angular momentum.
Howard and co-workers have studied the effect this has on the rotational spectroscopy of
ground state Ar-NO,* based on a theoretical model developed for that system.” That work
showed that the X°IT state of Ar-NO is T-shaped, with the Ar atom slightly oft the axis of
the T, and slightly closer to the nitrogen atom (the Jacobi bond length and bond angle were
3.71 A and 85°, respectively). The spectroscopy indicated that the *TI electronic character of
the NO moiety was only slightly quenched by the presence of the Ar atom, in a Renner-
Teller type interaction. Recent ab initio calculations have also indicated that the complex is
T-shaped”, with a small splitting between the A’ and A"’ surfaces. In addition, the barrier to
linearity was calculated to be ca. 20 cm™, with vibrational frequencies of 16 cm™ for the

intermolecular stretch, and 10 em™ for the intermolecular bend.”

There have been no other spectroscopic studies on the ground state of Rg-NO complexes,
but intermolecular potentials were derived for Ar-NO , Kr-NG, and Xe-NO from scattering
studies, which led to estimates of the potential well depth’. He-NO was studied by ab initio
molecular orbital studies. Two relatively recent studies yielded very different results: the
first study by Zolotoukhina and Kotake® concluded that the complex was linear, with a
He-ON configuration. In contrast, Yang and Miller’ concluded that the complex was T-
shaped. A recent ab initio study® concurs with the result of Yang and Miller, but notes that
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the surface is extremely flat, and that great care must be taken with respect to the treatment
of basis set superposition error (BSSE). This varies with orientation, and can lead to
differing conclusions regarding the calculated geometry for different levels of theory and
basis set. The dissociation energy of the ground state of ArrNO has been derived

spectroscopically by Tsuji ef al.” as 88 cm™.

Most of the electronic spectroscopic studies of Rg'NO complexes have been performed
using resonance-enhanced multiphoton ionization (REMPI) spectroscopy. For the
AT’ state, (1+1) or (1+1") REMPI studies were made, whereas for the other states (2+1)

REMPI schemes were employed.

The first reported bound-bound transitions of Ar-NO were by Miller'®, but the reported
spectra were rather poorly resolved. Later McQuaid and coworkers'' and Tsuji et.al'? both
reported well-resolved (1+1) REMPI spectra, but were unable to assign the observed
structure. Bush ef.al’® were the first to attempt such an assignment, based upon the idea that
the long intermolecular bond in a near T-shaped molecule leads to the a inertial axis of the
molecule being almost coincident with this bond. This means that rotation of the molecule
about this bond is more or less equivalent to rotation of the NO molecule about this axis,
since the Ar atom will not contribute much to the motion. In the spectrum the region to
higher wavenumber of the origin, assigned as excitation of the intermolecular stretch,
resembles the A?2 "« X?I1 transition in NO, as expected for a T-shaped geometry of the
complex. The region to lower wavenumber, the origin, is rather simpler in character, and

cannot be explained by a T-shaped A3 state. In fact a near-linear geometry is required to
explain the lack of structure. Tsuji et.a/ derived the dissociation energy of the A’X" state as
44cm™ (Ref. 9), which included an analysis of structure above the dissociation limit; from
this value they were also able to derive the dissociation energy of the X’I1 state as 88cm™,

as noted earlier.

The first observation of the A’X" <~ XTI transition for another Rg-NO complex was that
for Kr-NO', by Bush et.al. The spectrum is rather complicated, and it was not possible to
assign it in any great detail; however, the dissociation energy of the A’Z" state could be

estimated from the energy range of observed structure in the spectrum, giving a value of

~110cm™. The fact that the origin of this transition was almost coincident with the origin of
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the A*Y"«X*T1 transition in bare NO implied that the dissociation energy of the X1 state
was also 110cm™, within experimental error. Similarly, the recently obtained spectrum for
the corresponding transition in Xe-NO is also rather complicated'’, and again no assignment
was possible. The range of this spectrum allowed the dissociation energy of the AT state
of Xe-NO to be estimated as 157cm™, and this, combined with the red shift of the spectrum
from the corresponding NO transition yielded an estimate of the X’IT state dissociation
energy as 121cm™. As noted in Ref. 15, the A3 states of He-NO and Ne-NO are likely to

be very weakly bound, given the expected trend in bonding for the other Rg-NO complexes.

No A’Z" «- X’II spectra have been reported for these species.

Other studies have also been reported on the spectroscopy of the A’S" « XTI transition of

Ar-NO . Miller and Cheng'® reported the (2+2) REMPI spectrum of this transition, which
was very broad, and they associated this with dissociative behaiviour in the upper state.
Much earlier, Levy and coworkers'” had reported broad LIF spectra, which they had
assigned as being caused by transitions to a dissociative part of the upper potential. Very
recently, Gauyacq and coworkers'® have reported LIF spectra of the AT X0
transition. The spectra resemble very closely the previously reported REMPI spectra by
other workers. There are, however, two features to higher wavenumber in the LIF spectra,
which were not seen in the recent studies. The assignment of these features in Ref. 18 was

to above-dissociation resonances, and this assignment was supported by ab initio

claculations.

The C’IT state of Ar-NO was first studied by Sato et.al’’ in a (2+1) REMPI experiment. A
short series of peaks was observed, which were assigned to excitation of a progression of
the intermolecular stretch. Miller and Cheng®® observed CI1 « X*IT REMPI spectra for
Ne'NO, Ar-NO and Kr-NO. In this work, although the Ar-NO spectrum was very similar to
those reported by Sato, the Ne:NO spectrum only consisted of two features. The Kr-NO
spectrum was the most complicated with a strong progression of five features, as well as
some additional structure; this structure was better resolved in a later study?', where two
progressions were assigned. The C?I1 « X*IT REMPI spectrum of Xe-NO was also
reported in the latter study although the spectrum was recorded in the Xe™ mass channel

exclusively. The structure observed in the Kr-NO CIT« X’IT spectrum has recently been
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reinterpreted”” in the light of the assigment of similar structure in the corresponding Ar-NO
spectrum by Meyer®. As noted earlier, for T-shaped weakly-bound complexes, such as the
Rg-NO complexes, the a inertial axis is almost coincident with the intermolecular bond, and
so the Rg atom does not contribute substantially to the moment of inertia about the a axis,
giving rotational structure very similar to that of uncomplexed NO, as with the

A’Y" ¢« XTI transition. The model used by Meyer to simulate the (2+1) REMPI spectra of
the C’IT< XTI transition in Kr-NO is the same as presented in Chapter 7 of this work.
The simulations presented in Ref. 23 were consistent with a T-shaped geometry for the
vno'=2 vibrational level of the C*I1 state, but it is not inconceivable that there are some
small deviations. For the C*T1 (vno'=0) level of ArNO and Kr-NO, it was deduced that the
geometry is skewed away from T-shaped, giving a geometry similar to that of the cation.
The C*I1« X°II transition has also been studied very recently by Gauyacq and
coworkers'® but no detailed analysis of the structure was presented. The spectrum of the
CT1 « X°T1 transition in Xe-NO also appears to show the same type of structure, but
attempts in Southampton to obtain spectra with a better signal-to-noise ratio than that of

Miller’s spectrum have so far proved unsuccessful.

The D’T" state has only been observed for Ar-NO by Miller and Cheng'® using (2+1)
REMPI spectroscopy, where a long progression of ~ 12 features were observed. There is a
hint of extra structure within these bands, and it would be of great interest to re-record these
spectra with better resolution to see if rotational structure similar to that seen in spectra

accessing other electronic states is present.

The ab initio study of Ref. 18 led to an attempt at reassigning this structure to a state which
consists of highly-mixed C’T1/D*3" character (where the A’ component of the C’I1 state
interacts with the D" state in Cs symmetry); further, the spectrum is assigned in reference
[18] to transitions to a saddle point of the surface. This assignment requires confirmation,

owing to the rather approximate ab initio treatment employed.

One surprising aspect of the D*X" « X I1 spectrum is its great difference from the
C’T1 < X*I1 spectrum, even though both excited electronic states are derived from the 3p

Rydberg orbital of NO. Although the transition energy is similar, the length of the
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progression seen is much longer in the case of the D*Z’ « X*I1 transition. Indeed, this
long progression, and the large dissociation energy that may be calculated from the red shift
of the spectrum from the origin of the D"« XIT transition in NO and the known
dissociation energy in the ground state of Ar-NO, giving a value of Dy=932cm™, suggests

that there is something peculiar about this state. Certainly, the calculated Rydberg orbital
radius, from a simple one electron formula (Eqn. 7.2), is very similar to that for the C*I1
state and so similar non-Rydberg behaviour is expected, yet the Dz’ appears to have a
dissociation energy close to that of the cation (x950cm™), compared to De=422cm™ for the
C*I1 state. The high dissociation energy of the D*S" state is especially surprising, given
the lower value for the E’S" state (see later), which is expected to be more Rydberg like, as

the radial extent of the 4s orbital is greater than the 3po orbital.

Of the possible valence states, only the B*IT state of ArNO has been studied by Miller and
Cheng'® using (2+1) REMPI spectroscopy. A weak spectrum, consisting of three features
was observed: two of these were assigned to excitation of vibrational levels of the B My
component, with the third being due to excitation to the vg,=1 of the BL, component.

The dissociation energy of the B’IT state may be calculated as 131 cm™ from the spectral
shift of the band origin and the known dissociation energy of the ground state, which is
small compared to the C*IT and D?E" states. The weaker bond is to be expected, as there is
no Rydberg character present for this state, which corresponds to a 7’n 2 valence

configuration.

It is clearly of interest, given that the bonding of the lower electronic states of the Rg-NO

complexes is far from cationic-like, to investigate the higher electronic states of Rg:NO
complexes. The E’T" state (arising from excitation from the outermost electron in a 7*
orbital to the 4sc orbital) of the Ar-NO and Kr-NO is studied and discussed in the next

section.

8.2 Results and Discussion

Typical time-of-flight (TOF) spectra showing the presence of NO" and Ar-NO" ions are

shown in Figure 8.1. No indication was found for a correlation of the NO" signal with the
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Figure 8.1: Time of Flight Spectrum showing the presence of NO* and Ar-NO" ions




signal at mass=70amu (assigned to Ar-NO"). In combination with the sharpness of this
signal and the lack of observation of any higher Ar,"NOy signals, this is very strong evidene
for its correct assignment as being due to direct absorption and detection of the Ar-NO

species, rather than ionization of any higher or mixed clusters.

The spectrum shown in Figure 8.2 was obtained by monitoring the mass signal
corresponding to 70amu in the two-photon wavenumber range 60350-60700 ¢cm™ . The
possibility of a single-photon transition can be disregarded since there are no bound NO

excited states below 44,000 cm™ % whilst the lowest excited state of Ar is located at 93,143

>

em™ 2. The only possible electronic states of NO that the transition can be associated with
are the B'’A and the E*X" states (see fig 8.3), accessed via a two-photon transition. The
band cannot be associated with the B”?A <~ X*IT Ar-NO transition, since such an
assignment would infer an unreasonably low dissociation energy for the Ar-NO excited
state. The band is therefore assigned to the (2+1) REMPI spectrum of the E’X* « X*I1

transition of Ar-NO .

The spectral shift, Av of a Rg'NO band origin from that of the origin of the correponding

spectrum of NO is given by

Av=D!-D! L.(8.)

where D, and D, are the zero-point dissociation energies of the lower and upper states
respectively. If the weak feature at 60368cm’™ is taken to be the origin of the transition
(ve,v=0,0) then the dissociation energy of the E’T" state may be calculated as 582 cm™
since the dissociation energy of Ar-NO in the X*I1 ground state has already been
determined spectroscopically by Tsuji ez.al’ (88 cm™) and the position of the origin of the

E’S" « X*I1 transition in NO (60863 cm™) has been previously determined by absorption

spectroscopy® and was confirmed by measurements in this work (see Figure 8.3).

A close inspection of the spectrum in Figure 8.2 shows that it consists of a repeated pattern
of two closely spaced features, with each pair accompanied by a weaker feature a little

further to the blue. This profile would appear to be too complicated to be accounted for by
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Figure 8.2: The (2+1) REMPI Spectrum of the E*Z* « X*IT Transition of Ar-NO
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an electronic transition involving a T-shaped ground state to a linear excited state
configuration where a progression of single features containing unresolved structure due to
end-over-end rotational transitions would be expected. The repeating structure observed in
the spectrum is very similar to that observed in the (2+1) REMPI spectrum of the

E’Z" « X’I1 transition in free NO (Fig 8.3). This would suggest that the Ar-NO complex
has a similar T-shaped structure in the E*Z" state to that found in the A’S" and C’I1
states where the a inertial axis is almost coincident with the intermolecular bond, and so the
Rg atom does not contribute substantially to the moment of inertia, giving a rotational
structure very similar to that of uncomplexed NO. In this case the rotational structure
associated with each vibronic component of the transition is characteristic of a mixed g, c-

type transition in a near prolate symmetric top molecule.

Although it is possible to assign some vibrational structure in the spectrum in Figure (38.2),
the overlap of different band systems makes an unambiguous analysis difficult to achieve,
without an interpretation of the rotational structure. This is a common feature in the
electronic spectroscopy of van der Waals molecules where the rotational energy in a
transition can be comparable to the energies of the intermolecular stretching and bending
levels. In order to achieve a vibrational analysis the rotational structure within each vibronic

component was analysed using the rigid rotor model described in Chapter 7.

In free NO, the rotational structure of the two photon E’Z* « X’II transition is
determined by the single tensor component 7" 2 Transforming this component to the
complex axis system gives rise to the simulated contours displayed in Figure 8.4 (a). For
comparison, part of the experimental spectrum 1s shown in Figure 8.4(b). For these
simulations the NO bond distance was fixed to the value found for the E’X" state of NO
(1.1 A)”. As mentioned in Chapter 7, the simulations are not sensitive to the NO-Ar
distance R'no-ar whilst the spin orbit coupling parameter a’ and the orbital angular
momentum quenching parameter &' do not contribute for a Z state. This leaves the structural
angle 8’ to which the simulations are quite sensitive. As can be seen by comparing with the
experiment, the best fit is achieved for a skewed structure which deviates from the T-shape
geometry by about 25°. The absolute position of the Ar atom cannot be determined in this

work since the simulated contours are very similar for the angles 6'=65° and 115°.
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Figure 8.5 compares the experimental spectrum with profiles calculated at 55°, 65°, 75°; as

can be seen, the best overall fit if found of the 0=65° geometry.

The entire spectrum may be reproduced by shifting and adding contours which result from

the nonvanishing 7' component (Figure 8.6). Three major vibrational progressions can be

identified in this way. Perhaps the most obvious is the intense pure stretching progression
which is accompanied by structure to the red of each component. Since this accompanying
structure to the red of the main rotational contour did not appear in the rotational simulation
it is assigned to bands involving the bending vibration. Structure in the bending vibration is

expected to be very weak in intensity due to the large change in internuclear distance on
excitation from the X’IT state to the E’S" state. The resulting poor overlap of vibrational

wavefunctions is a consequence of a lesser degree of anisotropy in the X’I1 state, where
the intermolecular bending mode can be treated as near-free in-plane rotation of NO around
the van der Waals bond, coupled with stronger anisotropy of the intermolecular potential
surface in the E*Z" state where the bending mode is restricted to behave more like a
conventional bending vibration. By the same reasoning, one might also expect that
excitation of the stretching mode should facilitate some oscillator strength towards the
bending mode, thus giving rise to progressions involving bend-stretch vibrations. The
deviation of the structure from 90° T-shaped in the E’3" state, as determined from the
rotational contour analysis, will enhance the intensity of these transitions even further.
Consequently, weak bending features are assigned to excitation of pure bending levels
whereas those that are more intense are attributed to excitation of bend-stretch
combinations. The simulated contours match the progression members involving one or
more quanta of bending vibration for structures which deviate even more from the T-shaped
geometry. The opposite trend is found for the members of the pure stretch progression. The
band assignments, positions, bond angle and intensity factors used to simulate the spectrum

are listed in Table 8.1.

._
th
9



(a) Simulation, 8'=65°

(b) Experiment

( ] L ] 1 ] L 1 ! ] ! |

60440 60450 60460 60470 60480 60490
Two Photon Wavenumber (cm-1)

Figure 8.4: Simulated Rotational Contours for the vibrational component (vs, v)=(0,1) of the
E’L* « X’I1 transition of Ar-NO



(a) Experiment

(b) Simulation at 6=55°

M (c) Simulation at 6=65°

(d) Simulation at 6=75°
| . I ; | . | :

-20 0 20 40 60 80

Energy from Origin (cm-1)

Figure 8.5: Comparison of the experimental (v,,v,)=(1,0) vibronic component of the
E’Y* « X1 transition of Ar-NO with profiles simulated at different geometries
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Figure 8.6: Fitting the vibrational structure exhibited by the (2+1) REMPI spectrum of the
E’X* <« X°II trasnition of Ar-NO . (a) Individual vibrational component indicated by different
colours, (b) Sum of (a), (¢) experiment
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(vs's vp') Two-Photon 0'C)
Wavenumber (cm™)
(0,0) 60368.6 65
(1,0) 60446.0 70
(2,0) 605153 70
(3,0) 60572.3 70
(4,0) 60625.0 70
0,1 60425.6 60
(0,2) 60475.5 60
(LD 60498.2 65
(1,2) 60553 60
(1,3) 60606.4 65
(2,1) 60568.6 70
(2,2) 60617.9 60

Table 8.1: Band assigments and excited state (8') bond angles used to simulate the

(2+1) REMPI Spectrum of the E’X* <« X’II transition of Ar-NO

Some caution in interpreting these structural parameters is appropriate?’. The rigid rotor
Hamiltonian used in the model described in Chapter 7 is derived from the complete

Hamiltonian by taking an approximate average over the vibrational wavefunction of the
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complex. Therefore, each term in the rigid rotor Hamiltonian represents a structural
average.Inspection of the Hamiltonian matrix elements

(Ref 28) shows that they have an angular dependence that is always either of the form cos
0, cos® @, or sin O cos 0. It is the vibrational average of these angle functions that dictates
the form of the spectrum. It can be shown that these important quantities may be

approximated by the following: (cos8) = <1 —(1/ 292)> , <cos2 t9> = <1 - 92>

and (sin 0 cos 8) = <9 —(5/(66° ))> for small 8. For a van der Waals molecule exhibiting a

wide-amplitude bending vibration, <t9> * < 6’ >m and so it may be necessary to allow the
values for (cos 9) , <cos2 H> etc. to differ from the corresponding value calculated using the

average bond angle 6. For the E’Y" « X*IT transition in Ar-NO, it turns out that it is not
necessary to take this vibrational averaging into account and the angular dependant matrix

elements of the Hamiltonian were calculated using the average bond angle 0.

The (2+1) REMPI spectrum of the E*S" « X*IT transition in Kr-NO proved much more
difficult to obtain than for Ar-NO. As Figure 8.3 shows, the Kr-NO E*Z* « X°IT (2+1)
REMPI spectrum occurs in the same energy region as the (2+1) REMPI spectrum of the
B"?A <« XI1 transition in free NO. It was found that saturation of the MCPs occurred
when passing through these NO resonances, due to the large number of NO™ ions formed.
This saturation affected the signal output for several microseconds and thus interfered with
the Kr-NO" signal at longer time-of-flight. Hence many of the recorded (2+1) REMPI
spectra of the E*S* «— XTI transition of Kr-NO contained sharp parasitic NO features.
Attempts were made to “block™ the parasitic NO' signal by applying a pulsed voltage to the
MCPs, so that they are effectively inactive during the time period when the NO" ions
arrived. These proved unsuccessful due to “ringing” complications caused by the short
duration high voltage that was necessary. The best quality spectra were recorded by
subtracting the signal in a time gate very close to the Kr-NO™ signal (effectively the NO"
signal) from the Kr-NO' signal itself a technique adopted previously in the study of
Ar-NO”.

The best quality (2+1) REMPI spectrum obtained of the E’S* « X’I1 transition of Kr-NO

is shown in Figure 8.7. As was the case for Ar-NO it seems that several features arising
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Figure 8.7: (2+1) REMPI Spectrum of the E*X* « X*IT Transition in KrNO



from excitation of bending modes are built onto a main stretching progression. The low
signal:noise ratio in the spectrum prevents a definitive identification of the origin of the
transition. In order to arrive at a consistent assignment with the corresponding Ar-NO
spectrum, the first strong band is assigned as the second member of the stretch progression.
Consequently the origin would be expected to occur one quantum of stretch vibration to the
red of the first strong feature at approximately 60200 cm™, which does appear to coincide
with a weak feature on the spectrum. The red shift of the complex band system from the
origin [Q11(1/2)] of the corresponding transition in free NO is 664 em™. The dissociation
energy of the ground, XTI state of Kr-NO is known from ab initio calculations® to be
110cm™. Hence the dissociation energy of the E’S" state of Kr-NO can be calculated with
the aid of Eqn (8.1) as 774 cm™.

As was the case for Ar-NO an unambiguous vibrational assignment is not possible without
the aid of a similar rotational analysis. Again the rotational structure of the two photon
E’S" « X’II transition is determined by the single tensor component 7 3! A slightly
more skewed geometry than Ar-NO was found to best fit the Kr-NO spectrum. The
complete spectrum was simulated in the same way as for Ar-NO and is displayed in Figure
8.8 together with a comparison with the experimental spectrum. The band assignments,
positions, excited state bond angle and intensity factors used to simulate the spectrum are

listed in Table 8.2.
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Figure 8.8: Simulation of the (2+1) REMPI Spectrum of the E>S* « X*IT Transition in Kr-NO



(Vs V) Two Photon 8(°)
Wavenumber (cm™)

(0,0) 60197.0 55
(1,0) 60267.2 60
(2,0 60334.6 60
(3,0) 60395.1 60
(4,0) 604513 60
0,1) 602452 55
(0,2) 60290.4 55
(0,3) 60324.7 55
(1,1) 60313.5 60
(1,2) 60358.7 55
(1,3) 60402.9 60
(2,1) 60379.8 60
(2,2) 60422.6 55

Table 8.2: Band assignments and excited state bond angles (0") used to simulate the (2+1)

REMPI spectrum of the E*S" « X*IT transition in Kr-NO
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Substantial insight into the type of intermolecular forces which are dominant in the
electronic states of these complexes may be gained from the information derived from the
spectra. Table 8.3 lists the vibrational frequencies and dissociation energies found for

Ar-NO in the various electronic states studied to date.

Electronic o(stretch) we(bend) Dy ref
State (em™) (em™) (cm™)
XTI 16 11 88 9.4
Ay 30 - 44 9,35
C1 54 39 413 22
EXS” 90 61 582.1 This work
ARNO © X3 94 79 941 35

Table 8.3: Dissociation energies and intermolecular frequencies determined for

Rydberg states of Ar-NO

It would seem from these values that the dissociation energy and intermolecular vibrational
frequencies determined for the E*X" state of Ar-NO indicate a significant step towards
ionic character. This observation may be rationalised by considering the different
contributions to the intermolecular forces which dominate on changing from one electronic
state to another. The expectation value for the radius of a Rydberg orbital, Rrys may be

calculated from the formula:

1

e ..(8.2)
= [3n <10+ 1))

Ryd

where Rgyq is 1n bohr, 1 is the azimuthal quantum number and n* is the effective quantum

number (n*=n-6, § is the quantum defect). Calculated values of Rryq for the NO electronic
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states of interest, using the appropriate T, values together with the adiabatic ionization

energy of NO (74,721.7cm’"y** are shown in Table (8.4).

Electronic State | Rydberg Orbital Character | To/cm™ 5 Rgya/ A

AL 3sG 442002 | 1.10 2.86
cr 3pn 52371 | 0.78 3.38
E*S” 456 608638 | 1.19 6.27

Table 8.4: Calculated expectation Rydberg orbital radii

Given that the atomic diameter of Ar is 3.52 A®, it can be seen that for the n=3 Rydberg

i

states (A’S" and C’IT) the Ar atom must lie, on average, outside the mean radius of the
Rydberg electron. In this situation the repulsive exchange interaction between the Rydberg
electron and the Ar electron cloud is expected to introduce substantial non-Rydberg
behaviour. The dependence of this interaction upon the orientation of the van der Waals axis
relative to the spatial orientation of the Rydberg orbital is illustrated by the contrasting

A’Y" and C°IT intermolecular potentials since the NO 3sc Rydberg electron is distributed

isotropically whereas the 3pm(A’’") electron is distributed out of the molecular plane. For the

n=4 Rydberg state (EZZ*) the Ar atom is situated, on average, within the orbit of the
Rydberg electron. In this case the charge-charge induced dipole interaction between the
ionic core of NO and Ar is expected to be dominant, resulting in a deep well in the potential
energy surface, which has a much closer resemblance to the potential of the ionic ground
state. Nevertheless, the E’S" state has the outermost electron in a 4s orbital which has some
electron density in the core region. Therefore, it is not too surprising that the dissociation
energy as well as the intermolecular vibrational frequencies are close to but still lower than

the experimental values determined for the cationic complex3 435

The geometries found for the E’Y" states of the Rg-NQ complexes all deviate considerably

from that known for the electronic ground, XTI state (6=85°)*. Recent ab initio

calculations agree that for the ionic complex NO'-Ar there is a similar deviation from the T-
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shaped geometry, although the absolute structure of the cationic complex is still in doubt.
Wright et al.”® computed a Potential energy surface with a minimum at 8=65°, placing the
1'3 7,

Ar atom on the N side of the complex. In an ab initio study by Robbe ef al.”’, a minimum

structure is found with 6=105°, locating the Ar atom on the O side of the complex in the
cation. The calculated dissociation energies and NO-Ar stretching frequencies are very
similar in both studies, but there is a substantial difference in the computed bending
frequencies which differ by nearly a factor of 2. The experimental results of this work
(where 0 deviates from the T-shaped geometry by 20°-25°) would seem to be in best
agreement with the surface of Wright et.a/, although it must be bourne in mind that the
spectroscopically derived excited state angle reflects the vibrationally averaged structure

rather than the minimum geometry. In addition, the larger bending frequency found for the

E’Y" state is in better agreement with the predictions of Wright e.a/.>® Again though, some
caution should be exercised, since the bending levels calculated for each computed potential
energy surface exhibit opposite anharmonic effects. The surface of Robbe et.al’” shows a
pure bending progression with increasing intervals while the surface of Wright et al.
predicts decreasing intervals. In both cases, the most dramatic change occurs for the first
level. If the first level is disregarded, then both surfaces yield a spacing between adjacent

bending levels of about 60 cm™. This value lies within 15% of the experimental value found

for the E°S" state.

8.3 Conclusions and Suggestions For Further Work

Two-photon REMPI spectra have shown that the intermolecular potential energy surface of
electronically excited Rg'NO complexes approach those of the ionic species, Rg'NO", when
the radial extent of the NO Rydberg orbital exceeds the intermolecular distance. The
rotational structure observed in the spectra has been analysed in terms of the non-vanishing
tensor components of the two-photon absorption operator associated with the corresponding
transition in the uncomplexed diatomic molecule (NO). The rotational energy levels of the
complex have been determined in this analysis using the extended rigid rotor model

originally proposed by Mills et.al.”.

The analysis of the rotational structure observed in the (2+1) REMPI spectra of Ar-NO and

Kr-NO indicate a significant deviation in the E’Z" state from the T-shaped geometry found

in the ground state of the complexes. This deviation is found to be more pronounced for



levels involving one or two quanta of the bending vibration. It was found that for both
Ar-NO and Kr-NO the spectra could be adequately simulated by calculating Hamiltonian
matrix elements using the average bond angle 0. This indicates a small degree of vibrational
averaging and hence a fairly rigid complex structure. This is in contrast to studies of lower
Rydberg states”, where it was necessary to allow values for some angular terms in the
Hamiltonian matrix to differ from the corresponding value calculated using the average
bond angle ©. This finding is consistent with the increased well depth of the E*S" state
potential compared to those of the lower Rydberg states, as shown from the much larger red

shift of the spectrum from that of the corresponding transition in free NO.

In comparing Ar-NO to Kr-NO, the spectra indicate both a larger dissociation energy and a
greater deviation from T-shaped geometry for the Kr-NO complex. This would be consistent
with a stronger charge induced dipole interaction for the complex involving the larger, more
polarisable Kr atom. The NO" ion has a charge distribution which has more charge on the
nitrogen than the oxygen®®. The greater deviation from T-shaped geometry found for the
E’S" state of Kr-NO is probably a consequence of the more polarizable Kr atom being
attracted towards the more positively charged nitrogen atom where the charge/induced
dipole interaction will be greatest, and the electron-electron repulsion energy will be
smallest. It must be noted that the rotational analysis is only sensitive to a relative change in
bond angle and so the absolute geometry of the complex cannot be determined from the
experiments in this work. However, the vibrational frequencies and angular deviation from

338 which predict

a T-shaped geometry are in good agreement with ab initio calculations
that the Rg atom resides on the nitrogen side of the NO molecule. Further support for this
conclusion may be deduced by comparing with the Rg-CO complexes where the lightest
rare gas atom is found to prefer the oxygen end of the CO molecule, whereas the heavier
atoms tend to have a more T-shaped geometry” . The CO molecule is known to be polarized
*C-0%, and so it seems that electron-electron repulsion is the dominant effect in

determining which linear conformer the complexes prefer.

Although not many van der Waals complexes have been studied by two-photon
spectroscopy, this work and previous work of others would seem to provide encouragement
by providing an analysis of the spectra using a simple extension of the original rigid rotor

model proposed by Mills ez.a” and Fawzy and Hougen?®. Rotational analysis of the spectra
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not only enables the extraction of information concerning the vibrationally averaged
structures but it also provides the key to the analysis of the vibrational band structure and

the determination of intermolecular frequencies.

Further work on these complexes is warranted. It may be possible to probe more vibrational
levels of the E’X" state by first exciting the complexes to the A’S" state in a (1+1'+1")
REMPI scheme, providing more information on Kr-NO by virtue of enhanced Franck
Condon factors involved in the EX" <~ A’S" transition. Also, it would be clearly of
interest to investigate the electronic spectroscopy of even higher (n>4) Rydberg states in
order to establish at what point convergence to the respective cations occurs. Such work
would provide a stern theoretical challenge since many of the higher Rydberg states will
overlap and could be subject to perturbations. Higher resolution spectra, especially those
which resolved the end-over-end rotational structure of the complexes, would be invaluable

in providing a deeper insight into the structure and dynamics of these species.

It is hoped that the detailed understanding of the Rg-NO complexes that has been built over
the last decade will provide a solid foundation, both theoretically and experimentally, for
the study of complexes formed between NO and a molecule, such as CH4 and N,. Molecular
complexes of NO" with N, CO, and H,O are thought to play important roles in upper
atmospheric chemistry (See Chapter 1), as well as in ion mobility spectrometry, and so a
detailed understanding of their spectroscopy is of great interest for these reasons, as well as
for purely scientific reasons. The (1+1) REMPI spectrum of the A’Y" « X?I1 transition of
N5'NO, recorded by the Southampton MPI group, has already been published*’. The
analysis of the spectrum is difficult since the geometry of the complex is unknown in either
state. Initial ab initio calculations on the ground state of NoNO have revealed a fairly flat
potential energy surface consisting of several minima separated by rather small barriers®’. It
may be necessary to gather more information on the ground state before any other studies

on the complex can proceed.

A possible route to this information could be an “ion dip” or ‘hole burning’
experiment>*** 3 technique which has been used to observe the electronic spectrum of
a single isomer which would otherwise be embedded in the spectra of other isomers. The

approach exploits the fact that, subsequent to electronic excitation by laser irradiation,
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relatively few molecules find their way back to the initial rovibronic levels spanned by the
bandwidth of the excitation laser. Photophysical processes such as internal conversion,
intersystem crossing, emission to other levels, and ionization by absorption of an additional
photon as well as photochemical processes such as predissociation and isomerization can all
contribute to the reduction of the repopulation of the initial levels. Therefore, it is possible
to significantly reduce the population of a subset of ground-state molecules by simply
tuning a laser into resonance with an excited electronic state. For the N,-NO problem a
‘probe’ laser would be fixed to a wavelength corresponding to a known™ AT« XTI
transition energy. A second ‘hole-burning” laser would then be scanned across the

A’S* « XTI transition. A delay (typically 100s of ns) would be introduced between the
light pulses in order to distinguish between the signals produced by the different lasers. The
data would then appear as dips in the probe laser signal as the hole-burning laser is scanned
through transitions involving the same initial rovibronic levels of the species being probed.
Hopefully this would serve to simplify the present congested spectrum® which is hindered

by the prescence of several energetically similar ground state isomers.
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Chapter 9-REMPI Spectroscopy of the X'Z" + C'Z" « X'Z" + X'T"
Transition of (CO).

9.1 Previous Work on the CO Dimer

Carbon monoxide is a fundamental species in molecular spectroscopy, being widely used as
a wavelength standard, a probe for surfaces, and a means to trace the distribution of
interstellar matter in the universe.! However, in spite of the extensive literature on the
spectroscopy of weakly bound molecular complexes, only a few observations of the CO
dimer have been reported. The first of these was made twenty years ago by Vanden Bout
et.al.,” who measured five microwave lines of (CO), by means of molecular beam electric
resonance spectroscopy (one at ~ 1.5GHz and a quartet at ~ 16 GHz). These authors were
not, however, able to assign these lines. More recently, Havenith ez.al” studied the infrared
spectrum of the CO dimer in the 2146 e¢m™ region ,the CO stretching vibration region, and
assigned a group of 19 lines as P-, Q-, and R-branch transitions of a K=2<-1 sub-band.
However, Brookes et.al.*, showed that their analysis was inconsistent with detailed
observations of the same spectrum at different temperatures. Subsequently, Roth et.al.*
reported 15 unassigned transitions of the CO dimer in the millimeter wave region (142-172
GHz), confirming their carrier by isotopic substitution. Later, Brookes et. al.’ reported the
observation and analysis of the infrared spectrum of the CO dimer in the

2139-2152 em™ region, the CO stretching region. These measurements were made by direct
infrared absorption of a tuneable diode laser beam by a supersonic jet expansion of CO
diluted in Ne. By changing the expansion conditions and the regions of the jet probed,
spectra were obtained at different effective rotational temperatures in the range of about 1 to
12K. Over 120 observed transitions were assigned in terms of 13 sub-bands involving 24
lower state (vco=0) and 36 upper state (vco-1) rotational energy levels of the complex with
total angular momentum values of J=0 to 9. These levels fall into two groups corresponding
to distinct isomers with intermolecular separations of either about 4.0 or 4.4 A. The 4.4 A
isomer is the ground state of the complex, while the 4.0 A isomer is a very low-lying (0.88

cm™) excited state, but this energy ordering is inverted in the vco=1 level.

A potential energy surface for (CO), has been calculated by Van der Pol et.al.’ using ab
initio values for the electrostatic and first order exchange interactions and dispersion

coefficients. This surface showed considerable nonrigidity, with a number of minima
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differing in energy only by small amounts (10-20 cm™) and separated by small barriers (10-
20 cm™). Later, this surface was used by Bunker er.al.” to calculate bound energy levels of
the dimer. Recently, Meridith and Stone® refined the earlier CO dimer potential surface
calculation and also determined energy levels and wave functions. This new surface differs
in detail from the earlier one,®but also shows a number of energy minima with different
geometries separated by small barriers. Brookes ef.al.” noted that calculations using MP4,
CCSD(T), and SAP methods indicate that the potential surface is especially difficult to
calculate precisely because of sensitivity to electron correlation effects. Both published
potentials feature a planar global minimum with a short intermolecular separation (=3.8 A)
and an O-bonded T-shaped configuration. They also show at least one secondary minimum,
also planar, with a much larger separation (~4.4 A) and a C-bonded T-shaped configuration.
It would be tempting to associate these two geometries with the two isomers observed in the
work of Brookes et.al’. However, it must be realized that a range of geometries will
contribute to the wave function of each state of the complex, so that the isomers are not
really distinct. Clearly the effects of interchange tunneling motions among equivalent
geometries are important for the CO dimer, as in the well-studied cases of the HCI and HF
dimers’. It seems that an understanding of the structure and internal dynamics of the ground
state of the CO dimer is far from complete at present, although substantial progress has been

made with more advanced calculations and improved spectroscopic measurements.’

Spectra of many other complexes containing CO have been studied in both the infrared and
microwave regions'®. Most relevant to this work is CO-Nj, which is isoelectronic with
(CO),. Xu and McKellar™ observed the spectrum of CO-N in the CO stretching region, and
assigned 5 sub-bands involving states with K=0 and 1 for vco=0 and K=0,1, and 2 for
veo=1. One significant difference between (CO); and CO-N; is that excitation of the CO
stretch in the CO dimer involves vibrational degeneracy arising from the two identical
monomers. There is no such effect in CO-Nj, since the CO and N, vibrations are well
separated (2143 em™ and 2359 cm™, respectively). Rare gas-CO complexes (Rg-CO)
exhibit increasing free rotation of the CO subunit as the polarisability of the rare gas atom
decreases (Rg=Kr'!, Ar'?, Ne®, He!*!?). CO forms fairly rigid complexes with some
molecules

(e.g. CO-CO,'®, CO-OCS", CO-HF'®), but the effects of large-amplitude internal motion

are evident in other systems such as CO-H," . The N, dimer is also isoelectronic with
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(CO),, but the absence of allowed dipole transitions has so far prevented high resolution
spectroscopic studies, and only lower resolution data are available.”® 4b initio studies® of

(N2), indicate a considerable degree of internal rotational freedom.

Of particular relevance to a spectroscopic study of Rydberg states of the CO dimer is the
carbon monoxide dimer ion (CO),", of which there has been several investigations. (CO);
was first observed in a high pressure mass spectrometric investigation employing electron
impact ionization with variable electron energy.?* The appearance energy was reported as
12.840.3 eV. Combined with the adiabatic ionization energy of the CO molecule (14.014
eV)?, this would correspond to a binding energy of the (CO); ion of 1.2140.3eV.

The first photoionization study of CO cluster beams was conducted by Linn et.al.®* . By
measuring photoionization efficiency curves (PIE) they determined the appearance energy
of (CO), as 13.0520.04 V. By applying the same technique Ding et.al.” deduced a value
of 13.15eV. In an experiment with energy selected cluster ions the first ionization energy of
(CO), was later determined to be 12.73+0.05 eV by Norwood et. al?**  However, this was
considered to represent an upper limit to the ionization energy since the experiment might
have been influenced by dissociative ionization of larger clusters. Again combined with the
adiabatic ionization energy of CO (14.014 eV)* and the binding energy of neutral (CO), of
18 meV?® this would lead to a binding energy of the carbon monoxide dimer ion of
1.3040.05 eV. In a Selected Ion Flow Drift Tube (SIFDT) experiment the thermal activation
energy for the dissociation of (CO), ions® was determined as 1.1-1.3 eV. While most of
the relevant experimental results suggest a binding energy on the orderof 1.3 eV, a
significantly higher value was reported by Chen and Holmes.?” In that work the heat of

formation of (CO), was determined by electron impact ionization of several precursors.
The binding energy of the (CO), ion was deduced to be larger than 1.96 eV. This would

make it one of the strongest bonds ever observed in an ionized van der Waals dimer.

The first ab initio calculation of the (CO); ion was reported by Beebe and Sabin.*’ Knight
et al. described ab initio CI calculations of the nonlinear frans bent *B, ground state (point
group Ca) of the (CO); ion.? 2 Stimulated by photodissociation experiments of the (COy;

ion, Blair ef al.* performed extensive ab initio calculations of the ground and excited states
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of this ion. For the ground state of (CO); at the UMP2/6-31G* level, the global minimum

was again observed as a trans planar geometry (Can, symmetry) with a C-C bond length of

1.505 A and a CCO bond angle of 144.3°. The binding energy of the (CO), ion was

reported as D=2.68 eV. The zero point dissociation energy (Do) could not be deduced since
no vibrational frequencies were calculated. The Cy, symmetry was recently confirmed by an

infrared study of (CO): isolated in a solid neon matrix.>*The most advanced calculations on
the (CO); ion were carried out by Mahnert e al.” . They also found a global minimum

with a trans planar (Can) geometry, and also reported vibrational frequencies.

There is no report in the literature of any electronic spectroscopy of the CO dimer or any

other CO containing van der Waals molecule to date.
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9.2 Results and Discussion

A typical time-of-flight (TOF) spectrum showing the presence of CO and (CO), ions is
shown in Figure 9.1. This was recorded at a laser wavelength of 230nm. No indication was
found for a correlation of the CO" signal with the signal at mass=56amu (assigned to
(CO); ), as the laser wavelength is scanned. In combination with the sharpness of the
(CO), signal, this is very strong evidence for its correct assignment as being due to
multiphoton ionization and detection of the (CO); species, rather than ionization and
fragmentation of any possible higher or mixed clusters. Due to its relatively large two-
photon absorption cross section’®, the CO” ion signal is observed at all wavelengths in this

region, whereas the (CO), ion signal is observed only at resonant frequencies.

Figure 9.2 shows the spectrum recorded in the (CO); mass channel in the

two-photon energy range 85680-87560 cm™. The appearance of the spectrum depended
greatly on the delay time between the opening of the nozzle and the firing of the laser. At
longer delay times, where more rotational and vibrational levels of the ground state complex
are expected to be populated, the spectrum is much more complicated. The possibility of a
single-photon transition can be disregarded since there are no bound CO excited states
below 55,825 cm™ .*” The only possible electronic states of CO that the transition can be
associated with are the C'Z" (3po) and E'TI (3pn) states which lie at 91916 cm™ and 92903
em™ above the ground state respectively. Since no evidence could be found for a structured

spectrum to the red of the E'TT«—X'Z" transition, the spectrum is assigned to the (2+1)

REMPI spectrum of the X'E* +C'Z* «~ X'T* +X'T*  transition of (CO),.

If the feature at 86190 cm™ is assumed to be the origin of the (CO); transition, then this
would represent a red-shift of 6200 cm™ from the C'E*_, « X'Z’,_, two-photon transition
of CO. This red-shift combined with the ground state dissociation energy of (CO); known
from ab initio calculations®®*>** (Dy=93 em™) allows the dissociation energy of the X' " +
C'z" state of (CO); to be estimated as 6300 cm™. This value is much lower than that found
for the ground state of the ion (De=14,520 cm™) by Mihnert et.al” from the dissociative
ionization of Ar-(CO); clusters. However, the estimate in this work is expected to be very

much a lower limit since it is likely that for such a large change in geometry, transitions to

180



~—(C0j,

[ : | . |
0 50 100

Mass (amu)

Figure 9.1: Time-of-flight mass spectrum showing the presence of CO and (CO)," ions,
recorded at a laser wavelength of 230nm.
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Figure 9.2:

(2+1) REMPI Spectrum of the X'T* + C'S* «~ X'E* + X'T* Transition of (CO),. Regular
separations observed in the spectrum are assigned to progressions in the symmetric stretching
(o1) and symmetric bending (2) vibrations.



the first few vibrational levels in the excited state have low intensities and are not observed.
Moreover, the excited state is obtained by promoting an electron from the outermost
occupied orbital in CO (a o bonding orbital) to a 3sc Rydberg orbital. Thus the 3sc orbital
has some electron density in the core region and so the dissociation energy would be

expected to fall short of the ionic value.

Evidently there is a significant difference in equilibrium geometry between the neutral van
der Waals dimer and the ion. Hence it is unsurprising that long progressions of vibrational
structure are observed in the spectrum. It is unlikely that the spectrum will display any
resolved rotational structure. End-over-end rotational structure will not be observable at the
level of resolution attained (0.6 cm™), whilst the rotation of a single CO subunit is

expected to give rise to a single peak for the C'Z!_, «— X'Z!._ transition. The similarity of
the rotational constants for the C'S'_, state (Be=1.9533 ecm™)’” and the X'X!._, state (1.93

cm’')*” causes the overlap of transitions from higher rotational levels in the ground state.
The O and S branches, which are also expected for a two-photon 2<—X transition (the P and
R branches are forbidden because of parity selection rules), are 2 to 3 orders of magnitude
weaker than the Q branch and are not observed using linearly polarized radiation, as used in
this work. Hence even if the complex had a T-shaped excited state geometry then rotation
about the a inertial axis would only be expected to give rise to a single feature in the

spectrum. Therefore only a vibrational analysis is possible with the spectrum in Figure 9.2.

Several regular progressions are observed in the spectrum. Given the large change in
intermolecular distance between the ground (CO); X'S* +X'Z* (4.0-4.4 A)’ and the excited
(CO); (ground ionic state (~ 1.8 A)),> one would certainly expect strong excitation of the
intramolecular symmetric stretching mode. A progression in one or more of the bending
modes would also be expected considering the predicted change in geometry from roughly
T-shaped in the ground state to the #rans (Ca) structure in the excited state. By comparison
with the vibrational frequencies calculated for the ground state of the ion in Ref. 35, whilst
bearing in mind that the corresponding intramolecular frequencies in the Rydberg state will
be slightly lower in energy (since the Rydberg electron will penetrate the ionic core and

perturb the intermolecular interaction between the two CO molecules) it is possible to
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tentatively assign two progressions of ~ 300 cm™ and ~ 180 cm™ to the symmetric

stretching (©;) and symmetric bending (®,) intermolecular vibrations respectively.

9.3 Conclusions and Suggestions for Further Work

Preliminary results have been presented for the (2+1) REMPI spectrum of the

X'ZF+C'Z" « X'Z" +X'T" transition of the CO dimer. The observed band origin allows

the dissociation energy in the upper state to be estimated as 6300 cm™ . Although this value
is still large for an ionized van der Waals molecule, it is less than the predicted dissociation
energy of the ground state of the ion. Two progressions in the spectrum are assigned as

being due to the symmetric stretching and symmetric bending vibrations.

In order to improve the analysis of the spectrum, it will be necessary to establish a better
understanding of the structure and dynamics of the species in its ground state. The extreme
fluxional behaviour indicated by the calculations and experiments to date would appear to
suggest that this would be a rather formidable theoretical challenge. A full analysis of the
MPI spectrum could facilitate a study of (CO)," by ZEKE spectroscopy, since it would then
be possible to selectively probe different parts of the ionic potential surface by exciting
different vibrational levels of the intermediate state. Such a study would provide an
interesting contrast with similar work on the NO dimer*!. In the case of the CO dimer the
dipole moments of the CO monomers would point in opposite directions in the ionic state,
since it is known that neutral CO has its dipole moment aligned >C-0°", whereas CO" is
aligned *C-0%.* This would certainly explain the contrasting geometries implied in this
and previous work for the ground (T-shape) and excited (frans Ca,) states. It may be
worthwhile recording the REMPI spectrum with circularly polarised light since under these
circumstances the O and S branches of the monomer transition are relatively stronger and
may aid a rotational analysis of the complex spectrum from which structural parameters

could be derived.
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10.1 Introduction

The advent of soft ionizing techniques such as electrospray ionization (ESI)*and matrix
assisted laser desorption-ionization (MALDI) have allowed the analysis of large biological
molecules using mass spectral techniques. The compact quadrupole ion trap (QIT)Y* is
particularly suited to such a task with adequate mass range and resolution, together with the
structural information which MS" scan modes can provide. The interfacing of an
electrospray ion source to a quadrupole ion trap (ES-QIT)’ is thus a powerful analytical tool
that may be applied to a wide range of species including drugs, DNA, RNA, sugars,

peptides, and proteins.

Detection limits of analytes measured in ES-QIT mass spectrometers are generally on the
order of fmols, with the lowest limits being recorded when an isolation step is used to
accumulate and/or isolate only the ion(s) of interest®. These detection limits are usually
defined empirically as the minimum amount of sample which produces a specified mass
spectral signal-to-noise ratio under a set of standard conditions’. A detection limit defined in
this way includes a composite measure of factors such as sample volatility, ionization
efficiency, ion trapping efficiency, ion stability towards collisions or reactions, trap size and

shape, detection circuit.

In a particular experiment it may be of interest to know the absolute number of trapped ions
that contribute to a detected signal since this knowledge could provide a direct measure of,
for example, ionization efficiency or ion trapping efficiency. Ideally one would like to be
able to determine accurately the minimum and the maximum number of detectable trapped
ions. It might be expected that this information could be obtained directly from the detection
limits described above by estimating the various loss mechanisms that occur between
sampling and detection. However, the various factors on which the detection limit depend

are not easy to separate and may also be variable in different environments.

Several novel approaches to this problem have been described previously, all using ion
cyclotron resonance mass spectrometry (FT/ICR/MS). In a study by Hunter et.al’, a dc
voltage was applied to one of the trapping plates in order to attract positive ions which were

then counted using an electrometer. An alternative method developed by Mclver et.al’ used
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known electron ionization cross sections to calculate the number of ions present by
measuring the electron beam duration, emission current and ionisation volume. Both of
these methods give no direct indication of the extent of ion loss during and after the
excitation process and would not be appropriate for an ion injection technique such as ES-
QITMS where trapping efficiencies are typically fairly low. Addressing this problem,
Limbach et.al’’ determined the absolute number of trapped ions by comparing the
experimentally observed signal voltage to that calculated for a single ion orbiting at the
(measured) ICR orbital radius of the ion packet. Although this method provides a good
lower bound of the absolute number of ions present, it is based upon the assumption that all

ions orbit in a tight coherent packet in the trap mid-plane.

Recently, Senko et.al’’ statistically compared high resolution FTMS spectra of horse
Myglobin with model isotopic distributions in order to assign accurately the monoisotopic
mass. Since the level of error between the calculated and experimental distributions
correlates with the number of ions that contribute to the isotopic distribution, the authors
were also able to obtain an estimate of the number of ions trapped in the FTMS cell. This
method would be inappropriate in the case of the much smaller molecules for which QIT-

MS is able to resolve C'*/C'? isotopic distributions.

In this work we also use naturally occurring isotope ratios to estimate the number of ions
present in the trap. The experiment involves repeatedly scanning the isotopic profile of a

particular ion, to obtain the mean proportion p and associated standard deviation o of each

component. Since the naturally occurring isotope proportion p is known, an estimate for the
number of ions n can be obtained from the resulting probability distribution using the

following equation, which is the normal approximation to the binomial distribution.

n=p(l-p)lo’ ..(10.1)
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10.2 Experiment

Experiments were performed on a Finnigan MAT LCQ LC/MS" quadrupole ion trap mass
spectrometer and, for comparison, a Bruker ESQUIRE quadrupole ion trap mass
spectrometer. Both instruments were equipped with an electrospray ionization (ESI) source.
A diagram of the ESQUIRE system is shown in Figure 10.1. The major components of this
instrument are (i) the spray chamber where ions are transferred from the sample solution,
(ii)the ion transport and focussing region which conveys the ions into the ion trap, (iii) the
ion trap analyser where ions are separated according to their mass-to-charge ratio (m/z) and
(iv) the detection system where the ion signal is measured. In both the LCQ and ESQUIRE
spectrometers the pressure drops from atmospheric pressure (1013 mbar = 760 Torr) in the
spray chamber through about 0.1 mbar in the focussing region to approximately 5x 10
mbar in the chamber surrounding the ion trap and detector. These different pressure regions

are achieved using turbomolecular and rotary pumps.
10.2.1 The Electrospray Ion Source

Electrospray ionization (ESI) is a technique which allows the transfer of ions from solution
to the gas phase. This method has several advantages over other mass-spectrometric
ionization techniques. The unique ability to produce intact multiply charged ions allows the
creation of highly charged forms of very large molecular weight compounds which may be
analysed on virtually all mass spectrometers. The fact that samples under analysis must be
introduced in solution results in a natural compatibility of the technique with many types of
separation techniques most suitable for many chemical and biological species. Further, the
extreme “softness” of the process (ESI) permits the preservation in the gas phase of
noncovalent interactions between molecules which existed in solution, as well as the study

of three-dimensional molecular conformations.

The ESQUIRE spray chamber, housing the electrospray source and sampling capillary, is
shown in Figure 10.2. The sample is introduced into the spray chamber through a nebulizer
which is at right angles to the sampling capillary. The nebulizer consists of a very fine

needle which resides inside a tube that adds nebulizing gas (nitrogen) to the sample stream.

191



L/

Figure 10.1: Overview of the ESQUIRE Ion Trap Mass Spectrometer
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Figure 10.2: The spray chamber on the ESQUIRE ion trap mass spectrometer




On passing through the nebulizer the sample solution is broken into droplets both by the
strong shear forces generated by the nebulizing gas and the strong electrostatic field
generated between the nebulizer needle tip (at ground potential) and the end plate (a
polished metal disk centred around the entrance of the glass capillary) at 2-6kV. As the
droplets disperse (Figure 10.3), ions of one polarity are preferentially attracted to the droplet
surface by the electrostatic field. The type of ions formed depends on the composition of the
liquid sprayed, and ions may be produced via mechanisms such as proton transfer, hydride

abstraction, charge exchange, association or electron capture.

Before analysis, the sample must be desolved to yield a bare [M+H,]*" ion. This is achieved
using a counter flow of heated nitrogen which evaporates the solvent, decreasing the droplet
diameter and forcing the predominantly like-surface charges closer together. When the force
of the resulting coulomb repulsion equals that of the surface tension of the droplet (the
Rayleigh limit), the droplet explodes, producing charged daughter droplets that are subject
to further evaporation. This process repeats itself, and droplets with a high surface-charge
density are formed. When the potential per unit area reaches approximately 10° V/em?, ion
evaporation occurs. lons are then pushed through the capillary entrance by the pressure
gradient between the spray chamber and the low pressure ion focussing reigion. After
traversing the glass capillary, the ions are directed through a pair of skimmers which
remove the bulk of the drying gas. Finally the ions are transported to the ion trap via a series

of electrostatic lenses which must be optimized for the m/z range of interest.

For each of the species used in this study the electrospray conditions and ion lens voltages

were optimized for maximum signal:noise before each set of experiments.

10.2.2 The Quadrupole Ion Trap Mass Analyser

The theory of the quadrupole ion trap has been reviewed extensively'>". The instrument
operates on the basis of first storing ions and then facilitating their detection according to
their mass/charge (m/z) ratio. As shown in Figure 10.4, it consists of an arrangement of
three electrodes wherein gaseous ions may be held by application of electric fields. A
central electrode (known as the ring electrode) having the form of a hyperboloid of two

sheets 1s located between two hyperboloids of one sheet (known as the end-cap electrodes).

194



I
s e e e a’ [

+

+

-

.

TITX

PO g o T
N e S ST T

e

Figure 10.3: The Electrospray process within the spray chamber

i it
LA A

_+

4.‘0 .a.) %%

g
1

5

1+

.l- .+ .+:. .

I e
w9 8 e e 8,0 0 00

2 _.-

.\
+

P
.,

o
AL Ay

“a e @ @
RN
.. .' . I‘.‘.,.
-

- - .
. v 8 0 0 9 LSE A

{ -+
:’ ...

t
»
YLk ey
e 2 @ ® @
f.». A - s

%t

e, e, el %E

______
® 4| |

Nz (Nebulizing gas)

Nz (Drying gas)

2-6 kV




Resonance excite/eject

V'©esCOS( Tty rest) [ f“

cntrance exit
end cap end cap
Electrospra
pray Detector
Source
spacer
ring -~
electrode

Trapping RF
Vercos(2z frrt) [ F‘

Figure 10.4: The ion trap mass analyser



In the normal mode of use, the end-cap electrodes are connected to earth potential while a
radiofrequency (RF) oscillating potential is applied to the ring electrode. The shape of the

potential, ¢, developed within the trap is then given by

P4yt +22)) U- ...(10.2
¢:%(U—Vcos§21)(x +y2+22 )+U VZCOSQZ (10.2)
¢

0
where U represents the maximum DC potential and V the maximum RF potential applied
between the ring and the end-cap electrodes, (2 is the angular frequency of the RF potential,
and 1y is the internal radius of the ring electrode. Ions injected into the trap by the
electrospray source are focused and defocused along the z axis and vice versa in the radial

plane by the periodic reversal of this field caused by the oscillation of the RF potential.

The differential equation of motion for a singly charged positive ion is readily obtained

from

2z ...(103
djz—f—Vgﬁ (10.3)
dt m

which, in the field given by Eqn 10.2 becomes

d’u ae ...(10.4)

arr m(r’ +2z})

[U +7 cos(Qt)lu

where o=-2 for u=r and =4 for u=z. This equation is of a similar form to the Mathieu

equation™*

d’u

2

+(a, +2q,c0s2Eu=0
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where

16eU
a, =-2a,=-2a,=—— —
’ T om(r] +2z,)Q

and

3 8elV
m(r} +2z)°

q,=-2q,=-2q,

The a, and g, parameters are fundamental to the operation of the ion trap since they
determine whether the ion motion is stable (the ions remain trapped) or unstable (the ions
escape the trap). Plotting and overlapping the solutions to the Mathieu equation in (a,q)
space for the r and z dimensions forms the quadrupole ion trap stability diagram, a portion

of which is shown in Figure 10.5.

This diagram defines the areas within which the axial (z) and radial () components of
motion are stable. In this work the analytical use of the ion trap relies upon the mass-
selective ejection of ions". Of the ions which are injected into the trap by the electrospray
source, a range of m/z values may be held in stable orbits by virtue of the RF potential. As
the amplitude of the RF potential is increased, the motion of the ions becomes progressively
more energetic, such that they develop unstable trajectories along the z axis. Then, in order
of increasing m/z values, the ions exit the device through holes in one of the end-cap
electrodes and impinge on a detector. In this way, a mass spectrum is generated. Since g is
inversely proportional to mass, high mass-to-charge ratio ions have a lower ¢, value than
low mass-to-charge ions. Therefore the mass-selective instability scan described above may
be represented on the instability diagram by progressing across (a, ;) coordinates until the
right-hand boundary is reached. From the stability diagram there follows an important
consequence: the existence of a cut-off mass. There is always a lowest mass stable in the

field, with all other lower masses unstable in the field.
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Figure 10.5

Stability diagram for the ion trap plotted in (a,,q,) space. The points marked Mi, Mz, and M;
(M;<M,<M3) refer to the (a,,q,) coordinates of three ions: M, has already been ejected, M,
is on the point of ejection and the species M; is still trapped.

199



The range of masses that can be stored in the field thus has a lower limit, the cut-off mass.
The cut-off mass is determined by the RF level on the ring electrode with its corresponding
secular frequency being given by one half of the RF drive frequency. Theoretically, there is
no upper limit to the storable mass range. However, for practical purposes and thermal
reasons, there is an upper limit. This upper limit is about 20-30 times the cut-off mass; ions |
with an m/z above this limit are not efficiently trapped by the RF field. The lines drawn
across the region of stability are known as iso-} lines and describe the detailed trajectories
of the ions at each point. These have the general appearance of a Lissajous curve and are of

the mathematical form

u,(t)=A4, icm cos[(?.n + . )%t) + B, icm sin((2n + B, )%—tj ...(10.6)

=00 N=—a0

where A, and B, are arbitrary constants and the Can, coefficients give the amplitudes of the
allowed modes of motion. The magnitude of these coefficients falls off rapidly as n
increases so that only trajectories corresponding to n=+1, 12 are of practical significance.
Ions of a specific mass-to-charge ratio have a fundamental frequency, f, (h=0) of motion

unique to their q, value which may be calculated from the {3, value. F can be expressed in

terms of B, as follows
fo=f, 2B.1,12) ...(10.7)

Resolution, peak height, and sensitivity are greatly improved if the mass-selective instability

scan mode is supplemented with resonance ejection whereby a dipole signal

v

res

cos(2af, .t )] is applied to the end caps with frequency equal to the fundamental

resonant frequency of the ion. The ZOOM scan mode used by the LCQ spectrometer uses
this principle in order to eject ions of unwanted m/z before the mass-selective instability
scan. In this way it is possible to increase the trap concentration of the species of interest,

thus enhancing sensitivity.
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10.2.3 The Geometry of the LCQ and ESQUIRE Ion Trap Analysers

The discussion in section 10.2.2 is based upon the ion trap geometry defined by Equation

10.8

...(10.8)

where 7, is the internal radius of the ring electrode and 2z, is the closest distance between

the two end-cap electrodes. This is known as the perfect geometry and is necessary for a
purely quadrupole field if one neglects any other disturbances. In the early 1980s, however,
researchers at Finnigan Corporation observed that ion traps built with the specific geometry
of Equation 10.8 demonstrated poor mass accuracy. Mass assignments were shifted and
errors were compound dependent. Although not well understood, Syka'® has suggested that
these mass shifts are due to a difference in ion radial distributions that occur because of the
different ion collision cross sections, the high pressure of helium in the trap, and the effects
of higher order fields that are caused by field imperfections resulting from the entrance and
exit holes. Mass shifts were reduced to negligible deviations by spacing the end caps

outward by a factor of 0.11 z,. Syka has proposed that such an alteration of the geometry

improves the homogeneity of the quadrupole field near the centre of the trap where the ions
are stored. The LCQ spectrometer uses this “stretched” ion trap geometry whereas the
ESQUIRE makes use of a “multipole-superimposed” ion trap in which the mainly
quadrupolar field has contributions from hexapolar, octapolar and even higher-order fields.
The effect is created by a slight change to the angle of the asymptotes associated with the
hyperbolic profile formed by the electrodes.

10.2.4 Scan Modes and Sample Preparation

Both spectrometers have the option of automatic gain control (AGC). This method divides
the scan function into two stages, known as the prescan and the analytical scan. A prescan
is rapid and is used to determine the analytical scan injection time so that space charge

effects caused by an over abundance of ions are avoided.
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Both the LCQ and the ESQUIRE spectrometers have several different scan modes, the
choice of which depends upon the type of species being analysed and the nature of the
information that is required. Since this work requires the measurement of adjacent isotopic
peaks, it was necessary to operate at high resolution (m/Am=10,000 at m/z 2000). This is
achieved by reducing the scan rate of the QIT and supplementing this scan with an
appropriate resonance-ejection voltage (c.f. Equation 10.7).

On the LCQ instrument, the ZOOM mode was used in which an ion-isolation step preceded
the main scan function. In order to isolate the ions of interest (with a window of width equal
to 10m/z centred on the sample mass) a continuous band of frequencies at all B, values
corresponding to the unwanted m/z range is required. In practice a sum-of-sines tailored
waveform consisting of many discrete frequencies is simpler to implement and is used by
the LCQ. For comparison experiments on the ESQUIRE spectrometer, a very similar
isolation step was performed in order to replicate the LCQ ZOOM mode as closely as

possible.

The samples were infused at a flow rate of 3 pL./min using methanol: water (50:50 mixture,
0.1% formic acid) as a solvent. The biological samples, Bradikinin (Sigma chemical co.,
Product no:B3259) and Porcine (Pancreastrin fragment 33-49, Sigma chemical co., Product
no:P2919) were prepared with a concentration of 5 pmol/pL. Caffeine was prepared with a
concentration of 0.02 mg/mL. All spectra were obtained in the positive ion mode to

generate both singly and multiply protonated ions.

The raw data files produced by the spectrometer software were converted into an
appropriate format and analysed using the Program “Convert” which was written using

Visual Basic 6.
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10.3 Theory

Quadrupole ion trap mass spectrometry is capable of resolving >C/**C isotopic profiles for
low charge states (+1, +2) of fairly large molecular weight organic compounds (up to ~1800
amu). Clearly if an infinite number of ions are sampled by the ion trap analyser then the
relative intensities of the profile components will only fluctuate according to the natural
variability of the *C/**C isotope ratio’”. In a real series of experiments the extent of this

fluctuation depends upon the number of ions that are sampled by the ion trap analyser.

Each experiment is considered to involve a sample of size n (unknown) ions from an infinite
distribution of ions of which the mean probability (naturally occurring), pi, pa2,...,pn of

observing each species is known. This then defines a discrete probability distribution for the

observed proportions X,,X, ,..,X, . The probability of observing a particular isotope

proportion, P(r) is given by the expression
P(r)="C p"(1-p)~ ...(10.9)

where 1/n is the observed proportion. These probabilities define a discrete probability

distribution customarily called the binomial distribution. The probabilities are obtained

when the expression

" = R nr ...(10.10
1=[p+a-pl =3 "Cp-p) (10.10)

r=0

is expanded by the binomial theorem. For this application it is more convenient to
approximate the binomial distribution so that in any particular experiment the proportion of

ions 1/n containing a particular isotope will be distributed normally with a mean p and

standard deviation, ¢, given by :-

o=Jpd-p)in _.(10.11)
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In order to estimate the value of n the experiment is repeated a large number (500) of times,
thus providing an estimate for the standard deviation, o. Since the mean proportion, p is
already known (see below) the absolute number of ions present in the trap can be estimated

from the equation

n~p(l-p)/ o’ -.-(10.12)
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10.4 Results and Discussion

A selection of small haloalcohols were first used to validate the technique. These were
chosen so that strong isotopic patterns were exhibited in the mass spectrum. Figure 10.6
shows the mass spectrum obtained from a solution of chloroethanol using methanol/water
(50:50 mixture) as a solvent. Chloroethanol is first protonated and then looses a water

molecule yielding CICH,CH,".

CICH,CH,OH + H;0" CICH,CH,OH," + H,0

-H,O

CICH,CH,0H," CICH,CH,"

The spectrum shows the expected'® ~3:1 ratio of the CI’>CH,CH," and CI’’CH,CH,"
species. The statistical method described in section 10.3 was used to calculate the absolute
number of trapped ions for a series of AGC values. The result of this experiment is shown
in Figure 10.7. The error bars associated with this data were deduced from five repeated
experiments at each point. Other data (not shown) were also collected with the AGC facility
disabled. It was found that the AGC facility did not affect the number of trapped ions since
very similar numbers were calculated for corresponding ion injection times in each mode.
As expected the number of trapped ions increases linearly with AGC value. The data point
at AGC=5e7 corresponds to a spectral signal-to-noise ratio of approximately 3:1, which
would conform with previous definitions of detection limits in mass spectrometry. At
greater AGC values than AGC=9¢7, space charge effects begin to broaden the individual

ion peaks and thus it is not possible to monitor the individual isotopes.

Having successfully applied the technique to chloroethanol, the next experiments involved
the use of larger organic molecules and in particular the more practically relevant small
peptides and protein fragments. Figure 10.8 shows the mass spectra obtained using solutions
of (i) caffeine, (ii) the +2 charge state of bradikinin and (iii) the +2 charge state of Porcine.
As was the case for chloroethanol the AGC facility did not affect the number of trapped
ions. Figure 10.9 shows the number of ions determined at a series of injection times using
(i) caffeine and (ii) porcine on the LCQ spectrometer. Again the plots cover the complete

dynamic range for detection of these ions.
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It is clear that a much greater number of caffeine ions than porcine ions can be detected
whilst still being able to resolve the individual isotopes in the mass spectrum. This is

presumably a consequence of the much smaller caffeine ions occuying less space in the trap.

The trapping efficiencies of the LCQ and ESQUIRE spectrometers, using the (+2) charge
state of Bradikinin are compared in Figure 10.10. It would seem that more detectable ions
are trapped by the LCQ than the ESQUIRE for the same ion injection times. The most likely
explanation for this difference would seem to be the contrasting electrospray ion source
designs used by the two different instruments. Amongst other differences, the nebulizer
spray on the ESQUIRE is directed at right angles to the sampling capillary whereas the
LCQ directs the spray straight at the capillary. Also the modifications of the perfect ion trap
geometry, introduced to improve mass accuracy, are different for the two spectrometers (see
X.3). The injected ions would therefore be expected to experience contrasting field
strengths and shapes when they enter the trap. In a recent study by Quarmby ez.al’’, a model
for the process by which injected ions are trapped was developed using SIMION v6.0 to
simulate the electrostatic field within the LCQ ion trap. A similar model, with parameters
chosen to simulate the ESQUIRE ion trap, may provide some insight as to the apparent

difference in trapping efficiency of the two spectrometers.
10.4 Conclusions

A statistical method for the determination of the absolute number of trapped ions in a
quadrupole ion trap mass spectrometer is demonstrated. As expected the results vary
according to the species of interest and experimental conditions used. Comparisons between
the LCQ and ESQUIRE spectrometers are inconclusive. The difference in trapping
efficiencies inferred from the preliminary data could be due to a number of factors such as
ionization source design or discrepancies in the extent of kinetic energy damping which
occurs on injection into the trap. In order to investigate this further additional data needs to
be collected using an extensive m/z range of compounds on each instrument. A theoretical
model to simulate the injection and storage of ions in the ESQUIRE ion trap would also be

an advantage.

210



Figure 10.10: Comparison between LCQ and ESQUIRE
Spectrometers using Bradikinin (+2)
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Chapter 11: Conclusions and Further Work

The aim of the work presented in this thesis was to study unstable species in the gas phase
using spectroscopic methods. This objective has been achieved through two separate
studies: the investigation of various Rg-NO complexes using REMPI spectroscopy; and the
study of OH and Ox(a'A, ) using photoelectron spectroscopy with a synchrotron radiation
source. A further aim was to devise a method to determine the number of ions contained in

a quadrupole ion trap mass spectrometer.

11.1 Photoelectron spectroscopy of short-lived molecules using synchrotron
radiation

In terms of the synchrotron studies on Ox(a'A, ) and OH, constant ionic state spectra (CIS)
of these molecules reveal for the first time a complex array of autoionising Rydberg states
that exist within these systems at excitation energies below 20 eV. CIS spectroscopy has
been shown to be an effective complement to photoionisation efficiency studies by allowing
autoionisation to be examined as a function of the final ionic state vibrational level. Also,
photoelectron spectra of OH and Ox(a'A, ) have been recorded at photon energies in
resonance with autoionisaing transitions observed in the CIS spectra, with the enhanced
vibrational structure observed providing improved values for the constants ®. and @cx. in
the ground ionic states. The study of OH extended previous synchrotron PES work on

1,2.3

reactive intermediates produced by microwave discharge of a flowing gas mixture > to the

study of a short-lived molecule produced by an atom-molecule reaction.

There are a number of refinements to the spectrometer that could be made to further
enhance this work. The installation of a multichannel detector should allow samples with
low partial pressures or photoionisation cross-sections to be studied. This would also allow
the rapid collection of frames of data, so that signal stability should become less critical in
CIS spectra. This will require new software to be written, to control the mutidetector. Given
sufficient signal stability, it may also be possible to obtain two-dimensional photoelectron
spectra, which have been shown to provide a detailed picture of autoionisation in small
molcules®. The incorporation of ion detection, such as by a quadrupole mass spectrometer or
a time-of-flight mass analyser, would permit not only the identification of all species in the
ionisation region, but also the performance of photoelectron-photoion coincidence

(PEPICO) measurements.” Such an experiment would distinguish between overlappin
pping
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photoelectron signals that arise from ionisation of different species, which are a common

problem in PES.

Despite the success of these studies, none of the molecules can be said to have been
completely characterised in the process. Many of the assignments of CIS resonances are
tentative, owing to the complicated or weak spectra; in a few cases it might be useful to
record these spectra again, under improved conditions (such as with the multichannel
detector installed) to confirm or challenge the analyses presented in this thesis. The
proposed improvements to the spectrometer should allow the resolution of many of the
uncertainties in the spectra obtained in this project, and should prevent the same problems

from occurring in future investigations.

Several short-lived species may be produced by the fluorine abstraction method, such as
CH; from CH, + FS. The reactants and by-products of such mixtures can present several
problems, such as contamination of the spectrometer and spectral congestion, but useful
information could be obtained from a successful experiment. Other production methods,
such as pyrolysis of a solid sample, or laser photodissociation, could also be attempted, but

these also have experimental obstacles that must be overcome.

Having established the viability of the method, the future lies in extending it from diatomic

1,2,3,7

studies published so far to other species produced by atom-molecule reactions, in

particular polyatomic molecules. Recent successful work on the angle resolved
photoelectron spectroscopy of Oz(alAg )®, means that both the dynamic variables, partial
cross sections and photoelectron angular distributions, can now be measured. This
information should lead to a detailed understanding of the photoionization process for short-

lived molecules in the future.

11.2 REMPI Spectroscopy of rare gas-NO complexes and (CO);

The structure and bonding of ArrNO and Kr-NO have been studied using REMPI
spectroscopy. The main aim was to characterize the E’S* state of these complexes in order
to facilitate a ZEKE study of Ar-NO" and Kr-NO" using the E’S" state as the resonant

intermediate state. The two-photon E?Z* « X*IT transition in Ar-NO and Kr-NO has been
studied using one-colour REMPI spectroscopy. The (2+1) REMPI spectra were recorded
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and then simulated using a rigid rotor model” in which relative intensities are calculated in
terms of the non-vansishing tensor components of the two-photon absorption operator
associated with the corresponding transition in uncomplexed NO. The resolution of the
REMPI spectra of Ar-NO and Kr-NO recorded in this work was not sufficient to resolve
transitions associated with end-over-end rotation of the complex, and the neglect of this

rotational motion in the model, therefore, was not a significant problem.

Analysis of the (2+1) REMPI spectra of Ar-NO and Kr-NO indicated larger dissociation
energies and significant deviations from the T-shaped geometry found in the ground and
A3 state of the complexes. The interpretation given for these differences is that in the
E’Y" state the radius of the Rydberg electron orbit is greater than the diameter of the Rg
atom and so a charge-induced dipole interaction dominates, similar to Rg"NO", whereas for
the ground and lower electronic states the Rg atom lies outside the Rydberg electron radius

and the charge of the NO" core is screened.

As mentioned previously, it is hoped that the work presented in this thesis on the E’L" state
of Ar-NO and Kr-NO will be valuable to the future interpretation of ZEKE spectra of the
corresponding cations. Takahashi used a (2+1") REMPI process to perform ZEKE
experiments on Ar-NO using the C’II state as a resonant level'®, and (1+1') ZEKE
experiments have been performed in Southampton using the AT’ state as an intermediate
level'!. Tt is clear from those two experiments that ZEKE experiments via the AT state
yield information on the high-lying vibrational levels of the Ar-NO" cation, whereas those
via the C*I1 state yield information regarding the low-lying levels. This arises since the
intermolecular bond length of the A" stateis >4.5 A, whereas in the cation it is ca. 3 A,
on the other hand the C’IT state has a bond length closer to that of the cation. In general,
therefore, it may be anticipated that using different electronic states as resonant states in
ZEKE experiments will yield information on a wide range of vibrational levels of the
Rg'NO" ions. There are four main areas in which to extend the work already performed on

the electronic and photoelectron spectroscopy of Rg-NO complexes:

) to study higher-lying Rydberg states, thus investigating the convergence of these to

those of the cation
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(ii))  to use different resonant vibronic levels to record ZEKE spectra, to give more

information on the cations of the Rg-NO" species

(i)  to continue the previous ab initio studies of the Southampton group'? in order to
produce accurate potential energy surfaces, and to calculate accurate rovibronic
levels of the cations. These potential energy surfaces will be very anharmonic,
owing to the weakly-bound nature of these species, and will prove a useful test for

the theoretical techniques involved.

(iv)  To identify the REMPI spectra of electronic states which are valence, rather than

Rydberg in character, and to identify the lowest electronic state, corresponding to

the 2po*<«2pn* transition.

A natural extension of the work on the Rg-NO complexes is to study NO-X complexes,
where the ligand X is an atmospherically important species (e.g. HyO, COz, N3, O, CH4.
This work will provide accurate data (vibrational frequencies of the corresponding cations,
and adiabatic ionization energies), which can be combined with ab initio results to yield
enthalpies, entropies and free energies of formation and reaction which may be input into
thermodynamic cycles, yielding enthalpies of ligand-switching and clustering reactions.
Recently the Southampton group reported an observation of the A2Z* « X’I1 transition in
NO-N,. As was explained in Chapter 8, the analysis of this spectrum is hindered by the
presence of several isomers in the ground state separated by fairly small energy barriers'. It
may be necessary to gather information on the ground state using ‘ion dip” or ‘hole burning’
experiments (see chapter 8) before a detailed analysis of the REMPI spectrum can be

attempted.

Preliminary results were presented for the (2+1) REMPI spectrum of the

X'3" + C'2'eX"2"+X'Z" transition of the CO dimer. The observed band origin allowed
the dissociation energy in the upper state to be estimated as 6300 cm™. Two progressions in
the spectrum were assigned as being due to the symmetric stretching and symmetric
bending vibrations. In order to provide a more detailed interpretation of the spectrum it will
be necessary to establish a better understanding of the structure and dynamics of the species

in its ground state.
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At present the MPI apparatus is being redesigned to separate the molecular beam production
apparatus from the high voltage ion lens region. This is necessary, as arcing occurs between
the pulsed valve and the kV voltages on the ion lens, causing massive disruption of the ion
signals. Thus, there will be a preskimmer chamber, containing the pulsed valve, separated
by a skimmer from the ionization chamber, which will contain the electron and ion optics
and microchannel plate detectors. Turbomolecular pumps will be used as opposed to the oil
diffusion pumps on the present apparatus since this will remove any contamination of the
time-of-filght spectrum by background oil signals (large hydrocarbons) which have
hampered the detection of weak signals in the past. The pumping system will also have
increased capacity, allowing work at high gas pulse repetition rates (> 10 Hz), without

stalling the pumps, as presently occurs.

11.3 Determination of the number of ions in a quadrupole ion trap mass
spectrometer

A statistical method for the determination of the absolute number of trapped ions in a
quadrupole ion trap mass spectrometer was demonstrated. As expected the results varied
according to the species of interest and experimental conditions used. Comparisons between
the two different models of spectrometer (LCQ and ESQUIRE) prooved inconclusive. In
order to extend this work, additional data neeeds to be collected using a greater m/z range of

compounds on the different instruments.
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