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ABSTRACT 

FACULTY OF ENGINEERING AND APPLIED SCIENCE 

DEPARTMENT OF ELECTRONICS AND COMPUTER SCIENCE 

Doctor of Philosophy 

Testing Techniques and Fault Simulation for 

Analogue CMOS Integrated Circuits 

by Yavuz Kihg 

As size and complexity of Integrated Circuits (ICs) keep increasing, testing those 
ICs is becoming more challenging task for test engineers. Time-to-Market (TtM) is 
perhaps the most important parameter in an IC's life cycle. Therefore, one needs to come 
up with test techniques that give shortest possible TtM, yet cost effective and efficient in 
terms of acceptable yields. Traditional functional testing is both time consuming and 
expensive. Alternative technique, structural testing, is well established for digital circuits. 
For analogue circuits, it seems that it will take a while for structural test to become mature. 
This is mainly due to the fact that there is still not a standard fault definition for analogue 
circuits. 

This thesis deals with problems related to testing analogue circuits. Supply current 
monitoring is a widely used test technique for digital circuits. Recent research has focused 
on the application of the technique to analogue circuits. One way to implement the supply 
current monitoring is to use Built-in Current Sensors (BICSs), which enables Design for 
Test (DfT) and Built-in Self-Test (BIST). In this thesis a novel BICS is designed for 
analogue circuits. The BICS was fabricated in O.Spm AMS CYE CMOS (2.5-5.5V, p-sub, 
2-metal, 2-poly). Measurement results done on the fabricated IC confirm the correct 
functionality of the proposed BICS design. 

Marginal voltage screening is another widely used technique for digital circuits. 
Variable power supply can be used as a technique for the marginal voltage screening. 
There is some research on the application of the technique to analogue circuits. In this 
thesis variable supply voltage technique in conjunction with supply current monitoring 
technique for analogue circuits is further investigated. It has been shown that up to 82% 
fault coverage for a complex analogue circuit, a PLL (Phase-Locked Loop), can be 
achieved using this technique. 

Fast fault simulation is crucial in terms of test generation for both analogue and 
digital circuits. In this thesis, new methods of speeding-up analogue fault simulation has 
been proposed. Simulation results carried out on a number of benchmark circuits have 
shown that employing these techniques along with the analogue concurrent fault 
simulation can result in up to 100% fault coverage and up to 4.7 times speed-up in terms of 
the CPU time. 

Another way to speed-up the analogue fault simulation is to model an analogue 
circuit under faulty conditions at a behavioural level. Behavioural fault modelling using 
analogue HDLs, such as MAST and VHDL-AMS (the IEEE 1076.1 standard) is discussed 
in this thesis, where it has been shown that using behavioural models developed in this 
thesis over 373 times speed-up (in terms of the CPU time) is possible compared with the 
transistor level simulations. 
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Ffgwrg 3-5. 7(C 77%gA paj'g/YZfgr czrcwzf 56 

Efgwrg 3-6. r r a n ^ r cwrvgybr fAg 7(C c/rcmY gzvgn m F/gwrg 3-5 56 

F/gwrg 3-7. ^'wzfcAg^-capac/for mpwf ojO'̂ gt rg6fMCg<7 comparator. 5& 

Ffgwrg 3-& CM0.9 rgaZ^afzoM q/̂ tAg comparator g;vg» ;» F/gwrg 3-7. 59 

Ezgwrg 3-9. A/o»-ovgrZappmg cZoc^ 67 

Ffgwrg 3-70.7Vb»-ovgrZappmg cZoc^ ggngrator /72y 67 

Figwrg 3-77. CM05' 5'vwYcA 62 
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(Zrazzz-̂ o-gozzz-ce ^Aorfyaz^Zfybr (Ac zzozz-mvez-fzzig azz^Z^ez" coz^gwra^zoz^ 7̂ ^̂  

vm 



Ffgwrg 6-70. MacroTMoJg/ 7077 cknvg fAg mpwf-owfpwf rgZaffoyzfAzp/or 

fAg cZo;yg(f Zoop mvgrfing opamp 746 

Ffgwrg 6-77. Zx/o ^fagg CMO^" opamp (Mg/7 m /or 6g/iav;owraZyawZf mo<7g/Zmg. 

7J7 

Ffgwrg 6-72. 7%g macro/MO<7gZ MJg<7 m ybr cZofg(7-Zoop mvgrfzMg omp/f/igr 

co/^gwrafzoM/or fAg opamp q/^Ffgwrg 6-77 7J7 

Figwrg 6-73. Bg/ioviouraZ fgvgf DC-qjQ^gf^wff mocfeZ propojgcf m f7077 753 

Ffgwrg 6-74. BgAavfowraZ ZgvgZ/aw/^ /Macromo^kZ/br fAa opomp opgrafZMg Z/i fAg 

ZMVgrfmg ampZi/(gr cor^gwrafio/i. 7J4 

Fzgwrg 6-7J. ^gAavrnwraZ arcAzfgcfwrg (7gcZaraffo»ybr rAg 6gAavmwraZ 

mo(7gZ m f fgwrg 6-74 755 

Figwrg 6-76. VHDZy-AMS' Ag/im/iowraZ arc/iifgcfwrg (ZgcZarofion/br f/ig ̂ g/iaviouraZ 

opomp mocZgZ fAovm m FZgwrg 6-74 755 

FZgwrg 6-77. MA^T Z/MpZgmg»fafzoM aW A:/br Typg 777̂ ŵZf̂ y 757 
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fra»^*g»f jfmwZaffOM (tymg / f a m ^ f g r T y p g T/yawZf^/br fAg po^/ffvg vaZugf 

767 

Ffgwrg 6 - 7 7 ( g VHDZ,-AM^ AgAavfowmZ cZô ygfi-Zoop mver^Mg opamp TMÔZg/ fZow-
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Fzgzzrg 8-.5. A row ẑ/zg fo (ZmpyhzzZf̂ f a/fgr fAg DC o/zoZyj'zĵ  78J 
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INTRODUCTION 

of a system is defined in [1] as a process in which the system is 

exercised and its resulting response is analysed to ascertain whether it behaved 

correctly. If incorrect behaviour is detected, a second goal of a testing process may 

be to or locate, the cause of the misbehaviour. An effect of incorrect 

operation of a system being tested (or CUT for Circuit Under Test) is referred to as 

an grror. The causes of the observed errors may be design errors, 

fabrication errors, fabrication delects, and physical failures [1]. 

Defects or damage can be introduced during the design, layout, fabrication, 

or assembly of silicon. Dekctive Integrated Circuits (ICs) will always be introduced 

within the product's population. Substantial progress has been made in IC processing 

and assembly towards reducing the frequency of occurrence of defects, but devices 

with defects will stiU exist. This fact establishes the need for IC testing. Testing is 

conducted to identify faulty components, which are then removed from the otherwise 

good population. The problem is that the most common methods of testing ICs such 

as quiescent supply current monitoring (IDDQ) test and Automatic Test Equipment 

(ATE) cannot adequately discern all the defects that may be present [2]. 

Testing complex digital ICs has dramatically improved in the last decade. 

Today, fully automated test solutions are commercially available. Automatic Test 



Pattern Generation (ATPG), historically used for low-to-nKdium complexity 

designs, is being rapidly augmented with or replaced by Built-in Self-Test (BIST) 

for today's high-con^lexity and/or high-performance designs. To implement Design 

for Test (DfT) efGciently, several key elements must exist: a standard fault model, a 

standard DfT method, and a standard test access method [3]. 

In comparison to its digital counterpart, mixed-signal DfT is far behind. For 

example, there is no standard analogue fault model. Researchers use several fault 

coverage models to estimate test quality, for example; shorts to other signals, opens, 

and parametric faults. Also, a standard mixed-signal DfT methodology is not yet 

available. 

Over the past five years, several m^or approaches have been proposed for 

mixed-signal test. One approach was based on the function-oriented ATPG that was 

attempted for digital circuits. This approach failed for digital test because of the great 

variety in functions and the lack of controllability and observability of nodes in 

circuits not designed for testability. Since the same problems occur in mixed-signal 

testing, this proposal is not a viable solution. 

Another approach, vfVYwaZ includes a set of tools that allow a user to 

simulate a mixed-signal test program on a mixed-signal tester, including the 

loadboard and the IC under test. Even though simulation occurs at the behavioural 

level, simulation times are long. This approach allows test development to start and 

possibly finish before Hrst silicon. However, it does little to automate test generation, 

allow test re-use, or provide access to on-chip analogue signals. For some mixed-

signal ICs, it may be faster to use the conventional route of manufacturing the IC, 

debugging it on the actual tester and if necessary re-working the design. 



Production test is defined in the literature as the common name for the test 

steps applied to each manufactured IC at the mass production stage [4]. These steps 

are discussed in Chapter 2. During production testing, the goal is to distinguish good 

circuits from faulty ones with minimum cost, where cost is influenced by test time, 

throughput, and the cost of the test equipment. Unlike with board designs, fault 

location is not a target because it is not possible to repair or replace faulty 

con^onents. On the other hand, during the design characterisation, if a circuit has 

been identified as faulty, it is desirable to find the cause of the failure [5]. 

Test program development for mixed-signal testers is a m^or bottleneck in 

the product delivery cycle for many mixed-signal circuits. This is because unlike 

digital test development, which is automated with the support of CAD tools for test 

program generation and verified with the help of software and hardware descriptions 

of the circuit prior to the availability of silicon, mixed-signal test development is 

labour-intensive, time consuming, and must be done using fabricated devices and on 

the tester [5]. Therefore, test engineer has to wait until prototypes of a circuit are 

available in order to start the test development. The delays due to waiting for 

prototypes and the lack of automation for mixed-signal test program development 

greatly increases the product development cycle. 

Figure 1-1 shows the idea of using simulation tools in order to reduce Time-

to-Market (TtM) of the produced IC. If we could do testing and debugging before the 

first silicon is available we might be able to greatly reduce the TtM of the produced 

IC. 
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Figure 1-1. Ideal potential time-to-market reduction due to the use of electronic 
design automation (EDA) tools for test development [5]. 

During design characterisation if an IC has been found to be faulty it might 

be useful to diagnose the cause of the failure before it is in high volume production. 

If faults are identiGed and located, a circuit can be redesigned to be less sensitive to 

common failure mechanisms. Therefore we need a means of identi^ing the 

component failures. There are two diEerent approaches proposed in the literature for 

fault diagnosis [5]: and 

Simulation-before-test techniques use a fault dictionary. The faults are then 

simulated to determine the corresponding responses to predetermined stimuli. Faults 

are consequently diagnosed by comparing simulated and observed responses. 

Simulation-after-test techniques, however, begin with failed responses. The failed 

responses are used to estimate faulty parameter or component values. 

Fault diagnosis techniques need fault models. Simulation-before-test 

techniques are better suited for detecting catastrophic faults and local parametric 

faults. It is explained in the next chapter what is meant by yaw/ff and 

They might perform less well in detecting global parametric 

faults, since for such faults the separation between faulty and fault-free responses is 

less wide. Simulation-after-test techniques, however, are better suited for detecting 
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problems with global parametric variations and mismatch, and are not well suited for 

detecting catastrophic faults [5]. 

The objective of this thesis is mainly to tackle two problems namely, testing 

and fault simulation for analogue CMOS ICs. A number of testing techniques 

including supply current monitoring and margmaf voZfagg screening have been 

investigated. It is explained in Ch^ter 4 what is meant by TMargfwzZ vo/fagg. Fault 

simulation is key to test pattern generation. As a part of this thesis, analogue fault 

simulation techniques with regard to simulation-before-test techniques are dealt with 

in detail in a later chapter. Fault simulation depends very much on the type of the 

circuit and on the method of the test that will be used after the fault simulation. 

Analogue fault simulation at transistor level is very slow compared with the digital 

fault simulation. The reasons why analogue fault simulation is slow and the 

techniques to speed it up are also discussed in this thesis. 

1.2 Outline of Che Thesis 

The structure of the rest of this report is as follows. In second chapter, a 

detailed literature review with emphasis on fault simulation and testing issues for 

analogue/mixed-signal circuits is presented. Supply current monitoring is one way of 

testing analogue circuits and has proved to be an effective way of doing so [6], [7]-

[14]. Two ways of monitoring the supply current of an IC for testing purposes are 

using ATE or using Built-in Current Sensors (BICSs). 

Using BICSs has certain advantages over the usage of ATE, which are 

explained in Chapter 3 of this thesis, where a detailed investigation of BICSs is 

given. A new BICS circuit has been developed, which can be used for current based 



analogue self-test. The new BICS was designed and fabricated in 0.8|im AMS CYE 

CMOS (2.5-5.5V, p-sub, 2-metal, 2-poly) [15] technology. The initial simulations 

for the new BICS design were done using HSPICE simulator [16] with BSIM 3v3 

[17] model parameters. The detailed information with regard to this new BICS 

approach is presented in Chapter 3. 

Under normal operating conditions, most of the transistors in an analogue 

CMOS circuit are in saturation mode. If one can force those transistors to change 

their normal mode of operation, under a faulty condition one might be able to better 

identify faulty circuit response from the fault-free one. Therefore, in Chapter 4 a 

technique to sensitise faults in a con^lex CMOS analogue circuit is discussed. One 

way to achieve some control over the behaviour of transistors within an analogue 

circuit can be varying the supply voltage in conjunction with the inputs. This idea 

was used by numerous researchers to test mainly small sized analogue circuits with 

different fault models [18], [19]-[21]. The variable supply voltage as a test technique 

for analogue circuits investigated in Chapter 4 is based on structural fault models, 

particularly short circuit faults, where it is aimed to reduce expensive testing cost due 

to specification and performance based tests by considering testing in a structural 

manner before the production of the first silicon. 

Fault simulation is a very in^ortant step to testing. Fault simulation in 

general, analogue fault simulation in particular is dealt with in Chapter 5. New 

algorithms in order to speed-up analogue fault simulation have been developed and 

implemented in C programming language and integrated within a SPICE-like 

simulator, which has been under development at University of Southampton for over 

ten years now. The main focus was how to apply the existing techniques of digital 

domain to analogue domain such that the analogue fault simulation is speeded up. 



Therefore, fault-dropping techniques for structural fault-based DC and transient 

analyses have been thoroughly investigated. 

The main difRculty while generating test patterns for analogue and mixed-

signal circuits is perhaps the fault simulation. It has been shown that the fault 

simulation of analogue circuits is at least two orders of magnitude slower than that of 

similarly sized digital circuits [22] with traditional methods. This is due to the fact 

that digital circuit simulators use less complex algorithms as explained in Chapter 5 

compared with the transistor level simulators, which are used for accurate simuL^tion 

of analogue circuits. There are a few techniques to speed up analogue fault 

simulation process namely; fault dropping/coUapsing, in which faults that cause 

similar changes in the circuit response compared with the fault-free circuit response 

and/or with another faulty circuit response are considered equivalent; behavioural 

modelling, whereby parts of the circuit are modelled at a more abstract level, 

therefore reducing the complexity and the simulation time, and lastly new algorithms 

such as concurrent fault simulation such as concurrent fault simulation [23]-[24] and 

unified approach for fault simulation [25]. The first technique is dealt with in 

Chapter 5. Chapter 6 is, therefore, concerned with the second technique, behavioural 

modelling, in order to speed up the analogue fault simulation. Behavioural modelling 

for analogue circuits can be done either using macromodels with SPICE-like 

languages or implementing the mathematical equations that describe the behaviour 

of the circuit using a high level language such as Hardware Description Languages 

(HDLs). In Chapter 6 behavioural models for analogue circuits are implemented 

using analogue HDLs such as MAST and VHDL-AMS. 



Chapter 7, first summarises the work carried out in this thesis, and then 

highlights the original contributions to this thesis, and Gnally gives son^ 

recommendations for further work. 

Finally, in Chapter 8 (appendices), the C-code for the algorithms developed 

in Chapter 5, and a sumnwry of VHDL-AMS language are given. This PhD thesis 

has resulted in 9 publications, which are also given in appendices in Chapter 8. 



LITERATURE REVIEW 

2 . 1 f a u l t ^ d e l l i n g r a n d ^ ^ i m u l a t i o n 

An effective fault model is the one that correctly captures and represents the 

effect of physical defects on the circuit behaviour. Moreover, it should also lend 

itself to efficient fault simulation and test generation [26]. 

The possible defects in a digital circuit can be modelled as, for example, 

stuck at faults and bridging faults [1]. Therefore, a very large number of possible 

defects may be reduced to a relatively small number of faults. Defects in analogue 

circuits, in contrast, cannot be easily modelled by simple fault models. By the very 

nature of analogue circuits, every defect or even every parametric change might 

cause a difference in the output waveform or the performance of an analogue circuit. 

Fault modelling in analogue circuits is, thus, more difficult. 

Faults in general are usually classiRed into two groups: paraTMgfricyawZff that 

degrade the performance of the circuit and /awZfthat cause the circuit 

to malfunction. Catastrophic faults are due to local process defects (also known as 

spot defects) causing shorts, breaks, and device faults (e.g. gate-oxide short), 

whereas parametric faults are coming from global process defects such as mask 

misalignment [4], [5], [27], [28]. 



Due to the increasing ing)ortance of analogue and mixed-signal circuits with 

today's deep sub-micron conq)lex and large SoC (System-on-a-Chip) designs, the 

problem of testing those circuits will be aggravated. For the economic reasons a 

functional testing approach is only suitable for small-sized analogue and mixed-

signal circuits. General-purpose algorithms for generating real-valued test signals are 

not practical for the SoC designs, as they get more and more con^lex in 

functionality and size [29]. Therefore, research has focused on the alternative 

approach, structural testing, to reduce the functional testing costs [5]. 

Historically, test engineers were required to physically modify the CUT 

(shorting leads, lifting leads, etc.) to analyse the behaviour of the CUT under fault 

conditions. This can be a time-consuming and costly process. Today, however, test 

engineers can use simulation as a tool to gain valuable insight into the normal 

operation of the CUT as well as the operation of the CUT in the presence of faults. 

By using simulation, the test engineer can obtain the nominal operation and 

operational range of a device, board, or subsystem. The engineer can also study how 

CUT would operate if a con^onent were to fail. For each test, the engineer can 

specify a sequence of single-point, hard faults, analyse the resultant measurement 

data, and compare the results with previously determined test limits. Analysis of 

injected faults produces a yhw/f that presents a fault coverage summary of the 

tests in the proposed Test Program Set (TPS). This table will allow the test engineer 

to evaluate the quality and fault coverage of TPSs. Using simulation, the test 

engineer can also analyse the results of TPSs to efficiently isolate a failure in the 

CUT, leading to potentially significant savings in repair times [30]. 

Fault simulation requires fault models. The behaviour of a fault model for a 

given circuit is determined by simulating the circuit model with the injected fault for 
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a given test stimuli. A fault is then, said to be detected if the performance of the 

circuit model with the iigected fault differs from the performance of the fault-free 

one in a predetermined manner. 

Electronic circuits can be tested by applying a suitable set of test vectors. The 

smallest number of tests should be applied in order to minimise the time taken to test 

a device. In general, one test covers more than one fault and each fault may be 

covered by more than one test. Fault simulation determines the fault coverage of a 

particular test. FawZf covgmgg is a measure of the performance of the applied 

stimuli. Fault coverage also indicates the faults that are not detected at specific 

nodes, and therefore provides important information about where potential testability 

problems may arise. This can lead to modification of the design to irr^rove its 

testability [31]. 

As discussed above, fault coverage can be used for comparison between 

different tests. In general, depending on the definition of a fault and the technique 

used, fault coverage can be defined as 

FawZf Covgmgg = ^ x 100% ( 2-1 ) 

where total number of simulated faults could be the total number of catastrophic 

short and/or open circuit structural faults within an analogue circuit, and total 

number of detected faults could be the total number of faults that are detected among 

the total number of simulated faults using a supply current monitoring test technique. 

In digital fault simulation, a number of copies of the circuit are made, each of 

which contains exactly one fault, together with the fault-free circuit. In the simplest 
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case, each faulty circuit is simulated using test vectors as excitations and the result of 

each simulation is compared with the fault-Aree simulation result. If a circuit 

contains n nodes, there are 2n possible stuck at faults, namely each node either stuck 

at 1 or at 0, and therefore 2n+l simulations are required in total [32]. As n gets 

larger, the fault simulation of 2n+l circuits will become very expensive in terms of 

CPU time. Consequently, a number of fault simulation techniques for digital circuits, 

such as parallel fault simulation and concurrent fault simulation, have been 

developed to reduce the simulation time [1]. 

There may be cases that some parts of a faulty circuit wiU give the same 

response as the fault-free circuit. Concurrent fault simulation technique uses that 

beneAt in such a way that to reduce the simulation time for digital circuits. In 

concurrent fault simulation, the simulation of n faulty circuits and the fault-free 

circuit are carried out at the same time, while comparing each faulty circuit response 

with the fault-free circuit response. The differences between each faulty simulation 

and the fault-free simulation are then evaluated in order to avoid unnecessary 

computation [1], [23]. 

In contrast, the fact that even fault-free simulation of analogue circuits can 

take orders of magnitude longer than the simulation of similarly sized digital circuits 

means that the fault simulation of analogue circuits and hence the derivation of the 

test stimuli can be prohibitively expensive [23]. Recently there has been some 

research towards investigating algorithmic methods for the efficient fault simulation 

of analogue circuits [23]-[25]. The application of concurrent fault simulation idea to 

analogue circuits was first suggested in [23]. By simulating a number of faulty 

versions of a circuit concurrently with the fault-free version, those parts of a faulty 

circuit that behave in the same way as the fault-free circuit at any instant in time 
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would not need to be re-evaluated, thus potentially saving con:q)utational efkrt. 

Analogue fault simulation problem is investigated in more detail in Chapter 5. 

The use of behavioural simulation in the design of large printed circuit boards 

and systems is well known [33]. Using behavioural models of complex or large 

circuitry, designers can simulate and analyse their systems in a reasonable time. 

While a single simulation of such systems at the primitive, or element, level may 

take hours, or even days, a behavioural simulation may take only minutes and still 

provide sufBcient detail of the system's operation. These same techniques can be 

applied to fault simulation of large or complex CUTs. Simulating faults for the 

purpose of developing an efRcient sequence of tests to be run on the ATE involves 

multiple simulation runs and potentially long simulation times due to the insertion of 

the faults. Using behavioural modelling approach, one can keep fault simulation 

times reasonable for large systems. The most critical task in creating the behavioural 

model of a large system is perhaps to decide which efkcts need to be captured to 

provide an accurate model of system operation and stiU provide enough detail to 

allow required analyses [33]. In Chapter 6 of this thesis, behavioural modelling using 

HDLs for analogue circuits is studied in more detail. 

Behavioural modelling, in general, can be done in two ways: using 

macromodels that are implemented with fewer components, such as controlled 

sources as used within SPICE-like languages, than the actual circuit, or 

implementing the mathematical equations that describe the circuit using a high level 

language such as HDLs or C programming language [35]. Developing macromodels 

for analogue circuits, particularly for faulty circuit behaviour, is not a trivial task 

[34]-[38]. Therefore, recent efforts are towards the use of HDLs in behavioural 
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modelling approach, as it is much easier to do behavioural modelling using HDLs 

compared with SPICE-like macromodel approach [35]. 

The advent of IC technology and the scaling of transistor sizes have allowed 

the development of much larger electronic systems such as today's con^lex SoC 

designs. For most of its history, the semiconductor industry has most visibly 

appeared to focus on digital technology due to its predictable scalability [39]. Digital 

design techniques have become predominant because of their reliability and low 

power consumption. However, although large electronic systems can be constructed 

almost entirely with digital techniques, many systems still have analogue 

components. This is because signals coming from storage media, transmission 

media, and physical sensors are often fundamentally analogue. Moreover, digital 

systems may have to output analogue signals to actuators, displays, and transmission 

media. Clearly, the need for analogue interface functions like filters, data converters 

(analogue to digital and digital to analogue), phase locked loops, etc., is inherent in 

such systems. The design of these interface functions as ICs has reduced their size 

and cost, but in turn, for testing purposes, access to nodes is limited to primary inputs 

and outputs, making it more difficult to locate component failures when circuit 

specifications are not satisfied [5]. 

Functional (specification-based) testing of analogue and mixed-signal circuits 

is expensive due to the large number of circuit speciGcations to be tested. Therefore, 

structural testing has been introduced as a solution for cost-effective test generation. 

Structural test generation starts with a list of faults (fault list) that model the faulty 
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conditions of the CUT. Then, a test set is generated to detect the modelled faults 

[40]. 

From the speciAcations to the finished IC, in general testing can mainly be 

classified in two difkrent categories; prototype testing and production testing [4]. 

The overview of IC design and production can be simplified as given in Figure 2-1. 

Shipping 

IC l\1anufacture 

Production Test 

IC Specifications 

Design and 
Simulation 

Prototype 
Manufacture and 

Test 

Figure 2-1. Simplified general overview of IC production flow [4]. 

As can be seen from Figure 2-1, test development is in interaction with many 

steps during the IC production. Therefore, testing is not just a step in IC production 

cycle; rather it is involved in almost every step of the product. 
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Various production tests, such as functional, parametric, probe and final 

testing all cover difkrent sorts of failures. The aim of the production test is to 

determine in an economically viable way whether the product satisfies all the 

requirements concerning functionality, performance, quality, and reliability [18]. 

2.2.1 Prototype Test 

Prototype test is mainly concerned with the IC characterisation phase [4]. 

Therefore, instead of a pass/fail decision, the prototype test results in a set of 

performance specifications for the IC. Prototype test consists of two steps; design 

debug and design evaluation [4]. Prototype test flow is depicted in Figure 2-2. 

Design debug is the first and most informal test that an IC undergoes. The 

designer verifies the correct functionality of the IC through the use of measurement 

equipment. At this stage if the IC is not functioning as expected, the designer then 

debugs the design and carries out required modifications to the design. If the IC 

passes this stage, however, the design is evaluated by applying full functional tests 

and measuring the speciGed parameters [4], [30]. 

As the prototype testing is performed only on a small number of 

manufactured ICs, the test time is not a primary limitation. The test choice and 

measurement accuracy on the other hand are in^ortant since a full evaluation is 

required. Moreover undetected errors due to the design can cause delays in the whole 

product development cycle [4]. 
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Figure 2-2. Prototype test flow [4]. 

2.2.2 Production Test 

Production test can be defined as the common name for the test steps applied 

to each manufactured IC at the mass production stage [4], [5]. These steps can be 

applied both before and after the IC is packaged. Hence, they are caUed wo/gr test 

and final test, respectively [4]. The word wq/gr refers to the basic physical unit, 
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which generally contains a large number of ICs, used in IC processing. Production 

test flow is given in Figure 2-3. 

The wafer test is generally the application of and measurement of DC and 

low-frequency AC signals to the IC under test. These are mainly general functional 

and parametric tests in which the connections of the power lines are checked. It is 

not often possible to apply high frequency tests or tests that require very accurate 

timing measurements due to the insufRcient controllability and accessibility to the 

wafer probe pins. The latter mentioned tests are applied at the final test stage once 

the IC is packaged [4]. 

Wafer test is used to capture the defective chips. The chips that pass the 

wafer test are then packaged and the final test is applied. Final test involves checking 

the bonding connections, application of the digital test patterns (if apphcable) and 

measurement of main analogue specifications [4]. 

Since the test development for the analogue circuits has been mainly 

specification driven it cannot guarantee certain fault coverage. Moreover, testing the 

perfbrmance of state-of-the-art analogue circuits may require the application of high 

performance stimuli. 

In the next section some of the causes that make analogue functional testing 

more complex than its digital counterpart are discussed. 
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Figure 2-3. Production test flow [4]. 

2.2.3 Analogue Test Complexity 

The causes of the analogue test complexity have been recently addressed in 

[41]. These are: 

# Unlike digital circuits, analogue circuits do not have the binary nature. 

The time and the voltage continuous nature of analogue circuits make 

them further susceptible to defects. Therefore, more test procedures are 
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needed to discriminate between various faulty conditions and the non-

faulty condition. 

Analogue systems are often non-linear; thus their performance depends 

heavily on circuit parameters. Process variations within allowable limits 

can also cause unacceptable performance degradation. The deterministic 

methods of such systems are often inefficient. 

In digital circuits, the relationship between input and output signals is 

Boolean in nature. Many digital DfT schemes simpli^ this relationship 

to reduce the test complexity. On the other hand the input-output 

relationship in analogue circuits is non-Boolean, con^lex and difGcult to 

model. 

Digital DfT schemes, based on some kind of a structural division of the 

circuit when applied in analogue domain, are also largely unsuccessful 

because of their impact on the circuit performance. 

In the digital domain, there exist a range of fault models such as bridging 

faults, delay faults, stuck-at faults etc. These models or abstractions form 

the basis of representing the faulty circuit behaviour as well as the test 

pattern generation. In the analogue domain the effectiveness of these 

models is questionable. Moreover, in the absence of an acceptable fault 

model, test generation has been ad-hoc and testing has been largely 

functional (specification oriented) in nature. 

Since different specifications are tested in different manners, it makes 

analogue functional testing costly and time consuming. Moreover, extra 

hardware is often needed to test various specifications. 
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* Limited functional veriAcation does not ensure that the circuit is defect-

free and escaped defects pose quality and reliability problems. 

As stated above, analogue test in a functional manner is not satisfactory in 

terms of TtM and economical reasons. Therefore, the next section discusses an 

alternative way of testing. 

2.2.4 Structural Testing 

For analogue circuits, test development is stiU very much based on functional 

and performance specifications. A test developed on the basis of the functional and 

performance specifications can neither give a guarantee with respect to certain defect 

coverage nor the quality and reliability level to be expected. The device can only be 

assured to operate correctly under the tested conditions. 

This has resulted in the question; whether alternative test techniques can be 

used which on the one hand guarantee certain defect coverage but on the other hand 

do not require high performance tests. 

Comprehensive specification testing of analogue circuits is costly both in 

terms of time and in test equipment. Moreover a specification test wiU not 

necessarily detect all the defects that could occur during manufacture. Whether or 

not these defects compromise the functionality of the circuit, they could reduce 

reliability. Research has started focusing on a structural fault-based strategy to 

overcome these difficulties. 

With a test technique using a structural fault model, test sets are designed to 

target a specific set of modelled faults. This means that the quality of any set of 

potential test vectors can be easily quantified in terms of the fault coverage they 
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provide. Structural testing, however, suffers from establishing a satisfactory formal 

link between the fault detection and the satisfaction of design specifications [28]. 

In structural testing, DC, AC, and transient monitoring of the output voltage 

or supply current can be used as a means of testing [32]. As a part of this thesis, 

current based test techniques using built-in current sensors, and variable supply 

voltage testing as a way of structural testing are investigated in more detail in 

Chapter 3 and Chapter 4, respectively. 

2.2.4.1 Current Based Test Techniques 

One way of implementing current based test technique, DC supply current 

monitoring (also known as quiescent supply current monitoring or IDDQ test), is 

well known for digital circuits [42]. The supply current drawn by a CMOS IC during 

normal operation consists of two parts, namely, dynamic and static current. The 

dynamic current test is not practical for digital ICs since further processing will 

require the measuring equipment that must have a san^ling frequency greater than 

the highest frequency seen in the supply current response, which could be several 

times that of the IC's clock frequency. On the other hand, measuring the static 

current can be achieved at much lower frequencies [32]. 

The supply current in MOS and bipolar analogue circuits has a relatively high 

quiescent value [6] in which case faults can be masked [32] because the difference 

between faulty and fault-free responses is relatively small. Therefore, DC supply 

current monitoring can be misleading for analogue circuits. In order to overcome 

this, some researchers have focused on measuring the RMS value of the supply 

current variation for analogue circuits [6], [32]. This removes the quiescent 

component, potentially avoiding the masking of faults, which might give better fault 

coverage [32]. 
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Supply current monitoring can be implemented either using ATE or BICS. 

Using a BICS is more advantageous in terms of: test equipment costs; increasing the 

testing rate; improving the fault detectability and observability of the CUT; higher 

current sensing resolution and avoiding the influence of FO currents which may 

dominate the chip's total current [7]. Detailed investigation of using BICS for supply 

current monitoring is discussed in Chapter 3. 

Another practical way of using current measuring technique for analogue 

circuits is to monitor each current branch separately. A test method for analogue part 

of ICs was proposed in [43] that claims to determine whether an IC is good or not by 

measuring the currents flowing through its constituent circuits. The proposed 

technique was mainly targeted to detect defective circuits during the wafer testing. It 

was claimed that one could test both static and dynamic current through the use of 

the technique proposed in [43]. 

One way to measure the current flowing into a circuit in an IC is to measure 

the voltage drop on the interconnect in either the ground or the supply rail. This 

voltage drop is usually at the range of millivolts (mV) [43]. Practically, the 

performance of the IC will decrease as this voltage drop increases. Measuring a few 

mV in a test factory, however, is not very easy task due to the high levels of 

electromagnetic interference (EMI) [43]. Therefore, in order to do the measurements 

reliably the signal should be ampliGed. 

In [43], the authors suggest to use a differential transistor pair in order to 

ampli^ the few mV voltage drop mentioned above. A differential pair of bipolar 

transistors is shown to give a 4% change of the collector currents for 1 mV input 

voltage change [43]. There will always be an inaccuracy with this technique due to 

the inherent offset voltage coming from the non-ideal behaviour of the differential 
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pair. One way to solve this problem is to use an offset cancellation technique similar 

to the one discussed in the Chapter 3 of this thesis for CMOS analogue difkrential 

ampliGer. 

Another way of reducing the inherent offset voltage due to mismatches in the 

differential pair is to take the measurements two times, with the inputs of the 

differentia] pair interchanged between the measurements [43]. Taking the average of 

the two measurements ideally should eliminate the offset of the differential pair. 

Figure 2-4 shows the schematic view of the technique proposed in [43]. The 

authors use several well-chosen measurement points (M1-M6) on the supply lines to 

find out what the currents through the various circuits inside the IC are. 

IVII IVI2 
circuit 1 

circuit 2 

bondpad 
(ground or 

supply) 

IVI5 IVI6 circuit 3 

Figure 2-4. Basic configuration used in the technique presented in [43]. 

Figure 2-5 shows a way to combine all the measurement points to get the data 

to the outside world. For other possible implementations of the technique refer to 

[43]. 
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Figure 2-5. A possible in^lementation of current test technique suggested in [43]. 

The technique proposed in [43] was veriGed through the use of a one-chip 

TV processor IC. The IC was a mixed signal BiCMOS IC in which the TV signal 

was processed by analogue circuits. The control part of the IC was digital. The IC 

contained around 50,000 components of which 30 percent were in the analogue part. 

The whole IC draws 120 mA. The analogue part consumes 110 mA. The analogue 

part was divided into 150 basic functional cells of which the authors added 24 test 

measurement points. Each test measurement point monitored six basic functional 

cells on average with a current consunq)tion of 4.6 mA. 

The method proposed in [43] resulted in detection of 42.7% of the faulty ICs. 

The main advantage of the technique presented in [43] is that it is parallel to the 

supply lines, which means that the technique claims not to influence the normal 

operation of the IC. 
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2.2.4.2 Variable Supply Voltage Testing 

The aim of the development of a test technique, which applies power supply 

levels outside the speciAed range, is to be able to detect the presence of defects 

which otherwise are not detectable at aU or only by means of performance test. This 

technique is based on the fact that an IC stiU can perform certain functionality even 

outside the specified power supply range. Only the performance of the device might 

change for other supply levels [18]. Detailed investigation of this technique is 

presented in Chapter 4. 

2 . 3 D e s i g n f o r T e s t 

An extract from an article published in 1998 on one of the world's leading 

microprocessor companies, Intel, web site is as follows. "... A rgcgnff); 

2000, cowafg wiZZ excaecZ 27 mZZZion TTie mmg 

(WwjfAy aZ^o Âaf 6); fAaf fZmg, wZZZ wfZZZzg ^ZZ 

yZZp-cAZp fecAnoZogy, Z»:yfga<i q/" cwrrgnf ajfe/M^Z); a»(^ ^acAzzgZng 

fgcAnoZogy. Trâ ẐAoMaZ /awZf fwZafZoM g-6gam 

a/W aj'j'gm^Zy cô Zg mzMZmZzafZoM af weZZ o j cZZg ZocaZZzafZoM 

ZẐwzW c/^j'faZf or gmZjfZoM mZcro^co/?)' are no ZoMggr ŵ̂ yiicZgMf gvg» /o r 0̂6Za)''a' 

compZgx mZcroprocgj'j'or.y ZZ/% fAg fgMfzwm an^i fgMfZwm f r o mZcroprocgj'j'orj'. TVgwgr 

FafZwrg A/zaZy îf fgcAnZ^wĝ  ̂ afg^Z on <igj'ZgM-ybr-fgj'fa6ZZ;fy (DfT) ancf <jgĵ ZgM-

ybr̂ /aZZwrg-aMaZyjZf (DFFAj /gafurgf Aavg provgM fo 6g AZgAZy fwccg^y^Z /o r fAg 

fgMfzM/M a/z<̂  fg»f(Mm f r o mZcro/^rocgfj'orf, af gvZ(Zg»cgAZ 6); AZgA aMaẐ ĵ̂ fĵ  fwccg^f 

rafgj' (>90%j aM(Z jAorf aMaZyjẐ  fArowgApwf fZmg. IVZfAoMf fAgj'g Mgw fgcA»Z^wg.y 
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that pinpoint the exact failing location, detection of sub-micron defects such as 

silicon dislocation, as shown in Figure 2-6, is very difficult if not impossible...." [44] 

According to another article (published on www.electronicnews.com web site on 

August 22, 2000), the newest (until the end of August 2000) Intel's microprocessor 

called Pentium 4 operating at 1.4GHz, contained 42 million transistors and ran with 

400MHz of Rambus DRAM (RDRAM) [45]. 

Figure 2-6. A TEM micrograph of silicon dislocation [44]. 

As technology shrinks smaller and smaller and the number of transistors 

increases, verification of functionality and bug identification has become a big 

problem. Microprobing the wafer is not very practical or possible in most cases in a 

technology smaller than 0.5 micron. Other forms of debugging and failure analysis 

such as E-Beam wafer probing are also limited. The ability to perform yield 

enhancements is also directly proportional to the debugging capability [46]. 

The complexity of circuit can be converted into costs associated with the 

testing process. There are several facets to this cost. Some of them are: the cost of 

the test pattern generation; the cost of the fault simulation and generation of the fault 
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location information; the cost of the test equipment; and the cost related to the testing 

process itself, namely the time required to detect and/or isolate a fault. Because 

these costs can be high and may even exceed design costs, it is important that they be 

kept within reasonable bounds. One way to acconq)lish this goal is the insertion of 

DfT into the design [47]. 

By increasing the testability of a circuit, it is implied that some functions of 

these costs are being reduced, though not necessarily each individual cost. For 

exanq)le, scan designs may lower the cost of test generation but increase the number 

of I/O pins, area, and test time [47]. 

and prgcZfcfotf/Zfy are the three most important 

factors that determine the complexity of deriving a test for a circuit [1]. 

is the ability to establish a specific signal value at each node in a 

circuit by setting values on the circuit's inputs. is the ability to 

determine the signal value at any node in a circuit by controlling the circuit's inputs 

and observing its outputs. The degree of a circuit's controllability and observability 

is often measured with respect to whether tests are generated randomly or 

deterministically using some ATPG algorithms. is the ability to 

obtain known output values in response to given input stimuli. Some factors 

affecting predictability are the initial state of a circuit, races, hazards, and free-

running oscillators [1]. 

Technically, DfT is usually understood as a way of increasing controllability 

and observability of a circuit. There has been much discussion over the past many 

years of the tradeoffs involved in DfT decisions [47]. Things such as impact on 

product performance, design time, die size, wafer yield, test development time, fault 

coverage and product quality all enter into the equation when considering DfT 
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strategies. It is quite possible with today's complex SoC designs to have test 

development actually take longer than the functional circuit design effort itself. This 

is particularly true with the advent of reusable design elements; such as embedded 

memories and third party Intellectual Property (IP) cores [39]. 

2.3.1 Digital DfT 

There are ad-hoc methods of implementing DfT, and these are stiU often used 

at the printed circuit board assembly level. Their use requires close and early design 

and test engineering communication, which is sometimes still difRcult to achieve. 

But the ad-hoc methods are impractical for multi-million gate SoC designs [39], 

[45]-[47]. 

Most DfT techniques, such as scan, deal with either the re-synthesis of an 

existing design or the addition of extra hardware to the design. Most approaches, 

such as the DfT technique proposed in [49] for active analogue Glters, require circuit 

modifications and affect such factors as area, I/O pins, and circuit delay. The values 

of these attributes usually increase when DfT techniques are employed. Hence, a 

critical balance exists between the amount of DfT to use and the gain achieved. Test 

engineers and design engineers usually disagree about the amount of DfT hardware 

to include in a design. 

A design flow that does not consider DfT as one of the initial features of the 

design is going to have to become an iterative design flow that is time consuming 

and expensive. Today's most digital designs, such as microprocessors ([44], [48]), 

are done with HDLs, such as VHDL (VHSIC (Very High Speed Integrated Circuit) 

Hardware Description Language). Designers no longer have the schematic view that 

would let a test engineer spot testability problems. The HDLs lead directly to logic 
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synthesis in most cases. Therefore, testability problems are often not caught until 

post-synthesis. ATPG fails to produce high fault coverage tests. That means an 

iteration to redesign the chip so that it is much more testable [44], [47]. 

A much more TtM friendly approach involves simultaneous functional and 

testability circuitry design, including scan, BIST and boundary scan, and Register 

Transfer Level (RTL) testability rule checking and analysis prior to logic synthesis. 

Over ninety percent of testability rule and synthesis constraint violations can be 

caught at the RTL level using today's DfT Electronic Design Automation (EDA) 

technologies, with the remaining ten percent left for post-synthesis gate level double-

checking [47]. 

Due to the existence of standard fault models, there are a number of DfT 

solutions possible for digital circuits. For exan^le, there is a technique called 

pofA, used extensively in testing sequential logic circuits [35], [48]. During test mode 

the technique reconAgures storage elements, such as flip-flops, into a scan chain that 

is accessible via two pins, one at each end of the chain. This enables the status of 

flip-flops to be controlled and observed by clocking the chain. New values are 

shifted in as the contents of the flip-flops are shifted out. Then the circuit is put back 

into its normal operating mode and a single clock pulse is applied. 

For large integrated circuit designs, more structured methods are required. 

Some of the techniques that have been in use are full scan, almost full scan, and 

partial scan [1], [45]-[47]. Full scan provides optimally testable circuits by replacing 

all of the latches and flip-flops in a design with scannable versions connected in 

series. This technique breaks aU of the feedback loops in a design and provides 

vastly improved controllability and observability. The costs for fuH scan include 

some extra gate delays and some silicon overhead, but these costs are becoming 
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more and more negligible as we move into the deep submicron fabrication world. 

Where critical circuit paths really cannot stand the extra gate delays caused by full 

scan, partial or, more commonly, almost full scan can be used. 

One rn^or problem with inserting a DfT into a design is the limitation on the 

number of I/O pins available [35], [47]. Multiplexers are sometimes used in order to 

overcome this difficulty and to allow I/O pins to be reused in test mode. To control 

the multiplexers and other circuitry such as the scannable flip-flops, a test control 

structure could be included on-chip specifically to provide test control signals. This 

test control structure could consist of a shiA register and some combinational logic. 

Test signals could then be set by scanning in values into the register. The advantage 

of this method is that it only requires a clock and a data-in pin to control many 

internal test signals [35]. 

Adding circuitry for DfT often impacts product performance by adding extra 

gate delays [35]. If done manually, DfT insertion can add considerable time to the 

design engineering task schedule. Every extra gate has the potential for increasing 

die size and therefore reducing wafer yield. Test generation for complex SoC designs 

has become increasingly problematical, as has the issue of grading the fault coverage 

of the generated tests [39]. Yet it is very unwise to ship devices to costumers without 

being very sure that the devices indeed function as advertised. 

It is also critical that the DfT and built-in self-test (BIST) insertion, test 

pattern generation and fault simulation tasks be considered as an integral part of the 

design process right from the beginning. To do otherwise is going to result in an 

iteration of a design which will delay TtM considerably and which may also in many 

cases cost the producing company so many design-in losses that the product may 

never have the volume potential to make bringing it to market worthwhile at aU [39]. 

31 



A consortium of European and American companies formed the /omf Tgjf 

Accgfj' Gmwp (JTAG) in 1985. The group published a number of proposals between 

1986 and 1988 which were formalised in 1990 as an IEEE standard 1149.1. This 

standard defines a test port and boundary scan architecture, which enables the 

observation and control of IC I/O pins. This solves the problem of interconnect 

testing, making the inputs and outputs of chips easily observable by inclusion of 

small digital circuits called fco/z in between aU I/O pins and the core logic. The 

scan cells each contain two flip-flops and a number of multiplexers. In n(^rmal 

operation the boundary scan cells have almost no eGiect on the functionality of the 

circuit and allow signals to pass unaffected. In test mode it is possible to disconnect 

I/O pins from the core logic and digitally observe the inputs, or control the outputs of 

the scan cells. As the scan cells are connected to one another to form a scan chain, 

the observed values can then be shifted out and new control values shifted in at the 

same time. This DfT structure is very powerful as it allows testing of interconnects 

between chips. It also allows the control of all inputs and observation of aU outputs 

to the core logic [35], [32]. 

Boundary scan requires four extra pins on an IC. Two are required for the 

scan chain being called test data-in (TDI) and test data-out (TDO). The remaining 

two are required for the state machine controller, where one is used as the test clock 

(TCK) and the other is used for selecting the test mode (TMS) [35], [32]. 

2.3.2 Analogue DfT 

Following its successful application to digital circuits, DfT techniques for 

analogue circuits have gained tremendous importance in recent years [35], [49]-[51], 
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[55], [57]. Their goal is to reduce the cost of testing by introducing testability 

criteria early in the design stage. 

The Mixed-Signal Test Bus, the mixed-signal extended version of the IEEE 

1149.1 standard called IEEE 1149.4, has recently been approved as an ofGcial IEEE 

standard [52]. The IEEE 1149.4 has started to be used in semiconductor industry 

slowly. A reason for this limited use is that the standard is actually meant for board 

level test, in which case it is not suitable for most IC-level tests. Most of the crucial 

tests for analogue and mixed-signal modules are dynamic and high-speed, which fall 

outside the application domain of the IEEE 1149.4 [4], 

Scan paths have been in use in digital testing for many years where they have 

been accepted as a standard method of enabling circuits to be tested. In digital 

circuits in order to test the combinational logic, scan-in scan-out (SISO) reconfigures 

the digital storage elements so that their contents may be observed and new values 

programmed into them. There have been a number of attempts to transfer this 

technique to the analogue domain [35]. 

Another problem is that analogue circuits have a time continuous behaviour 

in their operation whereas most digital circuits are clocked. This means that to 

implement an analogue DfT scan solution, the time continuous nature of a circuit's 

normal operation must be suspended. DC measurements have to be performed and 

all the circuitry to form the scan chain has to be added. 

2 . 4 B u i l t - Z n g e l f Test fBTSr; 

Built-in Self Test (BIST) is a design technique in which parts of a circuit are 

used to test the circuit itself [1]. 
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SoC devices are becoming an enabling technology for a wide spectrum of 

embedded computing applications. The principal characteristics of these devices are 

that they contain some mixture of processor cores, embedded memory and a variety 

of mixed signal interfaces, and inq)lement the m^ority of the functions that 

previously occupied an entire circuit board onto a single device [53]. Testing SoC 

devices is an important part of this new technology. Functions that were previously 

stand-alone can become deeply embedded with SoC and have to communicate with 

each other over sub-micron trace widths. Moreover, aU the "outside world" 

interfaces are now on-chip, and can require signals as diverse as RF, video, audio, 

and digital for testing. 

Therefore, BIST can play an important role in a component-level test of SoCs 

where access to the embedded virtual component is difRcult or impossible. BIST is 

also valuable for devices that need to perform a diagnostic function upon them in the 

field. One such role is in mission-critical systems, where it is imperative for the unit 

to check itself on a regular basis and issue a warning if the system requires attention. 

BIST techniques for digital circuits can generally be classified into two 

categories. On-line BIST includes concurrent and non-concurrent techniques. The 

second class, off-line BIST, includes functional and structural approaches. 

Because of the success BIST has achieved as a robust, technology-

independent solution for digital test, researchers have focused on BIST as a solution 

for mixed-signal test [54]-[57]. BIST is probably the most promising route to 

automating mixed-signal test generation. With BIST, the only test pattern to generate 

is one that comprises a few control signals to initiate BIST and a few control signals 

to read the result. This automated solution can dramatically reduce the time and 

efPort to create a mixed-signal test and allows for test re-use. 
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Often, large mixed-signal ICs are "big-D, little-A;" that is, large amounts of 

digital circuitry are combined with a few analogue functions [58]. An example is a 

mixed-signal ASIC containing 100k digital logic gates or more, plus a Phase-Locked 

Loop (PLL), Analogue-to-Digital converter (ADC), Digital-to-Analogue converter 

(DAC), and possibly other analogue functions. The test program for the digital 

portion easily is generated using ATPG or BIST; devising tests for the analogue 

portion, however, is not at all easy or automatic. As a result, many companies now 

report that 80% of test effort is directed at the 20% of the chip area that is mixed-

signal, significantly increasing their TtM, engineering costs, and risk of decreased 

quality during early production [58]. 

Interestingly, even totally digital ICs are starting to look more mixed-signal 

in nature, due to the increasing significance of delay faults and power-supply noise. 

Departing from purely digital behaviour contributes to the con^lexity and cost of 

test, which is growing as a percentage of product cost. 

High-gate-count ICs tend to have high pin-counts, and high-pin-count testers 

are almost always digital. Statically testing each voltage level on a digital tester is 

practical and common for ADCs and DACs with 4-8 bits of resolution, but 

insufficient for high-speed converters. If the converter has higher resolution, then 

mixed-signal ATE becomes necessary for testing frequency-domain properties, 

raising the prospect of significant capital investment. PLLs can be tested using only 

digital signals, but highly accurate and continuously changing edge timing is 

required to evaluate firequency lock range, loop stability, and jitter. 

The integration of third-party, mixed-signal, system-level macros was 

addressed by the Virtual Socket Interface Alliance (VSIA) Mixed-Signal Working 

Group. A very challenging and interesting test issue arises: How does an 
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IP provider deliver a mixed-signal macro with verifiable performance when the 

provider is not doing the testing? The macro may have very impressive 

speciScations, but unless it can be tested on each IC, the speciGcations are worth 

little. Also, the quality of test access and the accuracy and capabilities of the IP 

purchaser's ATE affect the macro's specifications. These issues get worse at high 

frequencies. A panel discussion at the 1996 VLSI Test Syn^osium concluded that 

BIST eventually would be the only practical DfT method for high-frequency ICs, 

because of the difGculty of accessing signals without afkcting the signals 

themselves [58]. 

Mixed-signal BIST has been proposed as a solution to these problems for 

many years, and has been the subject of many academic papers [54], [56], [59]-[62]. 

A few characteristics are common to many mixed-signal BIST proposals. Early 

approaches proposed reuse of digital random pattern generation and signature 

analysis for testing a DAC and ADC pair. Unfortunately, this approach is not noise 

tolerant, because a single, noise-induced bit error causes an incorrect signature [58]. 

Using analogue techniques introduces other difGculties. Connections to 

internal nodes of analogue filters and converters impact performance. For example, 

the added capacitance and resistance will decrease speed, add noise and increase 

cross-talk. The insertion of BIST requiring direct access to analogue circuitry is 

difficult to automate, both at the schematic and layout levels. Some analogue BIST 

require the added circuitry to have greater accuracy than the CUT; this is unrealistic 

because the CUT usually has been designed to the maximum accuracy available 

from the manufacturing process. 

Industry needs mixed-signal BIST that ofkrs the key features of digital 

BIST, including [58]: 
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# Excellent coverage of short and open circuit faults (95%); 

# Essential ATE-independent at-speed testing for parametric fault 

coverage; 

® Automated insertion into designs at the RTL (Register Transfer 

Level) (Verilog or VHDL) level; 

# Insignificant impact on design style and performance; 

# Insignificant impact on IC area and test time. 

The nature of analogue testing imposes additional requirements be^nd 

digital testing. These include: 

# Accuracy that is relatively independent of normal processing 

variations (20%), so that test results are not affected by variations in 

. the circuitry used for BIST; 

# Precision that is relatively independent of noise, so that typical 50mV 

power-rail noise caused by thousands of logic gates switching has no 

affect on test repeatability; 

# Measurement of key functional performances (non-linearity, gain 

bandwidth), so that datasheet specifications are verified directly to 

reduce the risk of defect escapes; 

# Insignificant impact on test yield. 

Note that adding patterns to a digital test almost always has no effect on 

yield, which is not true for analogue. Each analogue test added can cause a reduction 

in yield arising from noise, inaccuracy, or an imperfect correlation between the 

parameters tested and datasheet parameters. 
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2.4.1 Evaluating BIST 

Many criteria need to be considered when evaluating digital, analogue, or 

mixed-signal BIST. Analogue and mixed-signal BIST require additional criteria. 

Is mixed-signeil BIST with these required features realistically feasible? 

Mixed-signal designers are well known for their ability to make every bit of 

performance from a given manufacturing process last as long as possible. Yet, a 

tester must be even more accurate than the circuit under test (CUT). So, the only way 

to get higher fault coverage in terms of testing the CUT is perhaps to use embedded 

digital techniques, rather than external analogue ones. Digital test techniques can 

achieve better fault coverage by using more signal processing time than the function 

being tested, and can do more processing without adding noise [58]. 

Digital methods are able to exploit the very few on-chip values that are 

completely insensitive to process variations, such as the frequency of the master 

clock and the supply voltage. Even these references are only accurate when averaged 

over time, because averaging is perhaps the only way to minimize the impact of 

noise. Fortunately, it is easy to accomplish averaging digitally. Digital circuit design 

also is able to exploit automated gate-level circuit synthesis from a HDL, and 

automated layout is available in many commercial software tools. Automated 

synthesis, or layout of general-purpose analogue circuitry, is still in development, 

however [58]. 

Parametric performance relative to functional specification limits is an 

essential output for industrial strength mixed-signal BIST. To address this, BIST, 

regardless of the test method used, must output results in terms of specifications that 

are meaningful to the designer, product engineer, and customer. If performance is 

reported any other way, then correlation to the specifications wiU need to be 
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determined, and correlation inaccuracies will result in yield loss or defect escapes. 

Therefore, a single pass/fail output is not suitable for mixed-signal BIST. Product 

engineers need to monitor parametric performance to in^rove yield and prevent 

missed deliveries [58]. 

An analogue designer who has carefuUy optimised a design is unlikely to 

consider making any changes to accommodate testability. Re-simulation tirne can 

take weeks, and the performance intact may be intolerable or even unpredictable. 

Contrast this with digital BIST, where logic-optimisation tools can re-optimise 

designs to make the impact of adding BIST insignificant. Digital designers who must 

incorporate mixed-signal macros into their design must be able to address testability 

in a way consistent with their digital methods. Ideally, mixed-signal macros would 

appear only as a digital test problem to be addressed with a digital tool kit [58]. 

2.4.2 Progress in BIST 

Digital methods certainly seem to ofkr the best, and possibly the only, route 

to industrial strength mixed-signal BIST. An all-digital BIST approach that exploits 

sigma-delta technology together with on-chip DSP has been described in [61]. The 

only analogue elements needed are a resistor and capacitor for the low-pass Altering 

of the sigma-delta bit stream, to obtain voltages between logic 0 and logic 1. The 

stimulus is generated using an all-digital sigma-delta oscillator to produce a bit 

stream that, when filtered, gives a very pure sinusoid. This signal is the input for the 

ADC under test, and the ADC output is analysed by DSP routines such as Fourier 

Transforms to determine gain and harmonic distortion. The tested ADC can then be 

used with the same BIST hardware to address DACs and analogue circuitry. Of 
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course, if no programmable DSP is already on-chip, then adding a DSP just for BIST 

is expensive. 

A technique that analyses a BIST scheme for mixed-signal SoC circuits in 

order to provide on-chip stimulus generation and response analysis has been reported 

in [62]. The technique uses the sigma-delta modulation principle in order to produce 

high-quality stimuli and obtain accurate mezisurements without the need of precise 

analogue circuitry. The authors used numerical simulations to validate their idea. 

Another BIST approach was proposed in [59]. The technique is based on 

converting an analogue CUT into an oscillator. The authors connected a circuit's 

output to its input via a prescribed passive and/or active analogue circuit so that the 

loop's overall gain and phase caused oscillation. BIST is accon^Iished by detecting 

that oscillation occurs, and ensuring that its digitally measured frequency is correct. 

A drawback is that parametric faults that result in no oscillation prevent any 

diagnosis. The approach is attractive because of its simplicity, but does not measure 

any datasheet functions and relies on analogue fault simulation to verify fault 

coverage. As for any analogue BIST, imperfect correlation to datasheet functions 

will result in defect escapes or reduced test yield (which is a cost, just like area). 

BIST method proposed in [60] feeds a pseudo-random bit stream directly into 

the filter under test, and observes the filter output with a coir^arator during 

prescribed digital time windows. The comparator's reference voltage must be 

reasonably accurate and noise-free. This method is only applicable to filters, and 

requires high clock Aequencies to fiacilitate unrestricted choice of digital observation 

time windows. 

In the next section, automatic test pattern generation algorithms fbr analogue 

circuits are summarised mostly from [63]. 
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2.5Auton%atic Test Pattern Generation 

for Azialogue Circuits 

Automatic test pattern generation (ATPG) algorithms for analogue circuits 

are classified into four classes [63]: functional test generation, structural test 

generation, test generation via automatic selection and ordering, and DfT based test 

generation. The third class is not ATPG but is included for con^leteness as a test 

reuse tool and also for its more immediate applicability in analogue test generation. 

There are generally three types of functional ATPG algorithms for analogue 

circuits: 

# In en^irical functional ATPG, analogue test sets are generated 

empirically using the circuit specifications and the waveforms 

regularly in simulation such as DC, sine, step, square, ramp, etc. Time 

domain and frequency domain testing are employed depending on 

which parameters to measure. 

# In functional analogue ATPG, the requirement to show test 

effectiveness using the empirical test sets as standard is the main 

driver. Many algorithms for functional analogue ATPG use mixed 

fault models such as catastrophic and parametric, where they assume 

that a linear circuit, when faulty, remains linear, which is appropriate 

for the parametric fault model but questionable for the catastrophic 

fault model. 

# Several ATPG algorithms rely on sensitivity of an output or an 

observable signal with respect to either a component value or a 

collection of process parameters. 
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Structural ATPG algorithms can be classified into four main groups: 

# Resistive based ATPG uses resistors to model structural faults. 

# Linear programming algorithms as ATPG uses linearised fault macro 

models. 

* loD based ATPG uses power supply current tests in generation of test 

sets for analogue circuits. 

* Pseudorandom ATPG algorithm similar to the digital LFSR had been 

used to test analogue linear time-invariant circuits. 

Given the existence of the functional empirical test set, it is reasonable to 

expect that a better test set may be derived or selected from this set once a fault 

model is established. The criteria for test set selection are quite simple: either to 

cover 100% of the selected faults, or to reduce the test cost by reducing the number 

of tests, to order tests to reduce test time, or to do all simultaneously. 

Once a design modification is permitted to improve testability, the spectrum 

of algorithms for analogue ATPG becomes almost infinite. Since analogue DfT 

techniques have not been standardised, there are numerous DfT techniques, and for 

each there is an ATPG. The comparison in algorithm efficiency is thus extremely 

difficult since it needs to take into account the performance impact of the proposed 

DfT method: layout size, loading, test benefit, etc. 
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BUILT-IN CURRENT SENSORS FOR 
CURRENT BASED TEST 

3 . 1 Z j i C r o d u c C i o n 

Supply current monitoring has proved to be an effective method for testing 

digital and analogue circuits [6], [7]-[14]. It can be implemented either using 

Automatic Test Equipment (ATE) or Built-in Current Sensors (BICS). Using a BICS 

is more advantageous in terms of: test equipment costs; increasing the testing rate; 

improving the fault detectability and observability of the Circuit Under Test (CUT); 

higher current sensing resolution and avoiding the influence of Input/Output (I/O) 

currents which may dominate the chip's total current [7]. 

One way to increase the difference between the fault-free and faulty currents 

is to select a stimulus that causes the current flowing through the faulty components 

to dominate the supply current response. This technique has limitations, as it might 

not be possible to propagate the correct DC voltage or frequency of an AC stimulus 

to the CUT and there might be faults that remain undetected regardless of the 

stimulus. 

A more direct approach is to partition the circuit into small blocks perhaps of 

similar complexity to an operational amplifier, and to measure the supply current 
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&om each with a BICS. In this chapter different BICS approaches for analogue 

CMOS circuits are discussed and a new, process variation independent BICS design 

is proposed. 

Current Sensors 

Monitoring the supply current avoids the need to add intrusive circuitry that 

can load sensitive outputs or internal voltage nodes. Most of supply current 

monitoring techniques, however, suffer from poor resolution when measurements are 

taken ofF-chip [64]. The situation is worse for IDDQ testing of digital ICs because 

the large capacitance between the supply terminal and ground and associated test 

equipment must be discharged before a static DC measurement can be taken. One 

possible solution is to add one or more BICS [42]. 

There have been a number of BICS circuits proposed for digital applications 

[7], [9]-[12], [14] but most of them are not easily applicable to analogue circuits. 

Most of the sensors designed for digital applications cannot be used for monitoring 

analogue circuits since measurements for an analogue circuitry need to be taken 

continuously and analogue circuits have extremely non-linear transfer 

characteristics. The most common drawback perhaps with most of those sensors is 

that they require a large area for the realisation of the serial active element. This 

element has to sink the total current drawn by the CUT from the power supply. 

Researchers, therefore, have focused on designing BICS circuits for analogue 

circuits [65], [66]. 

Eckersall et al proposed using simple linear current mirrors monitoring each 

analogue macro within a two bit flash ADC [65]. In addition to the standard current 
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mirror, Renovell et al [66] added voltage monitoring at the output of the CUT. In 

[66], the authors proposed to build the Analogue Signature (A.̂ ), which is defined as 

the reduced set of data obtained by con^ressing the output response, by integrating 

the continuous time output response, fj), between time and f21 A^ = j'" \ 

High fault coverage was quoted (98%) for the tested opamp. 

Simple current mirror used in [65] and [66] will always have a significant DC 

voltage drop across the diode connected current mirror transistor that is serially 

connected between the CUT node, which connects the CUT to this serial transistor, 

and the supply rail. The main disadvantage of these sensors, therefore, is the 

performance degradation to the CUT due to this unwanted DC voltage drop. 

One of the suitable sensors for analogue applications to minimise drawbacks 

with sensors used in [65] and [66] is the one that was proposed in [13] and 

implemented in [14], which is shown in Figure 3-1. This sensor is based on a series 

voltage regulator. A series voltage regulator with a very small voltage drop is 

modified by including an extra transistor M2, which monitors the gate source voltage 

of the main series transistor Ml. A change in the supply current drawn by the CUT 

will be seen as a change in the gate voltage of Ml as it tries to maintain the set 

voltage drop. The gates of Ml and M2 are connected together. 
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Figure 3-1. Series voltage regulator based BICS [14]. 

The current through this extra transistor M2 is therefore a copy of the supply 

current. OP2 and M3 are added to equalise the drain-source voltages of Ml and M2. 

One drawback with this sensor is the requirement for a very well de&ied reference 

voltage at the input of the comparator, OPl in Figure 3-1. 

Another drawback with the serial voltage regulator based BICS is the area 

required to realise the transistor Ml. Since it is desirable to keep the voltage drop 

low (e.g. 25 mV for 2.5 V supply), the width/length ratio of Ml would have to be 

large enough to sink all the current (DC+AC) drawn from the supply by the CUT. As 

this current might be relatively large (10 mA for instance) for large and complex 

analogue circuits, the size of Ml would be excessively large. Therefore, a new 

sensor was proposed in [67] to overcome this disadvantage. This sensor is based on 

the shunt voltage regulator principle. 
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J.J&hujit Vbltage J^egulator Based j3%C6̂  

The shunt voltage regulator principle can be used to derive a voltage 

proportional to the dynamic current change in the CUT, which can then be used to 

monitor the CUT current. This means that, with shunt voltage regulator based BICS 

one can only monitor the dynamic current variation of the CUT rather than the 

absolute DC power supply current. 

One can monitor the dynamic CUT current by using an active shunt element. 

The area of the shunt element wiU depend on the current variation that the CUT 

experiences during normal operation. For many analogue circuits, such as a two 

stage CMOS opamp, the power supply current variation can be less than one tenth of 

the quiescent bias current. Therefore, the size of the shunt transistor can be rather 

smaller than that of a series transistor of serial voltage regulator based BICS. Since 

the series element does not have to be an active device, it can easily be realised as a 

small value resistance, which wiU occupy a small silicon area. 

How can one employ the shunt voltage regulatpr principle as a BICS design? 

The shunt voltage regulator based BICS was proposed in [67], and depicted in Figure 

3-2. The transistor Ml, which is driven by the opamp, forms the shunt element. The 

opamp compares to which is proportional to , the voltage across 

The opamp and shunt transistor Ml would ideally stabilise the voltage across 

so a constant current flows through Let us assume that when there is no change 

in the load current hence the opamp output will be at the common-mode 

voltage level (assuming that the opamp is ideal). Now, if the load current changes by 

will change accordingly leading the output of the opamp to force the shunt 

transistor to draw an equal but opposite amount of current, (=-A/ka(;), from Ml 

based on the assumption that the opamp has a very high open-loop gain (80 dB for 
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instance). If transistors Ml and M2 share the same gate-source and drain-source 

voltages the current through M2 will be the same as the current through Ml . The 

transistor M3 is included to act as a load to equalise the drain-source voltages for Ml 

and M2, which compensates for any difference in the current through Ml and M2. 

The current through M2 is mirrored with M4 and M5 and can be applied to an 

external pin for further processing. M4 and M5 can only have the same drain 

currents if they are identical and have the same drain-source current, which is not 

addressed in [67]. The latter issue with M4 and M5 can be solved either by using the 

cascode current mirror or the drain-source voltage equalisation technique used in 

[13] and [14]. 

Vdd-CUT 

[ u r 

Figure 3-2. Shunt voltage regulator based BICS [67]. 

The monitored current can be converted directly to a voltage by connecting 

/ouf to one terminal of a resistor with the other terminal connected to V,,,. If a number 

of sensors are needed and their outputs need to be individually selected, it is best if 

is not converted to a voltage. Poor quality switches can then be used to multiplex 
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the outputs with no degradation in the signal fidelity. The output of the multiplexer 

can then be converted to a voltage and sent to an IC pin, if desired. 

As proposed in [67] the value of is calculated from ( 3-1), and the 

width/length ratio of Ml is calculated from ( 3-2), respectively. 

3 . (3-1) 
^load load I 

= i A / „ 1 = 1 ^ (V, -V,f(l + ) (3-2) 

where is the transconductance of transistor Ml and A is the channel length 

modulation constant. If it is assumed that is 5V and is OV and then 

/ 2 (note that this is true only when the opamp is ideal). Let us assume that 

the example CUT draws 1mA DC supply current, 10|LiA AC supply current. If the 

maximum value of is chosen to be 50mV, then according to (3-1) the value of 

is going to be around 49.50. 

To calculate the width/length ratio of Ml, let us assume that ,W), the 

transconductance ^ is 8.9e-6 A/V^, and the threshold voltage % is IV. According to 

(3-2) the width/length ratio of the shunt transistor would be 1. In contrast, if a BICS 

based on the series regulator principle were used, the width-length ratio of the series 

transistor would be 101. Also note that the ratio of the shunt transistor is independent 

of and of the DC current drawn by the CUT. This is in contrast with the series 

regulator transistor; the width-length ratio of the series transistor is directly 

proportional to and the total current drawn from the supply. 
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Figure 3-3 shows the practical CMOS implementation of the shunt regulator 

based BICS. The voltage divider is realised by a chain of MOSFETs: MVPB; 

MVP A; MVNA and MVNB. The voltage reference circuit is also in^lemented 

through a transistor chain; MP IB; MPIA; MNIA and MNIB, which are connected 

between positive and negative supplies. 

Figure 3-3. Simple 2-statge opamp based CMOS implementation of the shunt 

voltage regulator based BICS proposed in [67]. 

/(jmp should have a small value in order to keep the voltage across it small. 

Therefore, it was realised in poly resistance in [69]. The main reason is that poly 

resist has a substantially smaller voltage dependence on the depletion-region width, 

compared to other types of resistances realised in CMOS technology. 

Since it is desirable that to be relatively large, it was realised as N-Well 

resistance in [69], which has a high resistance value per square. As can be seen from 

the Figure 3-3, the comparator was realised as a simple 2-stage operational ampliGer 

[69], which is not desirable. The reason why a simple 2-stage opamp is not suitable 

for comparison of V^^to is discussed later in this chapter. 
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3.3.1 Simulation and Measurement Results 

BICS circuit given in Figure 3-3 was analysed in [69] using HSPICE 

simulator [16]. Frequency response analysis had shown that the BICS had a 6 MHz 

frequency break point (-3dB frequency) [69]. The BICS circuit was laid out in [69] 

and post layout simulations were carried out. Post layout simulations had shown that 

the new BICS had 2.4 MHz -3dB frequency. The shift in the -3dB frequency is 

probably because of the parasitic capacitances and resistances coming Crom the 

interconnects. The circuit was fabricated in 2.4|i CMOS MIETEC technology along 

with an operational ampliAer as the CUT [69]. 

The fabricated IC contains one BICS circuit and a 2-stage opamp circuit, 

which was designed to act as the CUT [69]. A number of measurements were carried 

out on the fabricated IC to conGrm the simulation results. The voltage drop across 

the shunt resistor was found to be around 46 mV, which is very near to the 

expected value of 50 mV for 5V supply, for the number of packaged IC. 

According to the simulation results, CUT opamp had 200p,A static current 

with less than 20|iA dynamic current consumption [69]. In order to conGrm that 

BICS was monitoring the dynamic current consumption of CUT correctly, the AC 

voltage drop across /(kaj was measured and was divided by the value of which 

was designed to be 25K^). Unfortunately it was not possible to obtain the desired 

results by measurements. The realised BICS circuit did not work as accurately as 

expected. The reasons why the BICS did not function correctly are discussed below. 

Later, a new BICS design to overcome the drawbacks with the BICS proposed in 

[67] and realised in [69] is discussed. 

The BICS circuit realised in [69] was designed to have a constant value 

to give a constant value of 50mV for one specific process parameter set during 
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the HSPICE simulations (nominal values of the process parameters were used in 

simulations done in [67] and [69]). Now, due to the process variations coming from 

imperfect fabrication conditions there will be deviations in the current drawn from 

the supply by the CUT for different process parameter sets. This will alter the 

voltage proportional to the dynamic CUT current, and the reference voltage, 

Vref, to be different from the expected value found for the specific process parameter 

set used in HSPICE simulations. In the worst case, this will cause the output of the 

simple 2-stage opamp-based comparator to saturate to one of the supply voltages as 

the opamp is designed to have a high open-loop gain, hence the malfunctioning of 

the BICS circuit. Therefore, the realised BICS circuit [69] would perhaps function 

correctly if the IC manufacturing processes were perfect. 

Another problem with the BICS mentioned above is that simple 2-stage 

opan^-based comparator will always have an inherent input-referred offset voltage 

due to the differential transistor pair used in the input stage of the opamp [68]. This 

offset voltage wiU add an unwanted voltage component to the inputs of the opamp, 

hence causing the output of the opamp to differ from the expected value. One way to 

solve this problem is to take the measurements at the output of the opamp two times 

while switching the inputs of opamp each time and add the two resulting voltages at 

the output, which should eliminate the inherent input-refbrred offset voltage. Another 

way of reducing offset voltage of a 2-stage opamp-based con^arator is to use an 

offset reduction technique proposed in [70]. The latter technique is used in the new 

BICS design proposed in the next section due to its simplicity. 

One more difficulty with the realised IC in [69] was that the controllability 

parameter was not considered during the design and layout of the circuit. This made 
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it in^ossible to observe some nodes within the fabricated IC during the 

measurements. 

3.4 Process Variation Zndejpendejit 

In this section, a new BICS design to overcome some of the drawbacks with 

the previously published BICS designs for analogue circuits is discussed. The main 

enhancement with this new BICS design is that it is process variation independent, 

which is very crucial for the correct operation of the BICS. 

The new BICS design is similar in principle to the shunt voltage regulator 

BICS discussed in [67]. It is suitable for monitoring dynamic supply current 

variation of the CUT. One of two main improvements to the previous BICS circuit 

is; a new comparator design such that the inherent input referred o%et voltage due 

to the differential pair used in the opamp circuit is minimised. 

The second improvement is the removal of the reference voltage requirement 

at the input of the comparator. This is achieved simply by augmenting the previous 

design while keeping one input of the comparator at the common mode reference 

level. The dynamic current variation is sensed in the form of a voltage with a simple 

high pass Alter network. 
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Figure 3-4. Process variation independent BICS design. 

The simpliSed schematic view of the new design is given in Figure 3-4. As 

can be seen from the Figure 3-4, the simple high pass Glter consists of a capacitance 

and a resistance. 

The supply current variation of the CUT is considered only rather than the 

absolute DC current. The dynamic CUT supply current is monitored by using an 

active shunt element, Ms in Figure 3-4. The area of the shunt element depends on the 

supply current variation during normal operation. 

Since the series elen^nt does not have to be an active device, it can be 

realised as a small value, small area resistance. The size of the series resistance is 

independent of the BICS and the CUT, unlike in [67], which means it can be kept as 

small as possible on the condition that the comparator has a high gain (80dB for 

instance). One could even use the parasitic resistance of the interconnect between the 

supply and the CUT. 

The simplified operation of the BICS is as follows: The shunt element is 

formed as a PMOS transistor M^, Figure 3-4. One input of the comparator is kept at 
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the common mode voltage, i.e. ground for designs with dual voltage supplies. If the 

current drawn from the supply by the CUT changes by the voltage across 

will change proportionally. This voltage is then filtered by the RC high pass network 

and amplified by the comparator, which regulates the voltage to the CUT. This will 

cause Ms to draw the equal but opposite current from the supply. The size of Ms is 

determined by the gain of the comparator and by the dynamic CUT current. Ms is 

operating in the saturation region. 

Since M/ and M2 form a simple current mirror, will be the same as if 

M7 and M2 are identical and have the same drain-source voltages (to suppress the 

efkct of channel length modulation). Wide-swing cascode current mirror can be 

used in order to suppress channel length modulation effect [70]-[71], hence increase 

the accuracy of the mirrored current. The technique used in [13] and [14] can also be 

used to equalise the drain-source voltages of Ml and M2. /owr can be further 

processed for testing purposes. 

In order to better understand the operation of the proposed BICS circuit, let 

us have a look at different sub-blocks of BICS design and the CUT circuit in more 

detail. 

3.4.1 RC High Pass Filter 

A simple RC high pass filter circuit is given in Figure 3-5. The transfer 

characteristic of the filter is depicted in Figure 3-6. 
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Figure 3-5. RC High pass filter circuit. 

The transfer characteristic of the RC circuit of Figure 3-5 can be given as 

[72] 

K, 
(3-3) 

where a = 2;z / and / is the frequency. 

ogm 

Figure 3-6. Transfer curve for the RC circuit given in Figure 3-5. 

The circuit given in Figure 3-5 is an AC voltage divider with an output that 

falls off at low frequencies at the rate of 6 dB per octave [72]. Therefore, the circuit 
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will eliminate the DC component of its input voltage. This is desirable, the dynamic 

change in the supply voltage of the CUT needs to be captured. 

As one of the goals is to keep the area used for BICS circuit minimal, the 

value of the capacitance was chosen to be IpF, which is reasonable in terms of 

silicon area for the technology used in this thesis (0.8|im AMS CYE CMOS (2.5-

5.5V, p-sub, 2-metal, 2-poly) [15]). The value of the resistance can then be chosen to 

be 100 MD (to give = lO^r^W/sec (or / = 1.6 A%) ), which is enough to filter 

the DC component of the filter input signal). The high resistance coming from the 

input of the differential transistor pair used in the comparator circuit can be utilized 

or R can be in^lemented using switched capacitor technique proposed in [70]. 

3.4.2 Switched-Capacitor Comparator 

The simple 2-stage opamp circuit used as the con^arator in the previous 

BICS circuits [14], [67] is not efficient due to the inherent offset voltage coming 

from the mismatches in the transistors within the differential pair used in the opairg) 

circuit. Therefore, a new comparator with reduced input offset voltage is required for 

the accurate operation of the BICS. 

A new switched-capacitor, input offset reduced comparator circuit is 

therefore proposed. The comparator is based on a 2-stage Miller-compensated 

operational amplifier. The offset reduction technique proposed in [70] is used with a 

slight modification. 

The comparator circuit is given in Figure 3-7 and CMOS realisation is given 

in Figure 3-8. The clock frequency for the switches in the comparator should be kept 

at least 10 times smaller than the normal CUT operation frequency in order not to 

affect the accurate operation expected from the comparator, that is the comparator 
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have enough time to do con^arison and allow us to monitor the dynamic CUT 

current. Another inq)ortant thing to bear in mind is that because the junction and 

subthreshold leakage of the switches eventually corrupts the correction voltage 

stored across CI, periodic refreshing of this voltage is required [70]. This might 

affect the correct operation of the conq)arator for applications requiring very low 

frequencies. 

Vin 

S1 

Vrxl 

Figure 3-7. Switched-capacitor input offset reduced comparator. 

VcM in Figure 3-7 represents the common-mode voltage level for the circuit 

= 0 V for designs with symmetrical dual supplies). stage (Ml, M2 and M5 

in Figure 3-8) and stage (MIO, Ml 1 and M12 in Figure 3-8) are ideal differential 

pairs with no input offset voltage, stage (M6 and M7 in Figure 3-8) represents a 

transconductance amplifier. and represent the inherent offset voltages due 

to Gm/ and respectively. represents the input signal. SI, S2, and S3 represent 

switches, which are clocked with CKl, CK2, and CK2 respectively. CKl and CK2 

are non-overlapping clocks. CI is used as a storage element. 
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Figure 3-8. CMOS realisation of the comparator given in Figure 3-7. 

is used as an auxiliary an^liAer in a negative feedback configuration 

during the offset cancellation mode. Gm2 simply amplifies the voltage stored across 

CI and subtracts the result from the output of Gm/. 

Let us assume SI is off and S2 and S3 are on. Now, from Figure 3-7 one can 

write the following 

V,,., ( 3 - 4 ) 

and the output voltage can now be written as 
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y , +0.,RV.,.2 , , , , 

This voltage is stored on CI after S3 turns off. The overall offset voltage 

referred to the main input for the comparator is therefore given by 

= ^ = : % . (3 -6) 

As can be seen from ( 3-6 ) the overall offset voltage is reduced by the 

feedback loop gain of (1 + Note that there is an additional con^onent to the 

corr^arator's overall offset voltage due to As can be seen from ( 3-6 ) this 

component is also reduced by the feedback loop gain. If it is assumed that is 

smaller than or equal to Gm/ then this additional component does not have a very big 

effect on the normal operation of the comparator. 

3.4.2.1 Non-overlapping clock generation 

For the correct operation of the comparator circuit given in Figure 3-8 

suitable clock waveforms for the switches are needed. 

Switch SI is clocked with CKl and switches S2-S3 are clocked with CK2, 

where CKl and CK2 are non-overlapping clocks in order to reduce the charge 

iiyection errors [70]-[71]. CKl and CK2 clock waveforms are given in the time 

domain as depicted in Figure 3-9, where T1 represents the period of the CKl and T2 

represents the period of the CK2. 
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Figure 3-9. Non-overlapping clocks. 

The technique proposed in [71] and depicted in Figure 3-10 can be used in 

order to generate the non-overlapping clocks. By using the circuit given in Figure 

3-10, it is ensured [71] that there will be two inverter delays between CKl and CK2 

clock waveforms, where CKin represents the input clock signal. If this delay is not 

adequate one can use an even number of inverters to the inputs of the NOR gates 

shown in Figure 3-10 in order to reach the desired level of delay for the non-

overlapped clock waveforms. 

CKh 

Figure 3-10. Non-overlapping clocks generator [71]. 
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3.4.2.2 CMOS Switch 

In order to further reduce channel charge injection [70], the CMOS switch 

depicted in Figure 3-11 is used in the comparator circuit. 

ck 

X 
Mn 

Mp 

T 
ck 

Figure 3-11. CMOS Switch. 

For the correct operation of the CMOS switch complementary clock 

waveforms are required. It is in^ortant that NMOS and PMOS transistors (Mn and 

Mp in Figure 3-11) turn on and off simultaneously in order to ensure that the CMOS 

switch does not have any distortion on its output. If it is assumed that the NMOS 

device in Figure 3-11 turns off At time earlier than the PMOS device, then the output 

voltage tends to track the input for the remaining At time with a large, input-

dependent time constant leading to a distortion, as shown in Figure 3-12 [70]. 

Therefore it is important to generate complementary clocks as depicted in 

Figure 3-13 for the accurate operation of the CMOS switch with no distortion at its 

output. 
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Vout 

time 

Figure 3-12. Possible distortion on the output of the CMOS switch due to a delay 

between clocks [70]. 

> 

time 

Figure 3-13. Con^lementary clock waveforms. 

One way to produce equally delayed complementary clocks is to use the 

simple technique proposed in [70] and depicted in Figure 3-14. The CMOS 

implementation of Figure 3-14 is given in Figure 3-15. The MOS transistors used in 

the transmission gate in Figure 3-14 can be sized such that the transmission gate has 

the same delay as the inverter (assuming all the inverters have the same delay). 
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Figure 3-14. Equally-delayed complementary clocks generator [70]. 

clkin 
o— 

J 
MP2 

inv2o 

MN2 

MP3 

Vdd 

-o ck 

MN3 

J 
MG1P 

r 

Glo -Gck 

MP1 

1 Vdd 

Figure 3-15. CMOS inq)lementation of the circuit given in Figure 3-14. 

3.4.2.3 Simulation Results for the Comparator 

Both the comparator and the equally delayed non-overlapping clock 

generator circuits were designed in O.giim AMS CYE CMOS (2.5-5.5V, p-sub, 2-

metal, 2-poly) [15] technology. The simulations were done using HSPICE with 

BSIM 3v3 [17] model parameters. In order to see the behaviour of the comparator 

under the process variations the simulations were carried out for three different 
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process parameter sets: worst case power (WP), typical mean (TM) and worst case 

speed (WS). 

Before giving the simulation results for different process parameter sets one 

needs to have a look at the generated clock waveforms needed for the comparator 

circuit given in Figure 3-8. 

Using circuits given in Figure 3-10 and Figure 3-14 suitable clock waveforms 

needed for the coiiq)arator circuit as depicted in Figure 3-16 are generated. In Figure 

3-17 expanded clock waveforms are presented. It can be seen that there is a 2ns 

delay between ckl and ck2, which makes them non-overlapping. 

ck1 2 

0 

-2 

cl^2 

0 
> 

O) 

§cl<22 

0 

ck2. 

0 W 4m 6m 8m 10m 12m 14m 16m 18m 20m 
Time(s) 

Figure 3-16. Suitable clock waveforms for the comparator circuit. 
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Figure 3-17. Expanded view of Figure 3-16. 

In Figure 3-18, Figure 3-19 and Figure 3-20 comparator input versus 

comparator output voltage are given for TM, WS and WP process parameter sets 

respectively. The comparator input was driven by a sine wave with 300p.V as shown 

in Figure 3-18, Figure 3-19 and Figure 3-20. It can be seen from the figures that the 

output of the comparator correctly tracks the input without saturating to one of the 

supply voltages. Therefore, one can use this comparator in applications such as the 

proposed BICS circuit given in Figure 3-4. 
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Figure 3-18. Comparator input and output voltages for TM parameter set. 
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Figure 3-19. Comparator input and output voltages for WS parameter set. 
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Figure 3-20. Con^arator input and output voltages for WP parameter set. 

For the TM parameter set the offset voltage seen at the output of the 

comparator, while it is in offset reduction mode, is only about -ImV. For WS and 

WP parameter sets the values for the offset voltages are -0.645mV and -1.69mV 

respectively. It is shown that the worst output referred offset voltage is obtained with 

the WP parameter set, which is less than 2mV in amplitude. This is very important 

for the accurate operation of the comparator circuit especially when high gain is 

needed. 

3.4.3 State Variable Filter as the CUT 

The state-variable filter from the IEEE Mixed-Signal Benchmark Suite [73] 

is used for the CUT. The circuit schematic is depicted in Figure 3-21. The Alter 

circuit was redesigned in 0.8p,m AMS CYE CMOS (2.5-5.5V, p-sub, 2-metal, 2-

poly) technology. Simulations were carried out in HSPICE with BSIM 3v3 model 
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parameters during the design characterisation. Both the CUT and the BICS operate 

at ±2.5V supply voltage. 

R5 

Vin R1 
o - a 

R2 
CI 

R3 

HPO 

R7 

R4 

BPO 4 

R6 

Figure 3-21. Continuous-time state-variable filter [73]. 

The transfer function of the second-order state-variable filter for its band-pass 

output (BPO in Figure 3-21) can be given by [73] 

^3C1 
2 1 1 

f 4 J-l-
G/;3C1 /;3C1^4C2 

(3 -7 ) 

where 

= = if = 
M ;?i 

( 3 - 8 ) 

and 

e 
(R6 + ^7) 

(l + 2j!:)R6 
( 3 - 9 ) 
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where ^ stands for the filter gain and g is the filter quality factor. The central 

frequency of the BPO can be given by [73] 

/ — I (3-10) 
2;zV;;3CLR4C2 

where R6=3 kn, ; ;7=7kn and C7=C2=20nF Ar=l, 

<2= 1.11 and _/c=795Hz for the BPO. For simplicity, the resistance and capacitance 

values are chosen to be the same as the values given in [73]. Having examined the 

BICS circuit and the CUT in detail let us now have a look at the simulation results 

obtained for the BICS circuit. 

3.4.4 Simulation Results for the BICS 

The input stimulus to the filter circuit was chosen to be a 1.3V sinusoidal 

wave signal at IKHz. As mentioned before, and C were chosen to be lOOMQ and 

IpF respectively. The serial resistance in Figure 3-4) value was chosen to be 

200. The size of is 2(im/l|Lim. To show the process independence of the BICS, 

simulations for three different process parameter sets were carried out: worst case 

power (WP), typical mean (TM) and worst case speed (WS). The greatest supply 

voltage degradation to the CUT was 35mV for WP parameter set yielding to 2.465V 

positive supply voltage level. This does not affect the normal operation of the CUT 

significantly. 

The simulation results for different process parameter sets are shown in 

Figure 3-22, Figure 3-23 and Figure 3-24. 
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Figure 3-22. The current drawn by the CUT (top) and the monitored current with the 

BICS for WP parameter set. 
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Figure 3-23. The current drawn by the CUT (top) and the monitored current with 

the BICS for TM parameter set. 
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Figure 3-24. The current drawn by the CUT (top) and the monitored current with the 

BICS for WS parameter set. 

As can be seen from Figure 3-22, Figure 3-23 and Figure 3-24, the current 

sensed with the BICS copies the dynamic CUT current variation accurately. The 

dynamic peak-to-peak current amplitude for the TM parameter set is 13.3pA, for the 

WP parameter set 30|LiA and for the WS parameter set Sp-A. 

In Figure 3-25, the monitored current versus comparator output voltage is 

given for the TM parameter set. It can be seen from the figure that the output of the 

comparator has a 0.8Vpeak-to-peak change with respect to 13.3|iA dynamic peak-to-

peak current change due to the CUT. 
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Figure 3-25. Monitored current versus comparator output. 

The BICS circuit and the CUT (state-variable Glter) were laid out in AMS 

0.8n CYE CMOS technology. (Cadence Virtuoso Layout editor was used for the 

layout where the layout was done in a fuU-custom manner.) The equally-delayed 

non-overlapping clock generator circuit layout, the switched-capacitor input offset 

reduced comparator circuit layout and the proposed BICS circuit layout are given in 

Figure 3-26, Figure 3-27, and Figure 3-28 respectively. Figure 3-29 shows the layout 

of the BICS circuit and the CUT together. 
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Figure 3-26. Equally-delayed non-overlapping clock generator circuit layout used in 

the proposed BICS circuit. 
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Figure 3-27. Switched-capacitor input offset reduced comparator used in the 

proposed BICS circuit. 
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Figure 3-28. Proposed BICS circuit layout. 
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Figure 3-29. Layout view of the BICS circuit along with the CUT filter. 
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The area of the BICS circuit given in Figure 3-28 is 0.019mm^ with AMS 0.8 

CYE CMOS technology. 

One way to measure the correct functionality of the BICS on the fabricated 

IC is to measure the output voltage of the comparator instead of measuring the 

current on the shunt element. Therefore in Figure 3-30, Figure 3-31 and Figure 3-32 

the post-layout simulation results are given where the output of the coir^arator is 

compared with the supply voltage of the CUT. Figure 3-30, Figure 3-31 and Figure 

3-32 represent the comparator output voltage versus the CUT supply voltage for the 

WS, TM and WP process parameter sets respectively. 
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Figure 3-30. Comparator output versus the CUT supply voltage for WS parameter 

set. 
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Figure 3-31. Comparator output versus the CUT supply voltage for TM parameter 

set. 
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Figure 3-32. Comparator output versus the CUT supply voltage for WP parameter 

set. 
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As the comparator has a high gain (63.5 dB), a very small delay will be 

translated into a saturated voltage at the output of the comparator due to the limited 

supply rails. As can be seen from Figure 3-30, Figure 3-31 and Figure 3-32, the 

realized BICS is functioning correctly even when the dynamic change in the supply 

voltage of the CUT is very small. The dynamic CUT supply change for WS 

parameter set (see Figure 3-30) is around ZOOnVpeak-to-pcak where with this input 

comparator with 6 3 . 5 dB gain causes around 0.3Vpeak-to-peak change at its output. 

3.4.5 Measurement Results 

In order to confirm the correct functionality of the BICS, a number of 

measurements were carried out on the fabricated IC. The similar signal levels to the 

one used in section 3.4.4 were applied to the CUT iiqiut for the number of packaged 

ICs containing the BICS and the CUT. Measurement results were obtained using 

TDS 220 Digital Storage Oscilloscope [74]. Two of obtained results are given in 

Figure 3-33, and Figure 3-34. As can be seen from the Ggures, it was not possible to 

obtain the expected dynamic variation in the CUT supply voltage due to the 

unwanted noise coming from the measurement environment. The measured 

comparator output voltage, however, was found to be somewhat similar to the 

expected ones found by simulation. Note that the dynamic change measured at the 

output of the comparator given in Figure 3-33 and Figure 3-34 are little bit different 

as they are for two different packaged IC. 

The process variation independent BICS circuit proposed in this chapter is 

used for the purpose of analogue fault simulation in Chapter 5, where it has been 

shown how a fault is detected by monitoring the dynamic CUT current with BICS. 
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Figure 3-33. Comparator output voltage (top) versus the CUT supply voltage result 

obtained from the fabricated IC. 
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Figure 3-34. Comparator output voltage (top) versus the CUT supply voltage result 

obtained from the fabricated IC. 
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4 TESTING ANALOGUE CIRCUITS BY 
SUPPLY VOLTAGE VARIATION AND 
SUPPLY CURRENT MONITORING 

4 . 1 Z n C r o d u c t i o j i 

Test development for analogue circuits has been very much based on the 

functional and performance specifications [18]. Structural fault modelling for digital 

circuits, on the other hand, is now well investigated [1] where standard DfT and 

BIST methodologies for digital circuits are well established. Although there has been 

some research on the applicability of DfT [49]-[51] and BIST [54]-[57] to analogue 

circuits, analogue DfT and BIST are still very much done on an ad-hoc basis since 

there still is not a standard fault model for analogue circuits. 

For digital circuits, the structural level of fault modelling is mainly used for 

the test vector generation [18]. A fault is then said to be detectable when for at least 

one of the test vectors the faulty circuit behaviour d i ^ r s from the fault-free one. 

Analogue circuits, however, do not have that binary distinction which complicates 

the definition of a fault and the fault detection. Therefore analogue circuit test 

development has mostly been based on the functional and performance 

specifications. Consequently, a test developed on the basis of the functional and 

performance specifications can neither guarantee a certain fault cover nor the 
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expected quality and reliability levels. Moreover, to test all the specifications of a 

state-of-the-art large and complex analogue and/or mixed-signal circuit would be 

time consuming and very expensive. Therefore, the motivation of the work presented 

in this chapter is to investigate a test generation technique for analogue circuits and 

its application to a large analogue circuit. 

Digital Circuits 

Variable power supply is used as a test technique for digital circuits where it 

is used for the /nargmoZ voZfagg screening [75]-[77]. Margz/mZ vo/fage is defined as 

the minimum value of the supply voltage that is necessary to just maintain the 

correct operation of a circuit during a functional test [75]. In addition to the 

conventional functional test, the upper and the lower limits of the supply voltage 

(marginal voltages) outside which the circuit fails to operate correctly during the test 

can be measured. In practice, however, the upper voltage limit is not investigated if 

the circuit damage is likely to result from operation at voltages in excess of those 

normally specified. Therefore, in practice the lower marginal voltage is used where 

for each functional (input) test vector for a digital circuit a separate lower marginal 

voltage measurement is taken [75]-[77]. 

The justification of the marginal voltage technique is based on the intuitive 

assumption that devices which have a nmrginal voltage substantially different from 

the rest of the batch may be detected as faulty and should therefore be rejected [77]. 

Depending on the circuit type, the basic technique of marginal voltage testing 

can be implemented in three different ways: immediate, permanent, and dynamic 
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marginal voltage. The first one is used for combinational digital circuits where latter 

two are mainly used for sequential digital circuits [76]. 

• Immediate marginal voltage 

This type of marginal voltage measurement is carried out for combinational 

logic circuits where the supply voltage of the CUT is progressively reduced while 

the input test vector is held constant during the functional test. The immediate 

marginal supply voltage corresponding to each input vector is then marked as the 

reduced supply voltage at which the corresponding output vector becomes incorrect. 

The term is used since the output of the combinational circuit changes 

immediately once the supply voltage is lowered. 

# fermaagnf marginal voAagg 

Before starting test of sequential circuits the first few input vectors are used 

in order to set the logic states stored within the circuit to known values. This process 

is called [76]. Subsequent input vectors then result in output vectors 

that should follow a known sequence for a circuit that is operating correctly (or 

sometimes referred to as the fault-free circuit). 

In case of permanent marginal voltage analysis, after an initialisation 

sequence is applied to the circuit, the supply voltage is reduced to a value, say 

for a short period of time during the input vector "n" of a test vector sequence, while 

input vector is held constant. The supply voltage is then returned to its normal value. 

The output vector for (» + l)th input vector and subsequent output vectors to the end 

of the test vector sequence are then monitored to find the relationship between 

and the marginal voltage for the input vector If subsequent output vectors are 

the same as the expected values of the fault-free case then is above the marginal 
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voltage. If one or more subsequent output vectors differ from the fault-free 

functional test results then Vte.it is below the marginal voltage. Therefore, by 

repeating the test sequence for different values of Vtest for each test vector the 

marginal voltage for that test vector can be measured. The term pg/TMongMf is used 

for this case since the transition of the supply voltage to produces stable or 

permanent changes in the stored logic states of the circuit, which may be detected at 

any future stage of the test sequence. 

® Dynamic marginal voltage 

Dynamic marginal voltage testing case is the same as the permanent marginal 

voltage testing case except the power supply voltage is reduced while the input 

vector change between successive steps of the functional test. The marginal voltage 

is the result of a measurement that corresponds to the critical power supply voltage 

that is required for the circuit to change from one state to another and hence the term 

As stated in [18], the main drawback with these implementations is the 

resulting test execution time. The normal test vectors have to be applied to the device 

fbr various values of the lowered supply voltage. As it can be time consuming to 

change the power supply of a device under test on a production tester, another 

implementation is needed. 

An alternative solution to these implementations was described in [78] for 

digital CMOS ICs. In their approach the authors determine the marginal voltage 

level before the tests are started by means of simulations. Since the allowable 

process variations can cause the marginal voltage to lie in a certain range, the 

maximum value of this range was chosen as the marginal voltage to be used later. 

For the specified vector set only one supply voltage was used, which was a small 
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threshold higher than the marginal voltage to make the measurement robust. If one of 

the devices gives a functional failure at this supply voltage level, this indicates that 

the electrical behaviour has been changed significantly as a result of the occurrence 

of a defect. This technique requires some simulation time before test, but the test 

execution time is reduced considerably [18]. 

One way to achieve some control over the behaviour of transistors within an 

analogue circuit is varying the supply voltage in conjunction with the inputs. Bruls 

used this idea to test a class AB ampMer at various supply voltage levels [18]. He 

used the inductive fault analysis (IFA) technique to insert processing defects into the 

layout of the IC in a random manner. A'ain, et al applied a ramped power supply 

voltage to test simple 2-stage operational amplifier circuits, and for exposing floating 

gate defects in analogue CMOS circuits [19], [20]. The same authors applied an AC 

supply voltage to analogue CMOS circuits [21]. They achieved high fault covers 

with these tests, although the sizes of the circuits and the numbers of faults were 

small. 

In this chapter, it has been shown how varying the supply voltage of an 

analogue circuit block can increase the fault cover of that block. Unlike previously 

described works in [18]-[21], a larger circuit element - a phase locked loop- was 

used as a test vehicle where only structural short circuit faults were taken into 

account. The technique is based on using structural fault models where it is targeted 

to reduce expensive testing costs due to specification and performance based tests by 

considering testing in a structural manner before the production of the A-st silicon. 
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A CMOS Phase-Locked Loop, Figure 4-1, was used to test the application of 

the technique mentioned in the previous section to a larger circuit. The circuit was 

designed using the MIETEC 2.4|j,m CMOS technology. The PLL circuit operates 

with ±5 V supply voltage. As the PLL circuit was designed elsewhere [79], here 

details about this design will not be given. 
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Figure 4-1 CMOS Phased-Locked Loop [79]. 

4.5fault list generaCioji 

As mentioned above, in this chapter only structural bridging/short circuit 

faults for MOS transistors were considered while investigating the variable supply 

voltage technique through the use of circuit given in Figure 4-1. 
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The repeated insertion of circuit faults by hand into a SPICE netlist in order 

to carry out simulations is tedious. Therefore the ANTICS fault simulator [80] was 

used to inject faults into the SPICE netlist and to analyse the simulation results. 

Gate-to-source and gate-to-drain short fault models for MOS transistors ag shown in 

Figure 4-2 only were used. This is distinct from the open-gate fault model used in 

previously reported work [20]. 

Short faults were modelled with a resistance, Rs in Figure 4-2. To simpli^ 

matters, Rs value was chosen to be lOO. 

Rs 
0 NMOS J 0 

S 
Rs 

S 

s 
PMOS 

7]Rs 

D r 
G 

D 

Figure 4-2. Structural short fault models for NMOS and PMOS transistors. 

4. ̂ fault Simulation and fault 

Coverage 

The total number of iigected faults was 190, of which 28 were redundant (the 

short circuits already existed as part of the circuit configuration) and 33 were 

equivalent (the same inter-nodal short was injected at two separate transistors) hence, 

129 distinct faults were simulated. Fault simulations were done using HSPICE in a 

serial manner, where each faulty circuit along with the fault-free one were simulated 

one after another and results were saved for fault coverage purposes. 
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Monte Carlo simulations were performed for each of these 129 faults and the 

RMS value of the AC con^onent of the supply current and the DC supply current 

were measured. The PLL was simulated as a whole where the input stimulus was 

chosen to be a sinusoidal signal within the locking frequency range. 

The fault coverage was then evaluated such that a fault was considered 

detectable if the 3o points (see Figure 4-3) of the faulty and fault-free current 

distributions did not overlap. This separation or gap between two distributions is 

defined in [81] as: 

gap (//y -3(T^)-(/ / + 3cr) (4 -1) 

where is the mean value of the faulty circuit response and ^ is the mean value of 

the fault-free circuit response. For a fault to be detectable the gap shown in Figure 

4-3 must be greater than zero. 

density)^ 
function 

6ult-6ee 
distribution 

&ulty 
distribution 

sii^ply 
current 

Figure 4-3. Probability distribution function of fault-free and faulty supply currents 

proposed in [81] for calculation of the ga;? given in ( 4-1). 
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The fault coverage was evaluated at different supply voltages using the DC 

and AC RMS values individually and combined. In the remainder of this chapter 

fault coverage is presented for difkrent supply voltage levels where both positive 

and negative supplies are considered to vary in order to increase the fault coverage. 

4.7 VDD Change for whole PZ,Z, 

Table 4-1 shows the fault coverage for the PLL as the supply voltage was 

varied between 4.0V and 5.3V. As can be seen from Table 4-1, the fault coverage 

changes very little for different supply voltages. The three figures given for each 

supply voltage value are the fault coverage found by measuring the RMS value of 

the AC component of the supply current; the DC supply current and the cumulative 

total of the two measures. For each supply voltage level and each test used (RMS or 

DC) a different set of faults is detected. This means that for instance some of the 

faults that are not detected by the RMS test using a 5V supply voltage, might be 

detected by DC test or by RMS test at another supply voltage level. Therefore, it is 

not correct if one con^ares the figures given in the table among themselves. A 

number of faults are detected by both measurements, which is why the sum is only 

around 10% higher than the RMS value alone. 

Table 4-1. PLL Fault Coverage for varying supply voltage 

VDD Fault Coverage Fault Coverage Fault Coverage 
[V] [%]RMS [%]DC [%] RMS + DC 
5.3 67 38 74 
5.0 64 40 73 
4.8 67 39 77 
4.7 69 39 77 
4.6 68 44 77 
4.5 67 40 77 
4.0 65 41 76 

88 



Table 4-11 shows the coverage obtained by combining two or more of the 

tests from Table 4-1. All three given figures are fractionally above those of Table 4-1. 

This means that a large common subset of faults is detected by all the tests, with a 

small number of extra faults detected by each test individually. 

Table 4-11. PLL Fault Coverage for combined tests 

Multiple VDD Fault Coverage 
[V] [%]RMS + DC 

5 + 4.7 + 4.6 79 
5.3 + 4.8+4.7 + 4.6 80 

4.6 + 4.7 78 

In other words, it appears that very few faults are sensitised, with respect to 

the supply current, by varying the supply voltage of the PLL as a whole. Therefore it 

is investigated how one can increase the total fault coverage by varying the supply 

voltage for one block within the PLL, while keeping the supply voltage level of other 

blocks at the normal operating voltage level. The idea is that if most of the 

undetected faults are within one block of the whole circuit then varying the supply 

voltage for the entire circuit might not sensitise some of the faults within this block. 

Next section discusses how the total fault coverage can be increased by changing the 

supply voltage for the VCO block within the PLL circuit. 

4.6 Change in VDD of one Jbloct 

Most of the undetected faults occurred within the VCO (Voltage Controlled 

Oscillator) block, (relax in Figure 4-1) therefore the exercise was repeated by 

varying the positive supply voltage of the VCO block only while keeping the 

positive supply voltage of all other blocks at 5V. It was found that with the supply 
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voltage of the VCO block being changed to 4.5V while the supply voltage of the 

other blocks was held at 5.0V gave the best fault coverage. This proves the idea that 

varying the supply voltage at sub-block level for a complex circuit increases the fault 

coverage is valid. 

The combined fault coverages of this test and the previous tests are shown in 

Table 4-in. The DC fault coverage quoted here is that obtained using the first VDD 

value of the row in the table. The cumulative totals for the single E>C test and the two 

or three AC supply current tests are given. 

Table 4-in Cumulative Fault Coverage with VDD varied for one block. 

Multiple VDD Fault Coverage 
[V] [%] RMS + DC 

5 4- 4.7 + 4.6 + 4.5(VCO) 81 
^ 5.3 + 4.8 + 4.7 -H 4.6 + 4.5(VCO) 82 

4.6 + 4.7 + 4.5(VC0) 80 
5 + 4.6 + 4.5(VC0) 83 

VDD=5V VDD=4.6V 

VDD(VC0)=4.5V 

Figure 4-4 Venn diagram of fault coverages of different tests. 
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Figure 4-4 shows a Venn diagram for the fourth test in Table 4-in. Again, it 

can be seen that most faults are detectable by all three tests. Six extra faults are 

detected by changing only the supply voltage of the VCO. While this only increases 

the overall fault coverage by around 4%, these faults would not otherwise be 

detectable. 

4 . P c h a n g e 

Even by varying the positive supply voltage for just the VCO block, a 

number of faults in this block remained undetected. How about if one varies the 

negative supply voltage of the VCO block? To investigate this, the negative supply 

voltage (VSS) of the VCO block was varied while keeping other blocks to work at 

±5 V supply level (normal operating condition). Now, for VSS=-4.7V (instead of -

5.0V) the fault coverage obtained by RMS test was 66% compared with a fault 

coverage of 70% when VDD=4.7V. Therefore, monitoring the current while 

changing VDD seems to be better in terms of fault coverage. Note that in the case of 

varying VDD the supply current is measured from the positive supply (Idd), in the 

case of varying VSS the supply current is measured from the negative supply (Iss). 

For various VSS values (-4.6V, -4.65V, -4.7V, -4.75V, -4.8V) of the VCO 

block it was still not possible to detect any of those faults that could not be detected 

by varying the positive supply voltage of the VCO block. 

4 . 1 0 [ 5 i d e C e c C e d f a u l t s 

The fault coverage using the DC and AC supply current tests was increased 

from 73% to 83% by using three different supply voltages. Nevertheless, 17% or 22 
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faults remain undetected. The reason why these faults remain undetected will be 

discussed in this section. 13 of the 22 undetected faults occur in the VCO block. 

Figure 4-5 shows the circuit diagram of the VCO. Of these 13 faults, 8 occur in the 

voltage divider chains on the right hand side of the circuit (in Figure 4-5). These 

undetectable faults include the gate-source shorts on M26, M27 and M28. Although 

these faults would affect the functionality of the circuit, the efkct in terms of the 

supply current would be negligible, unless they were to force the PLL as a whole to 

cease to function. Therefore it is not surprising that a supply current test is unable to 

find them. More significantly, it should be noted that the original premise -that 

stimuli that would cause transistors to change their region of operation are ideal for 

supply current testing- cannot be satisfied for such circuit configurations. M26 and 

M27 are connected so as to be in permanent saturation. 

Other undetectable faults include the gate to source shorts of Ml8 and M21 

in Figure 4-5. Again, from the circuit configuration, it would be almost impossible to 

apply any stimulus that would cause these transistors to switch their mode of 

operation as transistors Ml8 and M21 are deeply embedded within the circuit. It is 

reasonable to suppose that this test technique cannot provide a significantly higher 

fault coverage than that found here for voltage-mode circuits operating with ±5V 

supplies. 
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Figure 4-5 Voltage Controlled Oscillator [79]. 

4 . 1 1 Conclusions 

The technique that uses variable supply voltage for test has been shown to 

increase the fault coverage of a complex analogue CMOS circuit by 10% to 83%. 

Clearly this increase in the fault coverage is not very promising. It can be assumed 

that this technique is not very eHicient with the circuit topologies discussed above, 

especially when there are number of transistors are connected in a cascode manner 

between the supply rails within the circuit, as is the case in Figure 4-5. 

With the transistor feature sizes getting smaller and smaller with newer 

technologies, the supply voltage levels also keep decreasing [14]. This wiU result in 

reduced number of cascode connected transistors as the threshold voltage levels are 

not shrinking linearly for the CMOS transistors with the feature size reduction [70], 
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[72]. The variable supply voltage test technique, therefore, might prove better for 

today's deep sub-micron designs. 
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ANALOGUE FAULT SIMULATION 

5.1 Circuit simulation 

The more conq)lex the design is, the greater the chance that some parts of the 

system will not function properly together or function in all cases. Simulation is used 

to analyse a system before the production process to see if the system matches the 

desired specifications. The two most important reasons why simulation is used 

before manufacturing the actual device are; it is safer to veri^ the correct operation 

of the circuit by means of simulation and secondly simulation is cheaper than 

verification of the correct operation after the manufacture. 

In the rest of this chapter, unless otherwise stated, by cfrcwif 

transistor level simulation for analogue/mixed-signal circuits is meant. The accuracy 

and speed of the simulation depend on the accuracy of the simulation algorithms and 

the accuracy of the device models used within the simulator. General circuit 

simulation algorithms, as used in SPICE and SPICE-like simulators are well 

documented [82], [83]. In the transistor level circuit simulation process, the set of 

non-linear, first-order simultaneous differential and algebraic equations (DAEs) 

given in ( 5-1 ) must be solved: 

f(jc, y , f)=0 ( 5-1 ) 
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where f is a vector of expressions, jc is the vector of circuit variables, is the 

derivative of z with respect to time and r represents time. 

DAEs have been investigated extensively by numerical mathematicians [82]-

[85]. For SPICE-like simulators in order to solve DAEs; numerical integration is 

used to discretise the time, the Newton-Raphson (N-R) method is used to linearise 

the non-linear equations and LU factorisation is used to solve the matrix equations 

[87]. 

Grenerally speaking, a circuit simulator consists of three parts: the input or 

network description part; the simulator or the network analysis part; and the output 

or postprocessor part [82]. Circuit simulators spend most of their time either 

evaluating non-linear device models or solving the linearised system of circuit 

equations. Model evaluation time dominates for small circuits, whereas equation 

solution time dominates for large circuits [88]. 

The input part of the simulator is used to describe a circuit, to describe the 

excitation and to control the analysis. There are many ways to describe the circuit. 

Traditionally the circuit has been described in a text file where mnemonics (or fuU 

words) are used in order to form records describing one element, signal or command. 

A parser reads this file to check for syntax rule violations. After that the file is 

con^iled and the data structures needed for the analysis are created. Other forms of 

data inputs include physical layout entry, where integrated circuit or printed circuit 

board layouts are converted into a textual description and schematic entry, where a 

library of element-symbols is used in a schematic editor to draw the circuit [82]. 

The simulation part of the simulator performs the main computational task. 

This task can be DC operating point analysis, transient analysis, frequency domain 

analysis, sensitivity analysis, noise analysis, statistical tolerance analysis etc. [82]. 
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The output part of the simulator takes the results of the circuit analysis 

obtained by the simulator and allows us to be able to monitor those results in textual 

or graphical manner [82]. 

In this thesis, the discussion about circuit simulation is limited to the 

simulation (or sometimes referred to as core) part of the simulator only. The 

structure of the rest of the chapter is as follows. First non-linear DC and transient 

analyses for transistor level simulation are briefly discussed. Later, digital simulation 

is explained. After that, mixed-mode simulation for mixed-signal circuits is dealt 

with in detail. Finally, fault simulation with the main emphasis on analogue CMOS 

circuits is investigated. 

DC Analysis 

Non-linear DC analysis is the problem of solving a system of non-linear 

equations describing an electronic circuit, which consists of non-linear devices [82]. 

There are different situations where such an analysis is important. Mostly, non-linear 

DC analysis is performed to And out the values of voltages and currents in an 

electronic circuit with the power supply switched on, but with no excitation at the 

input. This information can then be used as the initial condition for a transient 

analysis of the same circuit. 

Systems of non-linear equations cannot be solved analytically except for 

trivial examples. They require iterative methods. Both equation formulation and 

equation solution depend on how the non-linear element characteristics (or models) 

are expressed. There are methods of describing the models. Usually, the model is 

described by non-linear analytical functions with continuous derivatives produced 
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either by Atting curves to empirical data or by analysis of the physical phenomena in 

the con^)onent [82]. The N-R method is then used for solving the non-linear 

equations. In this method, the non-linear system of circuit equations is transformed 

into a linear system, which changes at each iteration. In other words, the problem is 

converted into a successive formulation and solution of a system of linear equations. 

There is one more matter to be considered when discussing non-linear DC 

analysis [82]: the characterisation (i.e. modelling) of the non-linear components. 

Since it is not intended as a subject matter of this project, for further details about the 

characterisation of the components refer to [82]. 

5.3 transient Analysis 

Here, by the transient analysis the analysis of electronic circuits in the time 

domain is meant. Time domain circuit analysis without use of a computer is 

effectively restricted to simple linear circuits with no more than three dynamic 

elements. Numerical methods are needed in order to cope with the solution of non-

linear algebraic and ordinary differential equations that model non-linear resistive 

and dynamic electronic elements. The main technique used is discretisation of time 

and successive computation of the response value from one time instant to the next 

[82]. 

The main disadvantage of using numerical methods is the excessive computer 

time needed to compute the response over a long time interval. The elapsed 

computer time can get very large as the circuit gets more and more complex. In 

addition, as the response is computed at discrete points in time, it remains unknown 

in between these points. 
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After the development of the well-known circuit level simulator, SPICE, at 

University of Berkeley [89] there have been many different variants of SPICE 

simulators. The simpliSed transient analysis algorithm implemented in SPICE-like 

simulators is given in Figure 5-1. ModiGed Nodal Analysis (MNA) is a method, 

which transforms the circuit topology into a set of non-linear difkrential equations 

[82], [83]. The unknowns of these equations are node voltages or branch currents of 

the circuit being simulated. 
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Figure 5-1. Flow-chart for transient analysis algorithm used in SPICE [4]. 
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5.4I,osric (or digitalj SimulaCioii 

In analysing digital circuits, the main concern is that signals reach a correct 

Boolean value at a particular time, not with the exact behaviour of individual 

transistors. That means one can model such circuits with less detail than analogue 

circuits. 

There are a few approaches to simulating logic circuits such as compiW 

and mfgfprgW ffrnw/afion. In the first approach, the description of the 

circuit is linked in directly to the simulation algorithms. This method can be fast, as 

an efBcient executable program is generated for each circuit. The interpreted 

simulation approach takes the circuit description and generates a data structure, 

which is updated for each time step in the simulation. As today's standard hardware 

description languages such as VHDL and Verilog are based on compiled simulation 

technique, in the next section compiled simulation is given in more detail. 

5.4.1 Compiled Simulation 

Let us take the circuit given in Figure 5-2 as an example. This circuit can be 

represented by the C code given in Figure 5-3. This code can be coir^lied (provided 

that the appropriate header files are provided), and linked with code to evaluate the 

logic functions. Inputs to the circuit could be taken from a file or generated by 

another piece of code. This model suffers fi-om the disadvantage that the gates do not 

have any delays associated with them [82]. The code describing the circuit can be 

evaluated each time an input changes, but the output will change instantaneously. In 

order to include timing information in the model, it would be necessary to make 

s i g n a l into a data structure containing past and present values as well as the time 
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at which the data changed. This would make the simulator harder to use as the logic 

functions would have to take extra arguments such as the delay and the output signal. 

A 

—[Z>o ^ E 

Figure 5-2. Exan^le logic circuit. 

signal cct (signal a, b, c) 

{ 

signal d, e, f; 

d = nand (a, b); 

e = inv e; 

f = nand (d, e); 

return f; 

} 

Figure 5-3. C description of circuit given in Figure 5-2. 

There is another drawback with the use of a conventional programming 

language. The description given in Figure 5-3 is ordered: d and e must be evaluated 

before they can be used to evaluate f . This makes the modelling of even a simple 

latch difGcult. A C description of a latch would need to be repeatedly evaluated until 

aU activity had settled. Hence, the simulator would need some means of monitoring 

activity and this might well complicate the circuit description still further. The 
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problem arises because C and other programming languages are sequential, whereas, 

hi&rdwEUR; is (asseidiaily jparaJlel. TTheredkyre, a true hzurdweune clesciiptioii langpwaijge, 

such as VHDL (Very High Speed Integrated Circuit Hardware Description 

Language), must be parallel in nature. 

5.4.2 Hardware Description Languages 

Digital circuits can be modelled in terms of gates. For many digital systems, 

this level of detail is unnecessary. For today's large digital circuits their complexity 

makes gate-level simulation impractical. By simulating at a functional or behavioural 

level, the coiig)lexity can be reduced but an important detail can also be lost. In order 

to simulate a circuit or system at a functional level, it needs to be described in some 

computer-readable form. While it is possible to describe circuits using conventional 

programming languages, there are difGculties as discussed before. There are a 

number of hardware description languages (HDLs) that have been developed to 

allow arbitrary circuit descriptions to be simulated at different levels of hierarchy, 

such as RTL (Register Transfer Level) etc. 

A general HDL does have to be very different from a programming language. 

VHDL has been based on Ada programming language, and Verilog has been based 

on C/C++ programming language. With a HDL one needs two basic features in order 

to be able to represent the desired hardware. First, the HDL must have concurrent 

statements to avoid the problem of knowing which statement to evaluate Grst. 

Therefore statements in HDLs are generally concurrent unless identified as 

sequential. Secondly, it must be possible to model timing effects for the accurate 

simulation. 
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Delays can be modelled by specifying that a signal changes after a certain 

time. For instance, in VHDL this can be modelled for an NAND gate as follows; 

z <= X NAND y AFTER 10 ns; 

To do the simulation in an efRcient manner, it must also be possible to detect 

when an enabling signal changes, so that a model is not repeatedly simulated even 

when its outputs would remain unchanged. In VHDL this can be done for a clock 

edge as follows: 

WAIT UNTIL rising_edge(clock); 

HDLs must allow circuits to be described at various levels of abstraction in 

order to give a user freedom to choose which level of abstraction to choose from. In 

the simplest case, a digital circuit can be modelled as a list of gates with a HDL. This 

level of abstraction is generally referred to as jfn/cfwraZ description. The next level 

of description is the /(ggfffgr Z/gveZ (RTL) or (/afa/Zow level. In RTL level, 

the behaviour of a system is described in terms of signal flows between flip-flops or 

registers. Both structural and RTL descriptions can be interpreted very easily and 

used to provide descriptions for simple event-driven simulators. Bg/zav/ouraZ and 

/wMcfioMaf levels of description use programming language type constructs to model 

systems at a higher level of abstraction. To interpret such descriptions one needs a 

simulator that can handle the functional and time-dependent behaviour. 

More detailed investigation into HDLs mainly for behavioural fault 

modelling for analogue/mixed-signal circuits is given in the next chapter. 
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Circuit level simulators deal with voltage and current values. These values 

are continuous, which means that there are an infinite number of possible values. 

Moreover, since analogue signals are continuous by nature, they cannot 

instantaneously change to different values. Matrices are created inside the analogue 

simulator for relating to these signals. Circuit level simulators generally use an 

integrating algorithm that takes variable steps in time, which is re&rred to as fzmg 

and solves the matrix for aU voltages and currents for each time step. 

Logic simulators, on the other hand, use only a Anite number of discrete 

values, which is caUed These states change only at speciGed times, which is 

called When a function generates a state, it places that state into an event 

queue so that other signals attached to that function could evaluate the effect of new 

state. By limiting the range of state values, solving the circuit at discrete times, and 

solving for only the functions afkcted by a changed state, the logic simulator can 

solve for circuit function faster than a circuit level simulator that could evaluate an 

equivalent analogue circuit [90]. 

Due to the reasons stated above, logic simulation perhaps is two orders of 

magnitude faster than a circuit-level transient analysis of the same circuit [22]. The 

accuracy, however, of the simulation is much less. This level of accuracy is 

sufficient for digital circuits. The trend in VLSI circuit design, however, is to put 

entire mixed analogue and digital systems on one integrated circuit, referred to as 

System-on-a-Chip (SoC). Not only are rigorous design styles needed but also it is 

impossible to model and verify such designs by any means other than simulation 

[82]. If the design contains both analogue and digital parts, a problem created. An 

analogue design cannot be accurately simulated using a logic simulator. In principle, 
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it would be possible to take a large mixed-signal design and simulate the entire 

circuit at transistor level, but the CPU time required would probably be prohibitive, 

notwithstanding the numerical problems that might well result from simulating a 

complex digital circuit [82]. 

One way to cope with this difBculty is to simulate the analogue parts using a 

circuit-level transient analysis algorithm, while simulating the digital parts with a 

logic simulator. This will work well for simple circuits. 

If the analogue part of the circuit is more complex then there is a clear 

problem with the technique to simulate analogue and digital parts of the circuit 

separately using separate simulators. For instance suppose that the digital part of the 

circuit might produce analogue signals through a D/A converter. These analogue 

signals might be combined with analogue input signals, in analogue circuitry. The 

digital circuitry itself might have a loading effect on the analogue part. It is precisely 

these effects that the designer may wish to test and verify by simulation. Independent 

simulation of the two parts is therefore not sufGcient. A true mixed-signal simulator 

must be capable of passing signals between two (or more) very different simulators, 

ensuring that any signal transformations are handled accurately and that any signal 

changes occur at precisely the right times [82]. 

The conversion of signals between two simulators and how to ensure that the 

two simulators remain synchronised are main two problems to be taken into account 

[82]. Circuit-level simulators use voltages and currents to represent the state of a 

circuit, while logic simulator use discrete states. Moreover, circuit-level nodes are bi-

directional while logic elements are unidirectional. Therefore, the synchronisation 

problem is perhaps harder. Circuit-level simulators use complex numerical 

algorithms and therefore comparatively slower than logic simulators. 
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5.5.1 Signal Conversion 

One needs to be able to efficiently convert logic signals to analogue 

equivalents and vice-versa for the sake of the accuracy of the mixed-mode 

simulation. The analogue to logic interface can be relatively simple. The logic 1 can 

be defined when the analogue value is more than a threshold and similarly logic 0 

when the analogue value is less than a threshold. These two thresholds can be the 

same, in which case there are only two logic states. If the thresholds are different 

then there is a transition state, which is known as unknown state. 

A logic state can be converted into an analogue voltage or current. Two 

problems might occur are; how to translate logic X (unknown state) and logic Z 

(high impedance state) into analogue voltage and current, and the problem of 

instantaneous transition of logic signal, which will cause problems in a circuit-level 

simulator. The time step in a circuit simulator can be adjusted such that rapid 

changes require shorter time steps than do slow changes. An instantaneous change 

would eventually cause the time step to be cut to zero and the simulation to fail. 

The translation of logic states other than 0 and 1 to analogue values is 

technology dependent, and to a great extent a modelling decision that is best 

avoided, if possible [82]. Whatever assumption is made, it cannot be guaranteed to 

be accurate. 

One way of solving the problem of instantaneously changing a voltage value 

is to associate a capacitance with each output node, which would have the effect of 

limiting the rate of the change of the voltage. Another method is that the rate of the 

change of a node voltage can be limited by limiting the rate of the change of the 

voltage sources or of the resistances. For further details refer to [82]. 
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5.5.2 Synchronisation of Logic and Circuit 

Simulators 

In order to obtain the maximum accuracy from a mixed-signal simulation, 

two, or more, simulators must generate and respond to signal changes at the correct 

times [82]. Logic simulators use integral timing units, while circuit simulators use 

floating point numbers to represent time. Since in practice logic simulation might be 

two orders of magnitude faster than circuit simulation, the time of a change in a 

signal passing 6om a circuit simulator to a logic simulator wiU be approximated to 

the next integral time of the logic simulator. Similarly, a change in a signal passing 

from a logic simulator to a circuit simulator could, if badly arranged, cause the 

circuit simulator to backtrack in time, in which case a large number of calculations 

would be thrown away. 

A simple solution to the problem above is to run the two simulators 

independently [82]. Little or no synchronisation occurs, as the output of one 

simulator becomes the input of the second one. This method is only effective for 

simple circuits. 

Another approach is to take one simulator and to extend it so that to include 

the functionality of the other. The core simulator can either be the logic simulator or 

the circuit simulator, but in either case the time control mechanism of the core 

simulator is dominant and the other simulator is treated as a subroutine to simulate a 

functional block in the main simulation [82]. 

The unified approach treats both simulators as equal and ensures that events 

are passed correctly through a dedicated synchronisation algorithm [82]. 

The lockstep algorithm couples the two simulators so that both simulators use 

the same time step. The speed of the simulator is therefore determined by the speed 
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of the slowest simulator [82]. This technique dramatically increases the number of 

time steps a simulator must take, which is especially costly to the analogue part of 

the simulation since each time step causes the matrix to be re-evaluated. Few mixed-

signal simulators today employ this technique [90]. 

Optimistic simulation will allow each simulator to run at its own speed. After a 

simulation of one circuit reaches no further activity then the simulation can be halted 

and the other simulation might proceed in turn. If there is little interaction between 

the two parts of the circuit, the simulation of one part of the circuit may generate 

new activity for the other as that simulator comes to a halt. More realistically, one 

simulation wiU generate activity during the simulation period of the other simulator. 

This would cause the second simulator to throw away its simulation results generated 

aAer this new activity and to backtrack to this new time. 

In order to alleviate the inefficiency with the lockstep algorithm, the speed 

problem, and with the optimistic simulation, the backtracking problem, a hybrid 

simulation algorithm has been proposed [22]. The hybrid algorithm lets each 

simulation proceed at its own speed, but it also reduces backtracking and claimed to 

be more eOicient than the lockstep algorithm and optimistic simulation. The hybrid 

algorithm uses a The is a synchronisation and signal parsing 

mechanism to couple simulators together [22]. The algorithm is described in [82] as 

follows 

1. The next activity time is found for each simulator. In the case of a logic 

simulator, the next activity time is the time of the next event. For a circuit 

simulator, the next activity time cannot be predicted accurately: the next 

time step is an estimate, based on the LTE (Local Truncation Error; the 

difference between the exact value and the computed value at a time step), 
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which might subsequently be cut. Therefore, the circuit simulator uses its 

last solved time as the next activity time. 

2. The backplane calculates the start time as the minimum of the next activity 

times from 1. The simulator with the minimum next activity time is the 

next simulator to run. The next activity time for the other simulator is the 

target time. If both simulators return the same minimal next activity time, 

the start time and the target time are the same. One of the simulators has to 

be chosen as the next simulator. The simulator that has been idle for the 

longest time is chosen. If there is again a tie either simulator can be the 

next simulator. 

3. The next simulator runs to the target time calculated in 2. It can stop before 

target time if it produces a global event. While running, the simulator sends 

all events that occur before the target time to the other simulator. Events 

generated after or at the target time, i.e. at the next activity time (refer to 

Figure 5-4) are not sent because they can be discarded in the next run of the 

same simulator. 

Steps 1 to 3 are repeated until aU activity is exhausted or until the user 

defined finish time is reached. 
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next activity time 
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Figure 5-4. Simulator synchronisation times [82]. 

From the first step of the hybrid algorithm, it can be seen that the circuit 

simulator can receive global events that occur before or at its next activity time. This 

is because it is efkctively running one step ahead of the logic simulator. Therefore, 

the next activity time and hence a solved time point of an analogue simulator may 

have to be discarded. However, backtracking is not a problem if it is limited only to 

the most recent time point (next activity time), because it is singly a matter of re-

evaluating that time point, with a decreased time step. 

5.5.3 Mixed Simulator Initialisation 

An initial solution is required at the beginning of the simulation, to start the 

time domain analysis of a mixed-signal circuit [82]. In circuit simulation this initial 

solution is found by a DC analysis. In logic simulation, the initial state of any 

undriven node is commonly assumed to be unknown. For digital circuits, 

initialisation means scheduling aU stimulus values at time 0 and evolving the system 

until all events have expired [90]. 

For mixed-signal simulation, the existence of unknown states on nodes 

driving analogue parts of the circuit is not satisfactory. More importantly, an 

assumption that an unknown state maps always to a specific known analogue value 

for the purposes of mixed-signal simulation might be inconsistent and might eve^ 
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cause a DC analysis to fail. Therefore, it is important that a consistent, even though 

perhaps arbitrary, initial state for the entire nixed-signal circuit is achieved. 

5 . 6 ^ ^ a u l t : a ^ i m u l a C i o j i 

Diagnosing the cause of the failures with an integrated circuit that might 

occur during the design characterisation might be useful before it is in high volume 

production. If faults are identified and located, the circuit can then be redesigned to 

alleviate this problem. There are two different approaches proposed in the literature 

for analogue fault diagnosis [5]: and 

Simulation-before-test techniques use a fault dictionary. The faults are then 

simulated to determine the corresponding responses to predetermined stimuli. Faults 

are consequently diagnosed by comparing simulated and observed responses. 

Simulation-after-test techniques, however, begin with failed responses. The failed 

responses are used to estimate faulty parameter or component values. 

Fault diagnosis techniques need fault models. Simulation-before-test 

techniques are better suited for detecting catastrophic faults and local parametric 

faults, while they may perform less well in detecting global parametric faults, since 

for such faults the separation between faulty and fault-free responses is less wide. 

Simulation-after-test techniques, however, are better suited for detecting problems 

with global parametric variations and mismatch, and are not well suited for detecting 

catastrophic faults [5]. 

In this chapter, mainly analogue fault simulation techniques with regard to 

simulation-before-test techniques wiU be investigated. 
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Analogue fault simulation is the first step to fault coverage analysis, fault 

grading, fault collapsing, and BIST [28]. Fast fault simulation of analogue circuits is 

crucially important in terms of speeding up the analogue testing process. There are 

not many analogue fault simulation algorithms in contrast to digital fault simulation 

algorithms. This is mainly because there is not yet a standard fault model like the 

stuck-at fault model of digital circuits available for analogue circuits. If one could 

establish an analogy between the digital world and the analogue world, it might be 

possible to come up with some new techniques for analogue fault simulation and 

analogue testing. 

There exist quite a few techniques in order to achieve fast analogue fault 

simulation. Some of them are: fault dropping/collapsing, in which defects that cause 

similar changes in the circuit response compared with another faulty circuit response 

and/or with the fault-free circuit response are considered equivalent; 

behavioural/macro modelling, whereby parts of the circuit are modelled at a more 

abstract level, therefore reducing the complexity and the simulation time, and lastly 

new algorithms such as concurrent analogue fault simulation [23]-[24] and unified 

approach for fault simulation [25]. 

Bahvada et al proposed a unified approach for fault simulation, where they 

only considered linear mixed-mode circuits [26]. It was attempted to represent the 

analogue blocks in the sampled Z-domain using discrete-time state equations in 

order to provide a common framework for the simulation of both analogue and 

digital blocks. 

Fault simulator used in [25] consists of two modules: The first module 

performs serial fault simulation of the analogue block, and the other performs 

parallel or concurrent fault simulation of the digital block. The fault detection is 
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done at the digital outputs. The drawback with this technique is that analogue fault 

simulation is done in a serial manner, which is expensive in terms of CPU time. 

In this ch^ter, the discussion is limited to new techniques such as fault 

dropping to speed up analogue fault simulation. Behavioural/macro modelling issues 

are discussed in the next chapter. 

5.7CafS HierarcJiical fault gijnulator 

CAPS (Concurrent Analogue Fault Simulator) is a hierarchical SPICE-like 

simulator, originally written in Pascal and later transformed into the C programming 

language, which has been under development at University of Southampton since the 

mid 80's. 

5.7.1 Concurrent Fault Simulation 

Concurrent fault simulation is a fault simulation method where all the faulty 

circuits along with the fault-6ee one are simulated at the same time. Redundancies 

between each faulty circuit and the fault-free one or between each faulty circuit and 

another faulty circuit can be exploited in order to speed-up the total fault simulation 

time. For digital circuits concurrent fault simulation is well-documented [1]. More 

recently researchers have proposed on the application of the concurrent fault 

simulation method to analogue circuits [23]. 

In this thesis, concurrent analogue fault simulation in conjunction with new 

speed-up techniques is investigated for transistor level DC and transient analyses. 

For DC analysis, aU the faulty circuits along with the fault-free one are simulated at 

the same time while similarities between each faulty circuit and the fault-free one are 
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evaluated through the use of distance measures. From this data, the faulty responses 

that are close to and/or far from the fault-free one within a specified threshold are 

considered redundant. The close faults are those that have very similar responses to 

the fault-free circuit response hence they are not detectable. The faults that have 

significantly different responses con^ared with the fault-free circuit response are 

said to be detectable faults. Therefore, detectable faults are dropped &om further 

consideration after the DC fault simulation. 

In concurrent transient analogue fault simulation, all the faulty circuits A)ng 

with the fault-free circuit are simulated simultaneously at a time point before 

simulation proceeds to the next time step. Different time steps may be used to 

simulate each faulty version of the circuit, in which case the simulation wiH speed up 

since some faulty versions might take fewer time steps to simulate. This is distinct 

from the work done in [24] and [92] as the same time steps were used in these works 

for the fault-free circuit and other faulty circuits during fault simulation. Further, if 

the terminal value of the faulty device is close enough to the terminal value of the 

fault-free device within a specified threshold then the fault-free device values can be 

reused for the faulty one, thus reducing the CPU time. 

5.7.2 Fault Simulation with CATS 

As mentioned before CAFS is a hierarchical SPICE-like concurrent analogue 

fault simulator. Fault simulation with CAFS can be done at various levels. With 

".options fisim = n" command (where n takes values from 0 to 3) it is possible to do 

fault simulation for three different cases. When fsim = 0 it means do not carry out 

fault simulation. When fsim equals 1, fault simulation can be done without taking 

ZargMC} into account. By latency it is meant that a device is latent when it does not 
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change its value during N-R iterations or from one time step to another. Similarly 

when fsim takes value of 2, CAPS would consider latent devices and further when 

fsim equals 3 then both latent devices and latent sub-circuits are taken into account, 

hence the speed-up in the fault simulation in terms of CPU time. For the rest of this 

chapter, fsim option is only set to 1 during simulations, as the main goal is to come 

up with new speed-up techniques for analogue fault simulation. 

5.7.3 Improvements to CAPS 

Prior to this thesis study, there was only one way to insert a structural short 

fault with CAPS into the fault-free netlist describing the circuit to create the faulty 

version of the circuit for analogue fault simulation; '\short n l n2 rvalue" command, 

where rvalue is the resisitive value of the fault between nodes n l and n2. As circuits 

get larger it becomes very tedious to use ''.short" command to insert all the possible 

structural faults into the fault-free circuit netlist manually to create aU the faulty 

versions of the circuit for fault simulation. Another option, therefore, ".options 

auto", is added to CAPS to overcome this problem. When ".options auto" 

command is used, CAPS wiU insert all the possible n(n-l)/2 structural (short) faults 

automatically into the simulation process, where n is the number of nodes within the 

circuit. One can argue on the accuracy of these faults, as some of these structural 

faults might practically not be possible. Depending on the way of inserting faults, 

CAPS takes the circuit netlist and generates faulty versions of the circuit by inserting 

one fault at a time into the fault-free netlist to generate a faulty version of the circuit. 

Automatic structural short faults list generation routine written in C for CAPS is 

given in appendices, in section 8.1. The technique can easily be extended to cover 

other faults such as open and parametric faults. 
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Concurrent fault simulation is well understood for digital circuits [1], [82]. 

Recently some researchers have tried to apply the concurrent fault simulation 

algorithm of the digital world to the analogue world [23], [24]. As stated above, no 

matter whichever analogue fault simulation method is used, fault collapsing and/or 

dropping is one way to speed up the analogue fault simulation process. To achieve 

this goal, one needs to compare a faulty circuit response with the fault-free one 

and/or with other faulty versions of the circuit responses, hence the need for a fast 

and accurate closeness measurement. 

5.7.3.1 Closeness Measurement 

In this project discussion of closeness (i.e. distance) measurement is limited 

to the cases of transient and DC analyses of non-linear analogue circuits only. It is 

necessary to know how small and/or far is the difference between a faulty response 

and the fault-iree one and/or other faulty responses in order to decide whether to 

drop and/or collapse this fault (from the fault list). It is also very important to decide 

when to look at this distance measure and for how many time points in the case of 

transient analysis and what to compare this distance with to be able to justify the 

fault dropping/collapsing procedure. 

One can carry out the closeness check by either looking at one node in the 

circuit or all the nodes in which case one needs a measure between two vectors of the 

same dimension. There are two approaches commonly used for the latter case [82]: 

taking the difference between the two vectors (which is mathematically correct) or 

taking the difference for each circuit variable, one at a time. The first approach has 

been implemented within CAPS. 

There are a number of closeness measurement techniques available in the 

literature but they are not easily applicable to the problem of analogue fault 
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simulation [93]. In the analogue domain, most widely used closeness measurement 

has been the Euclidean distance [92], [94]. In [92], the authors used the absolute 

distance in the multi point sense as a closeness measurement. In [94], the authors 

used the normalised absolute distance. They applied this closeness measurement for 

single point closeness check. 

5.7.3.2 Single Point Closeness Measurement 

Tian et al adopted single point closeness measurement in order to detect the 

similarity between faulty responses and the fault-free response in DC fault analysis 

[94]. Let two vectors of real numbers be a vector containing the node voltages and/or 

branch currents for a faulty circuit and the other vector of the same elements for the 

fault-free circuit. Let be the vector containing the node voltages and/or branch 

currents of faulty circuit and be the vector of the same elements for the fault-free 

(good) circuit. The normalised absolute distance between and is given as [94] 

(5 -2 ) 

where is the distance between the vectors and Xg, « is the dimension of the 

vectors, and denote the element of the vector jiiy and % respectively. 

In [94], the authors use the distance measure given in (5-2) where they 

measure the distance between each faulty response and the fault-free response at the 

end of each N-R iteration. They then order the faults such that the first next fault to 

be simulated has the minimum distance to the fault-free circuit response. This 

ordering process is repeated for all the faults. There is no mention in [94] of when to 

stop this ordering process and how to decide which fault is detectable. 
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5.7.3.3 Multi Point Closeness Measurement 

In [94], the distance check between a faulty response and the fault-free 

response is carried out after each N-R iteration. The distance might vary during N-R 

iterations. Yang et al reported that taking single point closeness measurement into 

account might not accurately detect the distance between faulty circuit responses and 

the fault-free circuit response [92]. Therefore, in [92], the authors proposed multi 

point closeness measurement for the DC fault simulation of analogue circuits. The 

distance between the vectors x^and is given as follows: 

1 M 

where is the distance between the vectors and Xg, Xg*" and are the responses 

for good circuit and faulty circuit at N-R iteration and M is the number of 

consecutive N-R iterations during the DC analysis, over which the closeness check is 

carried out. 

The closeness measurenKnt given in (5-3) was used in [92] in order to decide 

whether the faulty circuit response is close enough to the fault-&ee circuit response 

so that to drop this fault from the fault list at the following iteration step. In [92], 

however, there is no mention of what threshold they compare this distance with to do 

the fault dropping. 

Most of the time the number of N-R iterations required finding the DC initial 

conditions is not very large. Therefore, in this project it is chosen to carry out a 

closeness measurement once the DC initial conditions for the circuit are found. 

Those faults that have very different responses to the fault-free response can be 

dropped from further consideration. Note that it is not desirable to drop those faults 
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that have very similar responses to the fault-free response after DC anaysis as they 

are not detectable at DC fault simulation step, whereas they might be detectable at 

transient fault simulation step. 

After DC fault dropping set of faults that need to be further simulated in time 

domain is left. Then, a similar distance check n^asure is used to attempt dropping 

faults at transient fault simulation step. This time, close faults also are considered 

while carrying out fault dropping process. 

Assuming that during transient fault simulation Xf is the vector containing the 

node voltages and/or branch currents of the faulty circuit and ;icg is the vector of the 

same elements for the fault-free circuit, the distance between the vectors and % 

can now be given as: 

f = l 

(5 -4 ) 

where is the distance between the vectors and jCg. and are the responses 

for the good circuit and the/^ faulty circuit at the time point and is the number 

of consecutive time points for the closeness measurement. 

As and % are vectors that contain node voltages and/or branch currents for 

different nodes in a faulty circuit and good circuit, taking the relative Euclidean 

norm into account might be misleading for a distance measurement [82]. This is 

because node voltages might have very different magnitudes and therefore the 

distance might be dominated by one voltage value. Therefore, it is suggested that the 

absolute Euclidean norm wiU give more accurate distance measures [82]. As a part 

of this PhD study, however, both the relative and normalized absolute Euclidean 

norms were integrated within the CAPS where the user is able to choose either of 

these norms for fault dropping. With CAPS, distance check can be done in the 
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following four ways; single-point single-node, single-point multi-node, multi-point 

single-node, multi-point multi-node. Single-point means that the closeness check is 

carried out over one N-R iteration for the DC fault dropping and over one time point 

for the transient fault dropping, where single-node means that this closeness check is 

only done for one node within the CUT, which is specified by the user (output node 

of the CUT for instance). Clearly, the distance check used with multi-point multi-

node option will use a number of N-R iterations for the DC fault dropping case and a 

number of time points for the transient fault dropping case where it wiU use all the 

nodes within the CUT. 

One need to define a threshold, in order to utilise the closeness measurement 

results to drop faults. In the next section, therefore, a way to determine this threshold 

for difkrent distzmce norms is proposed. 

5.7.3.4 Threshold Calculation 

Let be the node voltage and/or branch current of a faulty circuit and be 

the same value for the fault-free circuit in the case of single node closeness check. If 

it is assumed that the closeness measure is the relative Euclidean norm, and 0/;= tog, 

then the threshold is given as: 

th = = (1-A:X (5 -5 ) 

where fA is the threshold between the faulty value and the fault-free value, and ^ is 

an arbitrary constant. 

If the closeness measure is the normalised absolute Euclidean norm then the 

threshold is: 

121 



th •• 1 — All. ( 5-6 ) 

In the case of multi-node closeness check, each element of the faulty vector 

might not be perturbed by the same amount {k) as a result of the fault being injected 

in the fault-free circuit. There will be a vector k consisting of elements {ki, k2, h) 

where I is number of nodes in the circuit being simulated. In order to simplify the 

calculations, however, it is assumed that ki=k2=...=ki=k. 

In this thesis it is assumed that one wants to drop a fault when the faulty 

response is within the 5% of the fault-free response or 35% far from the fault-free 

response. This selection is arbitrary due to lack of agreed standard deGnitions for 

analogue circuits. 

In order to carry out closeness check between each faulty circuit response and 

the fault-free circuit response in the DC and transient analyses with CAPS a number 

of algorithms were developed in C (see appendices. Section 8.1) and implemented in 

CAPS. Next section describes how these closeness measures are utilised within 

concurrent fault simulation algorithm implemented in CAPS. 

5.7.3.5 Concurrent Fault Sinmlation Algorithm 

In this thesis, structural bridging/short circuit faults between each pair of 

nodes within an analogue/mixed-signal circuit have been used, which are constructed 

using the fault-free circuit netlist. If the fault free circuit consists of » nodes then one 

can say that one has »(M-l)/2 faulty versions of the circuit to analyse as it is assumed 

that there is a short circuit fault between each pair of nodes in the fault free circuit. 

To simplify the matters, a resistance value of 10 ohms is assigned to each short 

122 



circuit fault. This value can of course be changed if desired. Similarly the work can 

easily be extended to cover open circuit faults and parametric faults as well. 

The steps for the algorithm that has been implemented in CAPS simulator are 

as follows: 

Step 1. Constitute the original fault list, by inserting all 

possible short faults {N=n{n-\)I2) into the fault-free circuit to obtain 

6ulty versions of the circuit. Here represents the original fault 

list and is the ^ h fault in the fault list. Let be the response 

vector of the fault-free circuit and be the response vector of the 

yth faulty circuit at the at the end of the concurrent DC fault 

simulation, %o', (e[0, 0°) be the response vector of the fault-&ee 

circuit at the Ah time point and /e [0, 00) be the response vector of 

the yth faulty circuit at the Ah time point during concurrent transient 

fault simulation. 

Step 2. DC simulate aU faulty circuits along with the fault-free one. Now 

and are available. 

Step 3. Carry out a closeness measurement between each faulty circuit 

response, and the fault-free circuit response If a faulty 

response is far enough outside user-deGned thresholds then drop this 

fault from the original fault list. Now the faults to be taken into 

account for the concurrent transient fault simulation are left. 

Step 4. Transient simulate aH remaining faulty circuits along with the fault-

free one for a number of time points. Now, xo' and x/ are available. 

Step 5. Carry out a closeness measurement between each faulty circuit 

response, and the fault-free circuit response jco'. If a faulty circuit 
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response is either within or far enough outside user-defined 

thresholds then drop this fault from the fault list. 

Dropped faults are not simulated further during the transient fault simulation. 

In other words it is implicitly assumed that for a given test stimulus, faults that cause 

either very similar or sufficiently different behaviour from the fault-free behaviour 

do not require further analysis. This is because faults that cause very similar 

behaviour to the fault-free behaviour are not detectable, and the faults that are so far 

from the fault-free behaviour are said to be detectable. The user may choose tl# time 

interval over which the closeness check is to be performed during the transient fault 

simulation. Clearly, it makes sense to perform the closeness check only once the 

steady state has been reached (for a periodic stimulus). Similarly, performing a 

closeness check and then applying a significantly different stimulus would not be 

sensible as the dropped faults would not be tested against that new stimulus. The 

faults that cause the simulator not to converge are automatically dropped from the 

fault list. The reason why for some faults CAPS do not converge during the initial 

DC analysis is that as CAPS currently utilises only N-R algorithm for solving the 

equations, N-R algorithm implemented in CAPS is not capable of Gnding DC 

convergence for those faults. Therefore, fault coverage figures given in the next 

section are based on the faults that are convergent rather than the total number of 

possible structural short circuit faults within the CUT. 

5.7.4 ExaiKg)les 

An inverter circuit. Figure 5-5, and the 2-stage MiUer opamp. Figure 5-6, the 

state-variable active filter, Figure 5-8, and the leapfrog filter, Figure 5-9, from the 

IEEE Mixed-Signal Benchmark Circuits suite [73] is used, in order to validate the 
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techniques mentioned in the previous sections of this chapter to speed-up the 

analogue fault simulation. 
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Figure 5-5. CMOS Inverter. 
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Figure 5-6. 2-stage CMOS Miller opamp [73]. 

Vouf/Vin = - R f / R 

Figure 5-7. Inverting amplifier using opamp of Figure 5-6. 
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Figure 5-8. State-variable active filter [73]. 

Figure 5-9. Leap-Frog Filter [73]. 

To demonstrate the validity of the techniques proposed in the previous 

sections of this chapter let us consider the inverting amplifier given in Figure 5-7, 

which is constructed using the simple 2-stage operational amplifier depicted in 

Figure 5-6. A sine wave as the input stimulus for the inverting amplifier is used. All 

possible distance norms that have been implemented in CAPS are used (see section 

5.7.3.3), where looking at the output node for the single point distance checks. 

During transient concurrent fault simulation, a distance check was carried out on the 
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second period of the output signal where simulations were run over 10 periods of the 

input stimulus. The reason why the distance check was carried out over the second 

period of the output signal is; it was noticed that after the end of the first period, the 

steady-state was reached for the example circuits were used. This might not be the 

case for some other circuits where the steady-state is not reached after one period. 

Therefore, one should start taking distance measurement once the steady state is 

reached. 55 possible short faults existed for the inverting an^lifier circuit, but 7 of 

them failed to DC converge. Therefore, 48 short faults were left in total to simulate. 

As mentioned before, 5% and 35% margins for closeness and "famess" are used in 

order to drop a fault. The speed-up (in terms of the CPU time and the number of 

device evaluations) and fault coverage for different norms over simulated faults are 

presented in Table 5-1. Note that the speed-up Ggures quoted are found simply by 

dividing the simulation time (in terms of the CPU time and in terms of the number of 

device evaluations) for concurrent analogue fault simulation with no fault dropping 

to the same values for concurrent analogue fault simulation with fault dropping 

cases. 
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Table 5-1. Fault simulation results for inverting opamp. 

opamp 
Simulation 

Time 
Speed-up Fault Coverage 

FD method 
CPU 
(s) 

Tot # of 
Dev. Ev. 

CPU 
Dev. 
Ev. 

Total 
#of 
sim. 

# of 
far 

faults 

#of 
close 
faults 

# of 
far 

faults 

TOTAL 
FC(%) 

(DC+TR) 
faults (DC) (TR) (TR) 

TOTAL 
FC(%) 

(DC+TR) 

seucl snode 13.2 39753 4.6 6.6 48 28 8 12 100 
seucl mnode 156 680067 0.4 0.39 48 28 11 0 81.25 
meucl snode 13.2 39753 4.6 6.6 48 28 8 12 100 

1 meucl mnode 156 680067 0.4 0.39 48 28 11 0 81.25 
snabsl snode 42 171684 1.4 1.5 48 18 14 3 72.9 
snabsl mnode 48.2 200961 1.3 1.3 48 18 11 0 60.4 
mnabsl snode 23.7 90009 2.6 2.9 48 18 11 9 79.16 
mnabsl mnode 27.6 105984 2.2 2.5 48 18 2 14 70.8 

NOFD 60.7 263151 

Abbreviations given in Table 5-1, which are used for diHerent closeness 

measures, are clarified in Table 5-11 

Table 5-11. Explanation of abbreviations used in Table 5-1. 

FD method Fault Dropping method 

seucl snode Single-point single-node relative Euclidean distance 
seucl mnode Single-point multi-node relative Euclidean distance 
meucl snode Multi-point single-node relative Euclidean distance 

meucl mnode Multi-point multi-node relative Euclidean distance 
snabsl snode Single-point single-node normalised absolute Euclidean distance 

snabsl mnode Single-point multi-node normalised absolute Euclidean distance 
mnabsl snode Multi-point single-node normalised absolute Euclidean distance 

mnabsl mnode Multi-point multi-node normalised absolute EucMean distance 
NOFD No Fault Dropping 

As can be seen from Table 5-1, for "seucl mnode" and "meucl mnode" norms 

the CPU time spent with no fault dropping seems to be larger than the CPU time 

spent with fault dropping option on. This is due to the way the next time step is 
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calculated within CAPS for each circuit during the concurrent fault simulation. For 

"seucl mnode" and "meucl mnode" norms, when fault dropping option is on CAPS 

seems to spend more time on faults such as vout-ground short and vp-vout short (for 

the inverting opanq) given in Figure 5-7) while different initial time steps are 

employed con^ared to the case of concurrent fault simulation with no fault dropping 

option. The time step selected for those faults make CAPS to backtrack in time while 

cutting the time step each time in order to find a convergence. When the time step is 

cut too much (near zero) CAPS then drops this fault from further simulation, "^is, in 

effect, increases the CPU time spent for simulation. On the contrary, even though 

when no fault dropping technique is used, some faults are dropped earlier due to the 

time step selection within CAPS. 

In order to demonstrate the speed-up for diHerent CUTs, for the above-

mentioned benchmark circuits single-point single-node Euclidean norm as the 

distance norm, 5% and 35% margins for closeness and "famess" were used. The 

transient analysis was run over 10 periods of the input stimulus and the distance 

check was carried on the second period of the output signal again, where it was 

observed that after the first period of the input stimulus the steady state was reached. 

Note that the choice of which norm and what threshold to so that to drop a fault from 

further consideration is totally user-deRned. 

Table 5-in represents the speed-up and the fault coverage results for the 

diHerent benchmark circuits used. As can be seen from Table 5-ni, depending on the 

choice of the distance norm used (in this case we use "seucl snode" distance norm) 

up to 100% fault coverage, and up to 6.6 speed-up (in terms of the number of device 

evaluations) over fault simulations with no fault dropping is possible. Note that fault 

129 



collapsing, which might further increase the speed-up in the analogue fault 

simulation, is not considered in this PhD study. 

Table 5-111. Speed-up and Fault coverage for benchmark circuits. 

Spe( 3d-up Fault Coverage 

Benchmark CPU 
Dev. 
Ev. 

Total 
#o f 

simulated 
faults 

# of 
far 

faults 
(DC) 

# of 
close 
faults 
(TR) 

# of 
far 

faults 
(TR) 

TOTAL 
FC(%) 

(DC+TR) 

INV 3.1 3 6 2 3 1 100 
OPAMP 4.6 6.6 48 28 8 12 100 
FILTER 4.2 4.6 95 34 20 35 93.7 

LEAPFROG 4.7 4.65 378 97 129 133 94.9 

5.7.5 Fault Simulation using Built-in 

Current Sensor (BICS) 

In this section some fault simulations will be carried out using the process 

variation independent BICS circuit developed in Chapter 3 of this thesis. The state-

variable filter given in Figure 5-8 will be used as the CUT. 

It has been observed 6om the previous section that some of the faults within 

the state-variable filter circuit are not detectable while most of them are using CAPS. 

The faults that are not detected for the Glter circuit include "bpo-4" short and "2-

ground" short (see Figure 5-8). If one carefiilly observes the circuit given in Figure 

5-8, the first fault is a short across resistor R4, while the second fault is a short across 

resistor R6 in the circuit. It is obvious 6om the circuit conf guration that these faults 

do not contribute very much on the output response and the current drawn 6om the 

supply. Fault simulations using HPSICE and BICS were carried out for these faults 
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while trying to monitor the dynamic supply current (note that TM process parameter 

set was used during simulations). It has been found due to the reason given above the 

BICS correctly monitored the dynamic supply current for both faults. The results for 

these faults are exactly the same as that given in Figure 3-23 (see page 71), as the 

current drawn from the supply did not change from the fault-free case for these two 

faults. 

Faults simulations then carried out for some of the structural short faults that 

are detectable using CAFS for the filter circuit. The first fault is "lpo-1" short where 

resistor R5 in Figure 5-8 is shorted. The simulation result for this fault using 

HSPICE and BICS circuit is given in Figure 5-10. As can be seen from the figure the 

dynamic CUT current for this fault case is nearly zero, which is accurately monitored 

by BICS circuit. 
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Figure 5-10. The faulty current drawn by the CUT (top) and the monitored current 

with the BICS for TM parameter set for "lpo-1" short fault. 
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The second fault for the filter is chosen to be "vin-bpo" short fault. The fault 

simulation result using HSPICE and BICS is given in Figure 5-11. In this fault case the 

faulty dynamic CUT current is larger than the fault-free one by around 30% (see Figure 

3-23 for the fault firee dynamic CUT current). Note that the faulty dynamic current is 

also somewhat non-linear. As can be seen from Figure 5-11 BICS monitors this faulty 

dynamic current accurately as well. 
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Figure 5-11. The faulty current drawn by the CUT (top) and the monitored current 

with the BICS for TM parameter set for "vin-bpo" short fault. 

Therefore, it is fair to claim that the BICS circuit designed in Chapter 3 of this 

thesis can be used in an analogue self-test technique for monitoring the dynamic supply 

current to the CUT. Note that, as can be seen from the example cases given above, it is 

obvious that using the BICS or more accurately monitoring the dynamic CUT current 

will not lead to detect all the possible short circuit faults within an analogue circuit. 
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6 BEHAVIOURAL/MACRO MODELLING 

6.1 Introduction 

As transistor sizes keep shrinking. Integrated Circuits (ICs) have been 

growing in size and complexity. This growth in ICs also causes the testing problem 

to be much more difRcult. For digital circuits the problem of testing can be 

simplified by using standard fault models and relatively fast fault simulation. Faults 

in digital circuits can be modelled as stuck-at, bridging and open faults [1]. These 

structural faults can then be used to generate test vectors. The okqective of a test 

program for digital circuits translates into whether or not a fault exists using the 

smallest possible number of test vectors [35]. While one test might detect more than 

one fault, each fault might be covered by more than one test. Therefore, test pattern 

generation is the process of selecting an optimal set of tests from aU possible input 

patterns. This optimal test pattern selection can be done in an ad-hoc manner for 

small and simple circuits. For larger circuits the optimal set of tests, which consists 

of the smallest number of tests that gives the highest fault coverage, can be chosen 

using algorithms such as D-algorithm or PODEM [1]. 

A test pattern is evaluated by looking at its fault coverage. All faults detected 

with this pattern can be dropped from further consideration. Fault simulation is done 
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for the assessment of the fault coverage. There are a number of fault simulation 

techniques used for digital circuits. Serial fault simulation is perhaps the simplest 

method. In serial fault simulation, for each fault a faulty copy of the circuit with the 

fault inserted into is created. Then, all the faulty copies of the circuits along with the 

fault-free one are simulated with the given test pattern one at a time. If the output of 

a faulty circuit differs from the fault-free one, this fault is said to be detectable for 

that test pattern. 

Another fault simulation technique for digital circuits is concurrent fault 

simulation [1]. The differences between the faulty and the fault-A-ee circuit 

behaviours might be relatively small. Therefore concurrent fault simulation is 

targeted to avoid redundant element evaluation when the fault-free and faulty 

behaviours are the same, hence reducing the computational effort required to 

simulate all faulty circuits. 

Most of the fault simulation techniques developed for digital circuits are not 

easily applicable to analogue and/or mixed-signal circuits (unless otherwise stated, in 

the rest of this chapter the term aMoZogwg will cover both analogue and mixed-

signal). This is due to the fact that even though structural faults such as open and 

short circuits can be identiGed, they do not affect analogue circuits in a binary 

manner. Therefore, test pattern generation for these circuits has mainly been done in 

an ad hoc manner. 

The main difficulty while generating test patterns for analogue circuits is 

perhaps the fault simulation. It has been shown that the simulation of analogue 

circuits is at least two orders of magnitude slower than that of similarly sized digital 

circuits using traditional methods [22]. This is due to the fact that digital circuit 
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simulators use less complex algorithms (as explained in the previous chapter) 

compared with transistor level simulators. 

One way to speed up the fault simulation is to model the faulty circuits at a 

higher level so as to reduce the con^lexity of the model and hence the CPU time 

spent for the simulation. Therefore, research has recently focused on how to model 

faulty circuits at a more abstract level for efBcient fault simulation [35], [95], [107]-

[109]. The lack of standard fault models for analogue circuits, however, makes the 

problem of modelling the faulty analogue circuit block at a higher level more and 

more difficult. 

Using a fault dropping technique in conjunction with concurrent analogue 

fault simulation was discussed in the previous chapter. This chapter is mainly 

concerned with behavioural/macro modelling as another way to speed up the 

analogue fault simulation. 

6̂ . 2 Previous Wdrk on ff^cromodels for 

Analogue Circuits 

Extensive fault simulation is needed for fault grading, yield estimation, test 

vector generation, etc. Fault simulation at the transistor level for analogue circuits is 

computationally very expensive. Therefore, one way to reduce this high simulation 

cost is to partition a large analogue circuit into smaller functional blocks such as 

opamps and replace each functional block with its or describe each 

block using mathematical equations, which is called a This 

solution is sometimes called /ifgrnrcAfcaZyawZf j'zmwZafioM in the literature [95]. The 
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reduction in simulation time may be achieved at the expense of accuracy with the 

simulation results. 

The word usually refers to a Compact representation of a circuit 

that captures those features that are useful for a particular purpose while discarding 

redundant information [96]. Macromodels developed for SPICE-like simulators are 

basically electrical networks containing devices such as a voltage-controlled voltage 

source instead of the full transistor network and with fewer nodes than the original 

circuit. 

Many circuits are designed in a modular style, in which functional units are 

connected to achieve the design specifications. The behaviour of the whole circuit is 

determined by how the individual units interact with each other, while what happens 

inside each is uninq)ortant in terms of the behaviour of the entire circuit. The 

accuracy of a macromodel must, therefore, be defined in terms of how closely its 

input-output behaviour matches that of the original unit [96]. 

Since the early 1970s a number of macromodels have been developed mainly 

for integrated operational amplifier circuits (opamps) [34], [36], [37], [95]-[103]. 

Boyle et al presented a macromodel for integrated bipolar opamp circuits [34]. This 

macromodel was siK times less complex (in terms of the node count) than the 

original opamp circuit, and the macromodel provided simulated circuit responses 

that had run times of an order of magnitude faster than the device-level model. 

The derivation of component values for the Boyle macromodel is not, 

however, straightforward. Some parameters are modelled using unbalanced input 

devices and other parameters interact. Therefore, in [97] a new macromodelling 

approach was proposed. A modular macromodel approach was suggested, in which a 

macromodel was derived simply from the published data sheets. Individual 
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parameters were modelled separately and the results were combined to provide the 

output response. Since the parameters were separate they did not interact and only 

those required were included. 

Macromodels that are developed for analogue circuits have proved useful in 

terms of simulation time [34], [36], [37], [96]-[103]. Therefore, recent research has 

focused on how to capture the efkct of a fault that might occur within an analogue 

circuit in the macromodel [35], [95], [107]. In [95], a fault macromodelling approach 

for analogue circuits was proposed. The fault macromodelling problem was 

formulated in terms of deriving the macro parameter set, B, based on the 

performance parameter set, f , (gain, bandwidth, samples on the frequency or time 

response curves, etc.) of the transistor-level faulty circuit. The accuracy of the 

macromodel was evaluated by checking the consistency of the performance 

parameter set, f , between the transistor level circuit and the macromodel. 

Two steps are needed to obtain the macromodel for a functional block within 

an analogue circuit [95]: 

1. Perform a transistor level fault simulation for each faulty circuit to obtain 

the value of the performance parameter set f . 

2. Map each performance parameter set f to the corresponding macro 

parameter set, B. This is referred to as the mappmg. 

It is assumed that the transistor-level fault list is given and the macromodel structure 

and the performance parameter set, f , to be matched are predetermined by the circuit 

designer. 

There are several ways to do parameter mapping. One simple approach is 

based on analytical design equations that express the macro parameter set, B, as 

analytical functions of the performance parameter set, f , and the value of B is 

derived by function evaluation. As analogue ICs are getting more and more complex. 
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this approach is becoming more difficult. Another simpler approach is to build an 

eir^irical mapping function, j, based on a large number of data pairs ( f , B), 

which are referred to as the frammg j'gf [95]. Usually the training set is generated by 

randomly selecting M out of the N performance parameter sets for all the faulty 

circuits obtained by the transistor-level simulation and then the value of the macro 

parameter set B for each selected P is derived. The derivation of each data pair 

usually requires multiple runs of macro level simulation [95]. 

Macromodelling in general and fault macromodelling in particular, using 

SPICE-like languages, nevertheless, have been shown to be very difficult [34]-[38], 

[95]-[104], [109]. Therefore, another easier and perhaps more efficient way of 

modelling analogue circuits at a higher level is necessary. 

^ . 3 B e h a v i o u r a l 

A behavioural model describes a circuit block in terms of mathematical 

equations modelling the functionality of the block, for example, in terms of the 

input-output relationship. Behavioural modelling has been used for speeding up 

analogue simulation in general [105] and analogue fault simulation in particular [35], 

[107]-[109]. Analogue circuits were modelled behaviourally in the C programming 

language in [105]. Broyden's method was used to formulate and solve the model 

equations in a custom simulator. Broyden's method was originally proposed in [106] 

as an algorithm for the solution of systems of nonlinear equations. The main 

drawback with the work described in [105] is that since the technique does not 

require derivatives it cannot be used for small-signal analysis, which by de&iition 

depends on the computation of derivatives [82], [83], [105]. 
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In [107], Chang et al presented a behavioural fault model derived from a 

macromodel for the CMOS operational ampliGer from the IEEE Mixed-Signal 

Benchmark Suite [73] (Figure 6-1). The fault macromodel was developed via using 

DC-sweep analysis. The DC behaviour of the benchmark opamp operating in 

inverting, non-inverting and unity gain ampMer configurations, as shown in Figure 

6-2, was Grst investigated under different faulty conditions. Single transistor 

catastrophic faults, bridging/short and nearly open faults, and parametric faults with 

W (channel width), L (channel length) and Vt (threshold voltage) varied by A o % 

were used for each transistor. Then an attempt was made to group the different faulty 

behaviours. By comparing the fault-free ofFset voltage measured at the inputs of the 

opanq) operating in one of the three configurations with the equivalent faulty 

circuits, four-difkrent equivalent fault types were derived [107]: M4 drain-to-gate 

short (Type I), M5 drain-to-source short (Type 11), M7 drain open (Type IE), and M5 

drain-to-source short (Type IV). The first three fault types existed for the opamp 

operating in the inverting configuration; the Type IV fault group was found for the 

non-inverting conRguration. 

The input offset voltage (measured between the non-inverting and inverting 

inputs of the opamp in the closed-loop conAgurations) and the output voltage versus 

the input voltage for the fault-free opamp operating in three conRgurations were 

determined by carrying out HSPICE simulations and are shown in Figure 6-3, Figure 

6-4, and Figure 6-5, respectively. 
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Figure 6-1. The 2-stage CMOS Miller opamp used in [107] for behavioural fault 

modelling. 
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Figure 6-2. Three different configurations used in [107] for the benchmark circuit 

given in Figure 6-1: (a) Inverting amplifier, (b) non-inverting amplifier, 

and (c) unity gain buffer. 
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Figure 6-3. Input offset voltage and output voltage versus DC-sweep input voltage 

for the fault-free inverting amplifier. 
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Figure 6-4. Input offset voltage and output voltage versus DC-sweep input voltage 

for the fault-free non-inverting amplifier. 
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Figure 6-5. Input offset voltage and output voltage versus DC-sweep input voltage 

for the fault-free unity gain buffer. 

Next, the input offset voltage and the output voltage for each fault group with 

respect to the input voltage were found by HSPICE simulations and are shown in 

Figure 6-6, Figure 6-7, Figure 6-8, and Figure 6-9, respectively. 

As can be seen from Figure 6-7 and Figure 6-9, output responses obtained by 

Type n fault and Type IV fault are quite similar to the fault-free output responses 

given in Figure 6-3 and Figure 6-4. Note that, Type 11 and Type IV input offset 

voltages are somewhat different h-om the fault-free responses. The input offset 

voltage has a small DC level for Type n faults, but has a non-linear characteristic for 

Type rV faults. 
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Figure 6-6. Input ofket voltage and the output voltage for the Type I fault (M4 drain-

to-gate short fault for the inverting amplifier conGguration). 
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Figure 6-7. Input offset voltage and the output voltage for the Type 11 fault (M5 

drain-to-source short fault for the inverting amplifier configuration). 
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Figure 6-8. Input offset voltage and the output voltage for the Type HE fault (M6 

open drain fault for the inverting an^liAer conAguration). 
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Figure 6-9. Input offset voltage and the output voltage for the Type IV fault (M5 

drain-to-source short fault for the non-inverting amplifier configuration). 

144 



The remaining two faults have very different characteristics to the fault-free 

equivalents for both input offset voltages and output voltages. It can be concluded 

from the figures that a Type I fault causes the inverting an^lifier output to be nearly 

stuck-at a negative voltage near to the negative supply voltage level. A Type IE fault 

causes the inverting amplifier output to have a non-inverting characteristic for the 

negative values of the DC input signal, and an inverting characteristic for the 

positive values of the DC input signal. As can be seen &om the Ggures above, the 

input offset voltage at the inputs of the opamp has a linear characteristic for Type I 

faults, and a piecewise linear characteristic for Type m faults. 

Next, the macromodel given in Figure 6-10 for the inverting opamp was used 

to derive the input output relationship under fault conditions. This relationship is 

given in [107] as: 

[0 + ( 6-1) 

where Aci, represents the closed-loop gain for the opamp, the parameters m and k are 

given in [107] as: 

- ^ 2 ( a. n \ fM : ( 6-2 ) 

and 

A: - + cVj'j' ( 6-3 ) 

where 

5 ^ // // /;2 // 2;;rcm), 
2(2 / 
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1 = 7(1 // 2/(;cm // , and A represents the open-loop gain. 
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Figure 6-10. Macromodel used in [107] to derive the input-output relationship for the 

closed loop inverting opamp. 

The non-ideal effects such as the input offset voltage, Vbf, the finite open-

loop gain. A, and the finite input and output resistances, (differential mode input 

resistance), (common mode input resistance), (output resistance), and the 

resistances from output node to the supply rails (̂ &W and /(f j') that model output 
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stuck-at faults were taken into account while deriving equation (6-1) for the input-

output relationship. Note that for the fault-free ideal opan^ case 

and A would be infinite, and would be zero, hence m ^ 0, and jk —> 0 . 

When a fault causes the output to be stuck-at some voltage level, D —> 0 , therefore 

m —> - 1 , and is the value of the stuck-at output voltage, while the closed-loop 

gain, Aci, is assumed to be unity. As it is dealt with elsewhere [107], the derivation 

of equations given above will not be discussed in this thesis. 

In [107], the current limiting eGect was also modelled. This is due to the 

finite supply voltage at the output of the opan^. It was claimed that the model 

covered all the parametric faults and 92.5% of the catastrophic faults that were 

considered. The model cannot model the M4 drain-to-gate short, M5 drain-to-source 

short. Ml open-gate faults for the non-inverting an^liAer and M2 drain-to-gate 

short, M4 drain-to-gate short, M5 drain-to-source short. Ml open gate, M3 open 

source and M5 open gate faults for the unity gain buffer. (AU the transistors, MI-

MS, are those given in Figure 6-1). The accuracy of the model was verified against 

transistor level simulations. To do that, DC and AC fault simulations using both 

transistor level model and behavioural model were carried out on the inverting 

amplifier for the parametric faults only, where the threshold voltage, channel length 

and channel width were varied for each MOS transistor by +50%. Good correlation 

between the simulation results of the two models was obtained for DC and AC 

analyses (lower frequencies). For the frequencies above the unity gain frequency of 

the opamp in the AC simulations, average of 10.4% error was reported for the opamp 

output voltage. There is no mention, however, of how the behavioural model is 

implemented and simulated in [107]. 
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In [108], behavioural models written in standard VHDL were used to 

describe analogue blocks in order to speed up the analogue fault simulation. A PLL 

circuit was partitioned into smaller sub-blocks. An automatic modelling tool was 

used to generate the most of the behavioural models written in VHDL for these 

blocks. As VHDL is event driven, it is not very suitable for behavioural models of 

analogue circuits. In the next section, previous work on behavioural modelling using 

HDLs with en^hasis on analogue circuits, which has been done in the literature so 

far, will be discussed. 

^ . 4 B e h a v i o u r a l m o d e l l i n g u s i n g 

Currently two widely-used standards for modelling digital designs are VHDL 

[111], and Verilog [112]. For analogue modelling, the standard has been usually 

(transistor level design) using Spice-like languages. Now, extensions to VHDL and 

Verilog extend these HDLs to analogue design. Therefore, with these mixed-signal 

HDLs, it should be possible to design systems at any level from transistors to 

behavioural descriptions for both analogue and digital. 

Although one has been able to use analogue behavioural languages for some 

time, VHDL-AMS and Verilog-AMS are the first languages that attempt to bring 

analogue and digital HDLs together. In the past, the languages used for the analogue 

and digital portions of a design were either completely different or proprietary and 

focused towards the analogue designer. Given a choice, one probably would not 

write half a program in C and the other half in Fortran. The analogue and mixed-

signal extensions to VHDL and Verilog will help to alleviate the multiple-language 

problem [110]. 
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Top-down design provides a smooth path from initial specification to 

physical layout. Certainly, many spots in the path could trip one up. On the digital 

side, behavioiu-al logic synthesis is just becoming available, but only for Digital 

Signal Processors (DSPs) and other specialized types of systems, such as Field 

Programmable Gate Arrays (FPGAs). One usually needs to translate a behavioural 

HDL design to the Register Transfer Level (RTL) before logic-synthesis tools can 

implement the design. Timing issues may create problems at the layout stage. 

In the analogue world, top-down design has even fewer steps. Presently *nly 

a few specialized tools can synthesize analogue designs from behavioural-level 

descriptions. These tools tend to exist for filter design and related functions. VHDL-

AMS and Verilog-AMS set standards for hardware descriptions that may eventually 

result in the growth of analogue synthesis tools. However, their utility is aimed at 

helping out with system speciGcation and simulation. One wiU need to eventually 

translate the behavioural hardware description into a functional circuit description 

suitable for implementation at the board or IC level. 

Analogue HDLs support the description of systems of differential and 

algebraic equations (DAEs). The solution of these systems varies continuously with 

time. Today's analogue HDLs support both structural composition and conservation 

semantics, in addition to behavioural descriptions. Examples of such languages are 

FAS [113], SpectreHDL [114], and Verilog-A [115]. 

Mixed-signal design has depended on the use of separate HDLs for the 

analogue and digital parts or, again, on proprietary languages. Mixed-signal 

languages support both event-driven techniques and differential and algebraic 

equations. Simulators in this category are MAST/Saber [116], VeriasHDL [116], 

AdvanceMS [113], Hamster [117]. 
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In this thesis behavioural modelling using analogue HDLs including MAST 

and VHDL-AMS is taken into account. A brief summary of VHDL-AMS can be 

found in Chapter 8 (Appendices). 

Since VHDL-AMS was standardised in 1999 there has been limited work 

done on fault modelling using VHDL-AMS. One reason for the limited progress is 

perhaps that there was not yet a robust VHDL-AMS simulator available at the time 

of writing this thesis that had all the VHDL-AMS constructs, such as procedural 

statements, implemented in it. 

Perkins et al attempted to use an analogue VHDL fbr fault modelling and 

simulation with very limited success [35]. The authors used the HDL-A modelling 

language with the ELDO simulator from Anacad (now a part of Mentor Gr^hics). In 

[35], the macromodel developed in [36] (see Figure 6-12) was used for the simple 

two-stage CMOS opamp shown in Figure 6-11. In Figure 6-11, the numbers in the 

circles denote the node numbers. 

In Figure 6-12, Rin is the differential mode input resistance, iout is the output 

current, itail is the sum of the tail current through M5 and biasing current through 

Rbias in Figure 6-11, Rout represents the finite output resistance and Acl is the 

closed loop gain of the opamp. In total 51 bridging/short faults and open circuit 

faults were inserted [35]. FawZf growpmg (or sometimes called fault collapsing) is the 

process of grouping the faults that cause the circuit to behave in a very similar way, 

and only take one of those faults into account during the fault simulation. Fault 
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grouping results in reduced number of fault simulations hence faster fault simulation 

times. 
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Figure 6-11. Two stage CMOS opamp used in [35] for behavioural fault modelling. 
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Figure 6-12. The macromodel used in [35] for the opamp of Figure 6-11 operating in 

closed-loop inverting ampMer conAguration. 

In order to group the inserted faults, a number of transistor level simulations 

including transient, AC and pole-zero analyses for the opamp configured as 
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inverting, non-inverting and summing amplifier were carried out [35]. As a result of 

fault grouping, up to 56% reduction in number of fault simulations for the opanq) 

was reported in [35]. 

Complex circuits, such as an audio mixer circuit and a leapfrog Glter, were 

also simulated in [35], where opamps used in those circuits were replaced with the 

behavioural equivalent obtained from the macromodel given in Figure 6-12. Note 

that while this macromodel includes the supply current, it does not capture stuck-at 

supply voltage fault effects, in contrast to macromodel given in Figure 6-10. 

An effect coming from inserted faults on both the output voltage and the 

supply current for both circuits were observed by simulation at transistor and 

behavioural level [35]. As a result of these simulations, very sinular results in terms 

of the output voltage and the supply current were obtained for the audio mixer circuit 

only. The CPU times required for fault simulations of two channels of the audio 

mixer circuit for 2ms with a stimulus of I kHz were compared for the three 

modelling approaches they used: a full transistor model; a SPICE macromodel and 

an analogue HDL model. It was reported that results obtained by the SPICE 

macromodel using HSPICE simulator were up to 4.8 times faster in terms of the 

CPU time than those obtained by the behavioural model written in HDL-A using 

ELDO simulator, where they were only up to 3.2 times faster than the results 

obtained using transistor level simulations with HSPICE simulator. One main reason 

why behavioural simulation with ELDO was slow is that the techniques 

implemented in ELDO to solve DAEs at that time were not as efficient as the 

numerical techniques implemented in HSPICE in terms of the simulation time. 

The motivation for the rest of this chapter is, therefore, to investigate 

advances in the most recent analogue HDL simulators, while main emphasis is given 
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to behavioural fault modelling problem for analogue circuits. An analogue HDL, 

MAST [116], in conjunction with the SABER [116] simulator, and a VHDL-AMS 

simulator, Hamster [117], which is currently available free of charge, was used. 

6.5.1 Behavioural fault model for the 

closed-loop inverting opamp in MAST 

Let us consider the input-output relationship given in (6-1) under fault 

conditions for the benchmark opan^ again. The faulty macromodel given in Figure 

6-10 can now be simplified to that shown in Figure 6-13, where the opan^ is 

assumed to be fault-&ee and ideal [107]. All the fault effects and non-ideal e%cts 

are approximated to = mVjn + A:, which is applied to the inverting input of the 

opamp. 

R2 

Fos 

Vin Vouf 

Figure 6-13. Behavioural level DC-offset fault model proposed in [107] fbr 

the inverting opamp. 

A closed loop behavioural model given by (6-1) can be created using the 

MAST [116] modelling language, for the closed-loop operational amplifier. The 

basic model for the fault-free condition is given in Figure 6-14. Using dc-sweep 

analysis in SABER [116] simulator, the input-output relationship for the MAST 

behavioural model for the fault-free inverting oparr^ is shown in Figure 6-15. 
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Template opamp_behav2 vin vout 
gnd=rin,rout,a,vosin,vosout,m,k 
electrical vin,vout,gnd 
#...Operational Amplifier Primitive Parameters 
number rin=100e6 
number Acl=-1 # inverting case 
#number Acl=2 # non-inverting case 

.Fault Offset Voltage Parameters 
number m=0 
number k=0 
{ 
#...Declarations 
var i i 
val V vo,vi,fo,voutcalc 
#...Procedural Expressions 
values { 

.Terminal Voltages 
o = v(vout) - v(gnd) 
vi = v(vin) - v(gnd) 

.Fault Offset Voltage 
fo = m*vi + k 
voutcalc = Acl*(vi+fo) 
#...Supply Voltage Limit 
if (voutcalc > 2.5) { 

voutcalc=2.5 
} 
if (voutcalc< -2.5) { 

voutcalc = -2.5 
} 

} 
equations { 

#...Fundamental Equations 
i(vout->gnd) += i 
vo = voutcalc } 

} 

Figure 6-14. Faulty behavioural closed-loop inverting opamp model in MAST. 
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vin (V) 

Figure 6-15. The input-output relationship found for the MAST model given in 

Figure 6-14 using SABER simulation (inverting opamp). 

3 r 

win (V) 

Figure 6-16. The input-output relationship found for the MAST model given in 

Figure 6-14 using SABER simulation (noninverting opamp). 
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The MAST model given in Figure 6-14 covers both inverting and 

noninverting behaviour of the opamp. The only difference is that ACL=2 is used for 

noninverting case. A SABER simulation for the noninverting behavioural MAST 

model for the fault-free case is shown in Figure 6-16. 

The behavioural model parameters m and & can be easily in^lemented in 

MAST and VHDL-AMS for different fault types (Type I to Type IV) using the 

equations given in section 6.3. One needs to first, however, determine the non-ideal 

effects, such as /(W and /((M, occurring for each fault type by transistor level 

simulations. Another sin^ler way of determining these parameters is to approximate 

m and such that they give similar responses to the ones found by transistor level 

simulations (i.e. curve fitting). The latter technique is easy to realise when the curve 

to be fitted is rather sinq)le, such as for Type m faults (piecewise linear). 

From the responses obtained by transistor level simulations (Figure 6-6 and 

Figure 6-7) one can approximate m = -1.02 and ^ = 2.15V for Type I faults, as these 

type of faults cause the output of the opamp to be nearly stuck-at some dc voltage 

level (—2.13V in the case given in Figure 6-6). Type 11 faults cause a small dc 

offset at the input of the opamp, hence selection of m = 0 and ^ = -1 ImV provides a 

good correlation between the behavioural and transistor level simulations. For Type 

m and Type IV faults and can be determined as follows: if vin > OV m = 0 and ^ 

= OV, else m = -2 and ^ = OV for Type IE faults; and if vin > - 1.2V m = -1 and A: = 

Vdd/2 (= 1.25V), else if vin < - -1.2V m = -1 and /: = Vss/2 (= -1.25V), else m = 0 

R. 
and ^ = OV for Type IV faults (note that = 14- ̂  = 2 for the opamp operating in 

the non-inverting amplifier conGguration shown in Figure 6-2 (b)). The values of 

parameters m and ^ given above for different fault types are sumnnarised in Table 

6-1. 
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Table 6-1. The values of the parameters m and k for different fault types for the 

closed-loop inverting opamp behavioural model. 

Parameters 

Fault type -̂s..̂ ^^ ^[V] 

Type I -1.02 2.15 

Type II 0 0.011 

T y p e m Oifvin>OV 

-2 if vin < 0 

0 

Type IV -1 if vin > -1.2V and vin < ~ -1.2V 

O i f ~ - 1 . 2 V < v i n < - 1.2V 

Vdd/2 if vin > ~ 1 .V 

Vss /2 i fv in<--1 .2V 

0 i f - -1 .2V < vin < - 1.2V 

Note that the parameters m and ^ can be realised using procedural statements 

in the behavioural model for Type IE and Type IV faults. To do that, the MAST 

model given in Figure 6-14 was modified as shown in Figure 6-17 and Figure 6-18, 

with this code inserted in the procedural section of the model: 

#...Fault Offset Voltage 

if (vi < 0) { 

fo = -2*vl 

} 

else { 

f o = 0 

} 

vout = a*(vl+fo) 

Figure 6-17. MAST implementation of m and t for Type HI faults. 
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#...Fault Offset Voltage 

if (vi >1.2) { 

fo = -vi + 1.25 

} 

else if (vi < -1.2) 

fo = -vi - 1.25 

} 

else { 

fo = 0 

} 

vout = a*(vi+fo) 

Figure 6-18. MAST implementation of m and ^ for Type IV faults. 

The simulation results for different fault types using SABER simulator are 

shown in Figure 6-19, Figure 6-20, Figure 6-21, and Figure 6-22. 

-2.12 

vin rv) 

Figure 6-19. The input-output relationship found using SABER simulation for the 

MAST behavioural closed-loop opamp model for the Type I faults. 
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inn (V) 

Figure 6-20. The input-output relationship found using SABER simulation for the 

MAST behavioural closed-loop opamp model for the Type n faults. 

uin (V) 

Figure 6-21. The input-output relationship found using SABER simulation for the 

MAST behavioural closed-loop opamp model for the Type m faults. 
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win (V) 

Figure 6-22. The input-output relationship found using SABER simulation for the 

MAST behavioural closed-loop opanq) model for the Type IV faults. 

In order to see the speed-up using the MAST behavioural models, DC sweep 

analysis simulations were carried out using SABER where both the MAST 

behavioural models and transistor level models were simulated. An input signal 

ranging from -2.5V to 2.5V was applied to the opamp's input with O.OIV step size 

for both cases. Table 6-11 represents the comparison of CPU times for transistor level 

and the MAST behavioural level simulations carried out using SABER. As can be 

seen from the table the speed-up for type I and type n faults is 18 times where for 

type m faults it is around 12.7 and for type IV faults the speed-up is around 11.2. 

The reason why the speed-up is relatively smaller for type m and type IV faults is 

that it is needed to model those faults using procedural statements within the 

behavioural MAST model as shown in Figure 6-17 and Figure 6-18. 
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Table 6-II. Comparison of CPU times for different modelling approaches for DC-

sweep analysis. 

^ ^ . ^ , ^ ^ T h e CPU time (s) 

Fault Type 

Modelling Language ^ ^ . ^ , ^ ^ T h e CPU time (s) 

Fault Type MAST Transistor level 

Fault I 0.1 1.8 

Fault n 0.1 1.8 

Fault III 0.15 1.9 

Fault IV 0.17 1.9 

6.5.2 Behavioural fault model for the 

closed-loop inverting opamp in VHDL-AMS 

A VHDL-AMS implementation of the behavioural model given in (6-1) is 

shown in Figure 6-23, and Figure 6-24. As can be seen from the figures, it is much 

simpler to develop behavioural fault models using a standard analogue HDL 

(VHDL-AMS in this case) con^ared with the macromodel development using 

SPICE-like languages, such as [36] and [107]. In Figure 6-23, rin represents the 

input resistance of the opamp, where it is only used for the third equation in Figure 

6-24. The third equation is needed as there are three quantities declared in the 

architecture declaration shown in Figure 6-24. Note that the architecture declaration 

given in Figure 6-24 also covers the supply voltage limiting effect at the output of 

the opamp. 
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--behavioural opamp 

library disciplines; 

library ieee; 

use disciplines . electromagnetic_SYstern, all ; 

use ieee.math_real.all; 

--entity 

entity op_behav is 

generic ( m : real := 0.0; --fault-free value 

k : real := 0.0; --fault-free value 

Acl : real := -1.0; --closed-loop gain 

rin : real := 100.Oe6); 

port (terminal in_node, out_node : electrical) ; 

end; 

Figure 6-23. The VHDL-AMS entity implementation of the behavioural fault model 

derived from Figure 6-10 for the inverting opanq). 

--architecture 

library disciplines; 

library ieee; 

use disciplines . electroinagnetic_systern, all; 

use ieee.math_real.all; 

architecture behav of op_behav is 

quantity vout across iout through out_node; 

quantity vin across iin through. in_node; 

quantity Fos : real; 

-- supply voltage limit 

constant v_limit : real := 2.5; 

begin 

procedural is 

variable vout_calc : real; 

begin 

Fos := in*vin + k; 

vout__calc := Acl * (vin + Fos) ; 
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iin := (vin - Fos) / rin; 

if (vout_calc > v_limit) then vout := 2.5; 

elsif (vout_calc < -v_limit) then vout ;= -2.5; 

else vout := vout_calc; 

end if; 

end procedural; 

end; 

Figure 6-24. The VHDL-AMS architecture implementation of the behavioural fault 

model derived from Figure 6-10 for the inverting opamp. 

In order to simulate the VHDL-AMS model shown in Figure 6-23 and Figure 

6-24, one also needs VHDL-AMS models for a resistor, a voltage source, and a 

testbench, which are shown in Figure 6-25, Figure 6-26, and Figure 6-27, 

respectively. 

—resistor 

library disciplines; 

use disciplines . electromagnetic__system. all; 

entity resistor is 

generic (rnom : real := 0.0); 

port(terminal p,m : electrical); --interface ports, 

end resistor; 

architecture behav of resistor is 

quantity r_e across r_i through p to m; 

begin 

r_i == r_e/rnom; 
end behav; 

Figure 6-25. A VHDL-AMS model of a resistor. 
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-- voltage source 

library disciplines; 

use disciplines.electromagnetic_system.all; 

--entity declaration. 

entity v_source is 

generic (dc_value : real :=-2.50); 

port(terminal p,m: electrical);--interface ports, 

end v_source; 

--architecture declaration. 

architecture behav of v_source is 

quantity v_in across i_out through p to m; 

begin 

v_in==dc_value*now; -- slow transient 

end architecture behav; 

Figure 6-26. A VHDL-AMS model of a voltage source. 

Note that input voltage source in architecture declaration shown in Figure 

6-26 is realised using a predefined VHDL-AMS function, now/, which returns the 

value of the current time at each step as simulation proceeds. This is done in order to 

simulate the dc-sweep analysis, which is not defined in VHDL-AMS (contrary to 

SPICE-like languages). This technique is called rraMj/gnf simulation. 

--testbench 

library disciplines; 

library ieee; 

use disciplines . electromagnetic_systein . all; 

use ieee.inath_real.all; 

entity ex_op_behav is end; 

architecture testbench of ex_op_behav is 

terminal in_node, out_node, vsrc : electrical; 

begin 
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op_behav_u.ut : entity op_behav (behav) 

generic map ( m => 0.0,k => 0.0, acl => -1.0) 

port map ( in_node => in_node, 

out_node => out_node); 

vin_dc : entity v_source (behav) 

generic map { dc_value => 5.0) 

port map ( p => vsrc, m => electrical_ground) ; 

rsrc : entity resistor (behav) 

generic map (rnom => 100.0) 

port map (p => vsrc, m => in_node); 

end; 

Figure 6-27. A VHDL-AMS testbench used with the Hamster simulator to simulate 

the behavioural model shown in Figure 6-23 and Figure 6-24. 

The slow transient simulation results using the Hamster [117] simulator and 

the behavioural closed-loop VHDL-AMS model of the inverting opan^ (the fault 

free case) with the necessary component and voltage source models and the 

testbench shown in Figure 6-23-Figure 6-27 are shown in Figure 6-28 and Figure 

6-29 for both the positive and the negative values of the input voltage source. Note 

that the X-axis in in Figure 6-28 and Figure 6-29 represents the time in seconds, 

where Y-axis represents vout, vin, and Fos in Volts. (Unless otherwise stated, for the 

rest of this chapter it will be assumed that X-axis will represent time in seconds for 

the simulation results obtained using Hamster). 
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Figure 6-28. Slow-transient simulation results using the VHDL-AMS model with 

Hamster for the positive values of the input voltage source. 
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Figure 6-29. Slow-transient simulation results using the VHDL-AMS model with 

Hamster for the negative values of the input voltage source. 

Let us consider the same values for the parameters m and ^ as those given in 

the previous section for different fault types (in Table 6-1). The simulation results 

using the Hamster for different fault types are shown in Figure 6-30, Figure 6-31, 

Figure 6-32, Figure 6-33, Figure 6-34, Figure 6-35, Figure 6-38, and Figure 6-39. 
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Figure 6-30. The VHDL-AMS behavioural closed-loop inverting opamp model 

slow-transient simulation using Hamster for Type I faults for the positive 

values of vin. 
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Figure 6-31. The VHDL-AMS behavioural closed-loop inverting opan^ model 

slow-transient simulation using Hamster for Type I faults for the negative 

values of vin. 
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Figure 6-32. The VHDL-AMS behavioural closed-loop inverting oparr^ model 

slow-transient simulation using Hamster for Type n faults for the positive 

values of vin. 
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Figure 6-33. The VHDL-AMS behavioural closed-loop inverting opamp model 

slow-transient simulation using Hamster for Type II faults for the 

negative values of vin. 
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Figure 6-34. The VHDL-AMS behavioural closed-loop inverting oparr^ model 

slow-transient simulation using Hamster for Type m faults for the 

positive values of vin. 
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Figure 6-35. The VHDL-AMS behavioural closed-loop inverting opan^ model 

slow-transient simulation using Hamster for Type IE faults for the 

negative values of vin. 
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Note that the output response of the opamp, vout, found for the positive 

values of vin and the negative values of vin for Type I faults (Figure 6-30 and Figure 

6-31) are the same (nearly stuck-at -2.14 V), as expected. 

For Type HI faults is determined using the following if-then construct in 

the VHDL-AMS model: 

if (vin < 0.0) then 

Fos := -2.0*vin; 

else 

Fos := 0.0; 

end if; 

Figure 6-36. if-then construct implemented in the VHDL-AMS model for Type EI 

faults. 

For Type IV faults is determined using the following if-then construct in 

the VHDL-AMS model: 

if (vin > 1.2) then 

Fos := -vin + 1.25; 

elsif (vin < -1.2) then 

Fos := -vin - 1.25; 

else 

Fos := 0.0; 

end if; 

Figure 6-37. if-then construct implemented in the VHDL-AMS model for Type IV 

faults. 
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Figure 6-38. The VHDL-AMS behavioural closed-loop non-inverting opamp model 

slow-transient simulation using Hamster fbr Type IV faults for the 

positive values of vin. 
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Figure 6-39. The VHDL-AMS behavioural closed-loop non-inverting opamp model 

slow-transient simulation using Hamster for Type IV faults for the 

negative values of vin. 

As DC-sweep analysis cannot be performed for VHDL-AMS, the transient 

simulation results for different fault types using VHDL-AMS behavioural models 

and Hamster simulator were compared with the transient simulation results that are 

obtained using transistor level models with HSPICE simulator. To do that a sine 

wave with 2V peak-to-peak magnitude and IKHz frequency was applied to both 

behavioural and transistor level circuits. The simulators were let to run for 5 ms with 

10 |is iteration step. Table 6-111 shows the CPU time spent for each case with the 

different approaches. As can be seen fi-om the table there is an average of 4.4 times 
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speed-up for Fault I, Fault n cases. The speed-up for the type m faults between the 

behavioural and the transistor level simulations is 373.7 times, which is very large. 

The reason why the behavioural model is much faster than the transistor level is that 

type m faults are open drain faults where HSPICE needs more time to simulate that 

type of faults. Finally the speed-up for type IV faults is around 2.5 times. The 

behavioural model for type IV faults is relatively slower compared to other 

behavioural models in Table 6-111 due to the procedural statement (Figure 6-37) 

needed to model the type IV faults. 

Table 6-in. Conqiarison of CPU times for transistor level transient HSPICE 

simulations against VHDL-AMS behavioural level Hamster simulations. 

The CPU time (s) 

Fault Type 

Simulator The CPU time (s) 

Fault Type HAMSTER HSPICE 

Fault I 90m 400m 

Fault n 90m 360m 

Fault i n 100m 37.37 

Fault TV 140m 350m 

^ C o j i c l u s i o j ] 

Analogue fault simulation is a key parameter to analogue/mixed-signal test 

generation. Currently such fault simulation is of limited use due to the speed of 

analogue simulation and the large number of faults to be simulated. Simulation can 

be speeded up by using number of techniques. Behavioural modelling is one of those 

171 



techniques. It has been shown in sections 6.5.1 and 6.5.2 how one can speed-up 

analogue fault simulation process by using behavioural models. Two analogue 

HDLs, namely, the MAST and the VHDL-AMS has been used. The advantage of the 

VHDL-AMS over the MAST and other proprietary analogue HDLs is that the 

VHDL-AMS is an IEEE standard. As VHDL-AMS was standardised in 1999, it is 

still in its infancy and there is not many VHDL-AMS simulators currently available. 

It is clear that by VHDL-AMS simulators getting more powerful it will be easier to 

model analogue/mixed-signal circuits at a higher level so as to speed-up simulation 

in general, analogue simulation in particular. 
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CONCLUSIONS 

7 . 1 S u m m a r y 

Faults in analogue circuits cannot be modelled as the digital single-stuck fault 

model. Typical fault models for analogue circuits include short and open circuits. 

Faults for analogue circuits are usually categorised as catastrophic and parametric 

faults. Catastrophic faults are the ones that affect the functionality of the analogue 

circuit dramatically whereas parametric faults cause slight variations in the 

functionality of the circuit. A number of testing strategies have been proposed for 

analogue circuits but are dependent on the choice of a good test stimulus. 

Supply current monitoring is an effective method fbr testing digital and 

analogue circuits [6], [7]-[14]. Supply current monitoring can be implemented either 

using automatic test equipment (ATE) or Built-in Current Sensors (BICS). Using a 

BICS is more advantageous in terms of: test equipment costs; increasing the testing 

rate; improving the fault detectabiHty and observability of the Circuit Under Test 

(CUT); higher current sensing resolution and avoiding the influence of I/O currents 

which may dominate the chip's total current [7]. Therefore, in this thesis different 

BICS approaches, particularly for analogue circuits, are investigated thoroughly in 

the Chapter 3. A new CMOS BICS circuit is developed and fabricated, which mainly 
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overcomes the drawback of process variation dependence of the previously 

published BICS circuits. 

In many analogue CMOS circuits, most, if not all of the transistors are 

permanently in saturation, and cannot be switched by modi^ing the input stimulus. 

One way to cause transistors to change their normal mode of operation is to vary the 

supply voltage. In the Chapter 4, the effectiveness of the test technique based on 

varying the supply voltage, which tries to switch transistors to diHerent mode of 

operation, in conjunction with monitoring the supply current has been shown t l^ugh 

the use of a PLL circuit. Over 10% increase in the fault coverage of a con^lex 

analogue/mixed-signal circuit has been achieved using this technique. Even though 

with the voltage mode circuits (e.g. PLL) this technique does not give the desired 

fault coverage figures, it might do for today's low voltage and current mode circuits. 

Fault simulation is the first step to fault coverage analysis, fault grading, fault 

collapsing, and BIST [28]. Fast fault simulation of analogue circuits is crucially 

important in terms of speeding up the analogue testing process. There are not many 

analogue fault simulation algorithms in contrast' to digital fault simulation 

algorithms. This is mainly because there is not yet a standard fault model hke stuck-

at fault model of digital circuits available for analogue circuits. There exist quite a 

few techniques in order to achieve fast analogue fault simulation. Some of them are: 

fault dropping/collapsing, in which faults that cause similar changes in the circuit 

response compared with another faulty circuit response and/or with the fault-free 

circuit response are considered equivalent, hence dropped from further simulation. 

Therefore, in the Chapter 5, new techniques with regard to fault dropping are 

developed and implemented in C programming language and implemented into a 

SPICE-like analogue fault simulator (CAFS). 
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Another technique to speed up analogue fault simulation is to use behavioural 

models for the analogue circuit blocks within a complex analogue/mixed-signal 

circuit. In this technique, parts of the circuit are modelled at a more abstract level, 

therefore the complexity and the simulation time is reduced. Modelling the faulty 

analogue circuit at behavioural level is not a trivial task. Two main approaches to 

behavioural modelling are; analytical model, where the mathematical equations of 

the faulty behaviour are used to construct the behavioural model [96] and statistical 

behavioural modelling [109]. Hardware Description Languages (HDLs) have been 

successfully in use for behavioural modelling of digital circuits for a while now. 

Simulators that implement mixed-signal HDLs are developing rapidly. There is very 

little work, however, done [35] currently with limited success using analogue HDLs 

for behavioural fault modeUing for analogue circuits. One main reason for this 

limited success is that the currently available analogue HDL simulators are not 

robust, which implement all the language construes of analogue HDLs, as analogue 

HDLs became standard very recently (VHDL-AMS was standardised in 1999 for 

instance). 

With the advent of mixed-mode HDLs such as VHDL-AMS it is easier to 

deal with behavioural modelling in general, behavioural fault modelling in particular 

of analogue and mixed-signal circuits, which will speed up the analogue fault 

simulation. Therefore, in the Chapter 6, we have shown how analogue fault 

simulation can be speeded up by using behavioural models that are implemented in 

analogue HDLs such as MAST and VHDL-AMS. The next section outlines the 

original contributions to this thesis. 
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7.2Original CojitriJbuCiojis of QThis 

The original contributions of this thesis are as follows: 

# A new built-in current sensor (BICS) circuit is designed and 

fabricated in 0.8p,m AMS CYE CMOS (2.5-5.5V, p-sub, 2-nietal, 2-

poly) [15] technology. New BICS overcomes the main drawback of 

process variation independence with previously published sensors. 

# An analogue test technique based on varying the supply voltage is 

applied to a conq)lex CMOS analogue/mixed-signal circuit (PLL -

Phase-Locked Loop). 10% overall fault coverage increase is obtained. 

# New speed-up techniques allowing fault dropping for fault-based 

analogue fault simulation are developed in C programming language 

and implemented within a SPICE-like analogue fault simulator. Up to 

100% fault coverage and up to 4.7 speed-up in terms of the CPU time 

is possible over the concurrent fault simulation with no fault 

dropping. 

# Behavioural fault modelling in order to reduce analogue fault 

simulation time is investigated. Behavioural models using analogue 

HDLs such as MAST and VHDL-AMS have been developed. It has 

been shown that up to 373.7 times speed up in the CPU time is 

possible with the VHDL-AMS behavioural models, which are 

developed in the Chapter 6, over the transistor level models. 
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y.Jl̂ econimejidatiojis for farther XVdrt 

The new process variation independent BICS circuit proposed in Chapter 3 of 

this thesis could be further investigated for its application to differential ended 

analogue circuits, and to digital circuits. It would also be useful to investigate how to 

integrate the proposed BICS design within an analogue/mixed-signal Built-in Self-

Test (BIST) technique. 

Supply voltage variation technique could be further investigated for today's 

low voltage, current-nwde circuits where it could lead to better results in terms of 

fault coverage. 

Fault dropping techniques are developed and are shown to increase the fault 

coverage and to reduce CPU time for fault simulation of analogue circuits. Fault 

collapsing can also be investigated, where the similarities between a faulty circuit 

and another faulty circuit could be exploited, in which case faults that are similar 

could be grouped. 

As simulators that implement analogue HDLs are not mature yet, behavioural 

modelling using analogue HDLs for analogue circuits is still in its infancy. It has 

been shown in this thesis, however, how fault simulation can be speeded up using 

behavioural modelling approach with analogue HDLs. Further research on 

behavioural modelling using analogue HDLs will prove useful, as mixed-signal 

simulators such as Hamster are becoming available. 
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8 APPENDICES 

8.1 C routines developed for CAPS 

In Figure 8-1, automatic structural short faults list generation routine written 

in C for CAPS, which was described in Chapter 5 in detail, is given. 

/* a roubine for automatic fault list generation */ 

s t a t i c i n t 
ShortFaults (subcct *thiscct) 
{ 
nodevoltage *ptrl, *ptr2; 
l o n g faultno-O, n=0, n_b=0, n_c=0; 
ptrl = thiscct->nodelist; 
while (ptrl != NULL) 
{ 

i f (ptrl->nodeno >= 0) 
{ 
ptr2 = ptrl->nextnode; 
while (ptr2 != NULL) 
{ 
if ((ptr2->nodeno >= 0) && (!ptrl->extnode || 

!ptr2->extnode)) 
{ 
n++; 
thiscct->faults = newfault(thiscct->faults); 
thiscct->faiilts->ParamList = 

newparam(thiscct->faults->ParamList); 
thiscct->faults->ParamList->pval.Value = 10.0; 
thiscct->faults->NodeList = 

newdevicenode(thiscct->faults->NodeList); 
thiscct->faults->NodeList->NodeNo = ptrl->nodeno; 
thiscct->faults->NodeList->ActualNode = ptrl; 
thiscct->f aults->NodeList->Exter-nalName = 

p t r 1 - >NodeName; 
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( : h i s c c t - > f a u l t : s - > N o d e L i s t = n e w d e v i c e n o d e ( 
t : h i s c c t - > f a u l t s - > N o d e L i s t ) ; 

thiscct->faults->NodeList->NodeNo - ptr2->nodeno; 
t : h i s c c t : - > f a u l t s - > N o d e L i s t : - > A c t u a l N o d e = p t r 2 ; 
t h i s c c t - > f a u l t : s - > N o d e L i s t - > E x t e r n a l N a m e = 

p t r 2 - > N o d e N a m e ; 
} 
p t r 2 = p t : r 2 - > n e x t n o d e ; 

} 
} 
p b r l = p t : r l - > n e x t : n o d e ; 

} 
i f (thiscct->child != NULL) 

n _ c = S h o r t F a u l b s ( 1 : h i s c c t : - > c h i l d ) ; 
e l s e n_c = 0; 
i f (thiscct->brother l- NULL) 

n _ b = S h o r t : F a u l t : s ( t : h i s c c t - > b r o t : h e r ) ; 
e l s e n_b = 0 ; 
n += n_c; 
f a u l t n o = n + n _ b ; 
r e t u r n faultno; 

} 

Figure 8-1. Automatic fault list generation routine in C. 

In order to do closeness check between each faulty circuit response and the 

fault-free circuit response in the dc and transient analyses with CAFS the routines 

given in Figure 8-2 and Figure 8-3 are developed and implemented in C. The routine 

Closeness ( f p t r , sbatzfile) used in Figure 8-2 and Figure 8-3, and 

given in Figure 8-4 is developed and implemented in C in order to calculate different 

user defined closeness measures. 

/ * t : h e r o u b i n e bo c a r r y o u t c l o s e n e s s c h e c k f o r t h e d c 
a n a l y s i s * / 
v o i d 
c h e c k D r o p D C ( s u b c c t * c c t ) 
{ 

s u b c c t * f p t r ; f p t r = c c t ; 
f o r ( f p t r = c c t - > b r o t h e r ; f p t r ; f p t r = f p t r - > b r o t h . e r ) 
{ 

i f ( f p t r - > C u r r e n t S t a t e = = p o s t a c t i v e ) 
{ 

f p t r - > d r o p L i s t = n e w r e a l ( f p t r - > d r o p L i s t ) ; 
f p t r - > d r o p L i s t 2 = n e w r e a l ( f p t r - > d r o p L i s t 2 ) ; 
f p t r - > d r o p L i s t - > V a l u e = 0 . 0 ; 
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fptr->dropList2->Value=0.0 ; 
f p t r - > d r o p L i s t : - > V a l u e = ( d o u b l e ) C l o s e n e s s ( f p t r , 

statfile); 
f p r i n t f ( s t a t f i l e , ' ' e r r o r _ c = %f\n' ' , 

f p t r - > d r o p L i s t - > V a l u e ) ; 
fptr->dropList2->Value = (double) distance(fptr, 

statfile); 
f p r i n t f ( s t a t f i l e , ' ' e r r o r _ d = % f \ n " , 

fptr->dropList2->Value); 
}}} 

Figure 8-2. A routine to carry out closeness check for the dc analysis. 

/*the routine to carry out closeness check for transient 
a n a l y s i s * / 
v o i d 
c h e c k D r o p T R ( s u b c c t * c c t , d o u b l e a n a l y s i s t i m e ) 
{ 

s u b c c t * f p t r ; f p t r = c c t ; 
i f ( a n a l y s i s t i m e < a n a l y s i s t a b l e . t s t o p && f p t r - > t L a s t == 

a n a l y s i s t i m e && f p t r - > L a s t T i m e - > T i m e P o i n t == f p t r - > 
friend_->LastTime->TimePoint) 

{ 
f p t r - > d r o p L i s t = n e w r e a l ( f p t r - > d r o p L i s t ) ; 
f p t r - > d r o p L i s t 2 = n e w r e a l ( f p t r - > d r o p L i s t 2 ) ; 
f p t r - > d r o p L i s t - > V a l u e = 0 . 0 ; 
f p t r - > d r o p L i s t 2 - > V a l u e = 0 . 0 ; 
f p t r - > d r o p L i s t - > V a l u e = ( d o u b l e ) C l o s e n e s s ( f p t r , s t a t f i l e ) ; 
f p r i n t f ( s t a t f i l e , " e r r o r _ c = % f \ n " , 

f p t r - > d r o p L i s t - > V a l u e ) ; 
f p t r - > d r o p L i s t 2 - > V a l u e = ( d o u b l e ) d i s t a n c e ( f p t r , s t a t f i l e ) ; 
f p r i n t f ( s t a t f i l e , " e r r o r _ d = % f \ n " , 

f p t r - > d r o p L i s t 2 - > V a l u e ) ; 
}} 

Figure 8-3. A routine to carry out closeness check for transient analysis. 

For the sake of simplicity closeness check is only given for single point multi 

node Euclidean distance in Figure 8-4, which was implemented in C for the DC 

analysis. The similar approach is adopted while calculating a distance measure for 

farness between a faulty circuit response and the fault-free circuit response. For 

transient analysis, the closeness measures are implemented in a very similar manner 

to the one implemented for the DC analysis. 
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In order to make use of these routines to calculate the distance measures for 

fault dropping purposes after the DC and during the transient analyses routines given 

in Figure 8-5 and Figure 8-6 are developed and implemented in C. 

/ * c l o s e n e s s c h e c k r o u t i n e a d d e d * / 
float 
C l o s e n e s s ( s u b c c t * F a u l t y , FILE * s t a t f i l e ) 
{ 
nodevoltage *nodeFa, *nodeFF; 
subcct *FF; 
int M = 0; 
int n = 5 , i; 
f l o a t d _ b , d _ c , d = 0 . 0 ; 
FF = F a u l t y - > f r i e n d _ ; 
F F - > c l o s e n e s s = 0 . 0 , F F - > t h r e s h o l d = 0 . 0 , F F - > e r r o r = 0 . 0 ; 
n o d e F a = F a u l t y - > n o d e l i s t , n o d e F F = F F - > n o d e l i s t ; 

/ * s l n g l e p o i n t m u l t i n o d e E u c l i d e a n d i s t a n c e * / 
i f ( ( a n a l y s i s t a b l e . s e u c l i d | | a n a l y s i s t a b l e . m e u c l i d ) && 

a n a l y s i s t a b l e . m n o d e d c ) 
{ 

w h i l e ( n o d e F a && n o d e F F ) 
{ 

M++ ; 
F F - > c l o s e n e s s += p o w ( n o d e F a - > V i n - n o d e F F - > V i n , 2 . 0 ) ; 
F F - > t h r e s h o l d += pow(nodeFF~>Vm,2.0); 
n o d e F F = n o d e F F - > n e x t n o d e ; 
n o d e F a = n o d e F a - > n e x t n o d e ; 
} 
F F - > c l o s e n e s s = s q r t ( F F - > c l o s e n e s s / ( f l o a t ) M ) ; 
F F - > t h r e s h o l d = ( a n a l y s i s t a b l e . c l o s e ) * s q r t ( F F - > t h r e s h o l d 

/ ( f l o a t ) M ) ; 
d = ( F F - > c l o s e n e s s - F F - > t h r e s h o l d ) ; 
f p r i n t f ( s t a t f i l e , " E u c l i d e a n _ s m = %f\t",FF->closeness); 
fprintf(statfilethreshold = %f\t",FF->threshold); 

i f ( F a u l t y - > c h i l d ) 
d _ c = C l o s e n e s s D C ( F a u l t y - > c h i l d , s t a t f i l e ) ; 

e l s e d _ c = 0 . 0 ; 
d += d _ c ; 

i f ( F a u l t y - > b r o t h e r && F a u l t y - > p a r e n t ) 
d _ b = C l o s e n e s s D C ( F a u l t y - > b r o t h e r , s t a t f i l e ) ; 

e l s e d _ b = 0 . 0 ; 
F F - > e r r o r = (d + d _ b ) ; 
return FF->error; 

Figure 8-4. Closeness check routine. 
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/* the routine to drop faults after the DC analysis*/ 
void 
d r o p F a u l t s D C ( s u b c c t *cc t : ) 
{ 
int i, k, 1, m, faults = 0; 
int d_faults_c = 0, d_faults_d = 0, t_faults = 0; 
double error_c, error_d; 
s u b c c t * f p t r ; 

for (fptr = cct->brother; fptr; fptr = fptr->brother) 
{ 

i f ( f p t r - > C u r r e n t S t a t e == p o s t a c k i v e ) 
{ 

faults++; 
error_c = 0.0, error_d = 0.0; 
i = 0, k = 0 , 1 = 0, m - 0; 
w h i l e ( f p t r - > d r o p L i s t ) 
{ 
k++; 

e r r o r _ c += f p t r - > d r o p L i s t - > V a l u e ; 
if (fptr->dropL.ist->Value < lOE-4) 

i++ ; 
fptr->dropList = fptr->dropList->NextReal; 

} 
w h i l e ( f p t r - > d r o p L i s t 2 ) 
{ 

m + + ; 

e r r o r _ d += f p t r - > d r o p L i s t 2 - > V a l u e ; 
i f ( f p t r - > d r o p L i s t 2 - > V a l u e > l O E - 4 ) 

1 + +; 
f p t r - > d r o p L i s t 2 = f p t r - > d r o p L i s b 2 - > N e x t R e a l ; 

} 
i f (k ! = 0 & & m ! = 0 ) 
{ 
fprintf (statfile, "\ner_c_sum = %10f",error_c); 
f p r i n t f ( s t a t f i l e , " %3i t i m e p o i n t s d i s t < t h r " , i ) ; 
f p r i n t f ( s t a t f i l e , " o f t o t a l %i t i m e p o i n t s \ n " , k ) ; 
f p r i n t f ( s t a t f i l e , " e r _ d _ s u m = % 1 0 f ' ' , e r r o r _ d ) ; 
f p r i n t f ( s t a t f i l e , " %3i t i m e p o i n t s d i s t > t h r " , 1) 
fprintf ( s t a t f i l e , " of total %i t ime points\n", m) 
fprintf (statfile, " ") 
fprintf (statfile, " \n") 
if (error_c <= lOE-4) 
{ 
d_faults_c++; 
f p t r - > C u r r e n t S t a t e = d o n t a n a l y s e ; 

} 
i f ( e r r o r _ d >= l O E - 4 ) 
{ 

d _ f a u l t s _ d + + ; 
f p t r - > C u r r e n t S t a t e = d o n t a n a l y s e ; 

} 
} 
e l s e 

f p r i n t f ( s t a t f i l e , " \ n W a r n i n g : n o d i s t a n c e 

182 



c a l c u l a t i o n ! \ n " ) ; 
} 

} 
t_faults = d_faults_c + d_faults_d; 
f p r i n t f ( s t a t f i l e , 
f p r i n t f ( s t a t f i l e , 
f p r i n t f ( s t a t f i l e , "%i f a u l t s a r e s i m u l a t e d i n t o t a l . \ n " , 

f a u l t s ) ; 
f p r i n t f ( s t a t f i l e , " \n%i f a u l t s a r e d r o p p e d a t DC 

analysis.", t_faults); 
f p r i n t f ( s t a t f i l e , " \ n ( % i c l o s e f a u l t s a n d %i f a r 

f a u l t s ) \ n " , d _ f a u l t s _ c , d _ f a u l t s _ d ) ; 
f p r i n t f ( s t a t f i l e , " * * * * * * * * * * * * * * * * * * " ) ; 
f p r i n t f ( s t a t f i l e , " * * * * * * * * * * * * * * * * * * \ n \ n " ) ; 

Figure 8-5. A routine to drop faults after the DC analysis. 

/ * t h e r o u t i n e a d d e d t o drc^p f a u l t s f o r t r a n s i e n t a n a l y s i s * / 
v o i d 
d r o p F a u l t s T R ( s u b c c t * c c t ) 
{ 

i n t i , k , 1 , m, f a u l t s = 0 ; 
i n t d _ f a u l t s _ c = 0 , d _ f a u l t s _ d = 0 , t _ f a u l t s = 0 ; 
d o u b l e e r r o r _ c , e r r o r _ d ; 
s u b c c t * f p t r ; 

f o r ( f p t r = c c t - > b r o t h e r ; f p t r ; f p t r = f p t r - > b r o t h e r ) 
{ 

i f ( f p t r - > d r o p L i s t && f p t r - > d r o p L i s t 2 ) 
{ 

f a u l t s + + ; 
e r r o r _ c = 0 . 0 , e r r o r _ d = 0 . 0 ; 
i = 0 , k = 0 , 1 = 0 , m = 0 ; 
w h i l e ( f p t r - > d r o p L i s t ) 
{ 

k + + ; 
e r r o r _ c += f p t r - > d r o p L i s t - > V a l u e ; 
i f ( f p t r - > d r o p L i s t - > V a l u e < l O E - 4 ) 

i + + ; 
f p t r - > d r o p L i s t = f p t r - > d r o p L i s t - > N e x t R e a l ; 

} 
w h i l e ( f p t r - > d r o p L i s t 2 ) 
{ 

m++; 
e r r o r _ d += f p t r - > d r o p L i s t 2 - > V a l u e ; 
i f ( f p t r - > d r o p L i s t 2 - > V a l u e > l O E - 4 ) 

1 + + ; 

f p t r - > d r o p L i s t 2 = f p t r - > d r o p L i s t 2 - > N e x t R e a l ; 
} 
i f (k != 0 &&:m != 0) 
{ 

f p r i n t f ( s t a t f i l e , " \ n e r _ c _ s u m = % 1 0 f " , e r r o r _ c ) ; 
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fprintf 
fprintf 
fprintf 
fprintf 
fprintf 
f p r i n t f 
fprintf 
if (error 
{ 

s t a t f i l e , 
s t a t f i l e , 
statfile, 
statfile, 
s t a t f i l e , 
s t a t f i l e , 
s t a t f i l e , 

c <= lOE-

%3i t i m e p o i n t s d i s t < t h r " , i ) ; 
o f t o t a l %i t i m e p o i n t s X n " , k ) ; 

e r _ d _ s u m = % 1 0 f ' ' , e r r o r _ d ) ; 
%3i t i m e p o i n t s d i s t > t h r " , 1) 
o f t o t a l %i t i m e p o i n t s \ n " , m) 

•\n" 

} 
if 
{ 

d _ f a u l t S _ C + 4-; 

f p t r - > C u r r e n t S t a t e = d o n t a n a l y s e ; 

[ e r r o r d >= l O E - 4 ) 

d _ f a u l t s _ d + + ; 
f p t r - > C i i r r e n t S t a t e = d o n t a n a l y s e ; 

} 
} 
else 

fprintf (statfile, "\nWarning: no distance 
c a l c u l a t i o n ! \ n " ) ; 

} 
} 
t _ f a u l t s = d _ f a u l t s _ c + d _ f a u l t s _ d ; 
f p r i n t f 
f p r i n t f 
f p r i n t f 

fprintf 

f p r i n t f 

f p r i n t f 
f p r i n t f 

'St&tfxXS ^ .. 
[ s t a t f i l e , ''%i f a u l t s a r e c o n s i d e r e d a t TR f a u l t 
s i m u l a t i o n . \ n " , f a u l t s ) ; 

( s t a t f i l e , 
a n a l y s i s . ' 
(statfile, 

f a u l t s ) \ n ' 
( s t a t f i l e , 
( s t a t f i l e . 

" \n%i f a u l t s i n t o t a l a r e d r o p p e d a t TR 
, t _ f a u l t s ) ; 
' ' \ n ( % i c l o s e f a u l t s a n d %i f a r 
, d _ f a u l t s _ c , d _ f a u l t s _ d ) ; 

" -k'k-k-k-k-k-k-k-k-k-k-k-k-k'k-k'k -h-'k ^ . 

Figure 8-6. A routine to drop faults during the transient analysis. 

6.2 VKDZf-Afay 

As VHDL-AMS is now an IEEE standard, in the next section a brief 

introduction to VHDL-AMS is presented. The VHDL-AMS is intended to cover a 

very large application area. Therefore, the discussion here will be limited to the most 

relevant parts of VHDL-AMS to this thesis, particularly to analogue behavioural 
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modelling using VHDL-AMS. More detailed information about VHDL-AMS can be 

found in [86], [118], and [119]. 

The IEEE standard 1076.1, also known as VHDL-AMS, is a hardware 

description language supporting the description and simulation of digital, analogue, 

and mixed analogue/digital (often called mixed-signal) systems in a single language. 

8.2.1 VHDL-AMS Architecture 

The VHDL-AMS language architecture as presented in [120] is given in 

Figure 8-7. As can be seen from the Figure 8-7, VHDL-AMS is not a new language. 

It is based on VHDL 1076-1993. It supports all VHDL 1076-1993 syntax and 

semantics. 

VHDL-AMS adds new simulation models that support continuous behaviour. 

Continuous models are based on differential and algebraic equations (DAEs). DAEs 

are solved by a dedicated simulation kernel, the anaZogwg fo/vgr. VHDL-AMS 

handles initial conditions, piecewise-deRned behaviour, and discontinuities. 

Optimisation of the set of DAEs to be solved and how the analogue solver confutes 

its solution are outside the scope of VHDL-AMS [120]. 
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Figure 8-7. VHDL-AMS Language Architecture [120]. 

8.2.2 Differential and Algebraic Equations 

The continuous aspects of the behaviour of the lumped systems targeted by 

VHDL-AMS can be described by a system of ordinary DAEs of the form given in 

[86] as 

f(%, , r)=0 ( 8 - 1 ) 

where f is a vector of expressions, % is a vector of unknowns, x' is a vector of 

derivatives of the unknowns with respect to time, and f represents time. Generally 

such systems of equations have no analytic solution [85]. Therefore, the solution 

must be approximated using numerical techniques. 

6.3 Ifajigruage elements of 

In this section the language elements of VHDL-AMS for the description of 

continuous time and mixed continuous/discrete time systems are summarised mostly 

from [86]. 
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8.3.1 Overview of VHDL-AMS Models 

A VHDL-AMS model consists of an entity and one or more architectures. 

The entity specifies the interface of the model to the outside world. It includes the 

description of the of the model (the points that can be connected to other 

models) and the deGnition of its gg/ignc parameters. The architecture contains the 

implementation of the model. It may be coded using a structural style of description, 

a behavioural style, or a style combining structural and behavioural elements. 

A structural description is a netlist; it is a hierarchical deconqwsition of the 

model into appropriately connected instances of other models. A behavioural 

description consists of concurrent statements to describe event-driven behaviour and 

simultaneous statements to describe continuous behaviour. Concurrent statements 

include the concurrent signal assignment fbr data flow modelling and the process 

statement fbr more general event-driven modelling. Simultaneous statements are 

discussed in a later section. 

When a VHDL-AMS model is instantiated in a structural description, the 

designer can specify which of several architectures to use fbr each instance. 

Alternatively, the decision can be postponed until immediately prior to the 

simulation. This allows for an easy and flexible reconfiguration of the model. For 

example, in top-down design, one architecture can describe a subsystem 

behaviourally with little detail, while another can add parasitics and a third can 

decompose the subsystem into lower level components. 

8.3.2 Quantities 

The unknowns in the collection of DAEs implied by the text of a model are 

analytic functions of time; that is, they are piecewise continuous with a finite number 
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of discontinuities. The analogue solver solves for the values of all unknowns over 

time by first converting the differential part of the DAEs, at specific values of time, 

to algebraic equations using appropriate discretization methods, and then solving the 

algebraic equations simultaneously. 

VHDL-AMS introduces a new class of objects, the to represent the 

unknowns in the DAEs. Quantities can be scalar or con^osite (arrays and records), 

but must have scalar subelements of a floating-point type. A quantity object can 

appear anywhere a value of the type is allowed, in particular in an expression. In the 

rest of this section the characteristics of scalar quantities are described. The 

characteristics of a composite quantity are sinq)ly the aggregation of the 

characteristics of its scalar subelements. The behaviour of each scalar subelement is 

independent of the others. 

The following statement declares three quantities ql, q2, and q3 of type 

REAL: 

q u a n t i t y ql, q2, q3: REAL; 

where bold text indicates reserved words and upper-case text indicates predefined 

concepts. 

A quantity can also be declared as an interface element in a port list of a 

model. Interface quantities support signal flow modelling. Each has a mode, similar 

in concept to the mode of an interface signal, indicating the direction of signal flow. 

For example. Figure 8-8 shows the entity declaration of a signal flow model with 

two interface quantities of mode in and one interface quantity of mode out. 
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entity summer is 

port (quantity inl, in2: in REAL; 

quantity sum: out REAL); 

e n d e n t i t y summer; 

Figure 8-8. Entity declaration of a signal-How model. 

When this model is instantiated each interface quantity is associated with a quantity 

declared in the instantiating model. For exanple 

al: e n t i t y summer p o r t m a p (inl => ql, 

i n 2 => q 2 , s u m => q 3 ) ; 

The efkct of a quantity association is to constrain the two quantities to be equal. 

In addition to quantities declared explicitly, some quantities are inqilicitly 

declared by using their name in the text of a model. For example, Q'Dot is a quantity 

that holds the derivative of quantity Q with respect to time. Implicit quantities also 

exist for the integral of a quantity over time, ideal delay, Laplace, z-domain transfer 

functions, and ideal sample-and-hold. Other implicit quantities with regard to 

conservative systems modelling are described in another section. 

8.3.3 Simultaneous Statements 

are a new class of statements in VHDL-AMS for 

notating differential and algebraic equations. Simultaneous statements can appear 

anywhere a concurrent signal assignment is allowed. The basic form is the 

which has the following syntax: 

[ l a b e l : ] e x p r e s s i o n == e x p r e s s i o n ( 8 - 2 ) 
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where the square brackets indicate that this part of the statement is optional. For 

instance, the constitutive equation of a signal flow model relating to Figure 8-8 could 

be written as sum == i n l + in.2. 

The expressions may have composite values, in which case there must be a 

matching subelement on the left for each subelement on the right. The expressions 

may refer to signals, quantities, constants, literals, and functions. Each scalar 

subelement of a single simultaneous statement is mapped to one expression in the 

vector f in (8-1) by subtracting the right expression in ( 8-2) from the left expression. 

When the analogue solver has properly established the value of each quantity, the 

matching subelements of the expressions will be approximately equal. 

Several additional forms of the simultaneous statement have been deGned. 

The jfrnw/faMgoM.; c&yg and ^ are analogous to 

their sequential counterparts and allow the description of piecewise deGned 

behaviour. Each contains an arbitrary list of simultaneous statements in its statement 

parts, including nested simultaneous case and if statements. The analogue solver 

considers only the simultaneous statements selected by the case expressions and 

chosen by the conditional expressions. The ffrnw/fangotty 

allows local variables to be used, which is very important for modelling. 

8.3.4 Conservative Systems 

Systems with conservation semantics, such as electrical systems obeying 

KirchhofTs laws, merit separate treatment as they are so commonly encountered. 

Special purpose syntax and semantics can provide a simplified notation, which 

reduces the risk of errors and thereby improves productivity. In VHDL-AMS, the 
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modeller need not explicitly notate equations describing the conservative aspects of 

such a system. Only the constitutive equations remain the modeller's responsibility. 

The description of conservative systems uses a graph-based conceptual 

model. Let us consider the bipolar inverter circuit and its equivalent graph, shown in 

Figure 8-9. The vertices of the graph represent equipotential nodes in the circuit, and 

the edges represent branches of the circuit through which current flows. 

vcc 

\ / i c e 

(a) 

Figure 8-9. (a) Bipolar inverter and (b) its equivalent graph [86]. 

Similar graphs can be created for systems in other energy domains such as 

the thermal or fluidic domains. This conceptual model does not dictate any particular 

implementation for the analogue solver. In particular, it does not force the selection 

of a "nodal" formulation technique, e.g. the modified nodal formulation for instance. 

BrancA gwaMrzfzgj represent the unknowns in the equations describing 

conservative systems. There are two kinds of branch quantities: and 

fAmwgA (ywannYzg.;. Across quantities represent effort-like effects such as voltage, 

temperature, or pressure. They correspond to the potential difference between two 

vertices in the graph. Through quantities represent flow-like effects such as current, 

heat flow rate, or fluid flow rate. They correspond to the edges in the graph. The 

constitutive equations of conservative systems are expressed by relating the across 
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and through quantities of one or several branches using simultaneous statements. For 

example, a resistor has a single branch, and its constitutive equation (Ohm's law) 

relates the voltage across (the across quantity) and the current through (the through 

quantity) the resistor: i = v/r (nodal analysis). 

A branch quantity is declared with reference to two fgrmiTzak. The terminal is 

the second new object of the extended language. A terminal is declared to be of some 

nature. Natures can be scalar or composite (arrays and records). Each scalar nature 

represents a distinct energy domain, such as electrical, thermal, fluidic, etc. Its 

definition includes the types of across and through quantities incident to a terminal 

of the nature, and the common (e.g., electrical ground, or 

mechanical anchor) shared by all terminals with elements of that scalar nature. These 

concepts are given in Figure 8-10. In the Ggure the declarations of two subtypes 

voltage and current, and a scalar nature electrical are shown. For reuse, these 

declarations are contained in a package electrical_system. 

p a c k a g e e l e c t r i c a l _ s y s t e m i s 

s u b t y p e voltage i s REAL; 

s u b t y p e current i s REAL; 

n a t u r e electrical i s voltage a c r o s s 

current through ground reference; 

e n d p a c k a g e electrical_system; 

Figure 8-10. Declaration of nature electrical in package electrical_system [86]. 
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Using the declarations given in Figure 8-10, the following statements declare 

two terminals tl and t2 of nature electrical, and across quantity v, and two through 

quantities il and i2 between the terminals: 

terminal tl, t2: electrical; 

quantity v across il, 12 through tl to t2; 

The across quantity represents the potential difference between the terminals 

and the through quantities, 11 and 12, represent two parallel current-carrying 

branches. The type of a branch quantity is not explicitly declared. Rather, it is 

derived from the nature of its terminals. It may be a corr^osite type. In the exan^le 

the across quantity v is of type voltage, and the type of the two through quantities il 

and i2 is current. As in the case of ordinary quantities, the characteristics of the 

composite are just the aggregate of the characteristics of its scalar subelements. The 

terminals must have elements of the same scalar nature. The terminals of a branch 

quantity are called the plus terminal and minus terminal, and the direction of the 

branch is plus to minus (in an electrical system), the direction of positive current 

flow. 

A terminal may be declared anywhere a signal declaration is allowed. In 

particular, a terminal can be an interface element in a port list. For instance, the 

following statement declares the interface of a diode: 

port (terminal anode, cathode : electrical); 

When a model is instantiated, the association of interface terminals is used to 

construct nodes in hierarchical descriptions in a fashion paralleling the use of 

interface signals to construct nets in digital hierarchies. 

The conservation equations of the system (in an electrical system, those 

equations due to KirchhofTs laws) are extracted from the graph created by the 
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declared branch quantities and terminals and the association of terminals into nodes. 

A is a set of scalar terminals created by a tree of terminal associations. The 

value of each scalar across quantity is constrained to be equal to the difference of the 

reference quantities of its terminals. All the rekrence quantities of the terminals of a 

node are constrained to be equal, and the contribution quantity of the terminal at the 

root of the tree is constrained to zero. 

With these definitions a model of an ideal diode can be written as shown in 

Figure 8-11. 

l i b r a r y ieee, disciplines; 

use ieee.math_real.all; 

use disciplines .elect:rical_system.all; 

entity diode is 

gener ic (iss: real := l.Oe-14; -- sat:urat:ion current 

a f : r e a l := 1 . 0 ; - - f l i c k e r n o i s e c o e f f i c i e n t 

kf: real := 0.0);-- flicker noise exponent 

port (terminal anode, cathode: electrical); 

end entity diode; 

architecture ideal of diode is 

quantity v across i through anode to cathode; 

constazit vt: real 0.0258; --thermal voltage at 3 00K 

begin 

i == iss * (exp(v/vt) - 1.0); 

end architecture ideal; 

Figure 8-11. VHDL-AMS model of an ideal diode [86]. 

The library clause and the use clause make aU declarations in the packages 

math_real and electrical_system visible in the model. This is necessary, because the 

model uses nature electrical from package electrical_system and function exp from 

package math_real. The entity declares the saturation current iss and the flicker noise 
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parameters af and kf as generics (i.e., parameters) and gives them default values, and 

anode and cathode as two interface terminals of nature electrical. The architecture 

declares v as across quantity and i as through quantity between anode and cathode, 

and a constant vt representing the thermal voltage. It includes a single simultaneous 

statement describing the behaviour of the ideal diode. 
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Abstract 
A technique for sensitizing faults in analog circuits by 
varying the supply voltage is discussed. Unlike previous 
work, the technique is applied to the detection of short circuit 
faults. The validity of the technique is demonstrated with a 
simple CMOS circuit. The technique is applied to a larger 
analog circuit and significantly improved fault cover results 
are obtained. 

Introduction 
Testing of digital circuits has traditionally been based on the 
single-stuck fault model (although, of course, other fault 
models have been used). Test pattern generation algorithms 
based on this model attempt to force the node under 
consideration to the value opposite to that at which it might 
be stuck. The principle of foggk was proposed in 
which each node of a circuit is toggled between logic 0 and 
logic I. IDDQ testing refined this idea such that the nodes of 
a circuit are switched to a logic value and under fault-free 
conditions the quiescent current is ideally negligible. 
Underlying all these techniques is the idea that individual 
transistors can be switched between conducting and non-
conducting states. 

likely that such structures would be as complex as the 
original circuit. 

Some control over the behavior of transistors within an 
analog circuit can be achieved by varying the supply voltage 
in conjunction w i th the inputs. Bruls used this idea to test a 
class AB amplifier at various supply voltage levels (1). He 
used the inductive fault analysis technique to insert 
processing defects into the layout of the IC in a random 
manner. A.K.B. A'ain, A.H.Bratt and A.P. Dorey applied a 
ramped power supply voltage to test small opamp circuits, 
and for exposing floating gate defects in analog CMOS 
circuits (2,3). The same authors applied an AC supply 
voltage to analog CMOS circuits (4). They achieved high 
fault covers with these tests, although the sizes of the circuits 
and the numbers o f faults were small. 

In this paper we show how varying the supply voltage of an 
analog circuit block can increase the fault cover of that 
block. Unlike the work described previously, we use a larger 
circuit element - a phase locked loop - and we model short 
circuit faults, which are much more likely to occur than open 
faults. 

Analog circuit testing, on the other hand, is much less 
structured. It is generally accepted that faults in analog 
circuits can be characterized by open and short circuits. The 
effects of such faults can be observed through the output 
voltages and supply currents, using E>C, AC and other 
computed values and determining the deviation of such 
values from the nominal values. These measurements are 
made more difficult by the fact that parametric variations 
may cause the behavior of fault-free circuits to deviate 
significantly from nominal values. Hence the effect of a fault 
may be masked by its falling within the normal range. 

In a manner analogous to that of digital circuits, the 
testability of analog circuits could theoretically be much 
improved if it were possible to cause transistors in the circuit 
to switch between different regions of operation. Under 
normal operating conditions, most of the transistors in a 
CMOS analog circuit are likely to be in saturation. I f it were 
possible to switch some or all of the transistors to operate in 
the cutoff or triode regions, the difference between the fault-
free and faulty behaviors would be likely to be very marked. 
It is possible to incorporate Design for Test structures that 
would give greater control over an analog block, but it is 

Transistor Switching 
A typical, if simple, analog CMOS circuit is shown in Fig. 1. 
Under normal operating conditions, all of the transistors are 
in saturation all o f the time. Therefore the quiescent current 
is naturally large (e.g. 300nA). Hence, the fault cover 
obtained by simply measuring the DC supply current is low. 
Other supply current measurements - the RMS value of the 
AC component and transient measurements can give a 
significantly higher fault cover, but such measurements must 
take into account the process parameter variations, which can 
make the distinguishing of faulty from fault-6ee behavior 
difficult. 

When the opamp circuit of Fig. 1 is connected as an inverting 
amplifier, and operating linearly, all the transistors are in the 
saturation region, as noted. As the amplitude of the input is 
increased, various transistors start to operate in the MOS 
linear region. In particular as the input (inl) becomes more 
positive, M7 and M 4 operate in the linear region. Similarly 
as i n l becomes m o r e negative, M6 operates in the linear 
region. With still larger negative amplitudes, M2 also starts 
to operate in the linear region. Finally with a very large 
negative input, both M6 and M2 move into the cutoff region. 
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F i g u r e 1 CMOS Opamp Circuit 

The same effect can be achieved by varying the supply 
voltage. I f V D D is reduced from the normal operating range 
of 5V to 4V or even 3V, M 7 and M 4 operate in the linear 
region and M 6 can be forced into the cutoff region. A 
similar, but less pronounced effect can be achieved by 
varying VSS. Under these conditions, the opamp is itself in 
saturation. Hence the supply current is also saturated. 

Under fault conditions, the advantages of varying the supply 
voltage become much more marked. A short circuit between 
the gate and drain of M 4 was modeled by a lOOQ resistance 
between nodes 3 and 4. W i t h this fault, the opamp does not 
ampli fy nor invert - the output tracks the input, albeit with an 
offset of about 0.3V. Wi th a low-frequency sinusoidal input 
w i th amplitude 0.3V, the D C current was found to be 291j iA 
with an AC ripple of 5CX)nA amplitude. The fault-free DC 
current was 288|xA w i th an 35| iA A C component. Even in 
the presence of the fault, all the transistors continued to 
operate in the saturation region. This fault cannot be 
considered detectable if only the DC current were to be 
measured, but an RMS measurement of the A C component is 
probably sufficient. 

When the input amplitude was increased to 2.0V, transistors 
M l and M 2 were forced into cutoff for part of the cycle, but 
the D C current remained almost unchanged at 292|xA. Again 
this is not significantly different f rom the fault-free case. The 
A C component had an amplitude of 3p,A. The apparently 
equivalent technique of varying the supply voltage had a 
much more significant eBsct. With the supply voltage, VDD 
at 3V and an input stimulus of 0.4V amplitude, again M l and 
M2 operate for part of the time in cutoff, but now the DC 
current is 221pA, which is over 20% below the fault-free 
value and the fault must therefore be considered detectable. 

It can therefore be seen that the basic hypothesis that causing 
fransistors to switch between regions of operation is likely to 
increase the fault coverage is valid. This can be achieved by 
applying large input signals or by varying the supply voltage. 

F i g u r e 2 Phase-Locked Loop 

In this example, vary ing the supply voltage had a much more 
significant effect than simply increasing the input signal 
amplitude. 

The remainder of th is paper is concerned wi th the application 
of this technique to a larger circuit. 

Variable Supply Voltage Testing 
A CMOS Phase-Locked Loop, Fig. 2, was used to test the 
application of the technique to a larger circuit. The circuit 
was designed using the M IETEC 2.4j im CMOS technology. 
The repeated insert ion of circuit faults by hand is tedious, so 
the ANTICS fault simulator was used to inject faults into a 
SPICE netlist and to analyse the simulation results (5). Gate-
source and gate-drain short fault models only were used. This 
is dist inct from the open-gate fault model used in previously 
reported work. The total number of faults injected was 190, 
of which 28 were redundant (the short circuits already 
existed as part o f the circuit configuration) and 33 were 
equivalent (the same inter-nodal short was injected at two 
separate transistors) Hence, 129 distinct faults were 
simulated. Monte Car lo simulations were performed for each 
of these 129 faults and the RMS value of the A C component 
of the supply current and the DC supply current were 
measured. The P L L was simulated as a whole, thus the input 
stimulus was a sinusoidal input wi th in the locking frequency 
range. 

The fault cover was then evaluated such that a fault was 
considered detectable if the So points of the faulty and fault-
free current distr ibutions d id not overlap. This separation or 

gap between two distributions is defrned in (6) as: 

= - 3 c r y ) - ( u + 3cr) (1) 

where is the mean value of the faulty circuit response and 
// is the mean value of the fault-free circuit response. 

The fault covers were evaluated at different supply voltages 
using the DC and AC RMS values individually and 
combined. 



A. W D CAange wAoZe f L L 
Table I shows the fault cover for the P L L as the supply 
voltage was varied between 4.0V and 5.3V. As can be seen 
from Table 1, the fault cover changes very l i t t le for different 
supply voltages. The three figures given for each supply 
voltage value are the fault covers found by measuring the 
RMS value of the A C component of the supply voltage; the 
DC supply and the cumulative total of the two measures. A 
number of faults are detected by both measurements, which 
is why the sum is only around 10% higher than the RMS 
value alone. 

Table I I shows the cover obtained by combining two or more 
of the tests f rom Table I. A l l three given figures are 
fractionally above those of Table I. This means that a large 
common subset of faults is found by all the tests, with a 
small number of extra faults found by each test individually. 

In other words, it appears that very few faults are sensitized, 
with respect to the supply current, by varying the supply 
voltage of the PLL as a whole. 

B. Change in VDD of one subcircuit 
Most of the undetected faults occured wi th in the VCO, (relax 
in Fig. 2) therefore the exercise was repeated, with the supply 
voltage of the VCO subcircuit being changed to 4.5V while 
the supply voltage of the other subcircuits was held at 5.0V. 
The combined fault covers of this test and the previous tests 
are shown in Table I I I . The DC fault cover quoted here is 
that obtained using the first V D D value in the table. The 
cumulative totals for the single DC test and the two or three 
AC supply current tests are given. 

Vdd=5V Vdd=4.6V 

Vdd(VC0)=4.5V 

Figure 3 Venn diagram of fault covers of different tests. 

overall fault cover by around 4%, these faults would not 
otherwise be detectable. Note that for all these tests the PLL 
continued to work as a PLL. (To be precise, for V D D = 5 V , 
and a I M H z input sinusoid of 2V amplitude, the output of 
V C O is a square wave that varies between +1.96V a n d 
-2.3V, for V D D 4 . 5 V and the same input the output value 
varies between +1 .52V and-2.3V.) 

C. VSS Change 
Even by changing the supply voltage for just the VCO, a 
number of faults remained undetected. I n addition, therefore 
VSS of the VCO was changed. Now, for VSS=-4.7V (instead 
of -5.0V) the fault coverage was 66% compared wi th a fault 
cover of 70% when VDD=4.7. Therefore monitor ing the 
current f rom VSS seems to be better in terms of fault 
coverage. 

For various VSS values of the VCO part (-4.6V, -4.65V, -
4.7V, -4.75V, -4.8V) it was still not possible to detect any of 
those faults that couldn' t be detected before. 

TABLE I PLL FAULT COVER FOR VARYING SUPPLY 
VOLTAGE 

VDD Fault Cover Fault Cover Fault Cover [%] 

[V] [%] RMS [%] DC RMS + DC 
5.3 67 38 74 
5.0 64 40 73 
4.8 67 39 77 

4.7 69 39 77 

4.6 68 44 77 

4.5 67 40 77 

4.0 65 41 76 

TABLE n PLL FAULT COVER FOR COMBINED TESTS 
Multiple VDDs [V] Fault Coverage [%] 

RMS + DC 
5 + 4.7 + 4.6 79 

5.3+ 4.8+ 4.7 4-4.6 80 
4.6 + 4.7 78 

TABLE m CUMULATIVE FAULT COVER WITH VDD 
VARIED FOR ONE SUBCIRCUIT. 

Multiple VDD [V] Fault Cover [%] 
RMS + DC 

5 + 4.7 + 4.6 + 4.5(VCO) 81 
5.3 + 4.8 + 4.7 + 4.6 + 4.5(VC0) 82 

4.6 + 4.7 + 4.5(VC0) 80 
5 + 4.6 + 4.5(VCO) 83 

Fig. 3 shows a Venn diagram for the fourth test in Table m . 
Again, it can be seen that most faults are detectable by all 
three tests. Six extra faults are detected by changing only the 
supply voltage of the VCO. While this only increases the 
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Figure 4 Voltage Controlled Oscillator 

Undetected Faults 
The fault cover using the DC and AC supply current tests 
was increased from 73% to 83% by using three different 
supply voltages. Nevertheless, 17% or 22 faults remain 
undetected. The reason why these faults remain undetected 
will be discussed here. 13 of the 22 undetected faults occur in 
the VCO. Fig. 4 shows the ciKuit diagram of the VCO. Of 
these 13 faults, 8 occur in the voltage divider chains on the 
right of the circuit in Fig. 4 .These undetectable faults include 
the gate-source shorts on M26, M27 and M28. Although 
these faults would afkct the functioning of the circuit, effect 
in terms of the supply current would be negligible, unless 
they were to force the PLL as a whole to cease to fiinction. 
Therefore it is not surprising that a supply current test is 
unable to And them. More significantly, it should be noted 
that the original premise - that stimuli that would cause 
transistors to change their region of operation are ideal fw 
supply current testing - cannot be satisfied for such circuit 
conGgurations. M26 and M27 are connected so as to be in 
permanent saturation. 

Other undetectable faults include the gate to source shorts of 
M18 and M21 in Fig. 4. Again, &om the circuit 
configuration, it would be almost impossible to apply any 
stimulus that would cause these transistors to switch their 
mode of operation. It is reasonable to suppose that this test 
technique cannot provide a signiOcantly higher fault cover 
than that found here for voltage-mode circuits operating with 
±5V supplies. 

Conclusions 
A testing technique for analog CMOS circuits has been 
discussed. This technique aims to sensitize faults by causing 
transistors to switch from their normal saturation mode of 
operation. Hence, the supply current, in both DC and AC 
domains is changed sufficiently to give a clear indication of 

the presence or absence of a fault. This technique has been 
shown to increase the fault cover of a complex analog CMOS 
circuit by 10% to 83%. This technique may be even more 
successful with lower voltage, current mode circuits. It is 
intended that the technique wi l l form the basis of a mixed-
signal Built-in Self-Test (BIST) methodology. 
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based on the principle of a shunt voltage regulator. The 

Introduction 

Supply current monitoring has proved to be an effective 
method for testing digital and analogue circuits [1-9]. It cam 
be implemented either using automatic test equipment 
(ATE) or Bui l t- in Current Sensors (BICS). Using a BICS is 
more advantageous in terms of: test equipment costs; 
increasing the testing rate; improving the fault detectability 
and observability of the Circuit Under Test (CUT); higher 
sensing current resolution and avoiding the influence of I/O 
currents which may dominate the chip's total current [2]. 

One way to increase the difference between the fault-free 
and faulty currents is to select a stimulus that causes the 
current flowing through the faulty components to dominate 
the supply current response. This technique has limitations, 
as it might not be possible to propagate the correct DC 
voltage or frequency of an AC stimulus to the CUT and 
±ere might be faults that remain undetected regardless of 
the stimulus. 

A more direct approach is to partition the circuit into small 
blocks perhaps of similar complexity to an opamp and to 
measure the current itom each with a BICS. In this paper 
we propose a new low cost BICS. 

Built-in Current Sensors 

Monitoring the supply current avoids the need to add 
intrusive circuitry that can load sensitive outputs or internal 
voltage nodes. All supply current monitoring techniques, 
however, suffer Arom poor resolution [10], particularly if 
measurements are taken off-chip. The situation is worse for 
IDDQ testing of digital ICs because the large capacitance 
between the supply terminal and ground and associated test 
equipment must be discharged before a static DC 
measurement can be taken. One possible solution is to add 
one or more BICS [11]. Sensors for digital applications 
cannot be used for monitoring analogue circuits since 
measurements are not taken condnuously and they have 
extremely nonlinear transfer characteristics. Eckersall 
proposed using simple linear current mirrors monitoring 
each analogue macro within a two bit flash ADC [12]. 

In addition to the standard current mirror, Renovell [13] 
added voltage moni tor ing at the output and integrated the 
two measurements over time, thus producing a single 
measure of the functionality of the circuit. High fault 
coverages were quoted (98%) for the opamp tested. 

There have been a number of BICS circuits proposed for 
digital applications [2-6, 8], From our point of view, the 
most common drawback with most of those sensors is that 
they are not easily applicable to analogue and mixed-signal 
circuits since they require a large area for the sa-ial active 
element. The most suitable sensor for analogue and mixed-
signal applications is perhaps the one that was proposed in 
[6] and implemented in [7], Fig. 1. This sensor is based on a 
series voltage regulator. A series voltage regulator vyith a 
very small voltage drop is modiGed by including an extra 
transistor M2, which monitors the gate source voltage of the 
main series transistor M l . A change in the supply current 
drawn by the C U T wi l l be seen as a change in the gate 
voltage of Ml as it tries to maintain the set voltage drop. 
The gates of Ml and M2 are connected together. 

Vdd 

Figure 1 Series voltage regulator based BICS. 



The current through this extra transistor M2 is therefore a 
copy of the supply current. 0P2 and M3 are added to 
equalise the drain-source voltage of M l and M2. 

The main drawback of this sensor is the area required to 
realise transistor M l , which is almost as much as that of the 
two opamps. Since it is desirable to keep the voltage drop 
low (e.g. 50 mV for 5 V supply), the width/length ratio of 
M l would be excessively large to sink the current through 
the CUT for analogue and mixed-signal circuits. In this 
paper we propose a new sensor to overcome this 
disadvantage. Our sensor is based on the shunt regulator 
principle. 

Before explaining our new method let us first list the 
requirements for a current sensor. 

Requirements of current sensors 

The current sensor must produce an accurate copy of the 
current drawn by the CUT and not affect the performance 
of the circuit. It should ful f i l the following requirements; 

1. Frequency response comparable to the CUT 
2. Ideal step response (no ringing or slew) 
3. Low distortion 
4. High signal to noise ratio (at least 2(MB) 
5. Low voltage drop in series with CUT (<50mV) 
6. Zero input impedance 
7. Tolerance to process parameter variation of sensor 

components. 
8. Minimal area. 

The New BICS Design 

We use the shunt voltage regulator principle to derive a 
voltage proportional to the change in current of the CUT 
since we are interested only in the current variation of the 
CUT rather than the absolute DC power supply current. We 
can monitor the dynamic current f lowing through the CUT 
by using the active shunt element. The area of the shunt 
element will depend on the current variation that the circuit 
experiences during normal operation. For many analogue 
circuits the power supply current variation can be less than 
one tenth of the quiescent bias current e.g. for a two stage 
CMOS opamp. Therefore, the size of the shunt transistor 
can be rather smaller than that of a series transistor. 

Since the series element does not have to be an active 
device, it can easily be realised as a small value resistance, 
which wi l l occupy a small area. 

The shunt regulator based BICS is depicted in Fig. 2. The 
shunt element is formed by transistor Ml, which is driven 
by the opamp. The opamp compares Vref to Vdiv, which is 
proportional to Vdrop, the voltage across Rdrop. The 
opamp and shunt transistor Ml will stabilise the voltage 
across Rdrop and so a constant current flows through 
Rdrop. If the load current changes by Alload there will be 
an equal but opposite change in the current through Ml of 
Alshunt. The transistors Ml and M2 share the same gate, 
source, and drain voltages. Therefore, the current through 

M2 will be proportional to Ishunt. The transistor M3 is 
included to compensate fo" any difference in the current 
through M l and M 2 , which might occur due to channel 
length modulation. The current M2 is mirrored with M4 and 
M5 and applied to an external pin for further processing. 
This current can be converted directly to a voltage by 
connecting lout to one terminal of a resistor with the other 
terminal connected to Vss. I f a number of sensors are 
needed and their outputs need to be individually selected, it 
is best i f lout is not converted to a voltage. Poor quality 
switches can then be used to multiplex the outputs with no 
degradation in the signal fidelity. The output of the 
multiplexer can then be converted to a voltage and sent to 
an IC pin, if desired. 

Vdd 

OMC 
RdropU^drop 

M4 i s h u n L _ l l 

[ U T 

Figure 2 Shunt voltage regulator based BICS. 

The value of Rdrop is calculated 6om (1), 

R 
V, 

/ + A / I 
(1) 

and the width/length ratio of Ml is calculated &om (2), 

T _ I A r I _ " sat 

2 L 

where Ksat is the transconductance in saturation, Vgs = 
Vdd / 2. Let us assume that the example CUT draws 1mA 
DC supply current, lOOpA AC supply current, and that Vdd 
is 5V. If the maximum value of Vdrop is 50mV, then the 
value of Rdrop is around 45(1. To calculate the 
width/length ratio of M l , let us assume that the opamp has 
a maximum output voltage swing of 3V. I f we assume that 
the typical value o f Ksat is 17e-6 A/V^ and the threshold 
voltage Vt is around I V then the width-length ratio of the 
shunt transistor would be around 3. In contrast, if a BICS 
based on the series regulator principle were used, the width-
length ratio of the series transistor would be 200. Also note 
that the ratio of the shunt transistor is independent of Vdrop 
and of the DC current drawn by the CUT. This is in contrast 
with the series regulator transistor, the width-length ratio of 
the series transistor is directly proportional to Vdrop and 
Ipsu. 
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Figure 3 Mi l ler opamp based CMOS implementation o f BICS 

Implementation of the BICS 

Fig. 3 shows the practical CMOS implementation of the 
shunt regulator based BICS. The voltage divider is realised 
by a chain of MOSFETs; MVPB; MVPA; M V N A and 
MVNB. The voltage reference circuit is also implemented 
through a transistor chain: MPIB ; M P I A ; M N I A and 
MNIB, which is connected between Vdd and Vss. 

Rdrop should have a small value in order to keep the 
voltage across it small. It is realised in poly resist. The main 
reason is that poly resist has a substantially smaller voltage 
dependence on the depletion-region width, compared to 
other types of resistance. 

Since we want Rload to be relatively large, it has been 
realised as N-Well resist, which has a high resistance value 
per square. The comparator is realised as a two stage Miller 
opamp. 

Simulation Results 

An HSPICE analysis of the netlist of Fig. 3 showed that the 
BICS has a 6 MHz frequency break point. The frequency 
response is shown in Fig. 4. 

After laying out the circuit, post simulation results shows 
that the new BICS is working as expected. Post simulations 
of the netlist extracted from the BICS layout showed that 
the new frequency bandwidth of the BICS is 2.4 MHz. The 
frequency analysis of the netlist extracted from the layout is 
given in Fig. 5. This decrease in the frequency response is 
due to the parasitic capacitance values of interconnects and 

pads. The circuit has been fabricated in 2.4ji CMOS 
MIETEC technology [14]. The layout of the fabricated chip 
is given in Fig 6. 

We have carried out a number of measurements on the 
fabricated circuit to confirm the simulation results. The 
voltage drop across the shunt resistor Rdrop is found to be 
around 46 mV, wh ich is very near to the expected Vdrop 
value of 50 mV. The measurements showed that the BICS 
frequency bandwidth is around 2 MHz. 

Conclusions 

In this paper we have described a new Built-in Current 
Sensor based on a shunt regulator principle. Unlike the 
sensor proposed in [7] wtiich is based on the series 
regulator principle, the area occupied by the sensor is 
dependent on the magnitude of the current being measured. 
Since the AC current drawn by typical analogue circuits is 
less than the DC current, the area overhead should be much 
lower than that for a sensor based on the series regulator. 
The sensor was found to be less sensitive to process 
parameter variations than the circuit under test. The sensor 
also has a 6-equency response comparable to the circuit 
under test and has a Vdrop of less than 50 mV. 
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AC Simulation Result of the BICS (Op-A#p) 
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Abstract 

In this paper, a new approach for transient concurrent 
analogue fault simulation is presented. The effectiveness of 
the technique is evaluated through the use of IEEE Mixed-

1 Introduction 

Fault diagnosis techniques need fault models. Simulation-
before-test techniques are best suited for detecting 
catastrophic faults and local parametric faults. They 
perform less well in detecting global parametric faults, 
since for such faults the separaticm between faulty and 
fault-free responses is less marked. Simulation-after-test 
techniques, however, are betta^ suited for detecting 
problems with global parametric variations and mismatch, 
but are not well-suited for detecting catastrophic faults [1]. 

Analogue fault simulation is the Grst step to fault coverage 
analysis, fault grading, fault collapsing, and BIST [2]. Fast 
fault simulation of analogue circuits is crucially important 
in terms of speeding up the analogue testing process. As 
can be seen from the Fig.l, any speed up in test and debug 
time after Grst silicon directly affects a reduction in time-to-
market [1]. 

There are still not many analogue fault simulation 
algorithms in contrast to digital fault simulation algorithms. 
This is partly because there is not yet a standard fault 
model, such as the stuck-at fault model in digital circuits, 
for analogue circuits. Without a fault model, concepts such 
as fault cover and fault detectability are difRcult to 
quantify. Therefore the design of fault simulation 
algorithms that exploit such information is dilKcult. 

First Silicon 
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Figure 1. Ideal potential time-to-market reduction due to the 
use of electronic design automation (EDA) tools for test 
development [1]. 

Nevertheless, it is generally acknowledged that analogue 
fault simulation is slow. To make analogue fault simulation 
usable, new techniques need to be developed to cut the 
CPU time. Some approaches to speeding up the analogue 
fault simulation process are: dynamic fault dropping and/or 
collapsing (in which defects that cause similar change in the 
faulty circuit response compared with the fault-free one 
and/or compared with another faulty circuit response are 
considered equivalent); behavioural modelling (whereby 
parts of the circuit are modelled at a more abstract level, 
therefore reducing simulation complexity and time) and 
lastly new algorithmic techniques. 

There has been some research on new algorithms for 
speeding up analogue fault simulation process [3], [4], [5]. 
In [4], a concurrent fault simulator (CONCERT) for 
nonlinear analogue circuits is presented. In order to speed 
up the simulation process, the authors use fault ordering, 
state prediction and reduced-order fault matrix 
computation. 

In [5], the authors consider only linear mixed-mode circuits. 
They attempted to represent the analogue blocks in the 
sampled Z-domain using discrete-time state equations in 
order to provide a common framework for the simulation of 
both analogue and digital blocks. Their fault simulator 
consists of two modules: The first module performs serial 
fault simulation of the analogue block, and the second 
performs parallel or concurrent fault simulation of the 
digital block. The fault detection is done at the digital 
outputs. 

The objective of this work is to speed up analogue fault 
simulation. As stated above, no matter which analogue fault 
simulation method is used, dynamic fault dropping and/or 
fault collapsing is one way to speed up the analogue fault 
simulation process. To achieve this goal, we need to 
compare the faulty circuit response with the fault-free one 
and/or with other faulty versions of the circuit responses. If 
the compared circuit responses are within a specified 
threshold then we can either drop or collapse the fault, 
removing the faulty circuit from further analysis. Hence, an 
efEcient closeness measurement is required to carry out ± i s 
comparison. 

2 Closeness Measurement 

There are number of closeness measurements available in 
the literature but they are not easily applicable to the 



problem of analogue fault simulation [7]. In the analogue 
domain, the most widely used closeness measurement has 
been the Euclidean distance [8], [9], 

In [8], the normalised absolute distance is used. The single 
point closeness measurement is adopted in order to detect 
the similarity between faulty responses and the fault-free 
response in DC fault simulation. The distance between each 
fault response and the fault-free response (at the end of each 
N-R (Newton-Raphson) iteration) is measured. The faults 
are then ordered such that the first fault to be simulated has 
the minimum distance to the fault-free circuit response. 
This ordering process is repeated for all the faults. There is 
no discussion however of when to stop this ordering 
process and how to decide which fault is detectable. 

In [9], it is suggested that taking a single point closeness 
measurement into account might not accurately detect the 
distance between the fault-free circuit response and faulty 
circuit responses, as the distance might not always be the 
same during the simulation. Therefore a multi point 
closeness measurement for the DC fault simulation of 
analogue circuits is used. 

In the multi-point closeness measurement, let be the 
vector containing the node voltages and/or branch currents 
of the faulty circuit and .tg be the vector of the same 
elements for the fault-free circuit. The distance between the 
vectors %/̂ and is given as follows [9]: 

d A M 
(2-1) 

where dfg is the distance between the vectors Xf and Xg. Xg 
and Xf are the responses for the good circuit and the 
faulty circuit at the t"* time point and n is the number of 
consecutive time points for the closeness measurement. 

In this work, we employ both normalised absolute and 
relative Euclidean norms in order to do the closeness check. 
We also allow a choice between those two distance 
measures with different options: single point single node, 
single point multi-node, multi-point single node, multi-
point multi-node. 

2.1 Threshold Calculation 

Let Uf be the node voltage and/or branch current of a faulty 
circuit and a, be the same value for the fault-free circuit in 
the case of the single node closeness check. I f we assume 
that the closeness measure is the relative Euclidean norm 
and a/= kug, then the threshold is given as: 

fA = Og - Ay 1 — t o . (2-3) 

where th is the threshold between the faulty value and the 
fault-free value. 

If the closeness measure is the normalised absolute 
Euclidean norm then the threshold is: 

1 — k \ (2-4) 

where is the distance between the vectors Jiy and Xg" 
and are the responses for the good circuit and the j r 
faulty circuit at the m"" N-R iteration and M is the number 
of consecutive N-R iterations for the closeness 
measurement. 

This closeness measurement is used to decide whether the 
faulty circuit response is close enough to the fault-free 
circuit response within a specified threshold to drop this 
fault from the fault list at the succeeding iteration step. If a 
faulty response is far enough from the fault-free response 
within a specifred threshold we then can drop this fault also 
from the fault list, as this fault is deemed detectable. We 
use the same closeness measure with a different threshold 
to determine this distance between faulty and fault-free 
responses. 

Since we do the closeness measurement for transient fault 
simulation of nonlinear analogue circuits, (in contrast to the 
work reported in [9]), instead of using a number of N-R 
iterations for the multi-point closeness check, we use a 
number of time points. Assuming that is the vector 
containing the node voltages and/or branch currents of the 
faulty circuit and is the vector of the same elements for 
the fault-free circuit, the distance between the vectors and 

is now given as: 

d. (2 -2) 

In the case of the multi-node closeness check, each element 
of the faulty vector might not be perturbed by the same 
amount {k) as a result of the fault being injected in the fault-
free circuit. There will be a vector A: consisting of elements 
(/:,, tz, ... , where Z is number of nodes in the circuit 
being simulated. In order to simplify the calculations, 
however, we assume that ^,=^2=.. .=^/=^ 

Now we can say that we want to drop the fault when the 
faulty response is within the 5% of the fault-free response 
(thus A: is 0.95) or 35% far from the fault-free response 
(where t is 0.65). 

3 Concurrent Fault Simulation 

Concurrent fault simulation is well understood for digital 
circuits [6]. Recently, the principle of concurrent fault 
simulation has been applied to analogue circuits [3], [4]. In 
concurrent transient analogue fault simulation, all the faulty 
circuits along with the fault-free circuit are simulated 
simultaneously at a time point before simulation proceeds 
to the next time step. Different time steps may be used to 
simulate each faulty version of the circuit, in which case the 
simulation will speed up since some faulty versions might 
take fewer time steps to simulate. This is distinct from the 
work done in [4] and [9]. Further, i f the terminal value of 
the faulty device is close enough to the terminal value of 
the fault-free device within a speciRed threshold then the 
fault-free device values can be reused for the faulty one, 
thus reducing the CPU time. 



3.1 Concurrent Fault Simulation Algorithm 

In this work, we have used structural short circuit faults, 
which are constructed from the fault-free circuit netlist. If 
the fault free circuit has n nodes then we have n(n-l)/2 
faulty versions of the circuit to analyse as we assume that 
there is a short circuit fault between each pair of nodes in 
the fault &ee circuit. We assign a resistance value of 10 
ohms to each short circuit fault. 

The steps for the algorithm that has been implemented in 
our own analogue circuit simulator are as follows: 

Step 1. Constitute the original fault list, P° = {F', 
F^}, by inserting all possible short faults {N-n{n-\)l2) into 
the fault-free circuit to obtain N faulty versions. Here 
represents the original fault list and f* is the t th fault. Let 
%()', ;e [0, oo) be the response vector of the fault-free circuit 
at the ith time point and x/, ie [0, «,) be the response vector 
of the/th faulty circuit at the ith time point during transient 
concurrent fault simulation. 

Step 2. Simulate all faulty circuits along with the fault-free 
for a user-deAned number of time points. Now, Jtg' and Jiy' 
are available. 

Step 3. Carry out a user-defined closeness measurement 
between each faulty circuit response,.%/, and the fault-Aee 
circuit response If a faulty circuit response is either 
within or far enough outside user-defined thresholds thai 
drop this fault from the original fault list. 

Dropped faults are not simulated further during the transient 
analysis. In other words it is implicitly assumed that for a 
given test stimulus, faults that cause sufRciently different 
behaviour from the fault-free are detectable and do not 
require further analysis, and that faults that are so far 
indistinguishable fi-om the fault-free behaviour are also not 
worthy of further consideration. The interval over which the 
closeness check is performed may be chosen by the user. 
Clearly, it makes sense to perform the closeness check only 
once steady state has been reached (for a periodic stimulus). 
Similarly, performing a closeness check and then applying 
a significantly different stimulus would not be sensible as 
the dropped faults would not be tested against that new 
stimulus. Non-convergent faults are automatically dropped. 

4 Examples 

We used an inverter circuit consisting of two MOS 
transistors and a capacitance. Fig. 2, and a 2-stage Miller 
opamp (from the IEEE Mixed-signal benchmark circuits 
suite) consisting of 9 MOS transistors, a resistance and a 
capacitance. Fig. 3, in order to validate our algorithm. 

For the inverter circuit we used a pulse signal as the input 
stimulus, the single point single node Euclidean norm as the 
distance norm, 5% and 35% margins for closeness and 
"famess". The transient analysis was run over 9 periods of 
the input stimulus and the distance check was carried on the 
second period of the output signal. There are 6 possible 
short faults. If we don't use fault dropping then the total 
number of device evaluations for during the concurrent 
fault simulation of these 6 faults is 23880 and the CPU time 
(which is obtained by doing the simulations five time and 

taking the average) was 4208ms. With fault dropping the 
total number of device evaluations was 9054, Wiich 
represents 62% saving, and the CPU time was 1536ms, 
which is a 64% increase in the speed of the simulation. 3 
faulty responses are very close to and other 3 are very far 
from the fault-free response so that all 6 faults are dropped 
from further simulation. 

For the 2-stage opamp we use a sine wave as the input 
stimulus, and again we used the single point single node 
Euclidean norm where looking at the output node for the 
distance check. We had 56 possible short faults, but 6 of 
them failed DC convergence. We therefore simulated in 
total 50 short faults. 11 faulty responses were very close to 
and 38 faulty responses were very far from the fault-free 
response. The speed-up was 65% in terms of total number 
of device evaluations and 63% in terms of the CPU time. 

5 Conclusions and Future Work 

We have shown that using our new algorithm is effective in 
speeding up analogue fault simulation. We have not 
considered fault collapsing in this work. We will look at 
fault collapsing to even more increase the speed of the 
simulation of non-linear analogue circuits. 
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ABSTRACT 

A new approach fw transient concurrent analogue fault simulation is presented. Metrics for 
measuring the closeness of simulation responses are discussed. The effectiveness of the 
technique is evaluated through the use of IEEE Mixed-signal benchmark circuits. 

Keywords: Analogue fault simulation, Analogue fault modelling, Transient analysis 

1. INTRODUCTION 

Fault diagnosis techniques need fault models. Simulation-betbre-test techniques are best 
suited for detecting catastrophic faults and local parametric faults. They perfcmn less well 
in detecting global parametric faults, since for such faults the separation between faulty and 
fault-B-ee responses is less marked. Simulation-after-test techniques, however, are better 
suited for detecting problems with global parametric variations and mismatch, but are not 
well-suited for detecting catastrophic faults [1], 

Analogue fault simulation is the Arst step in fault coverage analysis, fault grading, fault 
collapsing, and BIST [2]. Fast fault simulation of analogue circuits is crucially important in 
terms of speeding up the analogue testing process. Any speed up in test and debug time 
after first silicon directly affects a reduction in time-to-market [1]. 

There are still not many analogue fault simulation algorithms, in contrast to digital fault 
simulation techniques. This is partly because there is not yet a standard fault model, such as 
the stuck-at fault model in digital circuits, for analogue circuits. Without a fault model, 
concepts such as fault cover and fault detectability are difBcult to quantify. Therefore the 
design of fault simulation algorithms that exploit such information is difBcult. 

Nevertheless, it is generally acknowledged that analogue fault simulation is slow. To 
make analogue fault simulation usable, new techniques need to be developed to cut the 
CPU time. Some approaches to speeding up the analogue fault simulation process are: 
dynamic fault dropping and/or collapsing (in which defects that cause similar change in the 
faulty circuit response compared with the fault-6ee one and/or compared with another 
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faulty circuit response are considered equivalent); behavioural modelling (whereby parts of 
the circuit are modelled at a more abstract level, therefore reducing simulation complexity 
and time) and lastly new algorithmic techniques. 

There has been some research on new algorithms for speeding up analogue fault 
simulation process [3], [4], [5], In [4], a concurrent fault simulator (CONCERT) for 
nonlinear analogue circuits is presented. To speed up the simulation process, fault ordering, 
state prediction and reduced-order fault matrix computation are used. 

In [5], only linear mixed-mode circuits are considered. Analogue blocks are represented 
in the sampled Z-domain using discrete-time state equations to provide a common 
framework for the simulation of both analogue and digital blocks. The fault simulator 
consists of two modules: The first module performs serial fault simulation of the analogue 
block, and the second performs concurrent fault simulation of the digital block. Fault 
detection is done at the digital outputs. 

The objective of this work is to speed up analogue fault simulation. As stated above, no 
matter vyhich analogue fault simulation method is used, dynamic fault dropping and/or fault 
collapsing can speed up the analogue fault simulation process. To achieve this goal, we 
need to compare the faulty circuit response with the fault-free and/or with other faulty 
versions of the circuit responses. If the compared circuit responses are within a speciGed 
threshold we can either drop or collapse the fault, removing the faulty circuit from further 
analysis. Hence, an efRcient closeness measurement is required to carry out this 
comparison. 

2. CLOSENESS MEASUREMENT 

There are number of closeness measurements available in the literature but they are not 
easily applicable to the problem of analogue fault simulation [7]. In the analogue domain, 
the most widely used closeness measurement has been the Euclidean distance [8], [9]. 

In [8], the normalised absolute distance is used. The single point closeness measurement 
is adopted in order to detect the similarity between faulty responses and the fault-free 
response in DC fault simulation. The distance between each fault response and the fault-
free response (at the end of each Newton-Raphson (NR) iteration) is measured. The faults 
are then ordered such that the first fault to be simulated has the minimum distance to the 
fault-free circuit response. This ordering process is repeated for all the faults. There is no 
discussion however of when to stop this ordering process and how to decide which fault is 
detectable. 

In [9], it is suggested that taking a single point closeness measurement into account 
might not accurately detect the distance between the fault-free circuit response and faulty 
circuit responses, as the distance might not always be the same during the simulation. 
Therefore a multi point closeness measurement for the DC fault simulation of analogue 
circuits is used. 

In the multi-point closeness measurement, let be the vector containing the node 
voltages and/or branch currents of the faulty circuit and be the vector of the same 
elements for the fault-free circuit. The distance between the vectors and is given as 
follows [9]: 



1 ^ II II 

m=l 

where is the distance between the vectors and ;Cg. and Jiy" are the responses for 
the good circuit and the faulty circuit at the m'* NR iteration and M is the number of 
consecutive NR iterations for the closeness measurement. 

This closeness measurement is used to decide whether the faulty circuit response is 
close enough to the fault-free circuit response to drop this fault from the fault list at the 
succeeding iteration step. If a faulty response is far enough from die fault-free response we 
can similarly drop this fault also from the fault list, as this fault is deemed detectable. We 
use the same closeness measure with a different threshold to determine the distance 
between faulty and fault-free responses. 

Since we do the closeness measurement fw transient fault simulation of nonlinear 
analogue circuits, (in contrast to the work reported in [9]), instead of using a mrnibo" of NR 
iterations for the multi-point closeness check, we use a number of time points. Assuming 
that Xf is the vector containing the node voltages and/or branch currents of the faulty circuit 
and is the vector of the same elements Ibr the fault-free circuit, the distance between the 
vectors Ay and Zg is now given as: 

(2) 
" / = ! 

where is the distance between the vectors A/ and and are the responses for 
the good circuit and the t'* faulty circuit at the z''' time point and M is the nimiber of 
consecutive time points for the closeness measurement. 

In this work, we employ both absolute and relative normalised Euclidean norms in wder 
to do the closeness check. We also allow a choice between those two distance measures 
with different options: single point single node, single point multi-node, multi-point single 
node, multi-point multi-node. 

2.1. Threshold Calculation 

Let <3/̂  be the node voltage and/or branch current of a faulty circuit and be the same value 
for the fault-free circuit in the case of the single node closeness check. If we assume that 
the closeness measure is the relative Euclidean norm and 6^= /cOg, then the threshold is: 

f / ! = | | a g - a y | | = | a g - t a ^ | | = jl-A:|a^ (3) 

where fA is the threshold between the faulty value and the fault-free value. 
For the normalised absolute Euclidean norm the threshold is: 

f/i = 1-A: (4) 

In the case of the multi-node closeness check, each element of the faulty vector might 
not be perturbed by the same amount (t) as a result of the fault being injected in the fault-



free circuit. There wil l be a vector k consisting of elements {ki, k2, , ki) where I is number 
of nodes in the circuit being simulated. In order to simplify the calculations, however, we 
assume that ki-k2=...=ki=k. 

Now we can say that we want to drop the fault when the faulty response is within the 
5% of the fault-free response (t is 0.95) or 35% far from the fault-Gree response (t is 0.65). 

3. CONCURRENT FAULT SIMULATION 

Concurrent fault simulation is well understood for digital circuits [5]. Recently, the 
principle of concurrent fault simulation has been applied to analogue circuits [3], [4]. In 
concurrent transient analogue fault simulation, all the faulty circuits along with the 6ult-
free circuit are simulated simultaneously at a time point before simulation proceeds to the 
next time step. Different time steps may be used to simulate each faulty version of the 
circuit, in which case the simulation will speed up since some faulty versions might take 
fewer time steps to simulate. This is distinct from the work done in [4] and [9]. Further, i f 
the terminal value of the faulty device is close enough to the terminal value of the fault-&ee 
device within a specified threshold then the fault-free device values can be reused for the 
faulty one, thus reducing the CPU time. 

3.1. Concurrent Fault Simulation Algorithm 

In this work, we have used structural shwt circuit faults, Wiich are constructed 6om the 
fault-free circuit netlist. If the fault free circuit has » nodes then we have M(M-l)/2 faulty 
versions of the circuit to analyse as we assume that there is a short circuit fault between 
each pair of nodes in the fault free circuit. We assign a resistance value of 10 ohms to each 
short circuit fault. 

The algorithm implemented in our own analogue circuit simulator is as follows: 
Step 1. Constitute the original fault list, - {f ' , by inserting all possible 

short faults (7V=n(«-l)/2) into the fault-&ee circuit to obtain /V faulty versions. Here 
represents the original fault list and f* is the tth fault. Let te [0, 0°) be the response 
vector of the fault-free circuit at the ;th time point and le [0, 0=) be the response vector of 
theyth faulty circuit at the ith time point during transient concurrent fault simulation. 

Step 2. Simulate all faulty circuits along with the fault-free for a user-defined number of 
time points. Now, and are available. 

Step 3. Carry out a user-defined closeness measurement between each faulty circuit 
response, %/, and the fault-free circuit response xo'. If a faulty circuit response is either 
within or far enough outside user-defined thresholds drop this fault firom the fault list. 

Dropped faults are not simulated further during the transient analysis. In other words it 
is implicitly assumed that for a given test stimulus, faults that cause sufficiently different 
behaviour firom the fault-free are detectable and do not require further analysis, and that 
faults that are so far indistinguishable from the fault-free behaviour are also not worthy of 
further consideration. The interval over which the closeness check is performed may be 
chosen by the user. Clearly, it makes sense to perform the closeness check only once steady 
state has been reached (for a periodic stimulus). Similarly, performing a closeness check 
and then applying a significantly different stimulus would not be sensible as the dropped 



faults would not be tested against that new stimulus. Non-convergent faults are 
automatically dropped. 

4. EXAMPLES 

We used an inverter circuit consisting of two MOS transistors and a capacitance, Rg. 1, and 
a 2-stage Miller opamp (from the IEEE Mixed-signal benchmark circuits suite) consisting 
of 9 MOS transistors, a resistance and a capacitance. Fig. 2, to validate our algorithm. 

,o-

vdd 

MP 

" O o u f 

C1 

Fig.l. CMOS Inverter 

vdd 

nefSA- M5 

vn 

1 

J 

M2 

n e t 4 4 |_^ 

N 3 M6 

n e l ' 4 8 

M4 

Cc 

M7 

Rc 

h e f 3 2 

v c 

M9 

Fig.2. 2-stage CMOS Miller Opamp [10]. 

For the inverter circuit we used a pulse signal as the input stimulus, the single point 
single node Euclidean norm as the distance norm, 5% and 35% margins for closeness and 
"farness". The transient analysis was run over 9 periods of the input stimulus and the 
distance check was carried on the second period of the output signal. There are 6 possible 



short faults. I f we don't use fault dropping then the total number of device evaluations for 
during the concurrent fault simulation of these 6 faults is 23880 and the CPU time (which is 
obtained by doing the simulations five time and taking the average) was 4208ms. With fault 
dropping the total number of device evaluations was 9054, which represents 62% saving, 
and the CPU time was 1536ms, wiiich is a 64% increase in the speed of the simulation. 3 
faulty responses are very close to and other 3 are very far from the fault-free response so 
that all 6 faults are dropped from further simulation. 

For the 2-stage opamp we use a sine wave as the input stimulus, and again we used the 
single point single node Euclidean norm where looking at the output node for the distance 
check. We had 56 possible short faults, but 6 of them failed DC convergence. We therefore 
simulated in total 50 short faults. 11 faulty responses were very close to and 38 faulty 
responses were very far from the fault-free response. The speed-up was 65% in terms of 
total number of device evaluations and 63% in terms of the CPU time. 

5 . CONCLUSIONS AND FUTURE WORK 

We have shown that using our new algorithm is effective in speeding up analogue fault 
simulation. We have not considered fault collapsing in this work. We will look at fault 
collapsing to even more increase the speed of the simulation of non-linear analogue 
circuits. 
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ABSTRACT 

A new design of built-in current sensor for dynamic supply 
current testing of analogue integrated circuits is proposed. The 
sensor has been designed and realized with AMS 0.8 CYE 
CMOS technology. The sensor occupies 0.019mm^ silicon area, 
where ±is area is almost as big as a simple two-stage CMOS 
(^amp. Unlike previously published sensors, this new built-in 
current sensor is process variation independent. 

1. INTRODUCTION 

Supply current monitoring has proved to be an effective method 
for testing digital and analogue circuits [l]-[5]. Either automatic 
test equipment (ATE) or Built-in Current Sensors (BICS) may 
be used. A BICS has advantages in terms of: equipment costs; 
increased testing rate; improved fault detectability; higher 
resolution and avoiding the influence of I/O currents [2]. 
Eckersall proposed using linear current mirrors to monitor 
analogue macros [6]. Renovell [7] added voltage monitoring to 
the output and integrated the two measurements over time to 
produce a single metric. 

A number of BICS have been proposed for digital applications 
[2]-[4]. These require a large area for the serial active element. 
A suitable sensor for analogue applications was proposed in [3] 
and implemented in [4]. This sensor is based on a series voltage 
regulator, in which a series transistor is connected between the 
supply and the circuit under test (CUT). One drawback is the 
area required to realise this serial transistor, since it has to sink 
all the current to the CUT. A shunt voltage regulator-based 
BICS has been proposed in [8]. As the shunt transistor only has 
to sink the dynamic supply current of the CUT, the transistor 
area is much smaller. The main drawback with both these 
sensors is the requirement for a very well defined reference 
voltage. Moreover, both sensors are sensitive to process 
variations, which is a particular problem for sub-micron 
technologies. 

2. NEW BICS SCHEME 
The proposed BICS is shown in Fig.l. We are only interested in 
the supply current variation of the CUT rather than the absolute 
DC current. We monitor the dynamic current by using an active 
shunt element, Ms in Pig.l. The area of the shunt element 
depends on the current variation during normal operation. For 
many analogue circuits the power supply current variation is 

less than one tenth of the quiescent current. Therefore, the size 
of the shunt transistor is smaller than that of a series transistor. 

Since the series element does not have to be an active device, it 
can be realised as a small value, small area resistance. The size 
of the series resistance is independent of the BICS and the CUT, 
unlike [8], which means it can be kept as small as possible. We 
could even use the parasitic resistance of the interconnect 
between the supply and the CUT. 

The operation of the BICS is as follows: The shunt element is a 
PMOS transistor Mf, Fig. 1. One input of the comparator is kept 
at the common mode voltage, ground for designs with dual 
voltage supplies. If the current drawn from the supply by the 
CUT changes by Aleut the voltage across Rdrop wi l l change 
proportionally. This voltage is then filtered by the RC high pass 
network and ampliGed by the comparator, which regulates the 
voltage to the CUT. This wi l l cause Ms to draw the equal but 
opposite current from the supply. Ms is operating in the linear 
region. Since M / and M 2 form a simple current mirror, /out will 
be the same as if M / and M2 are identical and have the same 
drain-source voltages. One way to equalize the drain-source 
voltages is to use the technique proposed in [3] and used in [4], 
We can also use c^scode current mirror in order to suppress 
channel length modulation effect and obtain h i ^ output 
impedance [9]-[IO], hence increase the accuracy of the mirrored 
current, /ouf can be further processed for testing purposes. 

^ VDD 

pRdrop 

C U T 

Figure 1. Process-variation independent BICS. 



3. THE DESIGN OF THE PROPOSED 
BICS 

The comparator design was based on a two stage Mil ler opamp. 
A switched capacitor offset cancellation technique, [9], was used 
to reduce the input offset voltage. In order not to affect normal 
operation, the clock frequency for the switches in the 
comparator is kept at least 10 times smaller than the normal 
CUT operation Aequency. The comparator circuit schematic is 
given in Fig.2 and CMOS realization is given in Fig. 3. 

O 
VCM 

Figure 2. Switched-capacitor input o&et reduced comparator. 
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We used the state-variable filter. Fig. 5., from the IEEE Mixed-
Signal Benchmark Suite [11] for the CUT. The filter circuit is 
redesigned in 0.8|im A M S CYE CMOS technology. We carried 
out simulations in HSPICE with BSIM 3v3 model parameters. 
The resistance and capacitance values are the same as the values 
given in [11]. Both the CUT and the BICS operate at ±2.5V. 
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Figure 3. CMOS realization of the comparator given in Fig.2. Figure 3. CMOS realization of the comparator given in Fig.2. 

Switch SI is clocked with CKl and switches S2-S3 are clocked 
with CK2, where CKl and CK2 are non-overlapping clocks in 
order to reduce the charge injection errors [10]. 

The non-overlapping clock generator proposed in [10] with a 
slight modification of the addition of the equal delay circuit 
given in [9] is used to generate equal-delay non-overlapping 
clocks, Fig.4. The addition of the equal-delay circuit is required 
since we use CMOS transmission gate based switches for SI, S2 
and S3. 

The comparator and the non-overlapping equal-delay clock 
generation circuit were designed in 0.8|im AMS CYE CMOS 
technology. The values of ^ and C depend on the normal 
operating frequency of the CUT. The value of C can be chosen 
to be practical for silicon integration. The resistor can be 
implemented as a switched capacitor equivalent to give more 
accurate resistance and to occupy small silicon area [9]. 

Figure 5. Continuous-time state-variable filter. 

The input stimulus to the filter circuit was chosen to be a 1.3V 
sinusoidal wave signal at IKHz. ^ and C were lOOMO and IpF 
respectively. The serial resistance in Fig.l) was 200. 

The size of M ; is 2pm/lp.m. To show the process independence 
of the BICS we carried out simulations for three different 
process parameter sets: worst case power (WP), typical mean 
(TM) and worst case speed (WS). The greatest supply voltage 
degradation to the CUT was 35mV for WP parameter set. This 
does not affect the normal operation of the CUT significantly. 

The simulation results are shown in Rg.6. The dynamic current 
amplitude for the T M parameter set is 13.3|iA, for the WP 
parameter set 30|iA, and for the WS parameter set 3nA. As can 
be seen from Fig.6, the current sensed with the BICS is the 
same as the dynamic C U T current variation in magnitude. All 
the dynamic variations given above are peak-to-peak. 
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Figure 6. c) The current drawn by the CUT (top) and the 
monitored current with the BICS for WS parameter seL 

In Fig.7 the monitored current versus comparator output voltage 
is given for TM parameter set. It can be seen 6om the figure 
that ±e output of the comparator has a 0.8Vpak-m-pc,k change 
with regard to 13.3|iAp<ak-tD-pcak dynamic current change due to 
the CUT. 
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Figure 7. Monitored current versus comparator output. 

We have laid out the BICS circuit and the CUT (state-variable 
filter) in AMS 0.8|i. CYE CMOS technology. We used Cadence 
Virtuoso Layout editor where the layout is done in a full-custan' 
manner. Fig.8 represents the layout of both the BICS circuit and 
the CUT. 
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Figure 8. Layout view of the BICS circuit and the CUT. 

One way to measure the correct functionality of the BICS on the 
fabricated IC is to measure the output voltage of the comparator 
instead of measuring the current on the shunt element. 
Therefore in Fig. 9 we give the post layout simulation results 
where we compare the output of the comparator with the supply 
voltage of the CUT. 

The output of the comparator is saturating for a while because of 
the very small delay between the dock and its inverse, which is 
used to clock the CMOS switch. 



vddcut 
2 4 6 7 -

2.4S85 

2 4 5 6 

0 

-1 -

2 

I 

IWP: n / » 

0 2m 4m 6m 8m 10m 12m 14m 16m 18m 20m 

Time(s) 

Figure 9. a) Comparator output versus the CUT supply voltage 
for WP parameter set. 

vddcut 
2.4744 

2##l 
2 4 7 4 

2.4738 

# 

I 
0 

i / \ 

/T ' .mtr 

i ! 
-j/-

0 2m 4m 6m 8 m 10m 12m 14m 16m 18m 20m 
Time(s) 
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Figure 9. c) Comparator output versus the CUT supply voltage 
for WS parameter set. 

As the comparator has a very high gain (92dB in ±is paper) a 
very small delay will be translated into a saturated voltage at the 
output of the comparator. As can be seen from the Fig.9, the 
realized BICS is functioning correctly even when the dynamic 
change in the supply voltage of the CUT is very small. The 
dynamic CUT supply change for WS parameter set (see Fig.9.c) 
is around gp-Vpcak-to-pcak where with this input cwnparator with 

92dB open-loop gain causes around 0.3Vpeak-to-pcak change at its 
output. As the comparator first saturates due to the delay coming 
from clocks this 0.3Vpeak-to-peak change seems to be masked 
against the saturated output value of -2.5V. 

5. SUMMARY 

In this paper we presented a BICS that is process-variation-
independent and easily integrable for analogue built-in self-test. 
We have confirmed the accuracy of the BICS by HSPICE 
simulations. The area overhead is 0.019mm^ with AMS 0.8 
CYE CMOS technology. 

We have carried out number of measurements on the fabricated 
BICS IC. Measurement results confirm the correct functionality 
of the proposed BICS. 
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Abstract 
In this paper, new approaches to speed up dc and 

ffmwZaffOM of fra/wMfor ZeveZ are 
TTze fAg M evofwaW 

through the use of IEEE Mixed-Signal Benchmark Circuits. 
Up fo A'mef re^fwcfion m C f [ / Ame owf 700% 
coverage is possible for the benchmark opamp circuit. 

1 . Introduction 
Analogue fault simulation is the first step to fault 

coverage analysis, fault grading, fault collapsing, and BIST 
[1], Fast fault simulation, in general, is crucially important in 
terms of speeding up the entire testing process. 

There are still not many analogue fault simulation 
algorithms, in contrast to digital fault simulation. This is 
partly because there is not yet a standard fault model for 
analogue circuits, such as the stuck-at fault model in digital 
circuits. Withmit a fault model, concepts such as fault cover 
and fault detectability are difficult to quantify. Therefore the 
design of fault simulation algorithms that exploit such 
information is difRcult. 

Nevertheless, it is generally acknowledged that analogue 
fault simulation is slow. To make analogue fault simulation 
usable, new techniques need to be developed to cut the CPU 
time. There has been some research on new algorithms for 
speeding up analogue fault simulation [2], [3], [4]. 

In [3], a concurrent fault simulator (CONCERT) for 
nonlinear analogue circuits is presented. In order to speed up 
the simulation process, the authors use fault ordering, state 
prediction and reduced-order fault matrix computation. 

In [4], the authors consider only linear mixed-mode 
circuits. They attempted to represent the analogue blocks in 
the sampled Z-domain using discrete-time state equations in 
order to provide a common framework for the simulation of 
both analogue and digital blocks. 

The objective of the work described in ±is paper is to 
develop techniques to speed up analogue fault simulation. 
The rest of the paper is organised as follows. In Sec. 2 a new 
closeness measurement technique is developed for fault 
dropping in DC and transient analyses. Based on the 
closeness measurement developed in Sec. 2, a new analogue 
concurrent fault simulation algorithm is discussed in Sec. 3. 
Sec. 4 presents the speed-up results obtained in analogue 
fault simulation applying the developed techniques to a set 
of benchmark circuits. Conclusions and possible future 
research is discussed in Sec. 5. 

2 . Closeness Measurement 
There are number of closeness measurements available in 

the literature but they are not easily applicable to the 
problem of analogue fault simulation [6]. In the analogue 

domain, the most widely used closeness measurement has 
been the Euclidean distance [7], [8]. 

In [7], the normalised absolute distance is used. The 
single point closeness measurement is adopted in order to 
detect the similarity between faulty responses and the fault-
free response in DC fault simulation. 

In [8], it is suggested that taking a single point closeness 
measurement into account might not accurately detect the 
distance between the fault-free circuit response and faulty 
circuit responses, as the distance might not always be the 
same during the simulation. Therefore a(^multi point 
closeness measurement for the DC fault simulation of 
analogue circuits is used. 

In the multi-point closeness measurement, let be the 
vector containing the node voltages and/or branch currents 
of the faulty circuit and be the vector of the same elements 
for the fault-free circuit. The distance between the vectors xj 
and is given as follows [8]: 

1 ^ 
(2-1) 

where is the distance between the vectors and z, 
and are the responses for the good circuit and the 
faulty circuit at the N-R iteration. M is the number of 
consecutive N-R iterations for the closeness measurement. 

This closeness measurement is used to decide whether the 
faulty circuit response is close enough to the fault-&ee 
circuit response within a specified threshold to drop this fault 
from the fault list at the succeeding iteration step. If a faulty 
response is far enough from the fault-free response within a 
specified threshold we then can drop this fault also &om the 
fault list, as this fault is deemed detectable. We use the same 
closeness measure with a different threshold to determine 
this distance between faulty and fault-free responses. 

In this work we consider both DC and transient fault 
dropping. For the DC fault simulation we propose to do the 
closeness check at the end of the DC operating point 
calculation of all faulty circuits along with the fault-free one. 
This is because the CPU time spent on DC analysis is very 
small compared with the CPU time spent on transient 
analysis. For transient fault simulation, we propose to do 
the closeness check using simulated values obtained after a 
number of time points. 

Assuming that is the vector containing the node 
voltages and/or branch curraits of the faulty circuit and is 
the vector of the same elements fo" the fault-free circuit, the 
distance between the vectors Xf and is now given as. 

E k - (2-2) 
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where is the distance between the vectors and x,. and 
jî ' are the responses for the good circuit and the t"" faulty 
circuit at the time point and n is the number of 
consecutive time points for the closeness measurement. 

In this paper, both normalised absolute and relative 
Euclidean norms for doing the closeness check are 
discussed. We also allow a choice between those two 
distance measures with different options: single point single 
node, single point multi-node, multi-point single node, 
multi-point multi-node. These options can be directly 
entered with the use of ".options" command from the SPICE 
netlist. Note that for the DC analysis only single-point multi-
node distance checks are meaningful as we do these checks 
at the end of the DC analysis. 

2.1 Threshold Calculation 
Let Uf be the node voltage and/or branch current of a 

faulty circuit and Ug be the same value for the fault-free 
circuit in the case of the single node closeness check. I f we 
assume that the closeness measure is the relative Euclidean 
norm and kug, then the threshold is given as; 

•a / a. (2-3) 

where fA is the threshold between the faulty value and the 
fault-free value. 

I f the closeness measure is the normalised absolute 
Euclidean norm then the threshold is: 

(2-4) 

In the case of the multi-node closeness check, each 
element of the faulty vector might not be perturbed by the 
same amount (t) as a result of the fault being injected in the 
fault-free circuit. There will be a vector X: consisting of 
elements (t,, 2̂, , W where / is number of nodes in the 
circuit being simulated. In order to simplify the calculations, 
however, we assume that 

Now we can say that we want to drop the fault when the 
faulty response is within the 5% of the fault-free response or 
35% far from the fault-free response. In this paper we 
assume that if a faulty response is within 5% of the fault-free 
response or 35% far from the fault-free response then the 
fault can be dropped from further analysis. 

3 . Concurrent Fault Simulation 
Concurrent fault simulation is well understood for digital 

circuits [5]. Recently, the principle of concurrent fault 
simulation has been applied to analogue circuits [2], [3]. In 
concurrent transient analogue fault simulation, all the faulty 
circuits along with the fault-free circuit are simulated 
simultaneously at a time point before simulation proceeds to 
the next time step. In this paper we use different time steps 
to simulate each faulty version of the circuit along with the 
fault-free one, in which case the simulation will speed up 
since some faulty vo^sions might take fewer time steps to 
simulate. This is distinct firom the work done in [3] and [8]. 
Further, if the terminal value of the faulty device is close 
enough to the terminal value of the fault-free device within a 
specified threshold then the fault-&ee device values can be 
reused for the faulty one, thus reducing the CPU time. 

3.1 Concurrent Fault Simulation Algorithm 
Here, we have used structural short circuit faults, which 

are constructed &om the fault-free circuit netlist. If the fault 
free circuit has n nodes then we have n(«-l)/2 faulty versions 
of the circuit to analyse as we assume that there is a short 
circuit fault between each pair of nodes in the fault free 
circuit. We assign a resistance value of 10 ohms to each 
short circuit fault. Similarly the work can easily be extended 
to cover open circuit faults as well. 

The steps for the algorithm that has been implemented in 
our own analogue circuit simulator in C language are as 
follows: 
Step 1. Constitute the original fault list, p" = { F' , ..., , 
by inserting all possible short faults (N=7:(fz-l)/2) into the 
fault-free circuit to obtain N faulty versions. Here P° 
represents the original fault list and P" is the t th fault. Let 
Xo®'' be the response vector of the fault-free circuit and 
be the response vector of the f\h faulty circuit at the at the 
end of the concurrent DC simulation, xq, ie [0, oo) be the 
response vector of the fault-free circuit at the rth time point 
and Xf, ?e[0, oo) be the response vector of the/th faulty 
circuit at the fth time point during concurrent transient fault 
simulation. 

Step 2. DC simulate all faulty circuits along with the fault-
free one. Now and are available. 
Step 3. Carry out a closeness measurement between each 
faulty circuit response, and the fault-free circuit 
response If a faulty response is either within or far 
enough outside user-defined thresholds then drop this fault 
from the original fault list. Now we are left with the faults to 
be taken into account for the concurrent transient simulation. 
Step 4. Simulate all remaining faulty circuits along with the 
fault-free one for a number of time points. Now, %()' and 
are available. 
Step 5. Carry out a closeness measurement between each 
faulty circuit response, and the fault-free circuit response 
%b'. If a faulty circuit response is either within or far enough 
outside user-defined thresholds then drop this fault from the 
fault list. 

Dropped faults are not simulated further during the 
transient analysis. 

There are some faults that cause the simulator not to 
converge at the DC initial solution. These faults therefore 
cannot be dealt with and hence are dropped from the fault 
list. 

4 . Examples 
We used a simple CMOS inverter circuit, and the 2-stage 

Miller op amp, the state-variable active filter, and the 
leapfrog filter, from the IEEE Mixed-Signal Benchmark 
Circuits suite [9], in order to validate our techniques. 

For the CMOS inverting amplifier we used a sine wave as 
the input stimulus. We used all possible norms, where 
looking at the output node for the distance check. A distance 
check was carried out on the second period of the output 
signal where we did simulations for 10 periods of the input 
stimulus. We had 56 possible short faults, but 8 of them 
failed DC convergence. We therefore simulated in total 48 
short faults. 5% and 35% margins for closeness and 
"famess" are used in order to drop a fault. The speed-up (in 
terms of the CPU time and the number of device 
evaluations) and fault coverage for different norms over 
simulated faults are presented in Table I. 



For the above-mentioned benchmark circuits we used 
single-point multi-node Euclidean norm as the distance 
norm, 5% and 35% margins for closeness and "famess". 
The transient analysis was run over 10 periods of the input 
stimulus and the distance check was carried on the second 
period of the output signal, where we assume that after the 
first period of the input stimulus the steady state is reached. 
Note that the choice of which norm to use and how to 
evaluate the results so that to drop a fault from further 
consideration is totally user-defined. 

Two implications of the results we obtain are: fault 
coverage and speed-up in the CPU time. In Table II, we 
present these results for different benchmark circuits. 

5 . Conclusions and Future Work 
We have shown that using our new techniques are 

effective in speeding up analogue fault simulation. By using 
the techniques proposed in this paper, one can achieve over 
19 times speed-up in CPU time while 100% fault coverage is 
also possible for the benchmark opamp circuit. We have not 
considered fault collapsing in this work. We will look at 
fault collapsing to increase even more the speed of 
simulation of non-linear analogue circuits. 
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Table L Fault simulation results for inverting opamp. 

opamp Simulation Time Speed-up Fault Coverage 

FD method 
CPU 
(s) 

Tot # of 
Dev. Ev. 

CPU 
Dev. 
Ev. 

Total 
#of 
sim. 

faults 

# of 
close 
faults 
(DC) 

# o f 
far 

faults 
(DC) 

#of 
close 
faults 
(TR) 

# of 
far 

faults 
(TR) 

Fault 
Coverage 

(%) 

(DC+TR) 

seucl snode 8.19 13644 16.8 19.3 48 14 28 0 6 100 
seucl mnode 22.1 40086 6.2 6.6 48 14 28 0 0 87.5 
meucl snode 8.08 13644 16.9 19.3 48 14 28 0 6 100 
meucl mnode 22.22 40086 6.2 6.6 48 14 28 0 0 87.5 
snabsl snode 26.95 48897 4.6 5.4 48 19 18 1 5 89.6 
snabsl mnode 40.76 74358 3.4 3.5 48 19 18 0 0 77.1 
mnabsl snode 21.84 40707 6.3 6.5 48 19 18 0 8 93.8 
mnabsl mnode 18.87 37822 7.3 7 48 19 18 0 9 95.8 

1 NOFD 137.23 263151 

Table 11. Speed-up and Fault coverage for benchmark circuits. 

Speed-up Fault Coverage 1 

Benchmark CPU Dev. Ev. 
Total 

# of simulated 
faults 

# of 
close 
faults 
(DC) 

#of 
far 

faults 
(DC) 

# o f 
close 
faults 
(TR) 

#of 
far 

faults 
(TR) 

Fault 
Coverage (%) 

(DC+TR) 

INV 5.4 5.2 6 4 2 0 0 100 
OPAMP 6.2 6.6 48 14 28 0 0 87.5 
FILTER 6 5.7 95 35 34 1 6 80 

1 LEAPFROG 5.4 5 378 176 97 0 5 73.5 
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Abstract 
The main difficulty in generating test patterns for 
analogue and mixed-signal circuits is fault simulation. 
Analogue fault simulation is much slower than the 
digital equivalent. Two of the techniques to speed up 
the analogue fault simulation process are: fault 
dropping/collapsing, in which faults that have similar 
circuit responses compared with the fault-free circuit 
response and/or with another faulty circuit response 
are considered equivalent; and behavioural/macro 
modelling, whereby parts of the circuit are modelled at 
a more abstract level, therefore reducing the 
complexity and the simulation time. This paper 
discusses behavioural/macro modelling in order to 
speed-up fault simulation for analogue circuits. 

I. Introduction 
As transistor sizes keep shrinking, integrated circuits (ICs) 
have been growing in size and complexity. This growth in 
ICs causes testing to be much more difficult. For digital 
circuits the problem of testing can be simplified by using 
standard fault models and fast fault simulation. Faults in 
digital circuits can be modelled as stuck-at, bridging and 
open faults. These structural faults can then be used to 
generate fiinctional test vectors. The objective in 
developing a test program for a digital circuit is to 
determine whether or not a fault exists using the smallest 
possible number of test vectors [2]. Therefore, test pattern 
generation is the process of selecting an optimal set of tests 
from all possible input patterns. This optimal test pattern 
selection can be done in an ad-hoc manner for small and 
simple circuits. For larger circuits the optimal set of tests 
can be chosen using algorithms such as the D-algorithm or 
PODEM [2]. 

A test pattern is evaluated by looking at its fault coverage. 
All faults detected with this pattern can be dropped from 
further consideration. Fault simulation is done for the 
assessment of the fault coverage. There are number of fault 

simulation techniques for digital circuits. Serial fault 
simulation is perhaps the simplest method. For each fault, 
a copy of the circuit with the fault inserted into it is 
created. Then, all the faulty copies of the circuits along 
with the fault-free original are simulated with the given 
test patterns. If the output of a faulty circuit differs Irom 
the fault-free output, that fault is considered to be 
detectable. 

Another fault simulation technique for digital circuits is 
concurrent fault simulation [2]. The differences between 
the faulty and the fault-free circuit behaviours might be 
relatively small. Therefore, in concurrent fault simulation 
the aim is to avoid redundant element evaluation when the 
fault-free and faulty behaviours are the same, hence 
reducing the computational effort. 

Analogue and mixed-signal fault simulation has been 
limited to the serial technique. Faster methods are not 
easily applied to analogue and/or mixed-signal circuits, 
because faults do not affect the circuit behaviour in a 
binary manner. 

One way to speed-up fault simulation for analogue and 
mixed-signal circuits is to use behavioural or macro 
models, where parts of the circuit are modelled at a more 
abstract level, reducing the complexity and hence the 
simulation time. In this paper we sunmiarise research in 
behavioural/macro modelling for speeding up analogue 
fault simulation. The structure of the paper is as follows. 
First, macromodelling for analogue circuits is presented. 
Then behavioural modelling is discussed with a case study. 
In section IV, behavioural modelling using Hardware 
Description Languages (HDLs) is summarised. In secion 
V, a behavioural fault model is developed in VHDL-AMS 
for an opamp circuit operating in inverting amplifier 
configuration. Finally, in section VI some conclusions are 
drawn. 

University of Southampton, Department of Electronics 
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II. Macromodels for Analogue Circuits 
Simulation at the transistor level for analogue circuits is 
computationally very expensive. Therefore, one way to 
reduce this high simulation cost is to partition a large 
analogue circuit into smaller functional blocks such as 
opamps and replace each fiinctional block with its 
macromodel or to describe each block using mathematical 
equations (a behavioural model). This technique is 
sometimes called hierarchical simulation [3]. 

The word usually refers to a compact 
representation of a circuit that captures those features that 
are useful for a particular purpose while discarding 
redundant information [4], Macromodels developed for 
SPICE-like simulators are basically electrical networks 
containing devices such as voltage-controlled voltage 
sources instead of the full transistor network and with 
fewer nodes than the original circuit. 

Many circuits are designed in a modular style, in which 
functional units are connected to achieve the design 
specifications. The behaviour of the whole circuit is 
determined by how the individual units interact with each 
other, while what happens inside each is unimportant in 
terms of the behaviour of the entire circuit. The accuracy 
of a macromodel must, therefore, be defined in terms of 
how closely its input-output behaviour matches that of the 
original unit [4], 

Since the early 1970s, a number of macromodels have 
been developed, mainly for integrated operational 
amplifier circuits (opamps) [3]-[14]. Boyle et al developed 
a macromodel for integrated bipolar opamp circuits [5]. 
This macromodel was six times less complex (in terms of 
the node count) than the original opamp circuit, and the 
simulation time was an order of magnitude faster than the 
device-level model. 

the consistency of the performance parameter set, P, 
between the transistor-level circuit and the macromodel. 

Two steps are needed to obtain the macromodel for a 
functional block within an analogue circuit [3]: 
1. Perform transistor level fault simulation for each 

faulty circuit to obtain the value of the performance 
parameter set P 

2. Map each performance parameter set P to the 
corresponding macro parameter set, B. This is referred 
to as parameter mapping. 

It was assumed that the transistor-level fault list is given 
and the macromodel structure and the performance 
parameter set, P, to be matched are predetermined by the 
circuit designer. 

There are several ways to do parameter mapping. One 
simple approach is based on analytical design equations 
that express the macro parameter set, B, as analytical 
functions of the performance parameter set, f , and the 
value of B is derived by function evaluation. As analogue 
ICs get more con^lex, this ^proach is becoming more 
difficult. Another simple approach is to build an empirical 
mapping function, based on a large number of 
data pairs ( f , B), referred to as the (raMmg jef [3]. Usually 
the training set is generated by randomly selecting M out 
of the TV performance parameter sets for the faulty circuits 
obtained by transistor-level simulation and then the value 
of the macro parameter set B for each selected P is 
derived. The derivation of each data pair usually requires 
multiple runs of macromodel-level simulation [3]. 

Macromodelling in general and fault macromodelling in 
particular, using SPICE-like languages, nevertheless, have 
been shown to be-very difficult [1], [3]-[18]. Therefore, 
another easier and perhaps more efRcient way of 
modelling analogue circuits at a higher level is necessary. 

The derivation of component values for the Boyle 
macromodel is not, however, straightforward. Some 
parameters are modelled using unbalanced input devices 
and other parameters interact. Therefore, a modular 
approach was suggested [8], in which a macromodel was 
derived simply from the published data sheets. Individual 
parameters were modelled separately and the results 
combined to provide the output response. Since the 
parameters were separated they did not interact and only 
those required were included. 

Recent research has focused on how to capture the effect 
of a fault in an analogue circuit within its macromodel [1], 
[3], [15]. In, [3] the fault macromodelling problem was 
formulated in terms of deriving the macro parameter set, 
g, based on the performance parameter set, f , (gain, 
bandwidth, samples on the frequency or time response 
curves, etc.) of the transistor-level faulty circuit. The 
accuracy of the macromodel was evaluated by checking 

III. Behavioural Modelling 
A behavioural model describes a circuit block in terms of 
mathematical equations modelling the functionality of the 
block, for example, in terms of the input-output 
relationship. Behavioural modelling has been used for 
speeding up analogue simulation in general [19] and 
analogue fault simulation in particular [I], [15], [18], [20]. 
In [19], analogue circuits were modelled behaviourally in 
the C programming language. Broyden's method was used 
to formulate and solve the model equations in a custom 
simulator. Broyden's method was originally proposed in 
[21] as an algorithm for the solution of systems of 
nonlinear equations, i.e. of the derivatives of a set of 
functions. The main drawback with the work described in 
[19] is that since the technique does not require derivatives 
it cannot be used for small-signal analysis. 

In [15], Chang et al presented a behavioural fault model 
derived from a macromodel of a CMOS operational 



amplifier from the IEEE Mixed-Signal Benchmark Suite 
[22] (Figure 1). 

simulations and are shown in Figure 3, Figure 4, and 
Figure 5, respectively. 

The faulty macromodel was developed using DC-sweep 
analysis. The DC behaviour of the benchmark opamp 
operating in inverting, non-inverting and unity gain 
amplifier configurations was first investigated under 
different faulty conditions, as shown in Figure 2. Single 
transistor catastrophic faults, bridging/short and nearly 
open faults, and parametric faults with W (chaimel width), 
L (channel length) and V, (threshold voltage) varied by 
+10% were used for each transistor. Then an attempt was 
made to group the different faulty behaviours. By 
comparing the fault-free offset voltage measured at the 
inputs of the opamp operating in one of the three 
configurations with the equivalent faulty circuits, four 
different equivalent fault types were derived [15]: M4 
drain-to-gate short (Type I), M5 drain-to-source short 
(Type II), M7 drain open (Type III), and M5 drain-to-
source short (Type IV). The Rrst three fault types existed 
for the opamp operating in the inverting configuration; the 
Type IV fault group was found for the non-inverting 
configuration. 

r- vdd 

Figure 1. The 2-stage CMOS Miller opamp used in [15] 
for behavioural fault modelling. 

i t ' 

Figure 2. Three different conRgurations used in [15] for 
the benchmark circuit given in [22]: (a) Inverting 
amplifier, (b) non-inverting amplifier, and (c) unity gain 
buffer. 

The input offset voltage (measured between the non-
inverting and inverting inputs of the opamp in the closed-
loop configurations) and the output voltage versus the 
input voltage for the fault-free opamp operating in the 
three conOgurations were determined by HSPICE 

vomv) 

2 2.5 VInM 

Figure 3. Input offset voltage and output voltage versus 
input voltage for the fault-free inverting amplifier. 
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Figure 4. Input offset voltage and output voltage versus 
input voltage for the fault-free non-inverting amplifier. 

Figure 5. Input offset voltage and output voltage versus 
input voltage for the fault-free unity gain buffer. 
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Figure 6. Input offset voltage and the output voltage for Figure 9. Input offset voltage and the output voltage for 
the Type I fault. Type IV fault. 
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Figure 7. Input offset voltage and the output voltage for 
the Type n fault. 
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The input offset voltage and the output voltage for each 
fault group with respect to the input voltage were also 
found by HSPICE simulations and are shown in Figure 6, 
Figure 7, Figure 8, and Figure 9, respectively. 

As can be seen Aom Figure 6 and Figure 9 responses 
obtained for Type n and Type IV faults are quite similar 
to the fault-free responses in Figure 3 and Figure 4. Type 
I I and Type IV input offset voltages are somewhat 
different from the fault-free responses. The input offset 
voltage has a small DC level for Type n faults, but has a 
non-linear characteristic for Type IV faults. 

The remaining two faults have very different 
characteristics to the fault-free equivalents for both input 
offset voltages and output voltages. It can be concluded 
from the Ggures that a Type I fault causes the inverting 
ampliRer output to be nearly stuck at a negative voltage 
near to the negative supply voltage level. A Type III fault 
causes the inverting amplifier output to have a non-
inverting characteristic for the negative values of the DC 
input signal, and an inverting characteristic for the positive 
values of the DC input signal. As can be seen from the 
Ggures above, the input offset voltage at the inputs of the 
opamp has a hnear characteristic for Type I faults, and a 
piecewise linear characteristic for Type m faults. 

The macro model given in Figure 10 for the inverting 
opamp was used to derive the input output relationship 
under fault conditions [15]: 

(1) 

^ ^ fr 1 , , , f where Acz. is the closed-loop gain for the opanq). The 
Figure 8 ^ u offset voltage and the output voltage for t̂ ŝ m and k are given in [15] as: 
the Type IE fault. ^ i j 

m = -
-^2 

D + /(2 
(2) 



and 

t = ayof + + cVff 

where 

D = g(/(2// // // j ) . 

g = ^ // // ^2 // 2;;(cm), 

(3) 

a = 
/?2//D 

6 = 

AcJ/n//^2//2/?icm//g!(2)' 

/(2 
Rl 

// /// //(/(2 // ̂ 11)// 
AMI 

/;il = M//2/(!cm///;Kf, 
and A represents the open-loop gain. 

Figure 10. Macromodel used in [15] to derive the input-
output relationship for the closed loop inverting op amp. 

The non-ideal effects such as the input offset voltage, Woj, 
±e Onite open-loop gain, A, and the finite input and ou^ut 
resistances, (differential mode input resistance), ^icm 
(common mode input resistance), (output resistance), 
and the resistances from output node to the supply rails 
(/(&( and /(ff) to model output stuck-at faults were taken 
into account in deriving equation (1). Note that for the 
fault-free case, ^:cm, /((W, /(ff, and A would be 
inOnite, Vbf, and would be zero, hence m—>0, and 
^ > 0. When a fault causes the ouq)ut to be stuck at some 
voltage level, D —> 0, therefore m —> -1 , and ^ is the 
value of the stuck output voltage; the closed-loop gain, 
Aci, is assumed to be unity. As they are de^t with 
elsewhere [15], the derivation of the above equations will 
not be given here. 

In [15], the current l imiting effect was also modelled. This 
is due to the finite supply voltage at the output of the 
opamp. It is claimed that the model covers all the 
parametric faults and 92.5% of the catastrophic faults that 
were considered. The model could not model M4 drain-to-
gate short, M5 drain-to-source short, M l open-gate faults 
for the non-inverting amplifier and M2 drain-to-gate short, 
M4 drain-to-gate short, M5 drain-to-source short, M l open 
gate, M3 open source and M5 open gate faults for the unity 
gain buffer. 

IV. Behavioural modelling using HDLs 
HDLs have been in use for behavioural modelling and 
simulation of digital circuits as well as analogue electronic 
systems, fluid concentrations in chemical processes, and 
parachute jumps since 1960 [26]. Currently two of the 
most widely used standards for modelling digital designs 
are VHDL [23], and Verilog [24]. For analogue circuits, 
the choice has been between SPICE and proprietary 
analogue HDLs. 

Analogue HDLs support the description of systems of 
differential and algebraic equations (DAEs). The solution 
of these systems varies continuously with time. Most 
analogue HDLs support both structural con^sition and 
conservation semantics, in addition to behavioural 
descriptions. Examples of such languages are FAS [27] 
SpectreHDL [28] and Verilog-A [29]. 

Mixed-signal design has depended on the use of separate 
HDLs for the analogue and digital parts or, again, on 
proprietary languages. Mixed-signal languages support 
both event-driven techniques and differential and algebraic 
equations in one simulator. Simulators in this category are 
MAST/Saber [30], VeriasHDL [30], AdvanceMS [27], 
Hamster [31]. 

Both VHDL and Verilog have been extended to analogue 
and mixed-signal design: VHDL-AMS [32], and Verilog-
AMS [29]. The analogue extensions to VHDL and Verilog 
should alleviate the multiple-language problem [25]. 

Since VHDL-AMS was standardised in 1999 there has 
been some work done on fault modelling using VHDL-
AMS. One reason for the limited progress is perhaps that 
there is not yet a robust VHDL-AMS simulator available 
that has all the VHDL-AMS constructs, such as procedural 
statements, implemented. Perkins et al attempted to use 
analogue VHDL for fault modelling and simulation with 
very limited success [1]. The authors used the HDL-A 
modelling language with the ELDO simulator from 
Anacad. Behavioural model simulation using HDL-A and 
ELDO was over 4.6 times slower than the macromodel 
simulation carried out using HSPICE, as reported in [1]. 
One of the reasons was that the semiconductor device 
models implemented in ELDO were not as efficient as 
those in HSPICE. 



V. A VHDL-AMS behavioural fault model for the 
inverting opamp 

A VHDL-AMS model for the behavioural model given in 
(1) is developed and given in Figure 11. 

--behavioural opamp 
LIBRARY DISCIPLINES; 
LIBRARY IEEE; 
USE 
DISCIPLINES.ELECTROMAGNETIC_SYSTEM.ALL; 
USE IEEE.MATH_REAL.ALL; 

-entity 
ENTITY op_behav IS 

GENERIC ( m : real := 0.0; -fault-free value 
k : real := 0.0; -fault-free value 

Acl : real := -1.0; -closed-loop gain 
rin : real := 4.0e5;); 

PORT (TERMINAL inn, outt: electrical); 
END; 

-architecture 
LIBRARY DISCIPLINES; 
LIBRARY IEEE; 
USE 
DISCIPLINES.ELECTROMAGNETIC_SYSTEM.ALL; 
USE IEEE.MATH_REAL.ALL; 

ARCHITECTURE behav OF op_behav IS 
quantity vout across iout through outt; 
quantity vin across iin through inn; 

begin 
iin == (vin 4- (1.0 + m)*vin) / rin; 
vout == Acl * (vin + m * vin + k); 
end; 

Figure 11. A VHDL-AMS behavioural fault model for the 
inverting operational ampliGer for the fault-free case. 

As can be seen from the Figure 11, it is much simpler to 
implement the behavioural model in VHDL-AMS 
compared with the macromodel development using 
SPICE-like languages. 

V. Conclusion 
In this paper, we have discussed behavioural and 
macromodelling techniques in order to speed-up analogue 
fault simulation process. We also have developed a 
behavioural fault model in VHDL-AMS for an opamp 
operating in inverting amplifier configuration. Capturing a 
circuit behaviour under faulty conditions at a higher level 
using mathematical equations (behavioural modelling) is 
somewhat simpler than trying to come up with the 
macromodels for that circuiL As VHDL-AMS and 
Verilog-AMS have now been standardised, it should be 
easier to develop behavioural fault models using these 
standard languages. 
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1 Introduction 
It is becoming increasingly necessary to use mixed signal 
simulation to understand the behaviour of circuits under 
fault conditions. In order to practically implement 
simulation techniques it is necessary to implement realistic 
fault models, simulate large numbers of possible fault 
conditions in a reasonable t ime and test the resulting 
behaviour against the design specification. 

I f these three requirements are considered in reverse order, 
the Orst decision to make is what kind of testing approach 
to take? The two main types of approach are specification 
based and fault model based. In the specification based 
approach the circuit is tested against the specification [1] 
and a fault is deemed to have occurred only if the resulting 
measurement of per formance is outside the specification 
range (e.g. rise time or bandwidth). Another approach is to 
build up a 'fault dictionary' of the standard faults 
characterised for each device or circuit [2-6]. In this case, 
the fault occurs when the model exhibits specific faulty 
behaviour that may still meet the specification. Using this 
approach, when the fault occurs, then the behaviour can be 
matched against the previously obtained fault types and 
immediately identified. 

It is obvious f rom the requirements of the fault simulation 
approaches, especial ly the fault model based technique, that 
exhaustive s imula t ions are required to identify the faul ty 
behaviour. This requi rement virtually mandates the 
intelligent use of behavioural modelling techniques to 
reduce the s imulat ion t imes required [7]. A significant issue 
with the implementa t ion and use of behavioural models in 
simulation for ana logue integrated circuits is the matching 
of the device b e h a v i o u r with the one found by transistor 
level simulation. Usually the transistor level simulation is 
carried out in a variety of SPICE simulators (e.g. HSPICE), 
and the question ar ises , how can the behavioural models be 
characterised easi ly a n d used in conjunction with these 
transistor level descript ions? Typical behavioural 
simulators, such as Saber, may use a proprietary language 
(MAST [8]). Despite the capability of the simulator at the 
behavioural level, t he results of the transistor level 
simulations may no t match those found by SPICE-like 
simulators, such as HPSICE, exactly (due to differences in 
the underlying transistor models and solution methods). 
The standard language IEEE 1076.1 (VHDL-AMS) [9] may 
also be used in simulators such as VeriasHDL or HAMSter, 
but the same p rob lem arises that behavioural simulators are 
not renowned fo r the i r ability to deal adequately with 
transistor level s imula t ions for large circuits. It is clear 
therefore, that check ing is required at all stages to ensure 
that the behavioura l models are consistent with the 
benchmark t ransis tor level models . If this is done then 
minor differences b e t w e e n the implementat ions in different 
simulators can be minimized. 

Implementing realistic fault models at different levels of 
abstraction is necessary to provide the required accuracy of 
the mixed level s imulat ions. Using transistor level 
simulation models to establish the basic behaviour under a 
set of predefined fault conditions provides a baseline to 
which the behavioural model can be characterised. The 
choice can then be made as to which type of behavioural 
modelling approach is required. In this paper, the 
concentration is on the operational amplif iers , and there are 
two main approaches for behavioural modelling of these 
circuits; the macro-model and the equation based model. 
The standard Boyle macro-model [10] has been used for 
many years to behaviourally model opamps, but with the 
development of modem HDL based simulators, such as 
Saber, a more direct equation based implementation of 
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opamp behaviour is possible. This paper deals with the 
equation-based approach to implement fault behavioural 
model using catastrophic and parametric structural faults. 

The structure of the rest of the paper is as follows: First, 
transistor level opamp modelling is discussed. Then closed 
loop fault behavioural model is developed for a benchmark 
opamp circuit. Later, an open loop fault behavioural model 
is discussed. Finally, some conclusions are drawn. 

2 Transistor Level Modelling 

2.1 Introduction 
While the simulation of devices at the transistor level is 
computationally very expensive, it is generally accepted 
that this provides a somewhat realistic and accurate result. 
It has been previously discussed in [5] and [7] how faster 
simulations can be carried out by using hierarchy and 
replacing some devices with behavioural models, without a 
severe penalty on the accuracy achieved. In this paper, the 
transistor level models are used as a benchmark to establish 
the behaviour of the device, and this is then used to 
characterise the behavioural model to the same level of 
accuracy, but with a much faster simulation. 

2.2 Benchmark Operational Amplifier 

To demonstrate the concepts used in this paper, the IEEE 
Mixed-Signal Benchmark opamp circuit has been used [11], 
the schematic for which is shown in figure 1. The SPICE 
netlist for this opamp is given in Figure 2, which also 
shows the Level 3 MOS transistor parameters used in the 
benchmark circuit. 

I ( f 

Figure 1: Transistor Level Operational Amplifier 

.subckt OpAmpFaultFree VO VP VN Vdd Vss 
Rc KET32 VO 2E3 M=1.0 
Cc NET48 NET32 lE-12 M=1.0 
M6 NET48 VP NET44 Vdd PMOS L.4E-6 W=30E-6 M=1.0 
M3 NET35 VN NET44 Vdd PMOS L=4E-6 W-30E-6 M=1.0 
M9 VO NET48 V88 VSB NMOS L=3E-6 W.154.2E-6 M-l.O 
M4 NET35 NET35 Vss V88 NMOS L=4E-6 M=15E-6 M-1.0 
M7 NET48 NET35 Vss Vss NMOS L=.4E-G M-15E-6 M-1.0 
M2 NET54 NET54 Vss V88 NMOS L=32E-6 Wc3E-6 M=1.0 
M8 VO NETS4 Vdd Vdd PMOS L=4E-6 W=200E-6 M=1.0 
Ml NET54 NET54 Vdd Vdd PMOS L»4E-G W-12E-6 M=1.0 
MS NET44 NET54 Vdd Vdd PMOS L.4E-6 W=.30E-6 M=1 

+VTO-.79 GAMMA..38 PHI..53 RD=S3 RS=63 IS=1E-16 
PB».8 CGS0.1.973E-10 
+CGD0=1.973E-10 RSH=45 CJ=0.00029 MJ=.48S 
CJSW.3 .3E-10 MJSW- .33 JS=0.0001 
+TOX=2.5E-08 NSUB=8.7E+15 NFS=8.2E+11 TPG-1 XJ=1E-
07 LD=7E-08 UO=577 
+VMAX-150000 FC- . 5 DELTA-. 3551 THETA=0.046 ETA=.16 
KAPPA-0.05 
.MODEL PMOS PMOS LMIN=1.2E-0S LMAX=100E-06 
WMIN=2.0E-OS WMAX=500E-0S LEVEL=3 
+VTO—8.40000000E-01 GAMMA=.53 PHI-. 58 RD=94 RS = 94 
IS=1E-16 PB=.8 
+CGSO=3.284E-10 CGDO-3.284E-10 RSH:.100 CJ-0.00041 
MJ=.54 CJSW=3.4E-10 MJSW=.3 
+JS=0.0001 TOX-2.5E-08 NStB=l. 75E+1S NFS=8.4E+11 
TPG-1 XJ=0 LD-6E-08 UO-205 
+VMAX-500000 FC- .5 DELTA-. 4598 THETA-. 14 ETA-.17 
KAPPA-10 
.ends OpAmpFaultFree 

Figure 2: Transistor Level Operational Amplifier Netlist 

2.3 Transistor Level Fault Free Behaviour 

Using the transistor level operational amplifier model 
described, the behaviour of the device from the inputs to the 
output can be characterised in the inverting, non-inverting 
and unity gain configurations using the test circuits given in 
figures 3(a), (b), and (c), respectively. 
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'5-1 1-
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_ r 

vout 

R2 

I—I I—L vout 

(a) 

(b) 
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Figure 3: Closed Loop Test Circuits (a) Inverting, (b) Non-
inverting, (c) Unity Gain 

Using these test circuits, the fault free operational amplifier 
model was tested using Hspice and Pspice, with the input 
offset voltage and the output voltage measured in each case. 
The results of these simulations are shown in figures 4, 5, 
and, 6. The DC transfer analysis was used in this case as the 
faults could be classified using this aspect of the device 
behaviour alone. The DC transfer analysis in Saber allows 
the specification of the starting and finishing voltage values 
(-3V and +3V respectively), and a voltage step size (lOmV 
in this study). 

.MODEL NMOS NMOS LMIN=1.2E-06 
MMIN-2.0E-06 MMAX-500E-0G LEVEL-3 

0 
mAX-l.SE-OS 
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Figure 5: Non-Inverting Amplifier Input Offset Voltage (vp-vn) 
and Output Voltage 
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Figure 6: Unity Gain Amplifier Input Offset Voltage (vp-vn) and 
Output Voltage 

2.4 Operational Amplifier Fault Behaviour 
Recently work has been done to group the catastrophic and 
parametric faults that can occur in operational amplifiers by 

looking at the offset voltage at the inputs of the op amp, 
while carrying out DC sweep analysis [11]. Catastrophic 
faults are those that occur when an open or short circuit 
causes a complete failure in the operation of the device. 
Parametric faults, on the other hand, are variations in the 
MOS transistor channel lengths and widths, and threshold 
voltages, which cause a minor variation in the device's 
specification, such as gain and bandwidth. In this paper we 
are concentrating on the catastrophic faults, but the same 
models can be used to characterise the parametric faults as 
well. 

The catastrophic faults for the opamp shown in Figure 1 can 
be categorised into four main types, type I (M5 Drain-Gate 
Short), type II (M7 Drain open), type III (M5 Drain to 
Source Short) and type IV (M5 Drain-Gate Short). Fault 
types I-III are for the inverting amplifier configuration, 
while the type IV fault applies to the non-inverting 
configuration. Figures 7-10 show DC transfer 
characteristics for four fault types. 

c -2.08 
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Figure 7: Inverting Amplifier Input Offset Voltage ^ v n ) and 
O u t p u t V o l t a g e w i t h t y p e I f a u l t 
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Figure 8: Inverting Amplifier Input Offset Voltage ^ -vn ) and 
O u t p u t V o l t a g e w i t h t y p e 11 f a u l t 



Figure 9: Inverting Amplifier Input Offset Voltage ^ v n ) and 
O u t p u t V o l t a g e wi th type I I I fau l t 
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Figure 10: Non-Inverting Amplifier Input Ofket Voltage ^ - v n ) 
and Ou^ut Voltage with type IV fault 

3 Closed Loop Behavioural Modelling 

3.1 Close Loop Model Equation 

With the complete transistor level modelling of the 
operational amplifier for the fault free and faults I-IV 
completed, this behaviour can be modelled behaviourally in 
a closed loop form. Change et al [11] provide a simple 
closed loop model of the form given in (1) which gives the 
input-output voltage relationship of the behavioural model. 

~ ^CL [(l "I" (1) 

where is the Closed Loop gain of the opamp, andm and 
A: are parameters that characterise the non-ideal opamp 
effects, such as the limited output resistance, and the 
opamp's faulty behaviour for the closed loop configuration. 

How the parameters m and t can be derived analytically 
from the parameters of the opamp is described in [7] and 
[11]. In this paper, the parameters were derived directly 
using the transistor level simulation results. For the fault 

free case, the parameters can be derived by inspection. For 
example, in the fault free inverting case, the gain is -1 (R, = 
R2 = IMegO), and therefore m=0 and k=Q. For type I faults 
(a stuck at fault), if m=-l, then the value of the output 
voltage will simply be -A, where k is the magnitude of the 
stuck at voltage. 

3.2 Proposed Closed-Loop Fault 
Behavioural Model 

The model defined by equation (1) was implemented as a 
behavioural model using the MAST modelling language 
and simulated with the Saber simulator. The model listing 
is provided in Figure 11. 

template opamp_behav2 vin voutgnd = a,m,k 
electrical vin,vout,gnd 
#. . .Operational Amplifier Parameters 
number a=l 
#...Fault Offset Voltage Parameters 
number m=0 ""4; 

number k=0 
{ 

#...Declarations 
var i i 
val V vo, vi, fo, voutcalc 
#...Procedural Expressions 
values { 

#...Terminal Voltages 
vo = v(vout) - V (gnd) 
vi = V (vin) - V (gnd) 
#...Fault Offset Voltage 
fo = m*vi + k 
voutcalc = a* (vi+fo) 
#. . .Supply Voltage Limit 
if {voutcalc > 2.5) voutcalc=2.5 
if {voutcalc< -2.5) voutcalc = -2.5 

} 
equations { 

#... Fundamental Equations 
i(vout->gnd) += i 
vo = voutcalc 
} 

} 
Figure 11: Closed. Loop opamp MAST model 

3.3 Testing the basic fault model 

Using the same test benches as were used in the transistor 
level simulations, the behavioural model was tested in the 
fault free and each of the fault type cases with a DC transfer 
analysis. In the inverting fault free case, m=k=0 with the 
output voltage as shown in figure 12. 

vm (V) 

Figure 12: Inverting Amplifier Input Output Voltage for a fault 
f ree behavioura l m o d e l 

In the fault I case, the output voltage is a stuck at voltage, 
with the values -2.14 at -2.5V input to -2.11 at +2V. The 
region 2V to 2.5V is slightly steeper, with the variation -
2.11 to -2.06 for the input range 2V to 2.5V. Therefore to 



get a highly accurate mapping of output voltage 
behaviourally would require a PWL model. However, in 
this case the fact that the model is exhibiting a stuck at fault 
is adequate, and is accurate to within 5%. To get equation 
(I) to exhibit this behaviour, m=-l (cancelling out the input 
voltage terms) and, k is just the value of stuck at voltage, 
which is probably best matched at vin=0, vout=-2A3Y, 
therefore t=2.13. The Saber simulation result of the 
behavioural model for this fault type is given in Figure 13. 
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F i g u r e 13: Inver t ing A m p l i f i e r I n p u t O u t p u t V o l t a g e f o r a fau l t I 

behavioural model 

In the type II faults, the opamp works almost correctly, but 
the input offset is much higher than normal (lOmV), 
causing a slight offset in the output. This manifests itself 
with a slight offset in the output voltage, leading to early 
saturation on one side of the output voltage swing. The 
basic behavioural model does not cope with this and aa 
such must in fact include a limiting function to limit the 
output voltage to the supply rails (+/- 2.5V in this case). 
The resulting simulation of the output voltage is shown in 
figure 14. 
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Figure 14: Inverting Amplifier Input Ou^ut Voltage for a fault I I 
behavioural model 

In the type III fault case, when the input voltage is greater 
than zero, the inverting opamp circuit works correctly, but 
when v;M<0, the circuit behaviour turns into non-inverting. 
In terms of the equation (I), this implies thatA=0 and that M 
is 0 for vmX) and for v:f;<0, M:=-2. This is summarised in 
equation (2). 

vouf = 
> 0 

v:n<0,m=-2 
(2) 

This discontinuous behaviour cannot be modelled using the 
simple behavioural model previously given, and a 
modification was made in the model to include this change 
in behaviour as shown in Figure 15. 

#...Fault Offset Voltage 
if {vi <0) { 

fo = -2*vi 
} 
else { 

fo = 0 

} 
vout = a* (vi-i-fo) 

F i g u r e 15: M o d i f i c a t i o n to the behav ioura l m o d e l fo r t ype III 

faults 

Using this modified model, the resulting behaviour can be 
seen in figure 16, 

0 

vin (V) 

Figu re 16: Inver t ing A m p l i f i e r Inpu t O u t p u t V o l t a g e f o r a fau l t III 

b e h a v i o u r a l m o d e l 

The same behavioural model can also be used for the non-
inverting closed-loop case. In this configuration, the 
transistor level behaviour can be replicated using the 
parameters m=0 a n d k=0 with ACL=2 = 1 + ^ / J!, f o r 

the non-inverting opamp). The resulting simulated output 
voltage is shown in Figure 17. 

(V) 0,0 

/ 

/ 

Figure 17: Non-Inverting Amplifier Input Output Voltage for a 
faul t f r e e behav ioura l m o d e l 

On inspection of the transistor level results for the fault IV 
case, it is clear that a PWL approximation is required to 
provide a realistic match with a behavioural model. The 
closed loop model was therefore modified using a PWL 
voltage offset as shown in Figure 18. 

^-Definition of the PWL structure 
struc { 

number vi, vo 
} pwlv[*] = [(-2.15,0.016), (-

1.3,0.02),(-1.13,-
0.111),(0.6,0.003),(2.5,0)] 

... Existing Model Code 
#... Calculation of the fault voltage 
vos = pwll(2,pwlv,vin) 

Figure 18: Modification to the behavioural model for type IV 
faults 



The resulting change in behaviour is subtle, but is a slight 
non-linearity introduced on the output voltage. The output 
voltage obtained using the behavioural simulation is given 
in Figure 19. 

(V) 0.0 / 
/ 

Figure 19: Non-Inverting Amplifier Input Output Voltage for a 
f a u l t I V b e h a v i o u r a l m o d e l 

4 Open Loop Behavioural Modelling 
One drawback with the closed loop model is the restriction 
on the topologies that can be simulated. If extra components 
are added into the feedback loop for example, then a 
complete re-characterisation is needed. To combat this, 
therefore, a modified fault offset voltage model was created 
that could be connected to the input of the opamp creating 
the required fault offset voltage, while allowing an 
arbirtrary connection to the opamp externally. The resulting 
mast model is given in figure 20. 

tiemplate fos inm foBp=m,k, fault: 
electrical inp,inm,fosp 
number tn=0,k=0 
enum { _faultl, _fault2, _fault3, _fault4, none, 
_8pecified } fault=_none 

var i i 
val V vin,vo8 
foreign pwll 

s t r u c ( 
number vi, vo 
) pwlv[*] - [(-2.15,0.016),(-1.3,0.02),(-

1.13,-0.111),(0.6,0.003),(2.5,0)] 
# } pwlv[*] = [(-2.5,0), (-1.2,0), (-
0.9,0.2), (-0.2,0.01), (1.0,0), (2.5,0)] 

#...Procedural Statements in this section 
values { 

#... Calculate input voltage vin from 
voltage on pins inp and inm 

vin = v(inp)- v(inm) 
if (fault == _faultl) { 

vos=-1.02*vin + -2.215 
} 
else if (fault == _fault2) ( 

vos = -0.011 
) 
else if (fault -= _fault3) { 

if (vin < 0 ) { 
vos = 0 

} 
else ( 

vos = -2*vin 

else if (fault == _specified) { 
vos = vin*m + k 

} 
else { 

vos = 0 

equations { 
i (fosp->inp) 
i : V(inp) -
} 

+= i 
v(fosp) 

F i g u r e 2 0 : G e n e r a l P u r p o s e O p a m p F a u l t M o d e l 

This model can then be connected in series with any 
behavioural opamp model with the option of either 
specifying specific fault types, or defining the m t 
parameters directly. The advantage of using this type of 
approach becomes clear when more complex circuits are 
tested such as the IEEE Mixed-Signal Benchmark Biquad 
filter shown in Figure 21. Obviously, the opamps are not 
the simple buffers previously analysed using the closed 
loop model, and as such the open loop fault model becomes 
an ideal approach to simulating faults in this type of circuit. 
If this circuit is simulated in the fault free case the resulting 
output signal is given in Figure 22. 

F i g u r e 2 1 : B i q u a d F i l t e r B e n c h m a r k c i r c u i t 

F i g u r e 2 2 : B i q u a d F i l t e r f a u l t f r e e t r a n s i e n t r e s p o n s e 

If the fault model for a type I fault is implemented in any of 
the opamps using the open loop behavioural model, then 
the output will be a stuck at voltage, as is shown in Figure 
23. 

else if (fault == _fault4 ) ( 
vos = pwll{2,pwlv,vin) 
vos m -0.5*VO8 

} 



Figure 23: Biquad Filter fault I transient response 

There is a slight ripple on the output, but essentially the 
output is stuck at -2.4V. 

5 Summary of the results 
It is clear from these results that there is a good correlation 
between the transistor level and behavioural level models. 
The real benefit for multiple simulations depends also on 
the simulation times in each case, and these are summarised 
in table 1. For each case a number of runs (3) was taken in 
each case and the average simulation time (CPU seconds) 
was recorded. 

Transistor level Behavioural 
Circuit configuration Simulation level 

Time (s) Simulation 
Time (s) 

Inverting Fault Free 1.88 O.I 
Inverting Fault I 1.78 0.1 
Inverting Fault I I 1.81 0.1 
Inverting Fault III 1.89 0.15 
Non-Inverting Fault Free 1.89 0.1 
Non-Inverting Fault IV 1.89 0.45 
Biquad Filter (a) 11.1 2.35 
Biquad Filter (b) 93.2 2.49 

Table 1 : Comparison of Simulation Times 

In most of the opamp test cases, the speed up in using 
behavioural models was 18 times. This was slightly reduced 
in the Fault III and Fault IV models due to the extra 
solution time required to deal with the more complex PWL 
characteristic in the model. For the Biquad filter in case (a) 
the input voltage was half the supply voltage, and in case 
(b) the input was full scale. It is clear from the difference in 
simulation times that the relative merits of the MOS and 
Behavioural models may depend significantly on the 
operating region of the devices. If the devices are pushed 
into their non-linear regions, then the solution time may 
drastically increase as is the case here (x9). It is interesting 
to note that the behavioural model simulation time is almost 
exactly the same in both cases implying that the model is 
robust and can handle the limiting to the supply aspects 
without undue convergence difficulties. 

in the application of the fault models in the general case. 
Results show a good correlation between transistor and 
behavioural models at all stages, with a corresponding 
improvement in simulation times. 
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Behavioural Modelling of Operational Amplifier Faults using VHDL-AMS 

Abstract 
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1 Introduction 
It is becoming increasingly necessary to use mixed signal 
simulation to understand the behaviour of circuits under fault 
conditions. In order to practically implement simulation 
techniques it is necessary to implement realistic fault models, 
simulate large numbers of possible fault conditions in a 
reasonable time and test the resulting behaviour against the 
design specification. 

If these three requirements are considered in reverse order, 
the first decision to make is what kind of testing approach to 
take? The two main types of approach are specification based 
and fault model based. In the specification based approach 
the circuit is tested against the specification [1] and a fault is 
deemed to have occurred only if the resulting measurement of 
performance is outside the specification range (e.g. rise time 
or bandwidth). Another approach is to build up a 'fault 
dictionary' of the standard faults characterised for each device 
or circuit [2-6]. In this case, the fault occurs when the model 
exhibits specific faulty behaviour that may still meet the 
specification. Using this approach, when the Ault occurs, 
then the behaviour can be matched against the previously 
obtained fault types and immediately identified. 

It is obvious from the requirements of the fault simulation 
approaches, especially the fault model based technique, that 
exhaustive simulations are required to identify the faulty 
behaviour. This requirement virtually mandates the intelligent 
use of behavioural modelling techniques to reduce the 
simulation times required [7]. A significant issue with the 
implementation and use of behavioural models in simulation 
for analogue integrated circuits is the matching of the device 
behaviour with the one found by transistor level simulation. 
Usually the transistor level simulation is carried out in a 
variety of SPICE simulators (e.g. HSPICE), and the question 
arises, how can the behavioural models be characterised 
easily and used in conjunction with these transistor level 
descriptions? Typical behavioural simulators, such as Saber, 
may use a proprietary language (MAST [8]). Despite the 
capability of the simulator at the behavioural level, the results 

of the transistor level simulations may not match those found 
by SPICE-like simulators, such as HPSICE, exactly (due to 
differences in the underlying transistor models and solution 
methods). The standard language IEEE 1076.1 (VHDL-
AMS) [9] may also be used in simulators such as VeriasHDL 
[13] or HAMSter [14], but the same problem arises that 
behavioural simulators are not renowned for their ability to 
deal adequately with transistor level simulations for large 
circuits. It is, therefore, clear that checking is required at all 
stages to ensure that the behavioural models are consistent 
with the transistor level models. If this is done then minor 
differences between the implementations in different 
simulators can be minimized. 

Implementing realistic fault models at different levels of 
abstraction is necessary to provide the required accuracy of 
the mixed level simulations. Using transistor level simulation 
models to establish the basic behaviour under a set of 
predefined 6ult conditions provides a baseline to Wiich the 
behavioural model can be characterised. The choice can then 
be made as to which type of behavioural modelling approach 
is required. In this paper, the concentration is on the 
operational amplifiers, and there are two main approaches for 
behavioural modelling of these circuits; the macro-model and 
the equation based model. The standard Boyle macro-model 
[10] has been used for many years to behaviourally model 
opamps in the macro-model approach, but with the 
development of modem HDL based simulators, such as 
Saber, a more direct equation based implementation of 
opamp behaviour is possible. This paper deals with the 
equation-based approach to implement fault behavioural 
model using catastrophic and parametric structural faults, 
building on previous work [12] to extend the behavioural 
model implementation to VHDL-AMS. 

The structure of the rest of the paper is as follows: First, 
transistor level opamp modelling is discussed. Then closed 
loop fault behavioural model is developed for a benchmark 
opamp circuit. Later, an open loop fault behavioural model is 
discussed. Finally, some conclusions are drawn. 

2 Transistor Level Modelling 

2.1 Introduction 
While the simulation of devices at the transistor level is 
computationally very expensive, it is generally accepted that 
this provides a somewhat realistic and accurate result. It has 
been previously discussed in [5] and [7] how faster 
simulations can be carried out by using hierarchy and 
replacing some devices with behavioural models, without a 
severe penalty on the accuracy achieved. In this paper, the 
transistor level models are used as a benchmark to establish 
the behaviour of the device, and this is then used to 
characterise the behavioural model to the same level of 
accuracy, but with a much faster simulation. 

2.2 Benchmark Operational Amplifier 
To demonstrate the concepts used in this paper, the IEEE 
Mixed-Signal Benchmark opamp circuit has been used [11], 
the schematic for which is shown in figure 1. The SPICE 
netlist for this opamp is given in Figure 2, which also shows 



the Level 3 M O S transistor parameters used in the benchmark 
circuit. 

M2 
MB 
Ml 
M5 

F i g u r e 1: T r a n s i s t o r L e v e l O p e r a t i o n a l A m p l i f i e r 

.subckb OpAmpFaulbFree VO VP VN Vdd Vss 
RC NET32 VO 2E3 M=1.0 
Cc NET4B NET32 lE-12 M=1.0 
M6 NET48 VP NET44 Vdd PMOS L=4E-6 W=30E-6 M=1.0 
M3 NET35 VN NET44 Vdd PMOS L=4E-6 W=30E-6 M=1.0 
M9 VO NET48 Vss Vss NMOS L=3E-6 M=154.2E-6 M=1.0 
M4 NET35 NET35 Vss Vss NMOS L=4E-6 W=15E-6 M=1.0 
M7 NET48 NET35 Vss Vss NMOS L=4E-6 W=15E-6 M=1.0 

NET54 NET54 Vss Vss NMOS L=32E-6 W=3E-6 M=1.0 
VO NET54 Vdd Vdd PMOS L=4E-6 M=200E-6 M=1.0 
NET54 NET54 Vdd Vdd PMOS L=4E-6 W=12E-6 M=1.0 
NET44 NET54 Vdd Vdd PMOS L=4E-6 W=30E-6 M=1.0 

.MODEL NMOS NMOS LMIN=1.2E-06 IjMAX=1.5E-06 
WM]:N=2.0E-0G MMAX=500E-06 LEVEL=3 
+VT0=.79 GAMMA=.3 8 PHI=.53 RD=63 RS=63 IS=1E-16 
PB=.8 CGSO=1.973E-10 
+CGDO=1.973E-10 RSH=45 
CJSW=3.3E-10 MJ'SW=.33 JS=0. 
+TOX=2.5E-08 NSUB=8.7E+15 
07 LD=7E-08 U0=577 
+VMAX=150000 FC=.5 DELTA= 
KAPPA=0.05 
.MODEL PMOS PMOS LMIN=1.2E-
MMIN=2.0E-06 WMAX=500E-06 LEVEL=3 
+VTO=-8.40000000E-01 GAMMA=.53 PHI=.58 RD=94 RS=94 
IS=1E-16 PB=.8 
+CGSO=3.284E-10 CGDO=3.284E-10 RSH=100 CJ=0.00041 
MJ=.54 C<JSW=3.4E-10 MJSW=.3 
+JS=0.0001 TOX=2.5E-08 NSUB=1.75E+16 NFS=8.4E+11 
TPG=1 XJ=0 LD=6E-08 U0=205 
+VMAX=500000 FC=.5 DELTA=.4598 
KAPPA=10 
.ends OpAmpFaulkFree 

CJ=0.00029 
.0001 

NFS=B.2E+11 TPG=1 

MJ=.486 

XJ=1E-

.3551 THETA=0.046 ETA=.16 

- 0 6 LMAX=100E-06 

THETA=.14 ETA=.17 

Figure 2: Transistor Level Operational Amplifier Netlist 

2 .3 T r a n s i s t o r L e v e l F a u l t F r e e B e h a v i o u r 

Using the transistor level operational amplif ier model 
described, the behaviour of the device from the inputs to the 
output can be characterised in the inverting, non-inverting 
and unity gain configurat ions using the test circuits given in 
figures 3(a), (b), and (c), respectively. 

(a) 

(b) 

(c) vm 

F i g u r e 3 : C l o s e d L o o p T e s t C i r c u i t s ( a ) I n v e r t i n g , ( b ) N o n - i n v e r t i n g , 

( c ) U n i t y G a i n 

Using these test c ircui ts , the fault free operational amplif ier 
model was tested u s ing Hspice, Pspice, and Saber with the 
input offset vol tage a n d the output voltage measured in each 
case. The results o f simulations using Saber are shown in 
f igures 4, 5, and, 6 . T h e D C transfer analysis was used in this 
case as the faults c o u l d be classified using this aspect o f the 
device behaviour a lone . The DC transfer analysis in Saber 
allows the speci f ica t ion of the starting and finishing vol tage 
values ( -3V and -i-3V respectively), and a voltage step size 
( lOmV in this s tudy) . 
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F i g u r e 4 : I n v e r t i n g A m p l i f i e r I n p u t O f f s e t V o l t a g e ( v p - v n ) a n d 
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Figure 5: Non-Inverting Amplifier Input Offset Voltage (vp-vn) and 
Output Voltage 
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Figure 6: Unity Gain Amplifier Input OOset Voltage (vp-vn) and 
Output Voltage 

2.4 Operational Amplifier Fault Behaviour 
Recently work has been done to group the catastrophic and 
parametric faults that can occur in operational amplifiers by 
looking at the offset voltage at the inputs of the opamp, while 
carrying out DC sweep analysis [11]. Catastrophic faults are 
those that occur when an open or short circuit causes a 
complete failure in the operation of the device. Parametric 
faults, on the other hand, are variations in the MOS transistor 
channel lengths and widths, and threshold voltages, which 
cause a minor variation in the device's specification, such as 
gain and bandwidth. Catastrophic faults are due to local spot 
defects whereas parametric faults are usually due to global 
defects on the silicon wafer in the manufacturing process [4], 
Note that some open or short circuit faults could also cause 
only parametric variations in the behaviour of the circuit, 
such as type IV faults. In this paper we are concentrating on 
the open and short circuit faults. 

The open and short circuit faults for the opamp shown in 
Figure 1 can be categorised into four main types [11], type I 
(M5 Drain-Gate Short), type II (M7 Drain open), type III 
(M5 Drain to Source Short) and type IV (M5 Drain-Gate 
Short). Fault types I-III are for the inverting amplifier 
configuration, while the type IV fault applies to the non-
inverting configuration. Figures 7-10 show DC transfer 
characteristics for four fault types, simulated using Saber. 

Figure 7: Inverting Amplifier Output Voltage with type I fault 
3 

Figure 8: Inverting Amplifier Output Voltage with type 11 fault 
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vin (v) 

Figure 9: Inverting Amplifier Output Voltage with type III fault 

vin (v) 

Figure 10: Non-Inverting Amplifier OuQiut Voltage - type IV fault 

3 Closed Loop Behavioural Modelling 

3.1 Close Loop Model Equation 
With the complete transistor level modelling of the 
operational amplifier for the fault free and faults I-IV 
completed, this behaviour can be modelled behaviourally in a 
closed loop form. Change et al [11] provide a simple closed 
loop model of the form given in (1) Wiich gives the input-
output voltage relationship of the behavioural model. 

[(l + '"Mm + (1) 

where is the Closed Loop gain of the opamp, and m and A 
are parameters that characterise the non-ideal opamp effects, 
such as the limited output resistance, and the opanq)'s faulty 
behaviour for the closed loop configuration. 

How the parameters /M and t can be derived analytically from 
the parameters of the opamp is described in [7] and [11]. In 
this paper, the parameters were derived directly using the 
transistor level simulation results. For the fault free case, the 
parameters can be derived by inspection. For example, in the 
fault free inverting case, the gain is -1 (R, = R2 = IMegO), 



and therefore m=0 and t=0. For type I faults (a stuck at fault), 
if OT=-1, then the value of the output voltage will simply be -
k, where k is the magnitude of the stuck-at voltage. 

3.2 Proposed Closed-Loop Behavioural 
Model 

The model defined by equation (1) was implemented as a 
behavioural model using VHDL-AMS with the model listing 
provided in Figure 11. 

entity op_behav is 
generic ( m : real := 0.0; 

k : real := 0.0; 
Acl : real := -1.0; 
rin : real := 100.0e6); 

port (terminal inn,outn: electrical); 
end; 

architecture behav of op_behav is 
quantity vout across iout through outn; 
quantity vin across iin through inn; 
quantity Fos ; real; 
constant v_liinit : real := 2 . 5 ; 

begin 

procedural is 
variable vout_calc : 
begin 
Fos ;= in*vin + k; 
vout_calc := Acl * 
iin := {vin - Fos) 
if {vout_calc > v_liniit) 

vout := 2.5; 
elsif {vout_calc < -v_limit) then 

vout := -2.5; 
else vout := vout_calc; 
end if; 

end procedural; 
end; 

Figure 11: Closed Loop opainp VHDL-AMS model 

3.3 Testing the basic fault model 

Using the same test-benches as were used in the transistor 
level simulations, the behavioural model was tested in the 
fault free and each of the fault type cases with a DC transfer 
analysis. In the inverting fault free case, m=k=0 with the 
output voltage as shown in figure 12. 

real; 

(vin + Fos); 
/ rin; 

then 

Vin (V) 

Figure 12: Inverting Airg)lifier Input Ou^ut Voltage for a fault free 
behavioural model 

In the fault I case, the output voltage is a stuck at voltage, 
with the values -2.14 at -2.5V input to -2.11 at +2V. The 
region 2V to 2.5V is slightly steeper, with the variation -2.11 
to -2.06 for the input range 2V to 2.5V. Therefore to get a 
highly accurate mapping of output voltage behaviourally 

would require a PWL model. However, in this case the fact 
that the model is exhibiting a stuck at fault is adequate, and is 
accurate to within 5%. To get equation (1) to exhibit this 
behaviour, m=-\ (cancelling out the input voltage terms) and, 
k is just the value of stuck at voltage, which is probably best 
matched at v«=0, voMf=-2.13V, therefore t=2.13. The 
simulation result of the behavioural model for this fault type 
is given in Figure 13. 

> -1.5 

-2.5 

j 

j 
1 

-6 -4 -2 0 2 4 6 

Vin (V) 

Figure !3: Inverting Amplifier Input Output Voltage for a fault I 
behavioural model 

In the type II faults, the opamp works almost correctly, but 
the input offset is much higher than normal (lOmV), causing 
a slight offset in the output. This manifests itself with a slight 
offset in the output voltage, leading to early saturation on one 
side of the output voltage swing. 

In the type III fault case, when the input voltage is greater 
than zero, the inverting opamp circuit works correctly, but 
when vin<0, the circuit behaviour turns into non-inverting. In 
terms of the equation (1), this implies that t=0 and that m is 0 
for v/n>0 and for vin<0, m=-2. This is summarised in 
equation (2). 

vzn > 0 
(w;; -t- m * vw) < 0, m = —2 

vout = (2) 

This discontinuous behaviour cannot be modelled using the 
simple behavioural model previously given, and a 
modification was made in the model to include this change in 
behaviour as shown in Figure 14. 

if (vin <0) then 
fos := -2.0*vin; 

else 
fos := 0.0; 

end if; 

Figure 14: Modification to the behavioural model for type III faults 

Using this modified model, the resulting behaviour can be 
seen in figure 15. 

0 

vin (V) 

Figure 15: Inverting Amplifier Input Output Voltage for a fault III 
behavioural model 



The same behavioural model can also be used for the non-
inverting closed-loop case. In this configuration, the 
transistor level behaviour can be replicated using the 
parameters m=Q and /c=0 with ^ci=2 ( = \ +R2 I f o r the 
non-inverting opamp). On inspection of the transistor level 
results for the fault IV case, it is clear that a PWL 
approximation is required to provide a realistic match with a 
behavioural model. The closed loop model was therefore 
modified using a PWL voltage offset. The resulting change in 
behaviour is subtle, but is a slight non-linearity introduced on 
the output voltage. 

4 Open Loop Behavioural Modelling 
One drawback with the closed loop model is the restriction 
on the topologies that can be simulated. If extra components 
are added into the feedback loop for example, then a 
complete re-characterisation is needed. To combat this, 
therefore, a modified fault offset voltage model was created 
that could be connected to the input of the opamp creating the 
required fault offset voltage, while allowing an arbirtrary 
connection to the opamp externally. 

This model can then be connected in series with any 
behavioural opanq) model with the option of either specifying 
specific fault types, or defining the m & A: parameters 
directly. The advantage of using this type of approach 
becomes clear when more complex circuits are tested such as 
the IEEE Mixed-Signal Benchmark Biquad filter. Obviously, 
the opamps are not the simple buffers previously analysed 
using the closed loop model, and as such the open loop fault 
model becomes an ideal approach to simulating faults in this 
type of circuit. 

5 Summary of the results 
It is clear from the simulation results that there is a good 
correlation between the transistor level and behavioural level 
models. The real benefit for multiple simulations depends 
also on the simulation times in each case, and these are 
summarised in table I. For each case a number of runs (3) 
was taken in each case and the average simulation time (CPU 
seconds) was recorded (Comparison using Saber). 

Transistor level Behavioural 
Circuit configuration Simulation Simulation 

Time (s) Time (s) 
Inverting Fault Free 1.88 0.1 
Inverting Fault I 1.78 0.1 
Inverting Fault II 1.81 0.1 
Inverting Fault III 1.89 0.15 
Non-Inverting Fault Free 1.89 0.1 
Non-Inverting Fault IV 1.89 0.45 
Biqtiad Filter (a) 11.1 2.35 
Biquad Filter (b) 93.2 2.49 

Table 1 : Comparison of Simulation Times 

In most of the opamp test cases, the speed up in using 
behavioural models was 18 times. This was slightly reduced 
in the Fault III and Fault IV models due to the extra solution 
time required to deal with the more complex PWL 
characteristic in the model. For the Biquad filter in case (a) 
the input voltage was half the supply voltage, and in case (b) 
the input was full scale. It is clear from the difference in 
simulation times that the relative merits of the MOS and 

Behavioural models may depend significantly on the 
operating region of the devices. If the devices are pushed into 
their non-linear regions, then the solution time may 
drastically increase as is the case here (x9). It is interesting to 
note that the behavioural model simulation time is almost 
exactly the same in both cases implying that the model is 
robust and can handle the limiting to the supply aspects 
without undue convergence difficulties. 

Complete model listings will be provided for all the models 
described, and results presented for all the fault conditions in 
the final paper. Space restrictions preclude that in this shorter 
version. 

6 Conclusions 
In this paper, a method of implementing fault behavioural 
models for operational amplifiers has been presented. 
Previous work has been extended to cover both the open and 
closed loop configurations allowing greater flexibility in the 
application of the fault models in the general case. Results 
show a good correlation between transistor and behavioural 
models at all stages, with a corresponding improvement in 
simulation times. 
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