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Monte-Carlo simulations of the background noise in gamma-ray satellites 

by Charlotte Lucy Perfect 

Monte Carlo simulations are used in 'y-ray astronomy to estimate the effects of the 

space radiation environment to which the detectors onboard satellites are exposed. 

A study of a sample of Classical Novae using the BATSE (Burst and Transient 

Source Experiment) Earth Occupation Technique shows the sensitivity to be de-

graded by systematic effects. By modelling the instrument background, however, 

the sensitivity could be improved significantly. Simulations of the background noise 

in the LEGRI detectors are able to predict the observed effects of geomagnetic cut-

off on the cosmic ray and atmospheric background components. The background 

spectra are dominated by Suorescence from the tantalum collimator. The effects of 

a passage through the South Atlantic Anomaly are modelled and compared to ob-

servations. Activation of spacecraft components causes a decay of the background 

count rate with time. The main contributions to the induced background noise are 

shown to be the collimator, cadmium telluride and shielding. No single isotope ex-

plains the observed decay time of the background. Similar methods have been used 

to model the effect of a solar flare on the instruments onboard the INTEGRAL 

satellite. The count rates in the detectors are found to increase significantly for 

periods of up to 96 hours after the Hare. Many line features can be seen in the 

spectra and these are found to be mainly due to electron capture processes within 

the detectors. 
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Chapter 1 

Introduction 

Over the past 40 years 'y-ray astronomy has unveiled intricate details on some of 

the universe's most mysterious objects and phenomena including black hole sys-

tems, supernovae and "y-ray bursts. The highly penetrative nature of 'y-rays enables 

astronomers to probe deep into sources that may not even be visible at other wave-

lengths. Gamma-rays act as a signature through which nuclear reactions and other 

high energy processes can be identified. 

Since 'y-rays cannot penetrate the earth's atmosphere, however, the detectors 

used in this held are often onboard satellites. Unfortunately at such altitudes the 

detectors are exposed to radiation other than that from the sources they are ob-

serving. This background radiation may increase the count rate in the detectors 

and consequently provide misleading information on the sources being observed. A 

variety of detector system designs including the use of shielding and collimation 

may help to eliminate some of this background noise but the removal of its entirety 

is virtually impossible. Modelling the background noise has therefore become an 

invaluable tool to enable a more accurate analysis of the astronomical data. 

The use of Monte Carlo simulations to model the background noise in 'y-ray 

satellites is the basis for this thesis. Chapters 2 to 4 provide a review of 'y-ray 

astronomy, detector system techniques and the background noise experienced by 

'y-ray satellites. 

Chapter 5 uses earth occupation data from BATSE (Burst and Transient Source 

Experiment) to search for evidence of hard x-ray emission from the outbursts of 

classical novae. The sample chosen consists of all novae, both fast and slow, from 

the "Catalogue and Atlas of Cataclysmic Variables - 2nd edition" [15]. The data 

analysis concentrates mainly on the time before the visual outburst since this is 

when hard x-ray/'y-ray emission is most likely to occur. BATSE data is also used 

to search for hard x-ray emission from the nova remnant as well as from other types 

of cataclysmic variable stars including Polars and Intermediate Polars. The BATSE 

background model is currently being developed at Southampton University and it 

1 



is intended that the work here demonstrates why an improvement in instrument 

sensitivity through subtraction of the background model (called Hat Gelding) could 

be needed. 

Chapters 6 and 7 are based on Monte-Carlo simulations of the background noise 

in LEGRI (Low Energy Gamma Ray Imager) onboard the Minisat-01 satellite. 

In Chapter 6 an orbit history for the spacecraft is used to select an interval of 

data including both a pass through the South Atlantic Anomaly (SAA) and the 

extremes of latitude but excluding periods of source observation time. This data is 

deconvolved into background count rate profiles versus latitude to show the effects 

of geomagnetic cutoff. An equivalent orbit is then simulated using Monte-Carlo 

techniques and the resulting count rates compared to those observed. Analysis of 

the simulated spectra can then be used to indicate the constituents and shape of 

the actual spectra. The effects of geomagnetic cutoff on each type of background 

noise are illustrated and spectral peaks identified. 

Chapter 7 uses a similar approach to investigate the effects of a passage through 

the SAA on LEGRI. Observed data illustrates how single and consecutive passages 

affect the count rates in the detectors. A variable Aux model is used to simulate 

the SAA passage, the count rates are compared to those observed and new spectral 

peaks are identified in the raw simulated spectra. A "blurring" algorithm is applied 

to the raw spectra to simulate the energy resolution of the detectors and the effects 

of charge trapping. The "blurred" spectra are then compared to observed spectra. 

Further analysis of the simulated raw spectra reveals which components of the 

detector system become activated and how much each contributes to the increase 

in background noise. 

The INTEGRAL (INTErnational Gamma-Ray Astrophysics Laboratory) satel-

lite is due to be launched in 2002 at a time of high solar activity and is therefore 

likely to experience periods of extreme radiation due to solar Hares. Chapter 8 

uses Monte-Carlo simulations to investigate the effects of a solar Hare on the in-

struments onboard INTEGRAL. The solar flare of March 1991 is chosen as a basis 

for the study because its flux intensity and duration have been well documented. 

The event is Hrst simulated using a constant flux model which spreads the radiation 

emitted by the flare evenly over a period of 5 days. Subsequently the variable Sux 

model takes a more sophisticated approach and varies the 8ux according to time 

intensity profiles taken from Ulysses data. The resulting spectra and decay profiles 

for each model are then analysed to demonstrate how a solar Sare of this size and 

magnitude could aEect the instruments onboard INTEGRAL. 



Chapter 2 

Gamma-ray astronomy 

2.1 Introduction 

Since 'y-rays cannot penetrate the earth's atmosphere they would have been diffi-

cult to detect until the 1960s when rockets became sophisticated enough to carry 

detectors and their payloads. Before this time 'y-ray detection from extraterrestrial 

sources was restricted mainly to balloon-borne experiments such as those conducted 

by Dean et al [13]. The hrst significant observations came from the OSO-3 satellite 

when an all sky survey revealed 'y-ray emission of energies exceeding 50 MeV from 

the galactic disk with a broad peak around the galactic centre [36]. Since then 'y-ray 

satellites have provided an ever deeper understanding of a variety of astronomical 

sources including binary star systems, 'y-ray bursts, supernovae and active galactic 

nuclei. 

Gamma-ray astronomy encompasses a broad range of energies, the lower limit 

of which may in fact be classed as hard x-rays. Each of the detectors discussed in 

this thesis have different energy ranges but all operate in the 'y-ray region (ie above 

several keV). It is useful therefore to describe the mechanisms by which astronomical 

sources emit 'y-rays before turning to a discussion of the sources themselves. 

2.2 Emission Mechanisms 

The following is a brief summary of the emission mechanisms through which 'y-rays 

are produced. 

# Thermal radiation. Thermal Bremsstrahlung arises through interactions of 

electrons with an ionised gas whose temperature exceeds ^lO^K. Since the 

electrons are free both before and after interaction this type of radiation is 

sometimes called /ree-yree emission. Black Body radiation, the second type of 

Thermal radiation, arises through emissions from a Black Body but for this 

to occur the object has to be up to lO^K hot. In both cases the resulting 

spectrum is a continuous exponential. 



# Inverse Compton Scattering. Low energy photons are scattered up to higher 

energies by relativistic electrons. The Compton interaction ultimately leads 

to photons gaining energy and electrons losing energy hence the name 

Compton scattering. If the electron distribution is a power law then a power-

law photon spectrum results. 

# Bremsstrahlung Radiation. The rapid deceleration of electrons in the vicin-

ity of an atom or ion leads to Bremsstrahlung ("Braking") radiation. The 

resulting spectrum is continuous with spectral shape 

# Synchrotron Emission. High energy electrons in a magnetic Held lose energy 

by synchrotron emission. If the initial distribution of electrons is a power law 

then the resulting emission will also be in the form of a power law. 

2.3 High/Low Mass X-ray Binary Stars 

X-ray binary stars are the most common type of strong x/'y-ray sources. The com-

pact source is either a neutron star or a black hole which is accreting material 

from the companion. Binary star systems containing a v^hite dwarf are called Cata-

clysmic Variables and are discussed separately in the section below and in Chapter 

5. 

If the orbital period and distance between the two stars is known Keplers Third 

Law can be used to calculate the sum of the masses. The mass of the companion 

is inferred from its luminosity and thus the mass of the compact source can be 

estimated. 

Many factors aEect where the strongest source of x-rays are found in a binary 

star system. If the compact source is a black hole an accretion disk develops and 

this becomes the dominant source of x-rays. Where the compact source is a neutron 

star the magnetic Eeld may disrupt the accretion Sow so that matter is funneled 

directly onto the poles of the neutron star. If the magnetic held of the neutron star 

is weak the accreting matter takes the form of an accretion disk as in the black hole 

situation. If the magnetic held is weaker still then the accretion disk may come into 

contact with the neutron star creating a boundary layer which dominates the x-ray 

emission. This picture is further complicated by wind accretion. In some binary 

star systems the matter has less angular momentum and is accreted through stellar 

wind rather than by an accretion disk. 

X-ray binary stars can be split into High and Low mass x-ray binaries according 

to the mass of the companzoM to the compact object. HMXBs (High Mass X-Ray 

Binaries) contain early type giant or supergiant stars and have orbital periods of a 

few days to several hundreds of days. The x-ray sources are likely to be neutron 

stars of mass near the Chandrasekhar limit (1.4M0). LMXBs (Low Mass X-Ray 

Binaries) contain late type stars whose optical luminosity is far lower than that 



of the x-ray luminosity. Their orbital periods range from a few hours to a few 

days implying that the x-ray source is rs-zlMQ. X-ray pulsators are either HMXB 

or LMXB whose x-ray luminosity varies due to the channelling of accreting matter 

onto the poles of a magnetic neutron star. Since the x-ray variability is ultimately 

due to the rotation of a neutron star these x-ray binary systems are regarded as a 

kind of pulsar. 

Cygnus X-1 is the most well known and probably well documented x-ray binary 

system. It is a HMXB with an 0-type supergiant and a compact source which 

is almost certainly a black hole. Figure 2.1 shows the COMPTEL spectrum of 

Cygnus X-1 at energies exceeding 500 keV [49]. The figure shows strong evidence 

for emission up to 2 MeV and even 5 MeV. Thus although HMXB and LMXB are 

well known for their x-ray emission they have now been shown to emit at higher 

energies. A study of the "y-ray emission from an x-ray binary would not only allow a 

greater understanding of the processes occurring within the individual system but 

may also have important implications for x-ray binary systems on the whole. A 

'y-ray study of Cygnus X-1, for example, would increase our knowledge not only on 

Cygnus X-1 but also on any black hole binary star system and even on other black 

hole systems such as Active Galactic Nuclei. 

COMPTEL Spearum of Cygnu* XI 

Figure 2.1: Spectrum of Cygnus X-1 derived from COMPTEL data with a best-fit 
power law of spectral index -3.3 [49]. 

2.4 Cataclysmic Variables 

Cataclysmic Variables are binary star systems where the compact object is a white 

dwarf and the companion is a main sequence star. Mass transfer onto the compact 

object occurs through an accretion disk as in hgure 2.2 but this may be disrupted if 

the white dwarf has a strong enough magnetic held. Cataclysmic Variables fall into 

several categories: Classical Novae, Dwarf Novae, Recurrent Novae and Nova-likes 

(including Polars and Intermediate Polars). All at some point during their lifecycle 



undergo at least one eruption when there is a sudden and unpredictable increase in 

their brightness. Since Classical Novae are the subject of Chapter 5 of this thesis a 

more detailed review is provided there. 

Cool staf 

Mais stream 

T N . White Dwarf 

Accretion disc 

Bright Spot 

Figure 2.2: Schematic diagram of a cataclysmic variable system as viewed from the 
pole of the orbit. The "Bright spot" is the point at which the mass stream hits 
the accretion disk and is a strong source of x and 7-rays. Li denotes the inner 
Lagrangian point where mass leaves the companion and joins the mass stream [70]. 

2.5 Gamma-ray bursts 

Gamma-ray bursts occur approximately once per day and emit almost solely hard 

x-rays and 7-rays. It is not known how these bursts arise and what the underlying 

astronomical sources are. Until recently very little was understood even about the 

distribution of 7-ray bursts. The launch of the Compton Gamma Ray Observa-

tory (CGRO) in 1991 has increased our unders tanding in this area dramatically. 

Notably one of the primary objectives of the Burst a n d Transient Source Experi-

ment (BATSE) was the detection and observation of unknown 7-ray bursts (more 

information on BATSE and CGRO is provided in Chap te r 5). 

2704 BATSE Gamma-Ray Bursts 
+90 

+180 
% 

-180 

Figure 2.3: The distribution of 2704 7-ray bursts detected by BATSE. Figure taken 
from [8] - black and white version obtainable from [50]. 



Figure 2.3 shows the distribution of 2704 -y-ray bursts which have been detected 

by BATSE. The distribution is isotropic but inhomogeneous which rules out any 

theories suggesting that "y-ray bursts are galactic [50]. It is currently believed that 

these sources lie at cosmological distances with the faintest bursts observed by 

BATSE lying at redshifts of order 1 [50]. Expansion of the Universe causes the 

inhomogeneity but the isotropy of the bursts arises naturally. 

The duration of 'y-ray bursts is di&cult to deHne. Some last 0.1 seconds and 

some over 1000 seconds. The temporal distribution is, however, bimodal with peaks 

at "-̂ O.ls and '^lOs. The signihcance of this bimodality is currently a mystery but 

hopefully future x-ray and y-ray satellites will advance our understanding. 

CGRO has also measured the spectra of y-ray bursts. The emission is non-

thermal and extends up to GeV energies [7]. The spectra of most bursts can be 

described as a combination of 2 power law spectra joined by an exponential. The 

spectral index of the lower energy power law is 0 to -1.5 whilst the spectral index 

of the higher energy power law is -2 to -2.5. The exponential is believed to occur 

at energies ranging from lOOkeV to IMeV [50]. EGRET has detected emission 

>100MeV from 6 bursts and emission from one particular burst at 18GeV one and 

a half hours after the onset of the BATSE burst. 

At the other extreme optical and x-ray afterglows have also been detected fol-

lowing a number of y-ray bursts. BeppoSAX waa the first to detect afterglow from 

GRB 970228 just hours after the y-ray trigger in 1997 ([12, 23, 69]). Since then 

optical and x-ray afterglow has been associated with many y-ray bursts and these 

emissions are now well understood, perhaps even more so than the 'y-ray bursts 

themselves. The afterglow decay obeys a power law: Fx-ro;, oc t"'̂  where a = 1.1 

to 1.6 or Fopticg/ oc t" '̂ where o; = 1.1 to 2.1 [9]. X-ray afterglows last of the order 

of days whilst optical afterglows often last months. 

Until the launch of CGRO 'y-ray bursts were believed to be neutron stars. Their 

isotropic distribution however does not match the distribution of neutron stars. 

The exact nature of y-ray bursts is therefore still a mystery. The unprecedented 

combination of high energy and spatial resolution and large detection volume of 

INTEGRAL (INTErnational Gamma Ray Astrophysics Laboratory) will hopefully 

allow us to discover further information on the nature and origin of this class of 

objects. 

2.6 Supernovae 

A supernova explosion is one of the most energetic events known. There are two 

types of supernovae: 



Type I Supernovae 

Type I Supernovae occur in binary star systems where one of the stars is a white 

dwarf. Within the class Type I supernovae there are two subclasses. Most type I 

supernovae are lb or c. These differ from type la in b o t h origin and composition. 

Type la show broad absorption lines, for example from silicon and originate from a 

white dwarf star tha t has either merged with a companion or accreted matter f rom 

it thereby pushing it over the Chandrasekhar limit and leading to a thermonuclear 

explosion. Type Ib /c however show no evidence of silicon and are less luminous than 

type la indicating tha t they produce less radioactive mater ia l . Ib /c progenitors are 

massive stars tha t have lost their hydrogen rich envelopes through stellar wind 

or mass transfer onto a companion. Core collapse ( ra ther than a thermonuclear 

explosion) is likely in type Ib /c supernovae leaving behind a neutron star or black 

hole with the remnant shell. 

Type II Supernovae 

The Onion Skin Model shown in figure 2.4a shows the s t ruc ture of a massive star. 

The sequence of events leading to the supernova explosion is as follows: hydrogen 

fuses into helium giving off energy, compression of the accumulated helium increases 

the temperature leading to the fusion of helium into carbon/oxygen, similarly car-

bon and oxygen fuse into neon, magnesium and oxygen, which go on to fuse into 

silicon and sulphur. Silicon and sulphur fuse into iron without producing energy. 

The iron core collapses and its temperature increases. T h e outer layers of the star 

move in to replace the iron core which is now beginning to expand. Shock waves 

are produced by the colliding core and outer layers result ing in the explosion. A 

gas shell is ejected with velocities of ~ 10 000 km/s . T h i s gas shell becomes the 

supernova remnant visible for thousands of years. The original star becomes either 

a neutron star or a black hole. 

Figure 2.4: The Onion Skin Model for type I I supernovae. 



A supernova explosion and its decline may last several years but the super-

nova remnant (the expanding gas shell consisting of supernova ejecta mixed with 

interstella gas) is visible for thousands of years. Consequently whilst very few su-

pernovae explosions have been observed up to ^^120 supernova remnants have been 

discovered in the Milky Way. These include the Crab Nebula in Taurus and the Veil 

Nebula in Cygnus. The Crab Nebula is powered by a rapidly rotating neutron star 

(a pulsar) at its centre corresponding to the collapsed core of the supernova. The 

appearance of the remnant is therefore bright at the centre but irregular elsewhere. 

The Veil Nebula however is powered by the supernova explosion itself and has a 

ringlike structure. The two types of supernova remnants may be correlated to the 

two types of supernovae. 

Observations indicate that there have been at least 6 supernova explosions in the 

Milky Way. The explosion of SN 1987A, a type II supernova in the Large Magellanic 

Cloud, is the most recent and was Arst observed on 23 February 1987. Subsequently 

many satellites have been used to analyse the explosion and its remnant across a 

broad range of wavelengths. Figure 2.5a shows a photo of the remnant of SN 1987A 

taken with the Hubble Space Telescope. The remnant at the centre is surrounded 

by inner and outer ring structures. These rings are due to an intermediate wind of 

velocity ^100 km/s and duration several tens of years [67]. 

Gamma-ray astronomy relies on the emission of signature 'y-ray line photons aa 

a key to unveiling the processes occurring in supernovae. The exponential decay of 

^^Co has been found to match perfectly the decline of the bolometric light curve 

of SN1987A. The Gamma-Ray Spectrometer (GRS) on board the Solar Maximum 

Mission (SMM) was the Arst to detect the 847 and 1238 keV lines from ^^Co. 

The GRS data thus indicated the existence of explosive nucleosynthesis during the 

supernova explosion. The thickness of the envelope and distribution of ^^Co were 

also inferred [43]. 

Gamma-ray spectroscopy has provided a good analysis of SN1987A but the 

massive ejecta from type II supernovae often obstructs the gamma-ray line Euxes. 

Type I supernovae are therefore often the target for gamma-ray satellites. It is 

hoped that the INTErnational Gamma-Ray Astrophysics Laboratory (INTEGRAL 

- see chapter 8) will unveil previously unknown galactic supernovae through the 

detection of 'y-rays from ^^Ti. Extragalactic supernovae may also be detected and 

analysed through the emission of lines from ^^Co. 
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Figure 2.5: a) HST photo of SN 1987A and b) Mean spec t rum from 01/08/1987 to 
28/05/1988 showing the 7-ray lines from ®®Co [42]. 

2.7 Galactic Centre 

The centre of our galaxy is host to a myriad of activity. Unfortunately the galactic 

centre is obscured in the visible part of the spectrum by dust in the galactic plane. 

It is therefore crucial to be able to study this region at 7-ray wavelengths. 

Figure 2.6: E G R E T (Energetic Gamma-Ray Exper iment Telescope) image of the 
Galactic plane at energies >100MeV 

Figure 2.6 shows a 7-ray image of the galactic p lane from E G R E T (Energetic 

Gamma-Ray Experiment Telescope). The direction to the Galactic Centre is rep-

resented by the central region of the figure. 

Continuum Emission 

One of the most controversial aspects of the Galactic Centre is whether the 7-ray 

emission detected is due to diffuse radiation from the inner Galaxy or whether there 

is a significant contribution from a selection of point sources. Certainly the centre 

of our own galaxy has been likened to the nuclei of Active Galaxies albeit on a much 

smaller scale. This idea was first sporned after the detect ion of hard x-rays from 

Sgr A* [65] but since then several other prominant sources have been detected. 

In the soft x-ray waveband the source 1E1740.7-2942 is comparable in strength 

to several other sources. At harder wavelengths (>20-30keV) however this source 

by far dominates the Galactic Centre region. Its spec t rum extends up to several 

hundred keV and its shape and luminosity (assuming i t s distance is approximately 

that of the Galactic Centre) is similar to Cygnus X-1, a black-hole binary star 

system. 
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Other hard x-ray sources have also been detected. SIGMA haa detected GRS1758-

258 in this waveband and at times its hard x-ray emission is comparable to that 

from 1E1740.7-2942. Until the SIGMA detection this source had gone completely 

unnoticed due to its proximity to GX5-1. This demonstrates the importance of 

imaging with hne angular resolution. 

The extent of the contribution of these and other unresolved point sources to 

the 'y-ray emission from the Galactic Centre is still uncertain. The broad energy 

coverage and imaging capabilities of INTEGRAL will allow us to resolve more point 

sources and possibly distinguish them from the galactic diffuse emission. It is known 

that Active Galactic Nuclei (see section 2.8) emit 'y-rays above and beyond several 

MeV and it will be interesting therefore to study the centre of our own Galaxy at 

these energies. 

^.7.^ 

The detection of a line at 511 keV provides evidence that there is at least one 

source of narrow 511 keV positron annihilation radiation at the Galactic Centre. 

Until recently 1E1740.7-2942 was the most likely candidate for this emission. A 

2cr upper limit of 2.3xlO"^'ycm"^s"^ has been derived for the narrow 511keV line 

emission from 1E1740.7-2942 [46]. This lead Malet et al [46] to believe in the 

possibility of a diffuse source of 511keV radiation without the necessity of a central 

point source. The exact origin of this line remains controversial however and one 

of the objectives of INTEGRAL will be to study its origin further. 

2.8 Active Galactic Nuclei 

An active galactic nucleus is the extremely compact central source of a galaxy that 

emits unusually large amounts of energy. Since it is unlikely that the emission of so 

much energy could be sustained for a long period of time it is believed that AGN 

are not a class of galaxy on their own but form a phase in the lifecycle of "normal" 

galaxies. The most plausible source of energy for AGNs comes from accretion onto 

the compact source (a supermassive black hole - mass > lOg). 

AGNs do not all show the same characteristics but they do all show at least 

some of the following: 

# Very small angular size. The brightness of the nucleus often dominates any 

flux emitted by the host galaxy and so the visual effect is that of a point 

source. This is more noticeable at energies greater than x-rays whilst radio 

images of AGN often extend over a large area including the jets and lobes. 

# High luminosity. AGN have been known to have luminosities exceeding '-̂ 10'̂ ^ 

ergg'^. This is 10^ times greater than the power output from a normal galaxy 
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and may even be an underestimate due to obscuration by extremely thick 

dust. 

# Broad-band continuum emission. Unlike for most galaxies the spectra of AGN 

are virtually Sat from the infra-red region up to the low energy gamma-ray 

region. Their spectra generally extend to far higher energies than any normal 

galaxy making them ideal candidates to study with 'y-ray satellites. 

# Emission lines. Emission lines from AGN are very prominent and can indicate 

some of the features and processes occuring within the compact source. 

# Variability. Variability is often perceived as the trademark of AGNs. Over 

optical wavelengths only ^10% variation in amplitude can be seen over a few 

years. At shorter wavelengths however, such as in the x-ray and 'y-ray regions 

the variability can be more than a factor of 10. Furthermore there is a distinct 

correlation between variability and strength of high energy -"y-ray emission. 

# Polarisation. The light we receive from most galaxies is <-̂ 0.5% linearly po-

larised due to interstellar dust. The light from AGNs is slightly more po-

larised (^^0.5-2%) so that the polarisation distribution distinguishes AGNs 

from normal galaxies. The extent of polarisation does however depend on the 

wavelengths being detected. There is currently no evidence of polarisation at 

'y-ray energies and more sensitive instruments than those currently available 

are required. 

# Radio emission. Radio maps of AGN show very clearly the extent of the radio 

lobes positioned at the end of the jets. The radio emission from AGN is very 

well studied yet it accounts for no more than ^1% of the bolometric luminos-

ity. It is therefore important that our knowledge from the radio emission is 

applied to the study of AGN in other wavebands. 

The classihcation of AGN arose unsystematically. The two main classes are 

Seyfert galaxies (spirals) and radio galaxies (ellipticals). Approximately 150 Seyferts 

have been identified and they can be split into subclasses according to their spectra. 

Type 1 Seyferts have broader allowed lines than forbidden lines whereas in Type 2 

Seyferts all lines are narrow. The difference arises since the broad allowed lines are 

thought to be produced in dense gag near the nucleus and this is either missing or 

obscured in Type 2 Seyferts. Type 2 Seyferts are associated with slightly stronger 

radio emission than those of Type 1 but neither are strong at radio wavelengths. 

Hence the second class of AGN is appropriately named radio galaxies. These are 

characterised by two large radio emitting lobes either side of the nucleus. Bland-

ford and Rees [3] first proposed that the radio lobes may arise through a continuous 

supply of energy from the nucleus through jets. This fact is in no doubt but there 

is still a huge lack of knowledge about the content and mechanisms in the jets and 

lobes. Figure 2.7 shows a schematic diagram of an AGN showing the jets streaming 
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out of the centrally located black hole and an accretion disk which has developed 

from mat ter accreting onto the black hole. The d iagram also shows a torus which 

may develop and consists of gas and dust from the host galaxy. 

Figure 2.7: Schematic diagram of an AGN (from NASA Goddard Space Flight 
Center 

2.9 Conclusion 

Advances in 7-ray astronomy are essential for a fuller understanding of these sources. 

The design of a 7-ray detector depends not only on wha t type of source is to be 

analysed but also on whether any particular characteristic of those sources is of 

interest. If a detailed spectral analysis of the source is required, for example to 

determine its composition, then spectral resolution should be as fine as possible. 

Angular resolution becomes important when two sources are close together and 

need to be separately identified. Other characteristics to consider are temporal 

resolution when the timing of events is required, spat ial resolution for position 

sensitivity, detection efficiency which is particularly impor tant for faint sources and 

last but not least the practicalities of constructing a n d launching the detectors 

and pay load. The next chapter therefore discusses t h e techniques used in 7-ray 

astronomy and the various designs of detectors and satellites that may be built to 

achieve the optimum results given the predetermined objectives of the study. 
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Chapter 3 

Techniques in 7-ray astronomy 

3.1 Introduction 

The search for '}-ray sources such as those discussed in Chapter 2 is vital to our 

understanding of our universe. Not only is it important to locate these sources but 

also to extract as much information as possible about how they came about, their 

physical processes, their size and mass and ultimately their fate. 

The detection of 'y-ray photons, emitted by these sources, has therefore been the 

subject of much research over the years. Here the principles behind the detection of 

'y-ray photons are discussed together with an analysis of how a baaic 'y-ray detector 

may be designed. The design of a 'y-ray detector must also encompass techniques 

for the reduction of background noise and these are discussed in the next chapter 

together with a review of the different types of background noise. 

Much of the material for this chapter has been taken from [34], [35] and [44] 

unless otherwise stated. 

3.2 Gamma ray interactions 

The three principal ways in which a "y-ray photon can interact in matter are: pho-

toelectric absorption, compton scattering and pair production. Whether one inter-

action is dominant over another depends on the energy of the initial photon and on 

the Z number of the absorbing material. This is illustrated in figure 3.1. Each of 

these processes is discussed in detail in the following sections. 

Photoelectric absorption occurs between a photon and an electron which is bound 

to an atom. The process is shown in hgure 3.2 and is described below: 

# Incident photon is absorbed by an atom in the absorber material 

# A bound electron gains enough energy to break free from the atom 

# The photoelectron (the electron which breaks free) has the energy of the 

incident photon minus its original binding energy: E^=hz/-E(^nding 
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Figure 3.1: The regions of dominance of the three " - ray interactions, [35] 

• The electron deposits all of its energy in the surrounding material through 

Coulomb scattering 

• The shell vacancy left by the photoelectron is quickly refilled by either a free 

electron or an electron from another shell 

• The binding energy is released through a characteristic x-ray or. in some cases, 

by the emission of another electron (an Auger electron) 

• The Auger electron has a very short range (because of its low energy) and is 

absorbed nearby in the material 

• If an x-ra}' is emitted it may travel further but it is often absorbed nearby 

and does not escape from the detector 

• Thus all of the incident photon energy is absorbed by the material 

RECOIL 
ELECTRON 

\ 

Figure 3.2; Schematic diagram of photoelectric absorption 
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The probability of photoelectric absorption increases with increasing Z number 

of the absorber and decreases with increasing energy of the incident photon. The 

probability can be approximated by: 

P = c x ^ (3.1) 

where n is a constant between 4 and 5. 

Photoelectric absorption is desirable in ?-ray detectors since all of the incident 

photon energy is absorbed and therefore detected. Thus to increase the probability 

of photoelectric absorption it is wise to use high Z materials such as cadmium 

telluride or mercuric iodide. The advantages and disadvantages of various detectors 

will be discussed in the following section on "Detector Techniques". It should also 

be noted that photoelectric absorption drops sharply with increasing energy and 

it is only dominant below energies of ^ several hundred keV (see Sgure 3.1). At 

higher energies the incident photons hopefully scatter to bring their energies down 

to those favourable for photoelectric absorption. 

For a monoenergetic beam of incident photons therefore the spectrum in detector 

with 100% detection eEciency would be a simple delta function as shown in figure 

3.3. The single peak appears at the energ}- of the incident gamma rays. 

Figure 3.3: The perfect detector response to photoelectric absorption [34]. 

As the energy of the incident photon increases (above several hundred keV) the 

binding energies of the electrons become insignihcant and the electrons themselves 

appear to be "free". This is when Compton scattering begins to dominate over 

photoelectric absorption. Figure 3.4 illustrates Compton scattering and the process 

is described below: 

e Incident photon scatters from free electron 

# A fraction of the photon's energ}' is transferred to the electron. This energy 

is absorbed in the nearby material 
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# The remainder of the energy is carried off by the original photon 

* The division of energy between the photon and electron is determined by the 

scattering angle in figure 3.4) 
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Figure 3.4: Schematic diagram of compton scattering 

The energy of the scattered photon is given by: 

- 1 

where 

(3.3) 

and moc^ is the rest mass energy of the electron (0.511 MeV). 

The energy of the recoil electron is therefore 

^e- = Az/ — Az/' (3.4) 

The two extremes occur when ^=0° and ^=180°. In the former there is no 

scattering, hz/' = h;/ and Eg- = 0. Thus the recoil electron has very little energy 

and the scattered photon has nearly the same energy as the incident photon. 

In the other extreme (^=180°) the photon is backscattered toward its direction of 

origin and the recoil electron continues along the line of incidence. The maximum 

energy is transferred to the electron and the energy of the scattered photon is 

reduced to 

ft"' = 7 - ^ P-5) 

whilst the energy of the recoil electron is 

/ 2hu 
= ft" j f w I (3'6) 
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The angle of scattering depends on the incident photon energy. At low energies 

as many photons are scattered back as forward and the Gnal distribution is therefore 

isotropic. At high energies however (MeV) the photons are nearly all scattered 

forward. 

Compton scattering leads to a continuum spectrum with energy deposits rang-

ing from zero up to the maximum predicted in equation 3.6. Thus the resulting 

spectrum is not a single peak as in photoelectric absorption but a continuum as 

shown in Ggure 3.5. 
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Figure 3.5: The Compton continuum [34] 
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At incident photon energies exceeding several MeV a third ^y-ray interaction process 

begins to dominate. Pair production occurs in the field of a nucleus of an atom and 

is illustrated in Sgure 3.6. 

ELECTRON 

POSITRON 

Figure 3.6: Schematic diagram of pair production 

# A photon '.vich energy > 2moC^ is converted into an electron-positron pair 

# Conservation of momentum implies this can only happen in the presence of a 

third bodv - usually the nucleus of an atom 
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# Excess energ}' of the original photon (hf/-2moC^) is converted to kinetic energy 

of the electron-positron pair 

# The pair annihilate with neighbouring charged particles and give rise to two 

o l lkeV photons 

# Both of these may be absorbed in the material or one or both of the 511 keV 

photons may escape from the absorber. This gives rise to escape peaks at 

(hf-511) keV and (hz/-1022) keV in the resulting spectrum. 

Although in theory pair production can occur at energies exceeding 1.022 MeV 

in practice it is not a dominant process until above several MeV. 

The overall resulting spectrum in the detector therefore depends on the energy of 

the incident photons and the thickness of the material used as the detector. Figure 

3.7 shows two possible spectra depending on the processes which dominate. At high 

energies in thin (< --1cm) detectors pair production will be a dominant process and 

escape peaks will appear strongly in the spectrum. At the other extreme with low 

energy photons (< 1 MeV) there will be no escape peaks as photoelectric absorption 

and compton scattering will dominate. The resulting spectrum in this case would 

therefore be a compton continuum with a photopeak at the energy of the incident 

photons. 
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Figure 3.7: The diagram on the left shows a typical spectrum for low energy incident 
photons (< 1.022 MeV) with a Compton continuum arising from compton scattering 
and a photopeak resulting from photoelectric absorption (or compton scattering 
where the scattered photons do not escape). The diagram on the right shows a 
spectrum tvpical at higher energies where pair production gives rise to escape peaks 

19 



3.3 Detector techniques 

A detector system consists of an imaging system and shielding system as well as 

the detector itself. In the next two sections detector and imaging techniques are 

explained respectively. A discussion of shielding systems is deferred until the next 

chapter on background noise and its reduction. The design of a 'y-ray detector 

system depends on a variety of factors and these include: 

# Energy range to be detected. This will influence mainly the detector material 

but also the degree and type of shielding required 

# Spectral resolution. Some materials provide much better spectral resolution 

than others but may themselves have other disadvantages. 

# Detection efSciency. How many of the incoming photons will be detected by 

the detector material? 

# Field of view. How wide does the Held of view have to be? 

There are a variety of detectors that can be used. Gas-filled counters operate 

below ^ISOkeV and are therefore only discussed very brieSy below. Semiconductor 

diode detectors and scintillation detectors, however, are used in the -y-ray satellites 

studied here and a fuller discussion of these is provided. 

As already mentioned gas counters can be used to detect radiation below '-^150 keV. 

Figure 3.8 shows how the pulse height varies with applied voltage for ionisation 

chambers, proportional counters and Geiger-Muller tubes. 

lonisation chambers are the simplest type of gas counter. They operate using 

two parallel plates, the volume between which is hlled with gas, often air. The 

radiation ionises the gas and the resulting ions are accelerated towards the plates 

creating a pulse. The pulse height is directly proportional to the energy of the ion-

ising radiation and not to the applied voltage. The applied voltage does, however, 

affect the speed at which the ions move and therefore how quickly the incident ra-

diation is detected. Thus ionisation chambers, which allow the ions to drift slowly 

to their respective plates, cannot detect individual pulses. If the applied voltage is 

increased the original electrons move faster and ionise the gas further (a Townsend 

Avalanche). This creates a number of secondary electrons proportional to the num-

ber of primary electrons. The resulting detector gives an output pulse proportional 

to the incident radiation and is called a Proportional Counter. These counters can 

distinguish individual pulses up to ^10^ per second. If the applied voltage is in-

creased even further then each avalanche itself creates further avalanches and the 

output pulse is no longer proportional to the original number of electrons created. 

This type of detector is called a Geiger-Muller tube whereby all types of incident 

radiation produce identical output pulses. 
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Figure 3.8: The variation of pulse height with voltage for gas-Hlled counters. 

A semiconductor is a crystalline solid in which the electrical conductivity is in-

termediate between chat of a conductor and an insulator. At room temperature, 

electrons can migrate from the top of the valence band to the conduction band. 

To control conduction in semiconductors dopants are added. If for example the 

semiconductor has valence 4 (as in germanium) then a dopant of either valence 3 

or 5 is added. When an atom of a dopant of valence 5 replaces an atom of the 

germanium there is an extra electron per atom available for conduction. Thus 

electrons are the primary charge carriers and the material is said to be an n-type 

semiconductor. Conversely when an atom of a dopant of valence 3 replaces an atom 

of the germanium there is an excess of holes which can accept electrons from the 

valence band. The holes are the primary charge carriers and the material is said to 

be a p-type semiconductor. 

When a p-type material comes into contact with an n-type material then elec-

trons migrate from the n-type to the p-type and combine with the excess holes. 

Around the junction of the two materials a depletion region forms in which the 

charge carriers have been neutralized. A large reverse bias voltage (100-3000V) ap-

plied across the detector increases the size of the depletion region (by encouraging 

charge carriers to drift from one type of material to the other). 

Figure 3.9 shows the principle behind a semiconductor diode detector. A 'y-ray 

photon passing through the depletion region of the material creates electron-hole 

pairs along its pach. The energy required to produce an electron-hole pair is called 
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Figure 3.9: A semiconductor diode detector 

Property Ge CdTe Hgig 
Band gap (eV) 0.73 1.47 2J3 

lonisation energy (eV) 2^8 4.43 4.22 
Operating temperature (K) 77 300 300 

Density (g/cc) 5.36 <106 6.40 
Highest Z 32 52 80 

Spectral resolution 0.5% © lOOkeV 3% @ GOkeV 20% @ 30keV 

Table 3.1: Properties of semiconductor detector materials 

the ionisation energy ( ^ 3 times the band gap in table 3.1). The electrons and holes 

drift towards their respective plates creating a detectable drop in voltage across the 

detector. This drop in voltage is the output pulse and is directly proportional to 

the energy deposited in the detector material. 

Table 3.1 shows the main properties of some common semiconductor diode de-

tector materials. The ionisation energy is proportional t o the band gap so the lower 

the band gap the more electron-hole pairs are created in the material for a given 

photon. This improves the energy resolution of the detector for two reasons. Firstly 

the statistical fluctuation in the number of charge carriers becomes a lower percent-

age of the actual number of charge carriers. Secondly a greater charge per pulse 

increases the signal and improves the signal to noise ra t io . 

Thus a material with a low band gap will provide good energy resolution. From 

table 3.1 germanium has the lowest band gap and therefore has the best energy 

resolution. Other factors, however, have to be taken into consideration. Equation 

3.7 shows tha t the band gap also determines the probabil i ty of thermal generation 
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of electron-hole pairs. Thus to reduce thermally generated noise the ratio of the 

band gap to the temperature needs to be kept low. For this reason germanium 

and other low band gap materials have low operating temperatures as shown in 

table 3.1. This implies expensive and bulky cooling devices which can restrict the 

lifetimes of the their host satellites. 

= C r i e - ( 3 . 7 ) 

Each of the materials detailed in table 3.1 will now be described in more detail. 

Early germanium detectors were made by fusing lithium (Li) onto the surface of 

p-type germanium. When reverse-biased the n-type Li drifts into the p-type region 

creating a depletion region. These detectors were known as Ge(Li) detectors. In 

order to prevent the Li from migrating out of its lattice sites (thereby ruining the 

depletion region) the detectors had to be cooled constantly to 77K. By the early 

1980s therefore High Purity Germanium had been developed which needs cooling 

only during operation (to reduce the thermal noise) and not constantly. 

Germanium detectors provide excellent spectral resolution (Full Width Half 

Maximum resolution of ^ 1 keV at 1 MeV [19]) due to the small band gap en-

ergy and thus low ionisation energy. Unfortunately, as discussed earlier, this does 

mean they have to be cooled to 77K during operation. Coolers have been devel-

oped specifically to allow germanium to be used on-board satellite missions but the 

lifetime of the satellite is restricted to approximately 5 years due to the amount of 

coolant that can be carried. 

There are two main configurations of germanium detectors: planar and coaxial. 

Both are shown in 6gure 3.10. The maximum active volume for the planar conhg-

uration is only ^30 cm^ since the crystals can only be made a few centimetres in 

diameter and ^2cm thick. The coaxial conhguration however can provide a much 

larger active volume since the crystal can be made larger in the axial direction. 

Coaxial configurations are therefore often favoured since they provide much better 

detection efSciencies. 

Much research has been invested into materials that have good spectral resolu-

tion but do not require cooling. Cadmium telluride and mercuric iodide both fall 

into this category and are discussed below. 

Cadmium telluride has a larger band gap than germanium and thus poorer energy 

resolution. As a result of its larger band gap however cadmium telluride can be 

operated at 300K and does not require cooling. Thus in designing a 'y-ray system 

there is a trade off between spectral resolution and cooling. If slightly worse spectral 
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Figure 3.10: Planar and coaxial germanium detector configurations 

resolution can be tolerated then cadmium telluride or mercuric iodide (discussed 

next) are more suitable choices of material. 

Cadmium telluride also has a high Z (favouring photoelectric absorption) and 

high density which increases the 7-ray stopping power. The main disadvantage of 

this material is that it suffers from a problem known as "charge trapping". The 

electrons and holes in the material have a low mobility a n d do not always reach their 

respective electrodes but get t rapped along the way. T h i s effect shows up as a tail 

on the peak of the spectrum where the full signal has n o t been collected (see figure 

7.9). The rise-time of the signal will depend on the amoun t of trapping present and 

its measurement will allow the true pulse height to be reconstructed (though there 

will always be some uncorrectable events). Thus, even after correction of charge 

trapping, the energy resolution of the detector is ~1 .7 keV at 60 keV or -^3.5 keV 

at 122 keV (PWHM). 

Another problem of cadmium telluride is tha t of growing large enough crystals. 

At present the largest pixels tha t can be grown are ~ 1 0 x l 0 x 2 m m which will only 

stop photons up to ^ 2 5 0 keV. For higher energy 7-rays a matchstick configuration 

must be used where the pixels are ~ 2 x 2 x l 0 m m and t h e 7-rays fall incident along 

the 10mm axis. To achieve a reasonably sized detector plane in this way would 

require thousands of pixels. 

Thus although cadmium telluride has the advantage of a reasonable operating 

temperature it does not offer the spectral resolution tha t germanium can and suffers 

from charge trapping. Cadmium telluride forms part of t h e detector plane of LEGRI 

(Low Energy Gamma Ray Imager) onboard the Minisat-01 satellite and ISGRI 

onboard INTEGRAL. 
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Mercuric iodide is also a room temperature semi-conductor diode detector. The 

spectral resolution should be better than that of cadmium telluride since it haa a 

lower band gap energy. The charge trapping effects, however, are far greater and 

mercuric iodide offers much poorer resolution. 

Mercuric iodide is discussed in detail in Chapter 6 (section 6.1) since its feasi-

bility waa one of the objectives for the 'y-ray detector LEGRI (Low Energy Gamma 

Ray Imager). 

,9. ̂  

Scintillation detectors work in two stages: the scintillation event itself followed by 

the detection of the scintillation photons. The whole process occurs as follows: 

e Gamma ray photons enter the scintillator material and excite the atoms 

# The excited atoms emit visible or near-visible light 

# Photoelectrons are produced when this light strikes a photosensitive surface 

# These electrons are then multiplied, accelerated and formed into an output 

pulse. 

The Erst two stages occur in the scintillator material and the last two in a 

photomultiplier tube. An alternative to the photomultiplier tube is a photodiode. 

A photodiode does not introduce internal gain but is less bulky than a PMT and 

may therefore be more suitable for use with large numbers of small pixels (now 

very common in 'y-ray astronomy). There are many different types of scintillator 

material. Inorganic scintillators provide the best light output and linearity but 

often have slow response times. Organic scintillators however have faster response 

times but lower light yields. Organic scintillators are often made from plastic and 

are used in 'y-ray detectors as active shielding. They are therefore discussed in the 

next chapter as a technique for background noise reduction. Inorganic scintillators, 

however, are often used as the detector material as their higher density provides 

better stopping power for the incident radiation. Table 3.2 shows the wavelength 

of the maximum emission, the refractive index, the density and the light yield for 

several common inorganic scintillators. The (Tl) and (Na) in the table refer to small 

amounts of activators that are added to the scintillators to increase the probabihty 

for photon emission and reduce self-absorption of the light. Thallium and sodium 

are the most commonly used. 

The wavelength of the maximum emission determines the nature of the device 

which will convert the photons into an electronic pulse. Photodiodes work bet-

ter with longer wavelengths whilst photomultiplier tubes work better at shorter 

wavelengths. 
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Property Maximum emission Refractive Index Density Light yield 
(nm) (g/cc) (Photons/MeV) 

Nal (Tl) 415 1.85 3.67 38000 
Csl (Tl) 540 1.80 4.51 52000 
CsI(Na) 420 1.84 4.51 39000 

BGO 505 2.15 7.13 8200 

Table 3.2: Common properties of some inorganic scintillators 

A high refractive index would be unfavourable since total internal reflection 

could prevent some of the light from leaving the material and thus from being 

detected in the photodiode or photomultiplier tube. 

The density, together with the Z number, determines the stopping power of the 

material. Bismuth Germanate (BGO) has the highest density and is therefore often 

used in active shielding. The applications of BGO are discussed in the next chapter 

with other techniques for the reduction of background noise. 

A high light yield is favourable since it improves the spectral resolution of the 

detector and determines the minimum energy which can be detected. The best light 

yield is achieved by Csl (Tl). 

Each of the inorganic scintillators shown in table 3.2 will now be discussed in 

turn. 

In 1948 Hofstadter discovered that sodium iodide (Nal) mixed with thallium iodide 

produced a scintillator material with an unprecedented light yield. In spite of rigor-

ous research into other scintillators Nal(Tl) is still used as a detector material today 

(though its high light yield has now been superceded by, for example, C8l(Tl)). 

Although crystals of Nal are fragile, detectors of a variety of shapes and sizes 

can be produced. The crystals are hygroscopic and must be kept in an airtight 

container to prevent exposure to moisture in the atmosphere. Another drawback is 

that the decay time of each scintillation pulse is slow (230n8) and approximately 9% 

of the overall light yield results from phosphorescence with a decay time of 0.15s. 

Thus when the count rate is high there is not enough time for recovery in between 

pulses. Nal(Tl) is not, therefore, suitable for applications where the count rate is 

expected to be very high but is hne for 'y-ray astronomy where the count rate is 

relatively low. 

In spite of this, the high light yield and linear response of Nal provide a good 

basis for 'y-ray spectroscopy. 

BATSE (Burst and Transient Source Experiment) uses 8 detector modules each 

containing two Nal scintillation detectors used in conjuction with photomultiplier 

tubes (see Chapter 5). The Large Area Detector (LAD) is optimised for sensitivity 
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and directional response whilst the Spectroscopy Detector (SD) is optimised for 

spectral coverage and resolution. 

Coeamm /ocfzde 

Caesium iodide produces longer wavelength light than Nal and is more suited to a 

photodiode readout device. Silicon photodiodes are often used since they provide 

excellent long term stability [4]. Csl can either be used with thallium or sodium 

as the activator and there are therefore two different types of Csl used in 'y-ray 

detectors (as shown in table 3.2). The main advantages of Csl are that it 

# has good spectral resolution aa it has a high photon yield 

e it is malleable and can therefore be bent into various shapes and sizes without 

fracturing 

# has a variable decay time which allows different types of radiation to be dis-

tinguished using pulse shape discrimination. 

Csl is however slightly hygroscopic and will deteriorate if exposed to water or 

conditions of high humidity. It also emits light at long wavelengths and does not 

work well with a photomultiplier tube. A photodiode with extended response into 

the red region is often, therefore, used in conjunction with Csl. 

The Imager on board INTEGRAL (INTErnational Gamma Ray Laboratory) 

contains a detector plane of 4096 Csl pixels (PICsIT) which sits behind a detector 

plane of 16384 CdTe pixels (see Chapter 8). The CdTe serves to bridge the energy 

gap between the Csl and JEM-X (the X-ray monitor). 

3.4 Imaging techniques 

Table 3.3 details some of the common imaging techniques used in 'y-ray astronomy. 

Each of these are listed below with brief details on their principle of operation: 

# Grazing Incidence Optics. X-rays strike a reflecting surface at very small 

angles and are focused on the detector plane. This type of system is used 

mainly for low energy imaging since the angle of incidence required becomes 

extremely small (and hence the telescope increasingly long) for energies much 

greater than ^ISkeV. The ROSAT observatory, vyhich operates in the energy 

range 0.1-2.4keV, contains four nested mirrors with a gold coating to ensure 

good reSectivity. The reflecting surfaces of Grazing Incidence Optics can be 

coated with graded multilayer structures. This haa the effect of increasing 

the grazing angle for which significant reflectivity can be obtained and as 

such the energy range of operation can be extended up to higher energies 

('^60keV). Constellation-X (still under design/construction) is an example of 

such a system. 
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# Bragg Crystals. Bragg crystals work up to several hundred keV and are based 

on diffraction crystals that "focus" 'y-rays from a large collecting area onto a 

small detector volume. The inclination angle of the crystals and the distance 

to the detector plane determine the energy band of detection. As a result 

of the small detector volume required the background noise is extremely low 

which allows unprecedented sensivities. A crystal diffraction lens contain-

ing 600 single crystals of germanium has been constructed at the Argonne 

National Laboratory [66]. 

# Rotation Modulation Collimators. As the collimator and detector rotate the 

source comes into and out of the held of view. Every position on the sky gives 

a unique lightcurve and backprojection therefore allows the position of the 

source to be determined. Four RMCs, each pointing in different directions, 

are used on the GRANAT satellite as 'y-ray burst detectors [6]. 

e Earth Occultation. This technique, where the earth is used as a modulator, 

is the basis for BATSE and is therefore discussed in more detail below. 

# Coded Aperture. Coded mask imaging is baaed on the simple pinhole camera 

principle and is used in both LEGRI and INTEGRAL. Again this is discussed 

in more detail below. 

# Compton Telescopes. Between approximately 0.8 and 30 MeV the dominant 

'y-ray interaction mechanism is compton scattering. If the positions of at least 

two interactions are known then a Compton event circle can be used to build 

up a probability distribution of the astronomical source on the sky. This type 

of imaging is used in the COMPTEL instrument onboard the CGRO [57]. 

# Spark Chambers. The direction of incoming photons is determined by study-

ing the tracks of electron-positron pairs created by pair production (pair pro-

duction is described in section 3.2). Since spark chambers are reliant on pair 

production they are used for very high energy imaging. EGRET (The Ener-

getic Gamma Ray Experiment Telescope onboard the CGRO [33].) operates 

at energies above 30MeV and uses a spark chamber imaging system. 

Earth occultation imaging is the technique behind BATSE (Burst and Transient 

Source Experiment - see Chapter 5). It is a form of modulation imaging where 

an object is used to block the Eeld of view thereby exposing the position of the 

source as a function of time. In Earth occultation imaging the Earth is used aa 

the modulator as shown in hgure 3.11. Known source locations can be checked for 

discontinuities in the background noise at the time of rise or set of the source at 

the earths limb. Previously unknown sources may also be detected by searching for 
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Imaging technique Energy range Angular 
Resolution 

Used on 

Grazing Incidence < ISkeV 5 arc sec BeppoSAX [11] 
Optics 

Spark Chambers 10MeV-20GeV - r EGRET [33] 
Compton Telescopes 0.8-30MeV - 2 ° COMPTEL [57] 
Rotation Modulation 10-200keV "-^l-lOarcmin HESSI [59] 

Collimators 
Earth Occultation any r BATSE [16] 
Coded Apertures lOkeV-lOMeV 1-10 arcmin LEGRI & INTEGRAL 

(chapters 6-8) 

Table 3.3: Details of the most common imaging techniques 

occupation steps. Alore information on this technique can be found in Chapter 5 

or [24]. 

SatefSta 

Figure 3.11: Schematic diagram of Earth Occupation Imaging 

The main imaging technique used by the satellites modelled in this thesis is coded 

mask imaging. This technique works on the same principle as a pin-hole camera. 

One small pinhole provides good resolution but the sensitivity is limited by the size 

of the pinhole. Making the pinhole larger increases the sensitivity, ie the number 

of photons reaching the detector plane (in the Ccise of a pinhole camera a piece ol 

paper!), but decreases the angular resolution. To overcome this many pinholes can 
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be used simultaneously to increase the number of photons whilst maintaining the 

resolution of the picture. A coded mask operates on the same principle. The mask 

contains opaque elements of, for example, tungsten and transparent elements which 

act as the pinholes. 

Figure 3.12: Unit patterns for two HURAs (Hexagonal Uniformly Redundant Ar-
rays) of order 127 and 919 respectively 

Photons coming from a source project an image of the mask pattern on the 

detector plane but shifted if off-axis. The detector accumulates a number of shifted 

images with each shift indicating the position from which the photons originated 

and the intensity of the shifted image gives the intensity of the source at that 

position. The image can therefore be deconvolved to determine the exact position 

and intensity of the source. 

There are several methods of deconvolution and these include: 

# Back projection. Each photon is projected onto every possible position on the 

sky from where it may have come. With more and more photons an image of 

the source can be built up. 

# Cross correlation. Very similar to back projection. A shadowgram is recorded 

and correlated with a deconvolution array for all possible sky positions. Anal-

ogous to searching for the mask pattern in the recorded shadowgram. 

# Maximum likelihood. A number of different sky distributions are folded 

through the telescope response and a shadowgram is obtained for each. The 

one with the best ht, generally using is used as the image of the sky. 

# Maxinmm entropy. Similar to maximum likelihood but the lowest model is 

not necessarily chosen as the image. Rather a range of acceptable models 

are selected and other knowledge, such as the held contains only point sources, 

is used to determine the most probable sky distribution. 
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Coded masks fall into two main categories: Non uniformly redundant arrays 

(NRAs) and Uniformly redundant arrays (URAs). P u t simply NRAs are those 

masks where every spatial frequency is sampled only once whilst URAs are those 

where every spatial frequency is sampled the same amount of times. Hexagonal 

Uniformly Redundant Arrays (HURAs), examples of which are shown in hgure 3.12, 

form a subset of URAs where the URA itself is mapped onto a hexagonal grid. This 

allows, for certain orders, antisymmetry through 60° and therefore greater imaging 

capabilities. 

Coded mask imaging also provides excellent background subtraction since the 

opaque mask elements allow the detector to measure the background noise whilst 

the clear elements view the source. 

3.5 Conclusion 

Gamma-rays can interact in matter by photoelectic absorption, compton scattering 

or pair production. Photoelectric absorption is often preferable in detecting 'y-rays 

since the photoelectron deposits all of its energy in the surrounding material and 

the resulting spectrum is a peak at the energy of the incident photons. Compton 

scattering however produces a Compton continuum since, depending on the angle 

of scattering, some of the energy may be carried oŜ  by the original photon. Pair 

production gives rise to escape peaks where either or both of the electron-positron 

pair escape from the detecting material. 

The spectrum of an interacting photon will not only depend on the type of 

interaction dominating but also on the detector material used. High density ma-

terials provide good stopping power and high Z materials increase the probability 

of photoelectric absorption. There are several types of detector material used in 

'y-ray astronomy including gas, semiconductor diodes and scintillators. There are 

advantages and disadvantages of each and there is no single obvious choice for use 

in a 'y-ray telescope. The objectives of each mission must be used to dehne the 

criteria for the detectors used. 

As mentioned before a detector system not only includes the detector itself but 

also an imaging system and shielding. There are many different imaging techniques 

and some of these have been discussed above. The most relevant techniques for the 

purpose of this thesis are Earth Occulation imaging, where the Earth is used as a 

modulator, and Coded Mask imaging, where a mask acts as a series of pinholes. 

The next chapter provides an overview of the different types of background noise 

together with a summary of techniques often used to either reduce or estimate its 

effects. Shielding, a common background reduction technique, will therefore be 

discussed in the next chapter. 
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Chapter 4 

Background Noise 

4.1 Introduction 

The previous chapter discusses the design of a 'y-ray telescope with respect to the 

detector material and imaging techniques. Unfortunately 'y-ray satellites are ex-

posed to radiation other than that from the sources which they are observing. This 

background radiation increases the count rate in the detectors which may then 

provide misleading data. Furthermore since, Fmin oc (where Fmin is the 

instrument's minimum detectable Hux and B is the background noise in the detector 

system at energy then as the background noise increases the minimum Eux de-

tectable also increases according to its square root. Thus reducing the background 

noise improves the sensitivity of the instrument enabling lower Huxes, for example 

from fainter sources, to be detected. 

Techniques for the reduction of the background noise count rate include shielding 

and collimation. Alternatively if the background noise can be measured accurately, 

for example through the use of a coded mask, then it does not necessarily need to be 

blocked, just subtracted from the source data during analysis. Even if the detector 

system hag been designed to block or measure the background noise, Monte-Carlo 

simulation techniques can be used to estimate its effects on the detector system 

and thus improve its sensitivity. This technique is now so sophisticated that some 

satellites rely almost entirely on the simulation and subsequent subtraction of the 

background noise rather than on the detector system design. 

Here the diS^erent types of background noise are discussed together with some 

techniques currently used to minimise the effects of this noise on 'y-ray instruments. 

An introduction is provided on Monte-Carlo simulations and the software used to 

estimate the processes occurring in 'y-ray detectors after background noise irradia-

tion. 
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4.2 Sources of background noise 

Gamma-ray telescopes, which often operate at the top of the Earth's atmosphere 

or on a space platform, are subjected to an intense radiation environment. In order 

to determine a source's true emission intensity, therefore, it is crucial to be able to 

estimate the effects of this radiation environment. 

The background noise in a 'y-ray telescope can either be induced by 'y-ray pho-

tons (cosmic diffuse 'y-rays, atmospheric 'y-rays and locally produced 'y-rays) or 

hadrons (cosmic ray protons, neutrons and trapped protons due to radiation belts). 

The geomagnetic held prevents cosmic rays below a certain cut-off rigidity from 

reaching the earth [14]. This effects all types of background noise dependant on 

cosmic rays (atmospheric 'y-rays, cosmic ray protons and neutrons) and alters their 

spectral shape and intensity near the poles compared to at the equator. 

Each of the different types of background noise will now be discussed in turn. 

Coamzc "y-rog/a 

The origin of cosmic diffuse 'y-rays has been the subject of much controversy over 

the years. Only a quarter of the 'y-ray Hux can be accounted for by emissions from 

Active Galactic Nuclei and other discrete sources [10], [51]. Several theories have 

been proposed on the origin of the remaining diffuse "y-ray background. Watanabe 

et al suggested that 'y-ray production in supernovae may be partly or even com-

pletely responsible [71]. More recently Loeb et al showed that highly relativistic 

electrons, produced during the formation of large-scale structure, may scatter some 

of the photons of the Cosmic Microwave Background Radiation up to 'y-ray energies 

thereby producing the cosmic diffuse 'y-rays [45]. 

The origin of the cosmic diffuse background 'y-rays is of less importance here, 

however, than the intensity and energy range of the flux itself. The late 1970s and 

early 19808 saw much research into defining the spectral shape and intensity of the 

cosmic diffuse flux. Figure 4.1 shows the spectrum obtained by Schoenfelder et al in 

1980 [60] compared with others. All measurements, in the energy range considered, 

tend to converge and support the existence of a "bump", above a straight line 

extrapolation, at energies of several MeV [60]. This "bump" has recently been 

shown to be an artefact and the spectrum is in fact smooth with a transition from a 

softer to harder component around several MeV [73]. Mandrou et al [47] produced a 

very similar spectrum to Schoenfelder but more accurately determined the spectral 

index of the Cosmic Diffuse Aux to be -2.3. 

The isotropy of the Cosmic Diffuse Hux was tested by Schwartz (for energies < 

100 keV) [62], Mandrou (for energies >300 keV and < 2 MeV) [48] and Schonfelder 

(for energies > 1 MeV) [61]. All are consistent with the Sux being isotropic. 
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Figure 4.1: Comparison of the Cosmic Diffuse spectrum of Schoenfelder et al and 
others [60] 

Thus although the Cosmic Diffuse background Eux may have interesting cosmo-

logical implications it creates a background which must be taken into account in 

'y-ray observations. The spectrum steepens at around a few MeV but otherwise fol-

lows a smooth power law with spectral index of ^ -2.3. Its isotropic nature enables 

Monte-Carlo simulations to easily and accurately predict the eEects of the Cosmic 

Diffuse flux on "y-ray detectors. 

Although of less cosmological significance than the Cosmic Diffuse "y-rays, atmo-

spheric 'y-rays have also been studied quite heavily. Figure 4.2 shows a comparison 

of the spectrum obtained by Schoenfelder et al [60] with others. As for the Cosmic 

Diffuse flux the different results are in good agreement and the spectrum of the 

Atmospheric Aux is a power law [60]. The Atmospheric Sux is also isotropic [14]. 

Atmospheric 'y-rays are derived from cosmic ray interactions in the atmosphere. 

Thus since they are dependent on cosmic rays they are also rigidity dependent ie 

the atmospheric flux intensity and spectral shape is different at the poles compared 

to at the equator. The spectral index of the atmospheric Sux is -1.34 at the polar 
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cap and -1.39 in equatorial regions [29]. The intensity of the Snx at the poles is 

also greater (by approximately a factor of 2) than at the equator. 

At low altitudes (typically for balloon experiments) the atmospheric 'y-ray Aux is 

more intense than the cosmic diffuse Sux. In such cases, however, the atmospheric 

and cosmic diffuse Suxes are indistinguishable and often only the combined Hux is 

quoted. At higher altitudes however the atmospheric Sux becomes almost negligible 

and the cosmic diEuse flux dominates over the two. 
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Figure 4.2: Comparison of the Atmospheric spectrum of Schoenfelder et al and 
others taken above Palestine, Texas. [601 

Thus although the atmospheric flux is isotropic and has a constant spectral shape 

it can be complicated and CPU intensive to simulate. Due to rigidity dependance 

the flux at the poles is different to at the equator and the two must be dealt 

with separately. This could require either separate Monte-Carlo simulations or one 

Monte-Carlo simulation with a scaling factor for the flux at the poles. 

Cosmic ray particles are produced by, for example, binary star systems, supernova 

remnants and Active Galactic Nuclei. Primary cosmic rays are collectively the 

original particles which have been emitted by the sources and are mainly composed 
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of protons but also include, for example, electrons and positrons. Secondary cosmic 

rays are those which reach the earth's atmosphere and interact to give an "air 

shower" of elementary particles. These secondary cosmic rays include neutrons (see 

next section). 

Cosmic ray protons can interact with a spacecraft and its materials and create 

a background noise count rate in the detectors. There are two components to the 

background noise count rate created - the instant 'y-rays and electrons created from 

excited nuclei (the prompt component) and the "y-rays due to the decay of long-lived 

excited nuclei (the delayed component). The prompt component can be eliminated 

by the veto counter but due to the Snite length of the veto pulse (see section 4.3) 

the delayed component cannot. 

Various estimates of the incident cosmic ray proton Hux on a satellite and its 

detectors have been made. In the Earth's atmosphere the proton Eux of Hayakawa 

can be used [25] where the Sux is heavily dependent on the atmospheric depth. For 

satellites which are further out, however, the atmospheric depth is less important 

and the flux of Webber & Lezniak [72] can be used (see equations 4.4 and 4.5). The 

cosmic ray proton Hux is rigidity dependent and the Aux at the poles is therefore 

different to at the equator. 

As discussed above cosmic rays which are made up of a range of particles are 

emitted by galactic and extra-galactic sources. Neutrons are secondary cosmic ray 

particles because they are generated by interactions of the primary cosmic rays 

in the atmosphere and possibly the spacecraft. The eS'ects of the primary and 

secondary cosmic ray protons far exceeds the eEect due to secondary neutrons. For 

this reason most modelling of the background noise in detectors, including that in 

this thesis, does not include modelling the effects of neutrons. 

The Van Allen radiation belts are two regions within the Earth's magnetosphere in 

which particles become trapped and oscillate back and forth between the magnetic 

poles. The South Atlantic Anomaly (SAA) is the region where the Inner Van 

Allen belt dips closest to the earth. It is a region of intense radiation through 

which Low Earth Orbit (where the approx altitude = 500 km) satellites must pass. 

The satellite's detectors are often turned off during the SAA and turned on again 

afterwards. The protons in the SAA, however, can activate the spacecraft and 

detector materials thereby creating a background noise count rate which remains 

even after the passage is complete. The SAA electrons only induce a background 

noise count rate actually during the SAA. Since the detectors are turned off during 
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Figure 4.3: Cosmic ray proton spectrum [5] and references therein. 

this time only the effects of the protons need to considered when modelling the 

SAA. 

Figure 4.4 shows the proton flux contours of the SAA at an alti tude of 500 km. 

At this alti tude the duration of the satellite's orbit is ~ 9 0 minutes and the passage 

through the SAA is ~ 2 0 minutes. Thus for nearly 20% of the orbit the detectors 

are turned off. For the remainder of the time the orbi t history must be used to 

estimate the background noise count rate due to recent passages through the SAA. 

Locally produced 7-rays are those which are produced in the spacecraft and de-

tectors themselves. They arise through interactions of, for example, cosmic ray 

protons which "activate" the spacecraft /detector materials . The activated isotopes 

then decay by the emission of 7-rays. The flux of these 7- rays therefore depends on 

the size and mass of the spacecraft and detectors as well as from which materials 

they are made. There are several ways in which the 7- rays can be produced. 
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Figure 4.4: SAA proton flux contours [76] 

Electron Capture 

Electron capture occurs when an electron from one of the atomic shells is cap-

tured by the nucleus. A proton is tranformed to a neu t ron and the atomic number 

decreases by one but the atomic mass remains the same. A neutrino is emitted 

together with characteristic X-rays. The decay process is; 

+ e — X -\- p (4.1) 

where A is the atomic mass and Z is the atomic number . An example of electron 

capture and the 7-ray lines produced is shown on page 117. 

Beta Decay 

The nucleus can correct for an overabundance of ei ther protons or neutrons by a 

simple conversion of a proton into a neutron or a neut ron into a proton respectively. 

Negative /? decay occurs when a neutron is converted into a proton with the emission 

of an electron and antineutrino. The decay process is 

^ X -^"z+i ^ v (4-2) 

Positive /? decay occurs when a proton is converted into a neutron with the emission 

of a positron and neutrino. The decay process is 

% 4- e+ + 1/ (4.3) 
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An example of decay and the 'y-ray lines produced is shown on page 117. 

An excited nucleus can decay to a lower excited state or ground state through 

the emission of a 'y-ray photon. The emission of pammo-rays often follows a or 

decay, as discussed above, and occurs extremely quickly (^lO'^s). When an 

unstable nucleus emits 'y-ray photons over a longer period of time, not subsequent 

to a or ^ decay, this is said to be an isomeric transition. The excited states are 

often called isomers or are said to be metastable. The isomer's atomic number and 

mass are unchanged by the isomeric transition. 

Alpha particles (essentially helium nuclei) are tightly bound systems and can be 

emitted by unstable nuclei in order to lose energy. The decay process is 

# A'' +1 He (4.4) 

The number of protons and the number of neutrons must be independently con-

served. An example of a decay is 

->gg^ jZo + a (4.5) 

where the half-life of gg^Ra is 1600 years [35]. 

4.3 Techniques for the reduction of background noise 

The background noise, although sometimes of astrophysical importance itself, can 

interfere with the actual data from the observed source. Thus it is common practice 

to guard against this background noise radiation using a variety of techniques. The 

most common of these is shielding which, in its simplest form, absorbs unwanted 'y-

rays (passive shielding). Active shielding not only absorbs unwanted 'y-rays but also 

triggers background noise events such that background photons or charged particles 

which penetrate the shield are also discarded. A collimator works by restricting the 

held of view and therefore the number of unwanted off-axis 'y-rays reaching the 

detector. Other techniques include detector segmentation and isotope enrichment. 

Passive shielding involves the use of a material to simply block unwanted "y-ray 

photons from entering the detector plane. High density materials, which are good 

at stopping 'y-ray photons, are used to surround the detector for this purpose. The 

problem with this technique is that of Auorescence. Each material, when bombarded 
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by high energy photons, will emit characteristic x-rays. For low energy 'y-ray detec-

tors these photons are within the energy range of detection and they will therefore 

create additional background noise. 

Graded shielding is often used to overcome the problems of fluorescence. Several 

materials are layered in descending order of Z, with the highest Z material on the 

outside. The energy of the fluorescent photons produced is dependent on the Z of 

the material. The higher the Z the higher the energy of the photons emitted. Thus 

the fluorescent photons produced by the outermost layer are absorbed by the next 

layer of material. The Huorescent photons subsequently produced by this layer are 

absorbed by its next layer. Usually 3 or 4 layers are used such that the innermost 

layer produces Auorescent photons of a low enough energy not to be detected by the 

detector material. Thus the background noise created by the shielding is reduced 

and the shielding becomes very effective at blocking unwanted 'y-ray photons. 

An example of graded shielding is used in the LEGRI (Low Energy Gamma Ray 

Imager) detector (see Chapters 6 and 7) where successive layers of lead, tantalum, 

tin and iron are used. The fluorescent photons produced by the iron are outside 

of the energy range of the detector plane and do not therefore create background 

noise counts. If lead were the sole shielding material, photons of ^80 keV would be 

produced. These photons would be within the energy range of the detector plane 

and would therefore create a background noise count rate. 

Passive shielding is very effective at blocking low energy 'y-rays. At higher energies, 

however, the bulk of material required to completely stop the photons becomes 

excessive. In this cage active shielding is required where it is not necessary to 

stop the photons but only for them to scatter within the shielding and deposit 

a detectable amount of energy. This acts as a trigger for the detector to reject 

subsequent events. Thus background 'y-rays do reach the detector material but do 

not create a background noise count rate. This form of shielding is much more 

elective at higher energies when scattering is more likely (see hgure 3.1). 

Thus the shielding itself can be used to detect photons as well as to block them. 

The most commonly used material for active shielding is BGO - a scintillator with 

a high density. 

The properties of bismuth germanate (BGO) compared to other inorganic scintilla-

tors are shown in table 3.2. It is not suitable as an actual detector since it has a low 

light yield (8200 photons / MeV compared to 52000 photons / MeV for CsI(Tl)) and 

would provide very poor energy resolution. Its high density (7.3 g/cm^), however, 

is ideal for active shielding. In 1990 the GRAD (Gamma-Ray Advanced Detector) 
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Scintillator Density Refractive Index Light Output 
g/cm^ % Anthracene^ 

Plastic (NE102) 1.032 1.581 65 
Liquid (NE213) 0.874 1.508 78 

Loaded Liquid (NE311) 0.91 1.411 65 

^ Nal(Tl) is 230% on this scale 

Table 4.1: Properties of some organic scintillator materials [34] 

gamma-ray spectrometer was used to test the performance of BGO. The results 

indicated that BGO is at least as effective as Csl when used in active shielding [55]. 

The BGO is used in conjunction with a photomultiplier tube which detects the 

scintillation events of the background photons and sends a signal for the primary 

detector to reject any simulataneous events. 

There are several different types of organic scintillators and these are summarised 

in table 4.1. Plastic scintillators are relatively inexpensive and easy to shape and 

mould. For this reason they are useful for large-volume solid scintillators. Liquid 

scintillators can provide almost 100% eSiciency in counting low-level activity, for 

example from Liquid scintillation counting is a common technique whereby the 

sample to be counted is placed directly into the liquid scintillator. Loaded liquid 

scintillators are liquid scintillators with a high Z material added in order to increase 

their photopeak efSciency. 

Figure 4.5 shows how active shielding may be used. The BGO on the sides 

and back of the detector, in conjunction with the photomultiplier tubes, block and 

detect unwanted background photons. The plastic scintillator is thin enough to 

allow 'y-ray photons from the source to enter the detector plane but thick enough 

to detect unwanted charged particles. 

Gollimation and shielding are closely related since they both act to reduce back-

ground noise in the 'y-ray detectors. The collimator itself restricts the held of view 

of the detector such that off-axis rays are blocked. Thus only photons from the 

restricted field of view, ie those from the source, are detected. 

A common conhguration of a detector with shielding and collimation is shown in 

figure 4.6. The collimator is made of a passive material, for example tantalum, such 

that it absorbs the off-axis rays. As with passive shielding fluorescence from the 

collimator can cause a background noise count rate in the detectors. To overcome 

this some collimators are coated in a lower Z material, such as copper, to lower the 

energy of the Suorescence photons reaching the detector plane. Since the collimator 
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Figure 4.5: An illustration of active shielding. BGO surrounds the sides and back of 
the detector plane to block and detect unwanted 7-ray photons . A plastic scintillator 
is used in front of the detector plane to detect unwanted charged particles. 

also restricts the field of view of the sky it can also be used as a basic imager which 

can detect the position of the source. Collimators can be used in conjunction with 

coded mask imaging systems (see section 3.4). 

4.3.4 Farther techniques 

In addition to the usual shielding and collimation background reduction methods 

there are some additional techniques that can also be used. An example of this is 

detector segmentation. Germanium detectors are often segmented but the segmen-

tation of other materials, for example Csl [56], has also been investigated. 

The principle behind segmentation is that a 7-ray will invariably scatter in the 

detector whilst a background /3-decay will deposit all of its energy locally. Much 

of the background noise at higher energies (150keV-lMeV) is due to localized 

decays. Thus if several layers of, for example, germanium are used then a back-

ground event can be flagged as one which occurs in a single layer. Figure 4.7 shows 

a comparison of a true event and background event in a segmented detector. 

At lower energies (<150 keV) only the top segment is effectively used ie only 

events which signal in the top segment and not in lower segments are "true". 

The spectral line sensitivity of segmented n-type germanium detectors is im-

proved by up to a factor of 2 in the energy range 40ke \ ' - lMeV compared to an 

uiisegnit?iited detector [18]. Thus in addition to shielding a n d / o r collimation this is 

a very effective technique of reducing the background noise in a detector. 
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Figure 4.6; A detector system with shielding a n d collimation. 
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Figure 4.7; The interaction of a 7-ray in a multi-segment detector compared to a 
background event. The requirement of events in more than one layer eliminates the 
(3 decay but not the signal from the incident 7-ray [17]. 
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Isotopic enrichment is also commonly used to reduce the background noise in 

germanium detectors. The ^^Ge isotope in a germanium detector could contribute 

up to half of the background noise continuum [2]. Thus reducing the amount of 

this isotope and replacing it with, for example, ^°Ge would improve the continuum 

sensitivity of the detector by up to a factor of 2 over the energy range 200-1000keV 

(the line sensitivity is improved by a factor of 1.4 [2]). 

4.4 Background noise simulation software 

Thus there are several different types of background noise which can affect the 

detectors onboard a 'y-ray satellite. Shielding and collimation, discussed earlier, 

can help to reduce the background noise count rate but it would be an impossible 

task to design a satellite which guards against all background noise radiation. For 

this reason simulating the background noise hag become an important process in 

designing, building and operating a 'y-ray satellite. Not only are these simulations 

used to aid the analysis of data obtained by the detectors but also for pre-Eight 

troubleshooting and future satellite design. 

The background noise experienced by a 'y-ray detector can be simulated using a 

specially designed particle physics simulation software suite called GGOD (Geant 

GCalor Orihet and Decay). The How of information through the software suite is 

shown in figure 4.8. 

Before the first Monte-Carlo simulation can be run, the radiation environment 

of the satellite and the satellite's detailed geometry must be known. The different 

types of background noise must each be simulated separately. Background noise 

induced by 'y-ray photons require only one Monte-Carlo simulation. Hadronic back-

ground noise, however, requires two Monte-Carlo simulations in order to simulate 

the activation of the spacecraft and detectors themselves. 

Thus for the Cosmic Diffuse and Atmospheric fluxes only the first stage of hgure 

4.8 (the GEANT software) is required. The radiation environment and detailed 

geometry are the input for the Monte-Carlo simulation and the output obtained is 

the hbook which includes the spectra induced in the detectors. From this the count 

rate can also be obtained. 

The Cosmic Ray and SAA fluxes however require a more detailed process. The 

radiation environment and detailed geometry are again the input for the first Monte-

Carlo. The output, however, includes not only a hie containing the "prompt" 

spectra (that induced in the detectors immediately by the background radiation) 

but also information on the activated isotopes. This information is initially in 

the form of a set of files each containing isotope production rates. The satellite's 

exposure time to the radiation together with the "cooling" time (how long after 

the exposure time the spectra are to be obtained) are then used for the ORIHET 
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software (detailed as the prodrate and intorid programs in figure 4.9). This produces 

a set of files containing the isotope decay rates which a c t as the input for the second 

Monte-Carlo. Thus the spectra for a particular exposure time and cooling time are 

produced. In order to build up a profile of how the count rate decays with t ime 

after, for example a passage through the SAA, several cooling times are required. 

The ORIHET software and second Monte-Carlo must be run separately for each 

cooling time required. 

This process is the basis of the work in Chapters 5-7. Within these chapters 

each stage of the process is tailored to the satellite and radiation environment being 

investigated. 

GEANT^ 
--"GCALOR 

ORIHET DECAY 

Figure 4.8: Flow diagram showing the flow of information through the GGOD 
software suite 

4.5 Conclusion 

A 7-ray satellite and its detectors may experience several different types of back-

ground noise. The background noise count rate can be lowered, through the use of 

shielding and collimation, or measured for example by using a coded mask. Simulat-

ing the background noise experienced by the detectors onboard satellites, however, 

is invaluable in ensuring the accuracy of the data and results produced. These sim-

ulations have become so useful that they can help in t h e design of future satellites 

by detailing which detector system designs perform be t te r under certain conditions. 

The next chapter illustrates the type of study which would be greatly enhanced 

by the use of background modelling to improve the sensitivity of the instruments. 

Chapters 6 and 7 discuss a model for the Low Energy G a m m a Ray Imager (LEGRI) 

onboard the Minisat-01 satellite. These post-launch simulations are used to explore 
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the background noise further by comparison to observations. The subsequent chap-

ter is a pre-launch analysis of the background noise suffered during a solar Hare by 

the instruments of the future INTEGRAL mission. 
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Chapter 5 

The Analysis of Cataclysmic 

Variable stars using BATSE 

5.1 Introduction 

Monte Carlo simulations of the background noise in 'y-ray satellites are used to 

improve sensitivity and allow fainter sources to be observed than would otherwise 

be achievable. This thesis focuses on the actual modelling of background noise in 

'y-ray satellites but it is also useful to illustrate why this modelling could be so 

important. 

The basis of this chapter is the detection of x-rays in the energy range 20-100 keV 

from cataclysmic variable stars using the Burst and Transient Source Experiment 

(BATSE). Whilst these sources have been detected in the soft x-ray region they are 

believed to be only very faint emitters of hard x-rays as most have not been detected 

at energies above several keV. They form therefore an ideal sample to illustrate why 

improvements in sensitivity could be invaluable in hard x-ray / 'y-ray astronomy. 

5.2 Burst and Transient Source Experiment (BATSE) 

BATSE was one of the four instruments on the Compton Gamma Ray Observa-

tory (CGRO) as shown in hgure 5.1. Also onboard were OSSE (Oriented Scin-

tillation Spectrometer Experiment), EGRET (Energetic Gamma Ray Experiment 

Telescope) and COMPTEL (imaging Compton telescope). Further information on 

these instruments, which are not studied here, is given in [32], [33] and [57]. 

CGRO was launched in April 1991 on the Space Shuttle Atlantis STS-37 [21] 

and was designed to cover the hard x-ray and 'y-ray regions from 15 keV to 30 

GeV [20], [38] and [64]. The overall mission objectives are shown in table 5.1. The 

primary objective for BATSE was the detection, location and study of'y-ray bursts 

and for the duration of the mission BATSE detected these at a rate of '-̂ O.SS per 
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EGRET Instrument 

BATSE Detector Assembly (1 of 8) 

COMPTEL Remote Elecuonics 

BATSE Remote Electronics 

OSSE Instrument 

Figure 5.1: The CGRO satellite with its four instruments: BATSE, OSSE, EGRET 
and COMPTEL. 

Source Type Original Scientific Objectives 
Gamma-Ray Bursts 

Discrete Objects 

Nucleosynthesis 

Diffuse Lines 

Galactic Emission 

Extragalactic 

Cosmology 

Observation of gamma-ray bursts, their luminosity 
distribution, their spectral and temporal characteristics 
and their spatial distribution. 
A study of discrete objects such as black holes, neutron 
stars and objects emitting only at gamma-ray energies. 
A search for sites of nucleosynthesis - the fundamental 
process for building the heavy elements in nature - and 
other gamma-ray emitting lines in astrophysical 
processes. 

Map the distribution of diffuse 0.511 MeV and ®̂A1 
gamma-ray line emission and determine its origin. 
Exploration of the Galaxy in gamma rays in order to 
study the origin and dynamic pressure effects of the 
cosmic-ray gas and the structural features revealed 
through the interaction of the cosmic rays with the 
interstellar medium. 

A study of the nature of other galaxies as seen at 
gamma-ray wavelengths, with special emphasis on radio 
galaxies, Seyfert galaxies and QSOs. 
A search for cosmological effects through observations 
of the diffuse gamma radiation and for possible 
primordial black hole emission. 

Table 5.1: Summary of the CGRO objectives [21] 
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Figure 5.2: One module of BATSE 

Large Area Spectroscopy 
Material 

Frontal Area 
Thickness 

Energy Range 
Energy Resol. 

Nal(Tl) 
2025 cm^ 
1.27 cm 

30-1900 keV 
27% @ 88 keV 

Nal(Tl ) 
127 cmf 
7.62 cm 

15keV-110 MeV 
7.2% @ 662 keV 

Table 5.2: Technical details of the BATSE detectors [16] 

day. Furthermore BATSE's discovery that gamma-ray burs t s are isotropic but non-

homogeneous ruled out previous theories of a galactic disk distribution. Individual 

7-ray bursts have also been shown to vastly differ in pulse structure and duration. 

BATSE has a large field of view, enabling it to view all of the sky, together 

with high sensitivity in the low energy range. The ins t rument consists of 8 separate 

detector modules (shown in figure 5.2) positioned on the corners of the CGRO 

spacecraft. The Large Area Detectors (LAD), each containing a Nal crystal 50.8cm 

in diameter and 1.27cm thick, are optimised for sensitivity and directional response 

whilst the Spectroscopy Detectors (SD) contain Nal detectors 12.7cm in diameter 

and 7.62cm thick and are optimised for spectral coverage and resolution. 

5.3 Cataclysmic Variable Stars 

Cataclysmic variable stars (CVs) are binary star systems where the primary star 

is a white dwarf and the secondary star is a main sequence star expanding to fill 

its Roche Lobe. Mass transfer onto the white dwarf causes sudden, unpredictable 

eruptions. Figure 5.3 shows an artist 's impression of a typical CV with the primary 

white dwarf star surrounded by an accretion disc of mass f rom the secondary. In this 

section each subtype of CV (Classical Novae, Dwarf Novae, Recurrent Novae and 

Nova-likes) is reviewed before turning to the BATSE E a r t h Occultation Analysis. 

Most of the material for the review of CVs comes from [70] unless otherwise stated. 
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Figure 5.3: An artist 's impression of a Cataclysmic Variable showing the primary 
white dwarf star surrounded by an accretion disc of mass from the secondary 

J. ,9.̂  CWazco/ 

Classical novae have only one observed eruption but the range from prenova bright-

ness to maximum brightness can be as high as 19 magnitudes. Fast novae, where 

the outburst and subsequent decline all occur in a period of days, show the great-

est increase whereas slow novae have much smaller eruptions occuring on longer 

timescales. 

A review of classical novae eruptions is given in [63] and [70]. At first the proton-

proton chain (shown in equation 5.1-5.3) generates energy. The temperature at the 

base of the envelope around the white dwarf reaches ^ 2 x l O ^ K and the CNO cycle 

(shown in figure 5.4) begins to dominate. Convection takes fresh CNO to the 

core and /5+ decay nuclei to the surface where they deposit energy. This causes 

the expansion of the envelope and the luminosity of the eruption. An increase 

in temperature will lead to enhanced energy generation but not to an increase in 

pressure (since for degenerate matter, P oc which is independant of T) and 

the result is, therefore, an exponential runaway. Once the temperature reaches 

~8xlO^K (the Fermi temperature) the equation of s ta te becomes that of a perfect 

gas and expansion occurs to reduce the temperature and prevent further nuclear 

burning. 

p + p ^ d + e^ + Ue (5.1) 

d + p ^ ^ + ^ H e (5.2) 
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Figure 5.4: The CXO cycle begins once the temperature at the base of the envelope 
reaches '^2xlO'K [701 

Novae emit soft x-rays when there is an abundance of CNO and consequently 

all of the proton captures of the CNO cycle occur before the envelope has chance to 

expand. This terminates the runaway and the unstable nuclei deposit >10'̂ ^erg 

in the envelope which is radiated away while the envelope is still only slowly ex-

panding. Thus is radiated through a small surface area and an effective 

temperature of ^lO'^K is generated leading to emission of approximately 0.5 keV ie 

soft x-rays. Harder x-rays and v-rays are thought to come from positron-electron 

pair annihilation radiation during the early part of the outburst [41] though these 

fluxes have yet to be observed. 

Fast novae produce the brightest eruptions which decay quickly over a period 

of days. The speed class of a nova was originally thought to be correlated to the 

enrichment of CNO but (mass of the white dwarf), (luminosity of the 

white dwarf) and A/ (rate of mass accretion onto white dwarf) are now believed to 

be the most important parameters [63'. The speed of a nova is often characterised 

by the time taken for the brightness to fall either 2 or 3 magnitudes below maximum 

(tj or t:; rcspccrivelyj. \'elOO is an (Example of a fast nova (t, = G days) and Sco92 

uf a slow nova i rj = 73 days). 

Novae oscillate between two ([urisi-ectuilibrium states. At high luminosity the 

envelope has a large radius containin;^ a nuclear shell source which powers the 

luminosity. Tlii.s state requires a minimum envelope mass below which nuclear 



reactions ceaae. In the low luminosity state the envelope has a small radius and 

compressional heating replaces energy loss. This state can only exist below a max-

imum envelope mass above which nuclear reactions begin. Thus the nova changes 

from low to high luminosity due to an increase in the mass of the envelope and 

from high to low due to consumption of nuclear fuel and a decrease in the mass of 

the envelope. Stability can occur in the high state if the temperature of the white 

dwarf or the mass accretion rate are very high and steady nuclear burning occurs. 

Figure 5.5 shows how the luminosity and visual magnitude of a nova progress 

over a complete cycle and Ggure 5.6 shows the corresponding changes in the struc-

ture of the envelope. The beginning of the cycle is arbitrarily set at the onset of the 

thermonuclear runaway and the whole cycle can be summarised in six stages [54]: 

# Outburst: This represents the onset of the thermonuclear runaway. A shock 

wave carries energy to the edge of the envelope, bolometric and nuclear lumi-

nosities rapidly increase and the envelope expands. 

e Expansion: The visual magnitude rises to a maximum whilst bolometric and 

nuclear luminosities decline. The radius increases to the outer 

shell containing ^^th of the envelope mass expands as its velocity reaches 

3800Km/s. 

# Mass loss: Mass loss occurs by shock-ejection, continuous mass loss (optically 

thick wind) or nebular mass loss. 

# Decline: The star has lost all of its accreted mass and the core is surrounded 

by the remnant envelope. The nuclear luminosity declines more rapidly than 

the bolometric luminosity as the nuclear energy souce is distinguished. 

# Accretion: The luminosities decline further and new material is accreted. 

# Convection: Fresh material and unstable nuclei are transported to the 

surface enabling new nuclear reactions. 

Dwarf novae have more than one observed eruption and the time between each 

can be from 10 days to 10s of years. Each outburst lasts from 2 to 20 days and 

is usually 2-5 magnitudes in brightness. There are three subtypes of dwarf novae: 

Z Cam stars (show protracted standstills just below maximum), SU UMa stars 

(occasional superoutbursts) and UGem stars (all other dwarf novae). The outburst 

mechanism is a release of gravitational energy due to a temporary increase in the 

mass transfer rate. 

J. ,9.5 

Recurrent novae are classical novae that have more than one observed eruption. 

The difference between recurrent novae and dwarf novae can be seen in spectral 

observations as recurrent novae eject a substantial shell after the eruption but dwarf 
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Figure 5.5: Evolution of bolometric luminosity (solid line), nuclear luminosity 
(dashed line) and visual magnitude (dot-dashed line) through a complete nova cy-
cle and the accretion phage preceding it. The time axis is divided into intervals 
corresponding to phages of different evolutionary time scales [54]. 
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Figure 5.6: History of the structure of the envelope above the original white dwarf 
core (m>0) and below it (m<0). The solid line (labelled M) shows the total mass 
(MM/̂ 2)+M) as a function of time. Dot-dashed lines show the boundaries of convec-
tion zones. Solid areas denote burning shells before the onset of convection [54]. 
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novae do not. T h e outburst mechanism for recurrent novae is a thermonuclear 

runaway whilst for dwarf novae there is a release of gravitational energy due to a 

change in the mass transfer rate. 

5.3.4 Nova-likes 

This sub-class includes all non-eruptive cataclysmic variable stars, for example, pre-

novae, post-novae and Z Cam stars which are effectively in permanent standstill. 

Magnetic CVs, also included in this class, are divided into polars and intermediate 

polars depending on the strength of the magnetic field of the primary star and the 

extent of the resulting disruption to the accretion disc. 

Polars 

The magnetic field surrounding the primary star of a polar is strong enough to 

control the flow of accretion and disrupt the formation of the accretion disc. Three 

polars have been observed at energies >2keV: AM Her, E F Eri and BY Cam. The 

hard x-ray spectrum of AM Her is shown in figure 5.7. 
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Figure 5.7; The x-ray spectrum of AM Her obtained by detectors on HEAO-1 [70] 

Intermediate Polars 

The magnetic field of intermediate polars is less powerful t han that of polars and the 

accretion disc is only partially disrupted. Intermediate polars however are believed 

to be stronger emitters of hard x-rays due to their high mass transfer rates. 
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5.4 BATSE Earth Occultation Analysis of Classical Novae 

At the time of the outburst the thermonuclear runaway generates a temperature of 

^lO^K [70] implying that novae are good emitters of soft x-rays. These emissions 

have been observed by various satellites including ROSAT [1]. Theoretical models 

predict hard x-ray emission to come from the Compton degradation of radioactive 

decay in particular due to the Comptonisation of photons emitted in the SllkeV 

line [27]. Since BATSE operates in the energy range 20-100keV any detections 

made would allow conSrmation of the continuum emissions and place constraints 

on theoretical models such as that mentioned above. 

A preliminary search for hard x-ray emission prior to the visual outburst has 

been conducted using BATSE data by Hernanz et al (see below and [28]). Their 

sample, however, consists of only 8 randomly selected sources and a thorough search 

for hard x-rays from both before and during the outburst would extend and improve 

upon their research. 

An occultation of the target source by the Earth produces a step-like feature in 

the recorded data. This step is superposed on the background count rate induced 

in the detectors and on the count rates due to nearby bright sources. Each orbit 

produces a pair of rising/setting occupations. Thus BATSE's 90 minute orbit could 

produce up to 32 occultations of a hard x-ray source per day. By measuring the size 

of each step recorded a count rate history can be generated. The technique used 

here hts 1-2 minutes of the background count rate on either side of the occultation 

step and, since the time interval is very short, the background variation is assumed 

to be approximately linear [24]. All step measurements where there are known 

contaminating sources, occulting at the same time, are removed. When the source's 

elevation with respect to the orbital plane is greater than about 70° the step 

feature is broadened [24]and this data is therefore removed also. Finally data from 

each of the 8 detectors are combined to give better statistics. 

The sensitivity of BATSE could be improved further through the subtraction of a 

predicted background count rate before the standard occultation analysis (Eat Eeld-

ing). The BATSE background model is currently being developed at Southampton 

University to enable the BATSE data to be flat helded. This model has not how-

ever been developed in time for this research and the standard occultation analysis 

described above has been used. 

The sample, consisting of all classical novae from "A Catalogue and Atlas of Cata-

clysmic Variables - 2nd edition" [15], is shown in table 5.3. This is an improvement 
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on the Hernanz sample [28] which, to date, consisted only of 8 randomly selected 

sources (PUP91, SGR92/1, CYG92, SC092, CAS93, AQL95, CIR95 and VEL99). 

The 'y-ray outburst is believed to occur just before the visual maximum [28] 

which is quoted as the outburst TJD (Truncated Julian Date) in table 5.3. The 

analysis is therefore extended to 30 days before the outburst TJD and to 10 days 

afterwards in one day sums. 

Source Outburst TJD Right Ascension Declination Max mag 
Sgr91 8470 273.5576 -32.2079 7.0v 
Sct91 8515 281.7912 -8.3482 10.5v 
Pup91 8617 122.9097 -35.125 6.4p 

Sgr92/1 8665 272.3954 -25.8661 7.3 
Cyg92 8671 307.6319 52.6308 4.2v 
Sco92 8768 256.8224 -43.2561 7.3v 

Sgr92/2 8812 275.8622 -28.3665 7.8p 
Sgr92/3 8908 275.9222 -22.9913 8.Op 
Aql93 9121 288.2783 1.5731 7.6p 
Sgr93 9215 273.2075 -29.4846 7.7v 

HY Lup93 9245 217.9591 -51.1758 8.0v 
Cas93 9329 355.4467 57.5172 5.3v 
Oph94 9505 263.9358 -19.3261 6.5p 

Sgr94/2 9520 277.5962 -17.1991 10.8p 
Cir95 9745 221.2228 -63.8987 7.2v 
Aql95 9755 286.3607 -1.7009 8.2v 
Cen95 9771 195.6332 -60.1939 7.2p 

Table 5.3: The sample of classical novae taken from [15]. Visual magnitudes are 
given where known (symbolised by v) - otherwise the photographic magnitude is 
given (symbolised by p). 

Some data on the resulting light curves, shown in figure 5.8, are missing due to 

corrupt data hies, occupations where ^ > 70° and occupations where an interferring 

source is occulting at the same time ag the target source. The figure shows that 

BATSE data for each source do not reveal a significant Eux, in the energy range 

20keV-100keV, from the 'y-ray outburst prior to the visual outburst. 

The sensitivity of BATSE has been calculated using 3 years of observations of 

the Piccinotti AGN by [74]. In summary: 

# 3cr - 3 years sensitivity: Fp;cci=2.2mCrab 

# 3cr - 8 years sensitivity: Fpico—1.4mCrab 

e 5cr - 3 years sensitivity: Fpicc:=3.7mCrab 

# 5 ( 7 - 8 years sensitivity: Fpicci=2.3mCrab 

Classical novae are highly transient and the 'y-ray emission is likely to last only a 

matter of days. Since emission in the energy band 20-100 keV has not been observed 
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the length of observing time available is not known for certainty. For the sake of 

argument this has been taken to be 10 days in these calculations. Sensitivity oc 

so the sensitivity of BATSE to classical nova outbursts is: 

# 3(7-10 days sensitivity: Fp̂ cci— 23.0 mCrab (4.9 x 10"^° ergcm'^s"^) 

# 5(7-10 days sensitivity: Fpic«= 38.7 mCrab (8.2 x 10"^° ergcm'^s"^) 

If BATSE is likely to detect a 10 day -y-ray outburst from a classical nova then 

the outburst must be > 23.0 mCrab for a 3(7 detection or > 38.7 mCrab for a 5(7 

detection. Figure 5.8 shows that BATSE did not make any significant detections 

from the sample chosen and each of the sources are therefore likely to be < 23.0 

mCrab (4.9 x 10"^° ergcm"^s"^) in the energy range 20-100keV. Cyg 92 is the 

brightest source in the sample and is at a distance of 1.7 kpc. An upper limit 

standardised to Ikpc would provide a useful hgure for comparison to other sources. 

At Ikpc the 3(7 upper limit of the flux of hard x-ray emission from Cyg 92 is 66.4 

mCrab (since F j = ^ ) . 

[TAe MOW 

Observations of nova remnants have been seen at hard x-ray wavelengths, for exam-

ple the x-ray light curve of Cyg 1992 shown in figure 5.9. The energy band of the 

ROSAT PSPC (Position Sensitive Proportional Counter) is much lower than that 

of BATSE (0.1-2.4 keV compared to 20-100 keV) and the x-ray emission is clearly 

seen to peak several hundred days after the visual outburst. It would be interesting 

therefore to study a similar period after the visual outburst with BATSE to see if 

the remnant emits harder x-rays also. 

3 LOr 

I (dmym) 

Figure 5.9: The X-ray light curve of the remnant of Cyg92 in the ROSAT PSPC 
0.1-2.4 keV energy band [37] 

The earth occupation technique described above was used to study BATSE data 

for evidence of hard x-ray emission from the nova remnants of the sample of classical 

novae detailed in table 5.3. A period of 800 days (in one day sums) was analysed 
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for each of the sources and the resulting hard x-ray light curve of the brightest, Cyg 

1992, is shown in figure 5.10. 

C Y G 9 2 — R i s e s o n l v 

C Y O 9 2 ^ S e t s pnlv 

Tfoncoted Julian Doy 

Sta r t o f v i s u a l o u t b u r s t 

Figure 5.10; The X-ray light curve of the remnant of Cyg 1992 as seen by BATSE 
in the energy range 20-100 keV. 

The BATSE data does not show significant hard x- ray emission from the nova 

remnant. Since a longer period of time has been used the sensitivity of BATSE 

will be better than for the detection of the 7-ray outburs t and any sources >2.5 

mCrab (5.3 x 10^^^ ergcm~^s~^) are likely to give a 3cr detection. Since there are 

no significant indications of x-ray emission from the BATSE data the remnant of 

each of the novae studied is likely to be fainter than 2 .5mCrab in the energy range 

20-100keV. 

5.5 BATSE Earth Occulation Analysis of other Cataclysmic 

Variables 

In addition to Classical Novae other types of CV have also been analysed. The earth 

occultation analysis technique was used to gain x-ray l ight curves over a period of 

500 days for the sources listed in table 5.4. Intermediate polars are believed to be 

stronger emitters of hard x-rays than polars [70] but magnet ic CVs in general are 

likely to be good candidates for hard x-ray emission. A sample of 4 intermediate 

polars (labelled IP in the table) and 3 polars (labelled P in the table) has therefore 

been selected. Again the BATSE data did not show any significant flux. The 

sensitivity of BATSE indicates tha t these sources must therefore be fainter than 4.8 

mCrab in the energy range 20-100keV. 

5.6 Conclusions 

A sample of classical novae have been analysed for 7-ray emission prior to the visual 

outburst . Classical novae have been studied in the hard x-ray range by Hernanz et 
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Source Type of CV Right Ascension Declination 
AM Her P 274.0555 49.8678 
BY Cam P 85.7037 60.8588 
AR UMa P 168.936 42.9730 
EX Hya IP 193.1016 -29.2490 
FO Aqr IP 334.4809 -8.3512 
GK Per IP 52.7992 43.9046 
AE Aqr IP 310. 0381 -0.8708 
DQ Her IP 271.8760 45.8588 

Table 5.4: The sample of Cataclysmic Variables (non Classical Novae). P = Polar, 
IP = Intermediate Polar, DN = Dwarf Nova 

al [28] but ours is the first complete sample. The earth occultation technique was 

applied to BATSE data in the energy range 20-100keV. No significant fluxes were 

detected and an upper limit of 23 mCrab is therefore implied for a 10 day ^y-ray 

outburst from these sources. The same technique was also applied for a longer 

period of time after the outburst to search for evidence of hard x-ray emission from 

the nova remnants. Again no signihcant Suxes were detected and an upper limit of 

2.5 mCrab is therefore derived. Figure 5.11 shows the theoretical spectral evolution 

of a CO nova at a distance of 1 kpc compared to the sensitivity of BATSE for 10 

days of data. Since BATSE's sensitivity for 10 days is much higher than the Sux 

expected for 1 day no detections would, in fact, be expected. For detection of the 

higher Sux available for up to 6 hrs after the outburst, the sensitivity would be 

increased (according to y T ) and the sensitivity line in figure 5.11 would move up 

above the 6hr spectrum. If the sensitivity could be lowered (ie the sensitivity line in 

figure 5.11 lowered), for example through the subtraction of the background noise, 

then such theoretical models could either be confirmed or disgarded. 

This work is, therefore, a perfect example of the type of study that background 

modelling is designed to enhance. No hard x-ray emissions can be detected from the 

sample using Earth Occultation Analysis alone but the improvement in sensitivity 

achieved through modelling the background noise and subsequently flat helding the 

BATSE data could enable such faint emissions to be detected. Thus even after all 

the observations have been made and the data analysed there is still potential to 

keep on improving the sensitivity, detect emissions previously not seen and therefore 

conhrm or disprove the theoretical models proposed. Future work in this area could 

include the flat helding of these sources using BATSE data after the background 

model has been fully implemented (unfortunately scheduled for after completion of 

this thesis). Furthermore one of the objectives of INTEGRAL, due to be launched 

in 2002 (see chapter 8), is to search for classical novae at 'y-ray energies [26]. 
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Chapter 6 

Analysis of the static background 

noise in LEGRI 

6.1 Introduction 

LEGRI (Low Energy Gamma Ray Imager) is one of three instruments on board the 

first Spanish MINISAT platform launched into a low earth orbit (600 km altitude) 

by a Pegasus rocket in April 1997. Of the other two instruments, EURD studies the 

background radiation in the extreme ultra-violet and CPLM is a study of micro-

gravity conditions. 

The technological objectives of LEGRI included a feasibility study of mercuric 

iodide detectors (Hgl2) in the low energy range (10-100 keV). As discussed in Chap-

ter 3, Hgl2 is a room temperature semiconductor detector. Its higher Z and higher 

density (see table 3.1) than GdTe, Ge and Si allow for better e&ciency at a given 

thickness. The energy required per electron-hole pair in HgIg is less than in CdTe 

so the energy resolution should be better. Ge and Si require even less energy per 

electron-hole pair but they require cooling which is often inconvenient and costly. 

Thus Hgl2 is a very interesting alternative semiconductor material. There are sev-

eral problems however and these include: 

# Severe charge trapping in crystals more than 1mm thick worsens the energy 

resolution. Hgl2 is therefore more useful at lower energies ( ^ 20 keV) when 

the interaction is near the cathode and the holes have less distance to travel. 

# The buildup of charges due to the charge trapping can cause the electric field 

to become distorted thereby further reducing the charge collection. 

# Exposure of the crystal to air for weeks or months can cause the surface to 

deteriorate and the material must therefore be encapsulated. 

Much research has therefore been invested into this material and its viability 

for ground and spacecraft detectors. Crystals of Hgl2 were first grown in the 1970s. 
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Early versions were grown from solution but it was later discovered that using 

vapour growth gives better charge collection and thus better energy resolution [75]. 

During the 1980s advances were made in the fabrication of the crystal and re-

search also began to look into its durability and longevity. Iwanczyk [30] discovered 

that although there was no evidence of internal degradation of the material over a 

period of 7 years, Hgl2 alone waa not suitable for long term operation in vacuum 

conditions. The crystals must be coated in either acrylic or Parylene. Longevity 

tests by Iwanczyk et al [31] showed excellent durability for Parylene coated Hgig 

exposed to two years of severe conditions. A sample of detectors were subjected 

to intense proton irradiation and found to show good resistance to damage [31]. 

Iwanczyk [30] also developed the possibility of using Hgl2 in an array of crystals 

offering the benefits of spatial resolution, large active areas and high count rate 

capabilities. 

Gerrish et al [22] discovered that impurities in the original material used during 

vapour growth could increase the effects of hole trapping. Attempts to produce 

crystals with better energy resolution lead researchers to purification of the starting 

materials obtained from commercial vendors. Different amounts of impurities were 

present in the crystals however and this lead to inconsistencies in the resulting 

detectors. Some researchers therefore made their own Hgl2 from potassium iodide 

and mercuric chloride [68]. 

Further development of this material was required and LEGRI was proposed as 

a technological mission with the following objectives: 

# Viability of using Hgl2 in 'y-ray detectors on astronomy space missions 

# Test the durability and longevity of Hgl2 under space conditions 

# Deepen the general understanding of Hgig technology 

The scientific objectives for LEGRI were: 

# Spectral studies of strong "y-ray sources 

# A study of 'y-ray extragalactic astronomy. 

# The location of new strong 'y-ray sources (such as those described in Chapter 

2) 

The sensitivity of LEGRI with potential target sources is shown in hgure 6.1. 

The Minisat-01 platform is shown in figure 6.2. LEGRI was based on a coded 

mask system with a fully coded held of view of 11 degrees and an angular resolu-

tion of 2 degrees. The detector was originally designed as a 10 by 10 array of Hgl2 

elements. The problems of crystal fabrication, however, lead to crystals of inconsis-

tent size and quality. Ground testing exposed the poor imaging capabilities of the 

Hgl2 and it was decided to replace some of the Hgl2 pixels with CdZnTe. The hnal 

composition was therefore an 8 by 10 array of Hgl2 with 20 1 cm^ CdZnTe. The 
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Legri Sensitivity 

L E G R I sensi t iv i ty 
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Figure 6.1; The sensitivity of LEGRI with several potential target sources 

Figure 6.2: Minisat-01 

collimator was made of 11 horizontal and vertical t an ta lum slats. Surrounding the 

whole detector was a passive shield of lead, tantalum, t in and iron. The mask unit 

consisted of a coded aperture mask made from tungsten elements on a honeycomb 

plate. The star sensor was used to determine the a t t i tude of the satellite. 

An analysis of the background noise in LEGRI will allow a better understanding 

of the causes of background noise in satellites and enable more sensitive instruments 

to be designed in the future. It is an ideal test case due to its simplicity and the 

complete access to observational data, both scientific and orbital. The ability to 

schedule specific background obervations allows a direct comparison between these 

and background simulation results. 
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6.2 Effect of latitude on LEGRI observed in-flight background 

The intensity of the sources of background noise dependent on cosmic rays varies 

with latitude (see Chapter 4). An orbit history for the spacecraft is therefore vital 

to be able to analyse observational data for the different components of background 

noise. Figure 6.3 shows an orbit plot for one day (DOY 220 1997) where there is an 

SAA pass and the spacecraft reaches its extremes of lat i tude ( + / - 28°). LEGRI's 

orbit is 90 minutes and each path in figure 6.3 represents the time for which LEGRI 

is turned on during one particular orbit. The orbit precesses and so every day will 

have a different plot. DOY 220 1997 was chosen in particular since LEGRI was not 

observing any particular astronomical source and the count rates seen should be 

due solely to the background noise and the sum of any weak sources in the FOV. 

Orbits for DOY220 

50 

50 

SAA 

- 5 0 

- 1 0 0 100 

Figure 6.3: Orbit paths for DOY 220 1997. Legri travels from right to left. One of 
the only windows unaffected by the SAA is therefore window 0. 

For each path there is a corresponding "window" of da ta when LEGRI is taking 

data. During eclipse EURD operates and LEGRI does not. The orbital position of 

LEGRI can be matched to the count rates received by matching the paths on the 

orbit plot to the corresponding "window" of data. This is useful in analysing the 

effect of geomagnetic cut-off ie latitude on the count rates. 

Observations of the count rates in the Hgig rows (see figure 6.4) show very 

narrow peaks with no physical origin which implies an unstable detector response 

due to the inconsistencies in the quality of the pixels [52]. Such unstable behaviour 

was seen both pre-launch and throughout flight, making analysis of the detector 

data virtually impossible. Future observations and simulations therefore consider 

only the GdZnTe pixels which had better stability. 
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Figure 6.4: Counts v time for one row of Hglg showing detector instability [52] 
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Figure 6.5: Counts v time for DOY 220 window 0. There is no SAA pass and the 
effect of geomagnetic cut off can be seen as an increase in the count rate from 0.5 
c/cm^/s to 0.75 c/cm^/s. 

Window 0 in figure 6.3 is not affected by the South Atlantic Anomaly (SAA) but 

the satellite passes from minimum to maximum latitude thereby exposing LEGRI to 

the full effects of geomagnetic cut-off. The effects due to the SAA will be discussed 

further in Chapter 7. Figure 6.5 shows how the count rate increases in this window 

from 0.5 c/cm^/s to 0.75 c/cm^/s as the latitude increases from 0° to 28°. "Total 

counts" in figure 6.5 represents total counts over all of the 20 CdZnTe pixels and 

10 second time bins. Total count rates of 100 or 150 therefore correspond to 0.5 

counts/cm^/second and 0.75 counts/cm^/second respectively. 

Figure 6.5 shows a distinct periodicity. This is due to the instability of the 

detectors below channel 900. Figure 6.6 shows only channels below 900 in window 

12 of DOY220 and Ggure 6.7 shows all channels for this window. The accentuation 

of the periodicity in Hgure 6.6 indicates that it is primarily caused by the lower 

energy channels where the detector response is unstable. All future work should 
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consider only channels > 900 to avoid this effect. 

Time (s/10) 

Figure 6.6: DOY 220 window 12 showing only channels < 900 and the resulting 
extreme periodicity 

So far only a select few days have been analysed. The count rates for randomly 

selected days between DOY 246 1997 and DOY 90 1998 are shown in table 6.1. 

The sample size is restricted to those days not pointing at astronomical sources. 

The average count rate over this period wag 0.68 c/cm^/s. The count rate for each 

window was different and there are three main reasons for this: 

# Different latitudes may be attained during different windows and varying de-

grees of geomagnetic cutoff may therefore have been experienced. 

# The pointing of the detector may have been different implying a different mix 

of cosmic diffuse and atmospheric. 

# The orbital history of the spacecraft may have been different for each window 

and irradiation of the spacecraft due to the SAA may have increased the count 

rate in some windows more than in others. 

There does not seem to be any long term trend and the count rate would appear 

to be approximately constant. This implies that there is not an accumulation of 

activated isotopes, over the sampled period of six months, and that the background 

noise does not increase with time. This agrees with the observations shown in figure 

6.8. 
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Figure 6.7: DOY 220 window 12, all channels 

Day Window c/cm^/s 
246 1997 1 0.60 
250 1997 0 0.62 
260 1997 3 0.72 
342 1997 7 0.70 
354 1997 4 0.75 
12 1998 9 0.74 
18 1998 6 0.64 
89 1998 1 0.63 
94 1998 4 0.72 

Table 6.1: Background noise count rates over a period of 200 days 

6.3 Monte-Carlo simulations of the LEGRI background noise 

The previous section shows the eAFect of latitude on the observed count rates of 

LEGRI. These results can be used for verihcation of simulations of the background 

noise by comparing observed and simulated count rates. The simulations can then 

be used for further analysis of the background noise. The targets of this section are 

therefore to: 

# build a "GGOD model" of LEGRI to describe the geometry and materials of 

the spacecraft (see chapter 4 for explanations of GGOD and GEANT) 

# dehne the radiation environment for LEGRI through a break down of the 

background components 
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Figure 6.8: Long term observational background count ing rates in LEGRI (private 
communication with University of Valencia) 

• generate simulated count rates of the static background noise (ie excluding 

any effects of the SAA) 

• compare simulated and observed count rates at t h e equator and the poles 

• analysis of LEGRI's static background noise us ing simulated spectra and 

count rates 

6.3.2 Detailed Geometry of the "GGOD model" 

The LEGRI mass model was constructed using G E A N T 3. Figure 6.9 shows a 

drawing from INTA of the MINISAT platform. Figure 6.10 shows the top view of 

the model of the platform. 

Each of the units has been modelled as listed; 

• Coded Mask; Tungsten pixels form the coded mask pat tern. There is a thin 

layer of carbon fibre on one side of the mask and the whole structure is 

supported by two aluminium blocks. 

• Detector shielding; The four layers of shielding are lead (2mm thick), tantalum 

(0.25mm), tin (0.5mm) and iron (1mm). These sur round the detector on three 

sides leaving an open window for the detector plane. Within this there is an 

aluminium box which is 2mm thick on three sides and 50/im thick in front of 

the detector plane. The central par t of the detector behind the detector plane 

is filled with an electronics mix. 
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Figure 6.9: Drawing of the Minisat p la t form (INTA). 
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Figure 6.10: Top view of the Geant model of the platform. 
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Figure 6.11: The LEGRI detector and coded mask system 

• Colhmator: Eleven horizontal and vertical t an ta lum slats (each 0.25mm thick) 

placed in front of the aluminium window and detector plane. 

• Detector Plane: Two rows of 10 cadmium zinc telluride {Cda,%ZnQ,2Te) pixels 

each 2mm thick and 10mm square. These two rows are separated by an array 

of 8 by 10 Hgl2 pixels. Since these are all of different sizes the model simply 

includes 8 non-sensitive strips of Hgl2 each corresponding to the total mass 

of the pixels in that row. All pixels and strips are fixed onto a carbon fibre 

layer. 

• Legs: The detector sits on 4 aluminium legs. 

The above lists the most important components of the spacecraft on the basis 

that these are the closest and are therefore more likely to give rise to counts in 

the detector plane. These components are therefore modelled to a high degree of 

accuracy since simplifying them even a little could impair the simulated count rates 

and spectra. Figure 6.11 shows the detail of the coded mask system. 

The following units are far enough away from the detector plane and/or are 

small enough that they can be greatly simplified. In most cases a thin (2mm) 

aluminium shell encompasses an "electronics mix" such that the total mass of the 

unit matches that detailed in the Instrument Definition Document. 

• EURD Power Supply (1.55 kg), EURD electronics (6.5kg), Star sensor (2.5kg), 

CPLM (3.6kg), HV Unit (0.3kg), LEGRI electronics (5.0kg): Aluminium shell 

encompassing an electronics mix (carbon, copper, silicon and aluminium of 

total density 1.0 gcm^^). 

• EURD (2 X 10.75kg): Aluminium shell. Remainder made up equally of an 

electronics mix and silicon dioxide which represents the glass diffraction grat-

ing. 
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• Dummies x 3 (2.5kg, 1.8kg, 0.2kg): Each made of tungsten. 

jZodiofion, eMMroTimemt ond Mon,^e-(7oHo 

For a general description of the different types of background noise see Chapter 4. 

The cosmic diffuse, atmospheric, cosmic ray and SAA fluxes constitute the radiation 

environment for LEGRI and are shown in figure 6.12. All of the components are 

modelled using a power law spectrum except the SAA which is modelled using 

a monochromatic beam of 100 MeV protons. SAA simulations are discussed in 

Chapter 7. 

Cosmic ray and trapped protons 

Cosmic diffuse 
gamma rays 

Detector plane 

Shielding 

Atmosphenc gamma 
rays 

E A R T H 

Figure 6.12: Sources of background noise for LEGRI 
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A given number of photons or protons are hred in over an imaginary sphere and 

the time equating to this number of photons or protons is calculated. The count 

rate is gained from the normalised spectra produced. 

It has been assumed that LEGRI is pointing away from the Earth such that 

the cosmic diH ûse background can be Ared in over a hemisphere encompassing the 

aperture of the detector and the atmospheric background can be Ered in over the 

hemisphere encompassing the shield. This w a valid assumption since it is most 

important to analyse the background noise during observations and this occurs 

when LEGRI is pointing in the direction assumed. Occasionally however LEGRI 

may observe at a slight tilt and therefore receive diEerent quantities of atmospheric 

and cosmic diffuse background noise. This has been tested and the results are given 

in the respective following "Cosmic diEuse Hux" and "Atmospheric Hux" sections. 

The sphere over which have been hred has a radius of 60cm to encompass 

the full detector and mask. To increase the radius of the sphere to include more 

of the spacecraft would increase the required CPU time beyond reasonable limits. 

The contribution from photons penetrating the spacecraft would be negligible and 

so a sphere of radius 60cm is a good compromise. Hadronic background can cause 

a dramatic increase in count rate particularly at the poles and some fraction could 

come from activation of the spacecraft. The radius of the sphere over which prolong 

have been hred in is therefore 100cm so as to encompass the whole spacecraft and 

achieve maximum accuracy. 

The energy spectra for the cosmic diffuse and atmospheric components are pro-

duced after one Monte-Carlo simulation using GEANT. As shown in Chapter 4 

the spectral indices of the cosmic diffuse and atmospheric fluxes are -2.3 and -1.39 

respectively. The input energy range for the cosmic diffuse flux is lOkeV - IMeV. 

The atmospheric photons are fired in over the hemisphere encompassing the shield 

of the detector and photons < 50 keV are therefore likely to be stopped by the 

shielding. The input energy range can therefore be restricted to SOkeV - IMeV for 

the atmospheric background noise. In both cases an upper limit of IMeV is used 

This is again to maximise the efhciency of the Monte-Carlo simulations and min-

imise the CPU time required. The spectral forms used means there are few photons 

> IMeV. Any photons that are > IMeV are likely to pass straight through the 

spacecraft and detector system. If they do interact it is unlikely that the resulting 

counts will be within the range of the detectors (10 - 100 keV). 

Although the atmospheric Hux is latitude dependent the spectral index remains 

approximately constant. A Monte-Carlo simulation can be run for the equator only 

and the results scaled to give the count rate and spectrum at 28̂ .̂ 

The background resulting from cosmic ray flux however is more complex to 

simulate. The cosmic ray background at the equator must be modelled separately 
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from that at 28° due to the different energy limits. It has been assumed that 

LEGRI has been in orbit for one year and has therefore been exposed to cosmic 

ray background noise for one year. LEGRI's orbit is represented as a sine wave in 

hgure 6.13. If LEGRI is aasumed to be nearer its latitude extremes above 14° and 

nearer the equator below this latitude then LEGRI spends 2/3 of its orbit near 

the poles and ^ 1 / 3 near the equator. Thus the total exposure of LEGRI to the 

cosmic ray Hux requires two separate simulations: one as if LEGRI had been at 

the poles for a year and one as if LEGRI had been at the equator for a year. The 

actual cosmic ray Hux for LEGRI would then be represented by two thirds of the 

resulting spectrum from the polar simulation and one third of the spectrum from 

the equatorial simulation. The two can simply be added to give the overall cosmic 

ray spectrum for LEGRI for one year. Although rigidity is not linear with latitude 

it was not possible within available CPU time to model the cosmic ray Eux at many 

different latitudes and sum the resulting contributions. 

LAT 

Figure 6.13: LEGRI's orbit spends 2/3 of the time at 28° and 1/3 at the 
equator. 

As discussed in Chapter 4 the cosmic diffuse background component is the easiest 

to evaluate due to its isotropic nature, constant spectral shape and lack of rigidity 

dependence. The flux has been obtained from Schonfelder et al., 1980 and [47] and 

modihed to equation 6.1 from discussions with F. Lei. 

:: 112E' 
flOOO 

2.3 

(6.1) 

4487r / E ' (ZE'p/icm a 
Vio 

54.11pAcm"^g"^ 

Thus over a 60cm radius hemisphere (see above for an explanation of the size of 

the hemisphere): 
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F/lia; == 27r(60)^54.11 = 1.223 x 

Firing in 100 million photons over a 60cm radius hemisphere is therefore equiv-

alent to 81.76 seconds. In practice several hundred million photons were used to 

achieve reasonable statistics. 

O.OOB 

0.006 

a- 0.004 

0.002 

0.000 

Cosmic Dif fuse Background Noise at t h e Equator 

40 60 
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Figure 6.14: Cosmic diffuse background spectrum at the equator. 

The cosmic diffuse background spectrum for LEGRI at the equator is shown 

in figure 6.14. Cosmic diffuse background noise is not dependent on latitude (see 

Chapter 4) and the spectrum will therefore be the same whether LEGRI is at the 

equator or poles. The cosmic diffuse component is greater at lower energies due 

to the input power law spectrum used and the better detection efficiency of the 

CdZnTe in this lower energy range. The count rate due to the cosmic diffuse Hux, 

at the equator and poles, is ^ 0.142 ± 0.002 c/cm^/s. The Kdi and K^i edges 

of tantalum are 56.28, 57.54 and 65.2 keV respectively. The peaks seen in the cosmic 

diffuse spectrum are therefore likely to be due to fluorescence from the tantalum 

collimator. Fluorescence is the transformation of photons of relatively high energy 

to lower energy photons after photoelectric absorption. The original interaction 

of the photon and atom during photoelectric absorption creates an ionised atom. 

There is a vacancy in one of the inner shells which gets hlled by an outer shell 

electron (or free electron). This generates an X-ray whose energy depends on the 

levels involved. Thus for any one absorber there may be a certain number of different 

emitted photon energies corresponding to the different shells involved. This gives 

rise to the characteristic Ka;2, Kozi and edges seen here. The fluorescence from 
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the tantalum was confirmed when the Monte-Carlo simulations were run without 

the collimator and the peaks at 56, 57 and 65 keV disappeared. 

These results are dependent on the assumption that LEGRI is pointing away 

from the Earth. Later simulations were conducted using a full sphere from which 

to Are in photons. These results showed the count rates for the cosmic diEuse Hux 

were 0.165 ± 0.002 c/cm^/s. The original results, therefore, are still valid and the 

worst case scenario would be ^ 15% increase in the count rate. 

The spectral index of the atmospheric background noise (Imhof et al, 1976) is taken 

to be the same at the equator and 28'' (in reality a -1.39 at the equator compared 

with a ^ -1.34 at the poles). 

At the equator: 

FZua; = 10 ^(^/lOO) ^ (6.2) 
flOOO 

= 2.4l7r / 
V50 

2 . ^ - 1 = 2.909p/icm g 

Thus over a 60cm radius hemisphere: 

= 27r(60)^2.909 = 6.580 x lO^pAg"^ 

At the poles: 

= 2 X 10 (E/lOO) s (6.3) 
flOOO 

= 4.82% / 
V50 

= 5.819p/icm"^g"^ 

Thus over a 60cm radius hemisphere: 

F/ita: = 27r(60)^5.819 = 1.316 x 

Firing in 100 million photons over a 60cm radius hemisphere is therefore equiv-

alent to 1519.75 seconds at the equator and 759.87 seconds at the poles. As with 

the cosmic diffuse several hundred million photons were used to achieve reason-

able statistics. The smaller atmospheric flux and limited CPU time means that 

the statistics achieved for the cosmic diffuse flux are not easily possible for the 

atmospheric Hux. The overall contribution of the atmospheric flux to the total 

background noise however is negligible and the lower statistics is not an issue. 
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Figure 6.15: Atmospheric background spectrum at the equator. 
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Figure 6.16: Atmospheric background spectrum at the poles. 
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The atmospheric component at the equator and poles is shown in hgures 6.15 

and 6.16. The fluorescence peaks are extremely clear but the overall contribution 

from the atmospheric is negligible at all energies. The atmospheric background 

noise is dependent on cosmic rays (see Chapter 4) and is therefore higher at the 

poles than at the equator (0.0242 i 0.0002 c/cm^/s compared to 0.0481 ± 0.0005 

c/cm^/s). 

Again these results are dependent on the assumption that LEGRI is pointing 

away from the Earth. Later simulations whereby the atmospheric Sux is fired in 

over a whole sphere encompaasing the satellite do not alter the count rate and the 

original simulations are therefore valid whether LEGRI is pointing away from or 

towards the Earth. 

The cosmic ray Hux at the equator is completely different to that at the poles 

(Webber & Lezniak, 1974) due to the different cut-offs. The two must therefore be 

treated separately. 

At the equator: 

F/iiz = (10 ^/5)(E'/10^) ^ (6.4) 
^ fSOOOOO ^ ^ , 

= (47r/5) X 10" / (E/10 )" prm s 
Vl2900 '12900 

= 4.782 X 10^prm"^a"^ 

Thus over a Im radius sphere: 

= 47r(l)^4.782 x 10^ = 6.010 x lO^prs"^ 

At the poles: 

= (10-^/5)(E/10^)-^'^prm-^gr-^s-^Mey-^ (6.5) 
fSOOOOO 

= (47r/5) X 10"^ / (^/10^)-^'^prm-^g-^ 
V6900 

= 1.389 X 10'̂ prm"^a"^ 

Thus over a Im radius sphere: 

= 47r(l)^1.389 x 10'̂  = 1.745 x lO^^rg"^ 

Firing in 100 million protons over a Im radius sphere is therefore equivalent to 

1663 sees at the equator and 573 sees at the poles. 
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Figure 6.17: Cosmic ray background spectrum at the equator. 
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Figure 6.18: Cosmic ray background spectrum at the poles. 
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Figures 6.17 and 6.18 show the total cosmic ray background spectra at the 

equator and poles respectively. Again the fluorescence peaks can be seen and the 

contribution at the poles is greater than at the equator (0.262 ± 0.011 c/cm^/s 

compared to 0.521 ± 0.011 c/cm^/s). 

6.3.4 Total simulated spectra and count rates 

Figures 6.19 and 6.20 show the total background noise at the equator and poles 

with a break down of each of the constituents. In both cases the atmospheric 

background noise is negligible. At low energies (below ~ 25-30 keV) the cosmic 

diffuse and cosmic ray components are roughly equal. Above these energies the 

cosmic ray component dominates. Figure 6.21 shows a comparison of the total 

background noise at the equator and poles. The two spectra have very similar 

shapes with clear fluorescence peaks but the background noise at the poles is much 

higher over virtually all energies. 
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Figure 6.19: Break down of the background components at the equator (not includ-
ing any effects due to the SAA). 

Table 6.2 shows the count rate contributions from each component. The cosmic 

ray contribution accounts for more than 60% of the to ta l count rate at the equator 

and more than 70% at the poles. The total count rate increases by ~ 0.28 c/cm^/s 

at the poles which is in excellent agreement to the observed increase of ^ 0.25 

c/cm^/s (see section 4.2). 

The count rates shown in table 6.2 are taken from raw spectra and do not include 

any effects due to detector response. Charge trapping and poor energy resolution 

(discussed in Chapter 7) "blur" the spectra and can shift some of the energy deposits 
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Figure 6.20: Break down of the background components at the poles (not including 
any effects due to the SAA). 
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Figure 6.21; Total background count rate at the equator and poles (not including 
any effects due to the SAA). 
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Component Equator c /p / s Poles c /p / s 
Cosmic Diffuse 0.142 0.142 

Atmospheric 0.024 0.048 
Cosmic Ray 0.262 0.521 

Total 0.428 0.712 

Table 6.2: Background noise count rates at the equator and poles. Errors are shown 
in the text. 

down to lower energies. This could affect the count rate in the energy band 10-100 

keV if some deposits are shifted from > 100 keV to <100 keV. Since the background 

noise components discussed so far follow a power law, the contribution from energy 

deposits being shifted from > 100 keV to < 100 keV is small. The resulting count 

rates are still, therefore, accurate but may be slightly lower than observed count 

rates. Comparing simulated and observed count rates this is shown to be exactly 

the case. The simulated equatorial count rate of 0.428 =1= 0.012 c/cm^/s w slightly 

lower than the observed count rate of 0.5 c/cm^/s. Also the simulated polar count 

rate of 0.712 ± 0.012 c/cm^/s 25 slightly lower than the observed count rate of 0.75 

c/cm^/s. 

6.4 Conclusions and Discussion 

The simulations provide count rates and spectra for the different types of static 

background noise which are compared to observational data. The simulated count 

rate increases from 0.42 c/cm^/s at the equator to ^ 0.71 c/cm^/s at the poles. 

These count rates are slightly lower than those observed due to the effects of charge 

trapping and energy resolution which are not taken into account at this stage. In 

spite of this the observed count rates of ^ 0.5 c/cm^/s and ^ 0.75 c/cm^/s at the 

equator and poles respectively are in excellent agreement with our simulations. This 

increase in count rate is due to the effects of geo-magnetic cut-off on the cosmic ray 

and atmospheric background components. The cosmic ray component accounts for 

more than 60% of the total count rate at the equator and more than 70% at the 

poles. The simulated spectra show significant peaks at 56, 57 and 65 keV due 

to fluorescence from the tantalum collimator. The next chapter studies the effects 

of an observed and simulated SAA pass on LEGRI. The internal sources of the 

increase in count rate are determined and the recovery of the detector after proton 

bombardment during the SAA is discussed. 
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Chapter 7 

Analysis of the effects of an SAA 

pass on LEGRI 

7.1 Introduction 

The previous chapter described how Monte-Carlo simulations can be used to de-

scribe the static background noise for LEGRI. The term "static" wag used to de-

scribe those background components which either do not vary or are at most only 

slowly varying. This included the cosmic diffuse, atmospheric and cosmic ray Auxes 

only. 

There is, however, an additional source of background noise for Low Earth Orbit 

satellites including LEGRI. Up to a third of any one orbit for LEGRI could include 

a passage through the South Atlantic Anonomaly (SAA) during which the space-

craft and its detectors receive an intense dose of protons. Although the detectors 

are turned oS" actually during the pass the intense proton bombardment results in a 

large number of activated isotopes. These isotopes subsequently decay to produce 

an increase in the background noise. As the radioactive isotopes decay the addi-

tional background noise dies away over a characteristic timescale. This is now a 

dynamic situation and the simulations must be modified to allow for the evolution 

of the induced count rates. 

In this chapter the effects of an SAA pass are studied using observational and 

simulated data. The simulations are compared to observations and then used for 

further analysis of the SAA background noise. This analysis will concentrate on 

identifying the most significant components of the spacecraft contributing to the 

increased count rate. 

7.2 Effect of the SAA on LEGRI observed in-Aight background 

Chapter 6 uses observational data to study the effect of latitude on the background 

noise in LEGRI. Here the data is used to study the effects of an SAA pass. Figure 



6.3 shows the orbit paths for DOY 220 1997 and this day is also used for the 

analysis of the SAA pass. Window 0 does not include an SAA pass but window 

8 on the same day does include an SAA pass. The detector is turned off actually 

during the pass but once turned on again the induced radioactivity is still decaying 

and producing background count rates. Figure 7.1 shows counts against time after 

the SAA pass. The geomagnetic cut-off goes some way to counteracting the SAA 

contribution and must therefore be subtracted from window 8. Window 0 (Ggure 

6.5) is subtracted from window 8 to give the sole SAA contribution in figure 7.2. 

The count rate drops from 1.3 c/cm^/s to zero in ^ 30 minutes. This estimate for 

the count rate due to the SAA is higher than previous estimates of 0.5 c/cm^/s 

[52] and the decay time is also quicker than expected [52]. The assumption that 

subtracting window 0 from window 8 removes the non-SAA background noise may 

be invalid or inaccurate. Window 0 and window 8 may be different in terms of 

orbital position although data were selected for the same latitudes. LEGRI may 

therefore experience different levels of non-SAA background noise. 

Counts 220w8 

100 150 
s ( / l 0 ) a f ter SAA pass 

Figure 7.1: Counts v time for DOY 220 window 8. There is an SAA pass though 
the effects of geomagnetic cut off are superimposed on top of any SAA effect 

Figures 6.5, 7.1, 7.2 each show a periodicity due to the instability of the detectors 

below channel 900. This is explained and verified in section 6.2. 

Figure 7.3 shows a small high frequency sine wave as the satellite moves to and 

from its extremes of latitude superimposed on a larger lower frequency sine wave 

due to the slow exponential decay of radiation due to SAA passes. 

Further analysis of DOYs 284-289 and 219-220, when LEGRI is not pointing at 

a specific source, give us a colour map of how the background count rate varies with 

the orbit path. North-South ("downs") passes have not passed through the SAA 
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Figure 7.2: Count rate due solely to the SAA pass just experienced. 
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Figure 7.3: Counts v time for DOYs 220 and 221 showing the high frequency geo-
magnetic sine wave superimposed on the lower frequency sine wave due to continual 
SAA passes. 



and may dilute any effects due to the SAA. They have therefore been separated 

from the South-North 

shows the "downs". 

•'ups") passes. Figure 7.4 shows the "ups" and figure 7.5 

: : , 

Figure 7.4: Colour map of how the background count rate varies with orbital po-
sition (plot shows latitude versus longitude), channels > 900, South-North passes 
only. Purple/white show areas show regions of intense background noise. The 
intensity of the background noise is seen to increase af ter the SAA pass. 

Figure 7.5; Colour map of how the background count r a t e varies with orbital posi-
tion. Details as for figure 7.4 but here only North-South passes are shown. 

These colour maps give us an immediate idea where the background noise "hot 

spots" are. The dark semi-cirle in figure 7.4 is where the detector has been turned 

off during the SAA pass. Immediately afterwards there is a dramatic increase in 

background noise due to the radioactivity induced in the spacecraft during the pass. 

7.3 Radiation Environment 

Figure 7.6 shows the proton flux, for a spacecraft 650 Km high in a 28° orbit. 

The contours range from < 10 pr /cm^/s to several 1000 pr /cm^/s . The SAA flux 

that LEGRI will receive on any one orbit depends on the extent to which the 

path cuts through the SAA. Table 7.1 shows the peak and total proton fluxes for 

a day's passes. The first 4 orbits miss the SAA altogether. Then as the orbit 
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precesses the intensity of the paas increases until the total 8ux reaches a maxi-

mum of 1.66 X 10^ protons/cm^. The total Sux per orbit then decreases down 

to zero by the end of the day. These are "typical" passes based on a SPenvis 

(http://www.spenvis.oma.be/spenvis) simulation and do not correspond to specigc 

LEGRI orbits. 

"W fM" a f 4*5* W -«o* 9 !#• » • w* » • ijo* '»• -as* « 
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Figure 7.6; SAA proton Sux contours, [76]. 

7.4 Monte-Carlo simulations of spectra and count rates 

Since it is not possible to simulate a constantly varying Hux within GGOD three 

separate simulations were used. First a dux of 650 prcm'^s"^ for 280s, then 1000 

prcm~-s~^ for 250s and again 650 prcm~^s~^ for 280s. This is to account for the 

lower radiation levels at the edges of the SAA. Originally a constant Sux model was 

used but this was found to be inappropriate since much of the proton flux occurs 

in the centre of the SAA and therefore has at least some time to decay before the 

end of the pass is reached and the detectors are turned on again. Figure 7.7 shows 

the input proton flux for the variable flux and constant flux models. 

Section 6.3.3 discussed how the input spectra for each of the static background 

components is used in the Monte-Carlo simulations. As with the cosmic ray flux 

the SAA protons are Hred in over an imaginary sphere of radius 100cm. 

Thus the simulated flux per orbit is as follows: 

650prcm"^s'"^ = 630 x surface area of sphere x exposure time 

= 650 X 47r.lOO^ x 280 

= 2.287 X 10^°protons 
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Orbit No Peak Flux Orbit start time Total flux per orbit 
(/cm^/sec) (hrs) (/cm^/orbit) 

1 O.OOE+00 0.0 O.OOE+OO 
2 O.OOE+00 1.5 O.OOE+OO 
3 O.OOE+OO 3.0 O.OOE+OO 
4 O.OOE+OO 4.5 O.OOE+OO 
5 1.22E+00 6.0 1.46E+02 
6 3.33E+02 7.5 2.47E+05 
7 1.51E+03 9.0 9.77E+05 
8 2.44B+03 10.5 1.57E+06 
9 2.55B+03 n o 1.66E+06 
10 2.19E+03 1&5 1.29E+06 
11 1.27E+03 l&O 7.26E+05 
12 4.47E+02 1&5 2.01E+05 
13 1.25E+00 l&O 1.51E+02 
14 O.OOE+OO 19.5 O.OOE+OO 
15 O.OOE+OO 2L0 O.OOE+OO 

Table 7.1: Peak and total proton fluxes of the SAA pass per orbit at energy > 1 . 0 
MeV 

VARIABLE FLUX 

MODEL 

CONSTANT FLUX 

MODEL 

i 
1000 

650 

870 

I 

250 530 810 TIME 

(SECS) 

700 TIME 

(SECS) 

Figure 7.7: Variable input flux model versus constant input flux model. The total 
integrated flux is the same for each. 
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(7.1) 

1000prcm"^s"^ = 1000 x surface area of sphere x exposure time 

1000 X 47r.lOO^ X 250 

3.1415 X lO^^protons 

(7.2) 

Total simulated Hux = (2 x (2.287 x 10^°)) + (3.1415 x 10^°) 

= 7.71 X 10^°protons/orbit 

(7.3) 

According to SPenvis (table 7.1) if LEGRI passes through the centre of the SAA 

the Sux would be: 

1.66 X lO^pr/cm^/orbit — (1.66 x 10^) x surface area of sphere 

= (1.66 X 10^) X 47r.lOO^ 

= 2.086 X lO^^protons/orbit 

(7.4) 

or for a more moderate pass the Hux would be: 

9.77 X lO^pr/cm^/orbit = (9.77 x 10^) x surface area of sphere 

= (9.77 X 10^) X 47r.lOO^ 

= 1.227 X lO^^protons/orbit 

(7.5) 

Thus if the simulations are to represent a moderate pass the results should be 

scaled by a factor of y yigxioiA = 159 or y " 2.7 to represent a very intense 

pass. 

Although three separate input proton pulses were used, as shown in the variable 

Aux model in hgure 7.7, only one Monte-Carlo 1 was required (see Chapter 4 for an 

explanation of Monte-Carlo 1 and Monte-Carlo 2). This Monte-Carlo 1 was then 

said to represent different lengths of time so that the respective intensities were 

different. For example, say 100 million protons were fired in in Monte-Carlo 1, a 

peak of intensity 650 pr/cm^^/s would represent 1.2 seconds but a peak of 1000 
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pr /cm^/s would represent 0.8 seconds. The cooling t imes (again see Chapter 4) 

for each peak were adjusted so that all three aligned a f te r the simulated SAA pass 

and their results could therefore be added. The cooling times used ranged from an 

equivalent of ~ 1 second to ~ 90 minutes after the pass. No prompt spectra or 

count rates were used since the detectors were turned off actually during a pass. 

0.040 

0.030 

Q- 0 . 0 2 0 

0 . 0 1 0 

0,000 

B a c k g r o u n d Noise at the E q u a t o r and a f t e r an SAA pass 

Background at equator 

— Background ofter on SAA pass 

40 M 
Energy (keV) 

Figure 7.8: Total background count rate at the equator with and without an SAA 
pass. 

Figure 7.8 shows how a simulated passage through t h e SAA affects the spectrum 

of the total background noise. The spectrum has a similar shape but has additional 

peaks as shown in table 7.2. The CdZnTe undergoes proton capture whereby some 

of the cadmium is changed to indium and the some of the tellurium is changed to 

iodine. The indium and iodine subsequently decay by electron capture (see Chapter 

4 and below). The transition of electrons between shells in the resulting cadmium 

and tellurium gives rise to the lines seen. This also occurs for tungsten in the model 

which becomes rhenium after proton capture. Again the rhenium decays by electron 

capture. 

Electron capture decay process in indium, iodine and rhenium; 

"̂ În + e - -4̂  '̂ Ĉd + z/ 

+ e - ^ ^̂ Te + z/ 

+ e - ^ + (/ 

7.4-1 Simulating realistic spectra 

The simulated spectra discussed so far are for a perfect detector. This was sufficient 

for the static background noise since the fluxes modelled followed a power law. 

There were, therefore, few energy deposits > 100 keV t h a t may be shifted to < 100 
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Line energy (keV) EC Isotope Decay process Transition Isotope 
22.69 "^In Ka, transition '^Cd 
26.71 ^^In transition 48Cd 

26.87 53̂  KQJ transition s^Te 

31.81 53 2 K02,3 transition 52^6 

59.31 ^5Re KQJ transition 74̂ V 

Table 7.2: Energy of the lines in the SAA spectrum. Electron Capture (EC) occurs 
on the EC isotope which produces the "Transition" isotope. This gives rise to the 
spectral lines through transitions of electrons between shells. 

keV and into the energy range being considered (see later for an explanation of why 

detector response may shift energy deposits). For the SAA spectra however the Eux 

is not power law and the raw energy deposits calculated by the Monte-Carlo are 

substantially changed by the detector response. This was initially noticed as a result 

of the simulated count rates being signiScantly lower than the observed count rates. 

The main effects to be considered are charge trapping/incomplete charge collection 

and energy resolution. 

Cadmium telluride suffers from a problem known as charge trapping which occurs 

due to the low mobility of the electrons and particularly the holes within the ma-

terial. This means that instead of electrons and holes drifting all the way to the 

electrodes as they should, some get trapped by imperfections in the crystal. Figure 

7.9 shows the resulting pulse height spectrum where the full signal haa not been 

collected and there is a characteristic tail on the peak. 

no zi 
e=u%m ii 

cn«r;Y 

Figure 7.9: Effect of charge trapping on a CdTe spectrum. 
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To make the Monte-Carlo spectra more realistic therefore some of the energy 

deposits should be shifted down to simulate this tailed spectrum. Energy deposits 

> 100 keV may be shifted into the 10 - 100 keV region. The resulting spectra of 

the initial simulations should therefore be extended up to 500 keV to allow for any 

deposits that may be later shifted into the 10 - 100 keV region and so appear in 

the Anal data. This has the effect of increasing the overall count rate in this energy 

band as well as altering the shape of the spectrum. 

Energ}' resolution defines how accurately a detector can measure the energy of 

a photon. Charge carrier statistics can effect the energy resolution as errors in 

counting the electrons may be significant. The main component which may worsen 

the energy resolution is due to the electronic noise which is added to the signal by 

the readout electronics. As a result of these contributions the signal received by 

the detector may not perfectly match the input photon energy and this results in a 

simple, Gaussian blurring about the true energy as shown in figure 7.10. 

input 

no. of 
counts 

Full width half max 
(FWHM) o( peak 
defines resolution 

^ e 

JliL 
Energy 
(pul3« haiqhl) 

Figure 7.10: EAect of energ}' resolution on a spectrum. 

The blurring algorithm is shown in figure 7.11. A "y-ray entering the CdZnTe 

pixel reaches a depth d (depending on its energy) which is "blurred ' according to 

a simple Gaussian law. This calculation is performed for each of the n photons 

entering the crystal. To calculate the charge trapping effect it is assumed that the 

electrons are always seen ie they always reach the positive plate. The holes are 

trapped depending on the depth of the original photon interactions. If d=0 then 

no holes are trapped but if d=D (the full width of the pixel) then 100% of the 

holes may be trapped. The interpolation for the holes is linear between 0 and 100% 
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Figure 7.11: The blurring algorithm applied t o the raw spectra 

for 0 < d < D . These effects are combined with those due to electronic noise and the 

statistics of the charge carriers to produce the final signal as shown in figure 7.11. 

Observational data suggests that the shape of the spectrum is unchanged by a 

passage through the SAA yet figure 7.8 shows that there are additional peaks in 

the post-SAA raw energy spectrum. Figure 7.12 shows a comparison of pre and 

post SAA spectra after the blurring algorithm has been applied. The two spectra 

have a very similar shape which is in agreement with observations. Any changes to 

the raw energy deposits is totally masked by the detector response and we cannot, 

therefore, use the observed spectra for any diagnostic purposes. 

Figure 6.19 shows the count rate is higher below energies of about 20 keV due 

to the spectral forms used for the various types of background. This shows up as 

the blurred peak at ~ 20 keV in figure 7.12. The SAA blurred peak at ~20keV is 

slightly shifted due to the additional peaks shown in figure 7.8. The lower count 

rates shown at ~10-15 keV are an anomaly due to the blurring of the spectra. The 

blurred peak at ~55 keV is due to fiuorescence from the tantalum collimator (as 
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Figure 7.12: Total background count rate before and after an SAA pass with blur-
ring 

Time after SAA pass No blurring No blurring Blurred Blurred 
Moderate pass Intense pass Moderate paas Intense pass 

Sees c/cm^/s c/cm^/s c/cm^/s c/cm^/s 
0 0.41 0.55 0.66 0.89 

200 0.36 0.48 0.58 0.78 
600 0.28 0.38 0.45 0.61 
1200 0.21 0.29 0.34 0.46 
1800 0.17 0.23 0.28 0.38 
5250 0.08 0.11 0.13 0.18 

Table 7.3: The increase in count rates after a moderate and intense SAA pass, with 
and without blurring. Errors on all count rates are < 10%. 

discussed earlier) combined with the radiation effects. There is an overall increase 

in the counts above ^ 60 keV due to deposits that were in the unblurred spectra 

above 100 keV now shifted down in the blurred spectra to below 100 keV. 

Table 7.3 shows the simulated post SAA count rates with and without blurring 

for both a moderate pass and a very intense pass. Observations are typical of a 

moderate pass and indicate an increase in the count rate of 0.5 c/cm^/s immedi-

ately after the SAA [52] which is in line with our simulations after blurring. After 

approximately one orbit (5250 seconds) up to 20% of the count rate remains and 

this would accumulate on top of any subsequent SAA pass. Thus our simulations 

assume no SAA passes in the previous several orbits. This is slightly inaccurate 

since prior to a moderate pass it is likely that the satellite at least "clipped" the 

SAA. 
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Figure 7.13 shows how the count rate decays with t ime after a moderate pass 

through the SAA. The blurred count rates are consistently higher than the unblurred 

count rates indicating that even 90 minutes after the SAA pass there are counts 

above 100 keV which get shifted below 100 keV by t h e blurring algorithm. The 

decay appears exponential but attempts to fit the curves to a single exponential 

failed. The decay profiles are made up of many different exponentials as there are 

many different activated isotopes decaying. An analysis of the the SAA count rate 

by isotope and volume is provided in the next section. 

M o d e l SAA c o n t r i b u t i o n 

0 . 5 0 

KÔ O 

V 0.50 

0 . 2 0 

SAA with blurring 

SAA without blurring 

1 0 0 0 2 0 0 0 3 0 0 0 4 0 0 0 5 0 0 0 
Time S e e s ( s i n c e end of mode l p o s s — t ime t = 6 5 0 s equ ivo len t t o end of o b s e r v e d p o s s ) 

Figure 7.13: The decay of the background count ra tes after an SAA pass. 

7.5 Analysis of spacecraft activation 

The decay profiles of the previous section indicate that there must be more than one 

decaying isotope producing the post-SAA background count rate. Figure 7.14 shows 

a break-down by isotope of the count rate immediately af ter the SAA. Tungsten is 

the most significant contributor which at first glance may seem unusual since there 

is little tungsten near enough to the detectors in the model to produce such a count 

rate. On closer inspection most of the significant contributors, such as indium, 

antimony, iodine and bismuth, are not included in the model at all. In each case 

the previous isotope, ie that with an atomic number smaller by one, is in the 

model, close to the detector plane and not producing a significant count rate. The 

most likely explanation for this is that proton capture occurs on, for example, the 

cadmium, tin, tellurium, tantalum or lead which then becomes indium, antimony, 

iodine, tungsten or bismuth and decays producing the count rates seen. Note that 

this agrees with our identification of the lines in figure 7.8. 

98 



c/p/s 

Ga 1 P 

I 
I 
I 
I 
fi) 
3 
&) 

f 

Figure 7.14: Break down by isotope of the background noise immediately after the 

SAA. The yellow discs indicate those isotopes which are present in the model of 

LEGRI 
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Figure 7.15: Break down by isotope of the background noise 90 minutes after an 

SAA pass. The yellow discs indicate those isotopes which are present in the model 

of LEGRI 
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Figure 7.15 shows a break down by isotope 90 minutes after the simulated SAA 

pass. All of the isotope contributions have decreased and figure 7.15 is on the same 

scale as figure 7.14 to show this. The count rates relative to each other, however, 

have changed. The tungsten isotopes contributions have dropped below the tan-

talum indicating that the tantalum isotopes are long-lived whereas the tungsten 

isotopes have short half-lives. 

Zero cooling time 

0U2 

0.06 

zi 

0Before Blur 

•After Blur 

4^ 4^ 4^ 

^ ^ 

Figure 7.16: The background noise immediately after an SAA pass split by volume 

By analysing which volumes (components of the spacecraft) the background 

noise comes from, future satellites can be designed to minimise internal sources. 

The background count rates can be grouped by volume instead of by isotope for this 

purpose. Figure 7.16 shows the volume contributions immediately after the SAA. 

The shield is the highest source of background noise though this includes the lead, 

tantalum, tin and iron. The cadmium telluride and collimator are also significant 

contributors. Volumes outside of the LEGRI detector itself are insignificant since 
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Figure 7.17: The background noise 90 minutes after an SAA pass split by volume 

they are far away and most of the counts coming from these will be blocked by the 

shielding. 

Figure 7.17 shows the volume contributions 90 minutes after the SAA pass. 

The shield, collimator and cadmium telluride are still the dominant contributors in 

approximately the same ratio to each other. Any other contributions at this stage 

are negligible. 

To simplify this further figures 7.18 and 7.19 show the most significant volumes 

ie those contributing at least 10% of the maximum count rate from any one volume. 

Immediately after the SAA the lead shielding, cadmium telluride, and collimator 

give the highest count rates and only volumes within or in direct contact with the 

detector contribute at least 10% of the highest count rate. After 90 minutes the 

main contributors are again the cadmium telluride, collimator and lead shielding 

though in a different ratio to immediately after the SAA. 
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Figure 7.18: Volumes contributing > 10% of the highest count rate immediately 
after an SAA pass 

7.6 Conclusions 

Although the LEGRI detectors are turned off during a passage through the SAA 

there is still an increase in count rate afterwards due to activation of the spacecraft 

components. The count rate immediately after the simulated SAA pass increases by 

^ 0.6 dz 0.06 c/cm^/s thus agreeing with observations. The decay of the count rate 

cannot be modelled by only two exponentials and an analysis of the internal sources 

of the background noise shows several isotopes contribute. The collimator, cadmium 

telluride and shielding are found to be the most significant volumes contributing 

both immediately after the SAA and 90 minutes later. T h e post SAA raw spectrum 

is similar to the pre SAA spectrum but has additional peaks due to electron capture 

on the cadmium telluride. The fluorescence peaks due to the tantalum collimator 

are clear in both pre and post SAA raw spectra. After a blurring algorithm is 
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Figure 7.19: Volumes contributing > 10% of the highest count rate 90 minutes after 

an SAA pass 

applied to account for charge trapping and energy resolution the two spectra are 

identical in shape. 
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Chapter 8 

Modelling the effects of a solar 

flare on INTEGRAL 

8.1 Introduction 

8.1.1 The INTErnational Gamma Ray Astrophysics Laboratory 

INTEGRAL (INTErnational Gamma Ray Astrophysics Laboratory) was selected 

by the ESA Science Programme Committee in 1993 as the next medium sized 

satellite in the Horizon 2000 programme. It will be launched in 2002 by a Russian 

Proton into a highly eccentric 72 hour orbit with inclination 51.6°. Observations 

can be made when the spacecraft is above 40,000 km. The lifetime of the satellite 

will be 2 years with a possible extension to up to 5 years. Figure 8.1 shows an 

artists impression of the INTEGRAL spacecraft with solar arrays deployed. 

Figure 8.1: An artist 's impression of the INTEGRAL spacecraft 

Fine spectroscopy ( ^ = 5 0 0 ) and fine imaging (angular resolution: 12 arcmin 

FWHM) allow a broad range of scientific objectives for INTEGRAL. Topics that 

will be addressed include: 
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• Compact Objects (White Dwarfs, Neutron Stars, Black Hole Candidates) 

• High Energy Transients 

• The Galactic Centre 

• Extragalactic Astronomy (Nearby Galaxies, Clusters, AGN) 

Chapter 3 discusses these topics in more detail. In part icular INTEGRAL, with i ts 

excellent resolving power, will be able to use line-forming processes such as nuclear 

excitation and positron annihilation as tools in unveiling new discoveries. The most 

recent high resolution space instrument, that on-board HEAO-3 in 1979-1980, was 

100 times less sensitive than INTEGRAL. 

®rtabjiily histow SpectroscDgf 

Photon Emroy 

Figure 8.2; INTEGRAL will monitor the galactic p lane for transient sources. 

The 7-ray instruments on-board will be SPI (the spectrometer) and IBIS (the 

imager). The technical details of these are shown in table 8.1. There will also be an 

X-ray monitor (JEM-X) and an optical monitoring camera (OMC) to complement 

the 7-ray detectors. JEM-X monitors the sky over the energy range 3-35 keV and 

the OMC operates in the 500-850 nm band. 

SPI will provide a spectral analysis of 7-ray point sources and diffuse line emis-

sion sources in the 20 keV - 8 MeV energy range. Figure 8.3 shows a slice through 

the SPI instrument. The coded mask consists of 63 hexagonal tungsten elements 

each 3cm thick. The detector plane has 19 hexagonal germanium bars (of global 

area 500 cm^) surrounded by a BGO veto shield. 

IBIS will provide imaging of celestial 7-ray sources in the energy range 15 keV 

- 10 MeV. Figure 8.4 shows a slice through the IBIS instrument. IBIS has two 

detector planes. The front layer, ISGRI, consists of 8 Modular Detection Units 

(MDU) each containing 2048 pixels of cadmium telluride (CdTe). The succeeding 
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SPI IBIS 
Energy range 20 keV - 8 MeV ISGRI: 15 keV - 1 MeV 

PICsIT : 100 keV - 10 MeV 
Spectral resolution 2 keV @ 1.3 MeV 7 keV © 100 keV 

Field of View (fully coded) 16° 9 ° x ^ 
Angular resolution (FWHM) 2° 12' 

Continuum sensitivity* 7x10-^ @ IMeV 4x10"^ @ 100 keV 
Line sensitivity* SxlO-G @ iMeV lxlO~® @ 100 keV 

Mass (kg) 1309 628 

* Sensitivities are 3cr in 10®s, units: ph/(cm^.s.keV) [cont.] and ph/(cm^.s) [line] 

Table 8.1; Technical details of the INTEGRAL instruments SPI and IBIS. 

Figure 8.3: Cut-through view of the INTEGRAL spectrometer, SPI 
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layer, PICsIT, has 8 rectangular modules each containing 512 pixels of caesium 

iodide (Csl). The sensitive areas of ISGRI and PICsIT are 2621 cm^ and 2994 cm^ 

respectively. IBIS was originally designed with Csl alone. The CdTe was introduced 

in order to bridge the energy gap between the Csl and JEM-X. CdTe also has better 

spectral resolution than Csl. The detector system is surrounded by an active BOO 

veto system. The collimator contains a hopper, made of tungsten, and a tube 

with two walls made from tungsten and the other two forming part of the payload 

module. The coded mask is made from tungsten. 

Figure 8.4: Cut-through view of the IBIS detector assembly and shield (hopper) 

Unlike most other satellites INTEGRAL does not have a flight spare. The 

INTEGRAL Mass Model (TIMM) has therefore been constructed for post-launch 

trouble shooting as well as pre-launch instrument compatibility testing and back-

ground noise analysis. Figure 8.5 shows a wire diagram of TIMM. The complexity 

of the model, containing 46,024 volumes, can be seen. 

Chapters 6 and 7 show the design and use of the LEGRI mass model to analyse 

both the static and dynamic background noise. Simulations of this kind have already 

been performed for INTEGRAL [40] but due to the t iming and orbit of this satellite 

there is another type of background noise that should be taken into account. The 

sun enters a phase of high activity during 2001 and solar flares are likely to emit large 

numbers of charged particles. Thus at any time INTEGRAL could be subjected 

to an intense solar flare radiation environment. The subject of this chapter is to 

gain a better understanding of solar flares and the effects they could have on the 

instruments on-board INTEGRAL. The next section gives an introduction to solar 

flares and subsequent sections provide an analysis of solar flare background noise 

for INTEGRAL. 
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IBIS 

Figure 8.5: Wire diagram of The I N T E G R A L Mass Model. 

8.2 Solar Flares 

The sun undergoes an 11 year cycle during which the re is a period of high ac-

tivity when solar flares are more common. The current period of high activity 

started in 2001 and will last for several years during which INTEGRAL will be 

observing. Solar flares are sudden releases of energy f rom the sun as a result of 

a build up of magnetic energy. There are three stages to a solar flare as follows 

(http: / /hesperia.gsfc.nasa.gov/sftheory): 

• Precursor stage. The release of magnetic energy is triggered and soft x-ray 

emission can be detected. 

• Impulsive stage. Protons and electrons are accelerated to energies exceeding 

1 MeV. Radio waves, hard x-rays and 7-rays are emit ted. 

• Decay stage. A gradual build up and decay of soft x-rays. 

The left frame of figure 8.6 shows an image of a solar flare in soft x-rays 

taken with the Yohkoh Soft X-ray Telescope (SXT). T h e right frame is a mag-

nified flare with a map of hard x-ray emission superimposed on the soft x-ray map. 

The flare has a simple loop structure and the magnet ic fleld lines can be seen 

(http: / /hesperia.gsfc.nasa.gov/sftheory/flareimage.htm). 

Solar flares radiate at many frequencies from 7-rays to radio waves and they 

also emit solar cosmic rays consisting of protons, electrons and atomic nuclei. Most 

of the particles observed are protons. Alpha particles may also be seen but the 

electrons lose most of their energy in exciting radio burs ts in the sun's corona. This 

chapter deals solely with the effects of the solar cosmic ray protons since these are 

the most abundant particles. 
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Figure 8.6: Image of a solar flare in hard and soft x-rays 
(http://he8peria.gsfc.nasa.gov/8ftheory/Aareimage.htm) 

8.3 Solar flare radiation environment 

The orbit of INTEGRAL may expose the detectors on board to an extremely intense 

proton flux due to a solar flare. Solar flares vary greatly in intensity and duration 

and it is therefore difficult to generalise or even to chose a typical solar flare to 

simulate. 

The event chosen occurred in March 1991 and the corresponding proton spec-

trum varied over a period of 5 to 6 days. This particular flare was chosen as it is 

well documented and is a flare of "reasonable" intensity and duration. 

Constant Flux Model 

Our preliminary simulations used figure 8.7 (at the t ime of arrival of shock 2) to 

simplify the flux to a constant 2.51 x 10® protons /cm^/s /s r /MeV over a 

period of flve days. The total integrated flux of this simulated flare is equal to that 

of the observed flare (1.5 x lO '̂̂  protons) [53],[58]. 

Variable Flux Model 

The flare has since been more accurately modelled by assuming a variable flux over 

~ 5 days again with the same total integrated flux as the observed flare. Figure 8.8 

was used to break down the proton flux into the following: 

• Day 0: a = -3.5 (a = spectral index), duration = 7 hours, flux = 22 protons/cm^/sec 

• Day 1: a = -4.5, duration = 24 hours, flux = 579 protons/cm^/sec 

• Day 2: a = -4.5, duration = 24 hours, flux = 347 protons/cm^/sec 

• Day 3: a = -4.5, duration = 24 hours, flux = 173 protons/cm^/sec 

• Day 4: a = -4.5, duration = 24 hours, flux = 86 protons/cm^/sec 

• Day 5: a = -4.5, duration = 24 hours, flux = 43 protons/cm^/sec 

Figure 8.9 shows the input proton flux of the variable flux model. 
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Figure 8./: Spectra observed at Ulysses (a) at the time of arrival of shock 1 (b) at 
rhe time of arrival of shock 2 and (c) during the passage of a magnetic cloud. 

8.4 Monte-Carlo simulations of the ]\Iarch 1991 solar Hare 

Over a billion protons were fired in from a cylinder surrounding the INTEGRAL 

spacecraft. As in Chapters 6 and 7 for LEGRI the time equating to this number 

of protons was calculated and used as a scaling factor before producing the isotope 

production rates and isotope decay rates. The isotope decay rates are then passed 

in to the second Monte-Carlo as explained in Chapter 4. In the variable Hux model 

the second Monce-Carlo must be run separately for each of days 0-5 and also for 

each cooling time (see Chapter 4). Thus 54 separate Monte-Carlo 2s were required. 

This was the main reason for our hrst approximation of a constant Hux where only 

one Monte-Carlo 2 waa required for each cooling time (a total of 9 iMonte-Carlo 2s). 

As discussed in the previous section the constant Hux model assumed a flux of 2.51 

X 10'̂  protons cnr/s /sr /MeV over a period of 5 dayy. After the end of the 

Hare cooling times of 1 min, 10 min, 30 min. GO min. 2 hr. G hr, 24 hr were used in 

order to l)uild up a profile of how the count rate declines after the end ol the Hare. 

Such a profile fur each instrument is slnjwn in figure S.IU. In order to maximise 

die efficiency fjf future simularions ttie consrant Hiix nuxlrt was split into several 

diHerent input energy l)an(ls. Each of rlir input energy bands had an upper limir 

of 2 GfA l)ut different lower enrrgv limirs as follows: l(j Me\ . 30 Me\ . 50 Me\ 
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Figure 8.8: Time intensity profiles as observed with t h e COSPIN instrument, to-
gether with spectral indices 
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Figure 8.9: The solar flare variable flux model 
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and 100 MeV. The resulting count rates from the 10 MeV and 30 MeV simulations 

are identical and there is, therefore, no need in future simulations to extend the 

energy band down to 10 MeV. Protons in the energy range 10 MeV - 30 MeV are 

stopped by the spacecraft and detector shielding and are therefore not detected and 

do not increase the count rate. There is a difference in the count rates of the 30 

MeV and 50 MeV simulations and protons in the band 30 - 50 MeV do contribute 

to the background noise. The ideal input proton energy range is therefore 30 MeV 

- 2GeV. The spectrum is steep enough that there are very few protons > 2 GeV 

and this is therefore a good upper limit. 

The decay proAles in hgure 8.10 show the declining count rates for each instru-

ment: 

# SPI: The count rate declines from 190 counts / second 1 minute after the 

end of the Hare to 60 counts / second 24 hours after the Hare. Thus up to 

a third of the radiation is still decaying a day later. 

# ISGRI: The count rate declines from ^ 530 counts / second 1 minute after 

the end of the Hare to 140 counts / second 24 hours later. Approximately 

20% of the activity is therefore remaining a day later. 

# PICsIT: The count rate declines from ^ 3300 counts / second 1 minute after 

the end of the Bare to 800 counts / second. Again approximately 20% of 

the activity is therefore remaining a day later. 

Figure 8.11 shows the spectrum for each instrument one minute after the end of 

the flare. The SPI and ISGRI spectra are binned into 1 keV bins. PICsIT has much 

poorer energy resolution (see table 8.1) and 10 keV binning is therefore sufRcient. 

Many spectral lines can be seen and these are due to isotopes decaying and emitting 

characteristic x-rays. A full analysis of spectral lines is discussed for the variable 

flux model in the next section. 

The variable flux model attempts to simulate the solar flare more realistically by 

using a variable input proton flux over a period of 5 to 6 days. After the end of the 

flare cooling times of 1 min, 10 min, 30 min, 60 min, 2 hours, 6 hours, 24 hours, 

48 hours and 96 hours were used to build up a proflle of count rate versus time for 

each instrument. These proflles are shown in flgure 8.12 and are summarised below: 

# SPI: The count rate declines from 10 counts / second 1 minute after the 

end of the flare to 2 counts / second 96 hours later. 

# ISGRI: The count rate declines from ^ 70 counts / second 1 minute after the 

end of the flare to ^ 25 counts / second 96 hours later. 

# PICsIT: The count rate declines from 280 counts / second 1 minute after 

the end of the flare to 100 counts / second 96 hours later. 
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DECAY PROFILE FOR SPI 

npu t P r o t o n Energy Range : l O M e V - 2 G e V 

Input P r o t o n Energy Range : 3 0 M e V - 2 G e V 

npu t P r o t o n Energy Range : 5 0 M e V - 2 G e V 

n p u t P r o t o n Energy Range : 1 0 0 M e V - 2 G e V 
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DECAY PROFILE FOR ISGRI 
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Input Proton Energy Range: lON/leV—2GeV 

Inpu t P r o t o n Energy Range : 3 0 M e V - 2 G e V 

Input P r o t o n Energy Range : 5 0 M e V - 2 G e V 

Input P r o t o n Energy Range : 1 0 0 M e V - 2 G e V 
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DECAY PROFILE FOR PICsIT 

Input Proton Energy Range: 10N'1eV-2GeV 

Input Proton Energy Range: 3 0 K / l e V - 2 G e V 

Inpu t P r o t o n Energy Range : 5 0 M e V - 2 G e V 

Inpu t P r o t o n Energy Range : lOOMeV—2GeV 

1400 

200 4 0 0 600 8 0 0 1000 
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Figure 8.10: Constant flux model: Decay profiles (count rate versus time) for SPI, 
ISGRI and PICsIT up to 24 hours after the end of the flare 
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Figure 8.11: Constant Hux model: Spectra one minute after the end of the Sare for 
SPI, ISGRI and PICsIT 
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Figure 8.12: Variable Sux model: Decay profiles (count rate versus time) for SPI, 
ISGRI and PICsIT up to 4 days after the end of the flare 
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The count rates one minute after the end of the Bare for the variable Sux model 

are approximately one tenth of the constant Aux model count rates. The integrated 

Sux for each model was equated to that calculated from [58] but two different hgures 

were used for the calculations (hgure 8.7 for the constant Sux model and figure 8.8 

for the variable Aux model). Thus the total integrated Sux for the variable Aux 

model (1.0 x 10̂ ^ protons) is in fact lower than the total integrated Hux for the 

constant Hux model (1.5 x 10̂ '̂  protons). Another important characteristic of the 

variable Hux model is the way in which the protons are fired in. As shown in hgure 

8.9 nearly 50% of the total proton Sux is hred in on Day 1 and only ^ 10% of the 

total flux is fired in on days 4 and 5. Isotopes activated on day 1 can decay at least 

in part before the end of the Sare. The count rates seen one minute after the end 

of the Eare are due to long lived isotopes activated on days 1 and 2 and a mixture 

of short and long lived isotopes from the lower input flux days 3, 4 and 5. This has 

the effect of lowering the count rates seen after the end of the Sare. 

Figure 8.13 shows the spectrum for ISGRI one minute, one hour, one day, two 

days and four days after the end of the flare. The spectral shape does not appear to 

evolve over this period and even the relative intensities of many of the lines remain 

the same. 

Table 8.2 shows the spectral lines one minute after the end of the flare. Most 

of the lines are due to electron capture on indium or iodine. The ISGRI detector 

plajie contains cadmium and tellurium (CdTe). The most likely processes occurring 

are therefore proton capture on cadmium and tellurium resulting in indium and 

iodine respectively. These isotopes then decay by electron capture producing their 

characteristic x-rays. 

To illustrate these processes the following has been taken as an example: 

# Proton capture on ^ °̂Cd: ^̂ ^Cd + p —^^^In 

# Electron capture on ^̂ În: ^̂ În —> ̂ ^̂ Cd + z/ 

# Electron capture on ^̂ În produces lines at 171.28, 245.35 and 416.70 keV 

# Electrons move from K to Lg shell (Kai) and produce x-rays at 195.49, 269.56 

and 440.91 keV (original x-ray energies plus K-Lg shell binding energy) 

# Electrons move from Lg to Mg (LcKi) and produce x-rays at 174.56, 248.63 

and 419.98 keV (original x-ray energies plus L3 - M5 shell binding energy) 

Table 8.2 shows that some of the lines are also produced by decay and IT 

decay as follows: 

# decay: ^̂ Ŝb —^^^Te + e" produces lines at 414.8, 666.3 and 697.0 keV 

# IT decay: Isomeric transition of ^̂ În from excited to stable state produces a 

line at 190.27 keV (half-life of 49.5 days) 
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Figure 8.13: Variable Sux, 1 keV bins. Spectrum detected in ISGRI one minute, 
one hour, one day, two days and four days (from left to right) after the end of the 
Bare. 
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Isotope Line Energy (keV) Decay scheme 
171.28 Electron capture 
245.35 Electron capture 
416.70 Electron capture 

:i:in 195.49 Ka i 
269.56 Ka i 
440.91 K a i 
174.56 Lai 
248.63 Lctj 
419.98 Lo i 
190.27 IT decay 

^̂ Ŝb 23.87 Electron capture 
50.22 K a i 
27.47 Lai 

123 ̂  159.10 Electron capture 
439.7 Electron capture 

687.88 Electron capture 
697.55 Electron capture 

125^ 35.49 Electron capture 
64.10 K a i 
67.78 LCKi 

126^ 666.33 Electron capture 
694.94 Kofi 

:2GSb 414.8 decay 
666.3 decay 
697.0 decay 

i 2 9 T e 695.88 decay 

Table 8.2: Lines seen in the ISGRI spectrum (one minute after the end of the Hare) 
and the isotopes causing them 

Figure 8.14 shows the spectra for PICsIT one minute, one hour, one day, two 

days and four days after the end of the Sare. The binning has been changed to log 

binning in order to represent the spectra actually detected by the Csl during Sight. 

The spectral shape remains approximately the same for up to 4 days after end of 

the Hare. 

The spectra for SPI are shown in figure 8.15. Again the spectral shape shows 

little evolution for up to 4 days after the end of the Hare and the relative intensities 

of the lines seems to remain the same. 

Table 8.3 shows the spectral lines for SPI one minute after the end of the Hare. 

As with ISGRI, electron capture is the dominant decay process producing the lines. 

This is illustrated as follows: 

# Electron capture on ^^Ge: ^^Ge — p r o d u c e s lines at 574.21, 872.13 

and 1107.03 keV 
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Figure 8.14: Variable Eux, log bins. Spectrum detected in PICsIT one minute, one 
hour, one day, two days and four days (from left to right) after the end of the Sare. 
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Figure 8.15: Variable Eux, 1 keV bins. Spectrum detected in SPI one minute, one 
hour, one day, two days and four days (from left to right) after the end of the Eare. 
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Isotope Line Energy (keV) Decay scheme 
G^Ga 93.31 Electron Capture 

184.57 Electron Capture 
393.53 Electron Capture 

G^Ga 102.56 Kai transition 
193.83 KcKi transition 
402.78 KcKi transition 

G^Ga 102.53 KcKg transition 
193.80 Kckg transition 
402.75 Kag transition 

G^Ge 574.21 Electron Capture 
872.13 Electron Capture 
1107.03 Electron Capture 

69Ge 584.09 KcKi transition 
882.01 KcKi transition 
1116.91 Kai transition 

G^Ge 584.06 Ka!2 transition 
881.98 Ko!2 transition 
1116.88 Ka!2 transition 

^lAs 174.94 Electron Capture 
185.49 KcKi transition 
185.45 Ka2 transition 

Table 8.3: Lines seen in the SPI spectrnm (one minute after the end of the flare) 
and the isotopes causing them 

# Kcki transition produces lines at 584.06, 882.01 and 1116.91 keV. 

8.5 Conclusions 

Two models were used to simulate the effects of a solar flare on the instruments 

onboard INTEGRAL. The solar Bare occurred in March 1991 and was approximated 

first by a constant Hux over a period of 5 days (the constant flux model) and then 

more accurately by a variable flux over a period of 5 - 6 days (the variable flux 

model). The count rates for the variable Aux model were approximately one tenth 

of the count rates for the constant Sux model. This is due to a lower integrated 

input proton Aux for the variable Sux model and the decline of the input flux in 

days 3, 4 and 5 allowing activated isotopes to decay before the end of the Sare. The 

count rates one minute after the end of the flare for the variable Sux model were 

^ 10 counts / sec for SPI, 70 counts / sec for ISGRI and 280 counts / sec for 

PICsIT. This compares to an estimated static solar maximum background count 

rate of 244 counts / sec for SPI, 423 counts / sec for ISGRI and ^ 1048 counts 

/ sec for PICsIT [39]. Thus the solar Bare modelled increases the total background 

count rate one minute after the end of the flare to approximately that expected 

during solar minimum [39]. It should be remembered however that solar flares vary 
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greatly in intensity and duration and actually during the Sight far greater effects 

could be experienced. The solar Hare background count rates decayed over a period 

of 96 hours to ^ 2 counts / sec, ^ 25 counts / sec and 100 counts / sec for 

SPI, ISGRI and PICsIT respectively. The spectra for each of the instruments were 

similar in shape for each model and for periods of up to several days after the end 

of the Aare. Many line features can be seen in the spectra for SPI and ISGRI and 

these are found to be mainly due to electron capture on, for example, indium or 

germanium isotopes. 
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Chapter 9 

Conclusions 

The basis of this thesis has been the use of Monte-Carlo simulations to model the 

background noise in 'y-ray satellites. A perfect example of the type of study that 

background modelling is designed to enhance is provided in the study of classical 

novae. The hard x-ray emissions from these sources are too faint to be detected by 

the BATSE Earth Occultation Technique alone but the improvements in sensitivity 

gained through the subtraction of the background model could allow detections 

at these wavelengths to be made. Future work may, therefore, include the Aat 

Helding of the BATSE data once the background model has been fully implemented. 

Furthermore one of the objectives of INTEGRAL, due to be launched in 2002, is 

to search for classical novae at 'y-ray energies. As with BATSE, the INTEGRAL 

background model can be used to increase the sensitivity of the instruments even 

after the observations have been made. 

Monte Carlo techniques are then used to simulate the background noise in 

LEGRI (Low Energy Gamma Ray Imager) onboard the Minisat-Ol satellite. Ini-

tially comparisons between actual and simulated observations are made so that 

further information can be reliably obtained from the simulated spectra and count 

rates. The simulated count rate increases from ^ 0.42 c/cm^/s at the equator to ^ 

0.71 c/cm^/s at the poles. These count rates are slightly lower than those observed 

due to the effects of charge trapping and energy resolution which are not taken into 

account at this stage. In spite of this the observed count rates of ^ 0.5 c/cm^/s and 

^ 0.75 c/cm^/s at the equator and poles respectively are in excellent agreement with 

our simulations. This increase in count rate is due to the effects of geo-magnetic 

cut-oBF on the cosmic ray and atmospheric background components. The cosmic 

ray component accounts for more than 60% of the total count rate at the equator 

and more than 70% at the poles. The simulated spectra show signiScant peaks at 

^ 56, 57 and 65 keV due to fluorescence from the tantalum collimator. 

The next chapter studies the effects of an observed and simulated SAA paas on 

LEGRI. Although the LEGRI detectors are turned off during a passage through 
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the SAA there is still an increase in count rate afterwards due to activation of 

the spacecraft components. The count rate immediately after the simulated SAA 

pass increases by 0.6 c/cm^/s thus agreeing with observations. The decay of 

the count rate cannot be modelled by only two exponentials and an analysis of the 

internal sources of the background noise shows several isotopes contribute. The 

collimator, cadmium telluride and shielding are found to be the most signihcant 

volumes contributing both immediately after the SAA and up to 90 minutes later. 

The post SAA raw spectrum is similar to the pre SAA spectrum but haa additional 

peaks due to electron capture on the cadmium telluride. The Auorescence peaks 

due to the tantalum collimator are clear in both pre and post SAA raw spectra. 

After a blurring algorithm is applied to account for charge trapping and energy 

resolution the two spectra are identical in shape. 

Finally the last chapter uses two different models to simulate the ejects of a 

solar Hare on the instruments onboard INTEGRAL. The solar Rare chosen occurred 

in March 1991 and was first approximated by a constant flux over a period of 5 days 

(the constant flux model) and then more accurately by a variable Sux over a period 

of 5 - 6 days (the variable flux model). The count rates for the variable Sux model 

were approximately one tenth of the count rates for the constant Hux model. This 

is due to a lower integrated input proton flux for the variable flux model and the 

decline of the input Eux in days 3, 4 and 5 allowing activated isotopes to decay 

before the end of the flare. The count rates one minute after the end of the flare for 

the variable flux model were ^ 10 counts / sec for SPI, ^ 70 counts / sec for ISGRI 

and ^ 280 counts / sec for PICsIT. This compares to an estimated static solar 

maximum background count rate of ^ 244 counts / sec for SPI, ^ 423 counts / sec 

for ISGRI and ^ 1048 counts / sec for PICsIT [39]. Thus the solar Hare modelled 

increases the total background count rate one minute after the end of the Sare to 

approximately that expected during solar minimum [39]. It should be remembered 

however that solar Sares vary greatly in intensity and duration and actually during 

the Eight far greater effects could be experienced. The solar Eare background count 

rates decayed over a period of 96 hours to 2 counts / sec, ^ 25 counts / sec and 

^ 100 counts / sec for SPI, ISGRI and PICsIT respectively. The spectra for each 

of the instruments were similar in shape for each model and for periods of up to 

several days after the end of the Hare. Many line features can be seen in the spectra 

for SPI and ISGRI and these are found to be mainly due to electron capture on, 

for example, indium or germanium isotopes. 
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